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Disrupted-in-schizophrenia 1 (DISC1) is a strong candidate susceptibility gene for a spectrum of neuropsychiatric diseases including schizophrenia, bipolar disorder and major depression, all of which are thought to result from interactions between gene mutations and environmental risk factors such as influenza, trauma and stress. Adolescence is a key period susceptible to stress and stress-related mental illnesses. In a previous study, we found that although DISC1 L100P point mutation mice shows object recognition deficits, their sociability and social memory are relatively normal. Therefore, in this article, we investigated whether the interaction between adolescent stress and DISC1 L100P point mutation affects adult social memory, and we explored the underlying mechanisms. We found that adolescent stress (isolation from 5 weeks to 8 weeks of age) specifically impaired social memory of adult DISC1 L100P mice but not that of WT littermates, which could be rescued by administration of atypical antipsychotic drug clozapine. On the other hand, it did not induce anxiety or depression in adult mice. Adolescent isolation exacerbated adult neurogenesis deficits in the hippocampus of DISC1 L100P mice, while it had no effect on WT mice. In addition, we found that adolescent isolation led to long lasting changes in synaptic transmission and plasticity in the hippocampal circuits, some of which are specific for DISC1 L100P mice. In summary, we identified here the specific interaction between genetic mutation (DISC1 L100P) and adolescence social stress that damages synaptic function and social memory in adult hippocampal circuits.

Highlights


–    Adolescent isolation (from 5 weeks to 8 weeks of age) impairs adult social memory when combined with DISC1 L100P point mutation.

–    Adolescent isolation exacerbates adult neurogenesis deficit in the hippocampus of L100P mice but has no similar effect on WT mice.

–    Adolescent isolation causes long lasting changes in synaptic transmission and plasticity of the hippocampal network in DISC1 L100P mice.



Keywords: DISC1, L100P, social interaction, social memory, adolescent stress


INTRODUCTION

Major neuropsychiatric illnesses such as schizophrenia are genetically complex but they share not only overlapping symptoms and environmental risk factors, but also molecular etiology (Tropea et al., 2016). Among many genes susceptible to these disorders (Gogos and Gerber, 2006; Haque et al., 2012), Disrupted-in-schizophrenia 1 (DISC1) has been identified as one of the most prominent ones according to linkage and association studies in multiple pedigrees (Roberts, 2007; Cash-Padgett and Jaaro-Peled, 2013). DISC1 was originally discovered in a large Scottish family with identical chromosomal translocation but very different clinical features (St Clair et al., 1990), indicating that gene-environment interactions might be a potential mechanism underlying the complex heritability and variable phenotypes of psychiatric disorders.

Gene × environment studies have been done with both DISC1 transgenic mice (Abazyan et al., 2010; Ibi et al., 2010; Nagai et al., 2011; Niwa et al., 2013) and DISC1 point mutation (L100P and Q31L) heterozygotes (Haque et al., 2012; Lipina et al., 2013). Previous studies reported that Q31L homozygous showed depression-like behaviors while L100P homozygous showed schizophrenia-like phenotype (Clapcote et al., 2007). However, subsequent studies from another independent group reported normal behaviors of both Q31L and L100P mutants in general (Shoji et al., 2012), suggesting that the influence of DISC1 point mutation itself on behaviors is not very robust and it may depend on environmental factors. Supportively, in our previous study, we found that although DISC1 L100P mice show object recognition deficits, their locomotor activity, spatial learning and memory, sociability and social memory are relatively normal (Cui et al., 2016).

Adolescence is a sensitive neurodevelopment period associated with plasticity-driven organization of neural circuits in multiple brain regions (Pattwell et al., 2011; Selemon, 2013; Kozareva et al., 2017). Besides perinatal immune activation (Abazyan et al., 2010; Ibi et al., 2010; Nagai et al., 2011; Lipina et al., 2013), adverse experience during adolescence also influences postnatal brain maturation and increases risk for stress-related mental illnesses in adulthood (Blakemore, 2008; van Os et al., 2010; Niwa et al., 2013). In particular, social stress during adolescence are central features for depression, anxiety, schizophrenia and addiction (Burke et al., 2017).

A previous study reported that isolation stress during adolescence elicited molecular, neurochemical and behavioral deficits only when combined with DISC1-DN mutation (Niwa et al., 2013). It is interesting to test whether the same social stress during adolescence has long lasting effects on both behavior and stress-related neural circuits in DISC1 L100P mice. Since L100P homozygotes exhibit relatively normal behaviors, we used these mice to explore the synergistic interplay between genetic and environmental risk factors. We hypothesized that DISC1 point mutation would affect vulnerability to adolescent stress.



MATERIALS AND METHODS


Animals

Male DISC1 L100P homozygous in C57BL/6J background were obtained from RIKEN BRC1 and were backcrossed to inbred C57BL/6J female mice from Jackson Laboratory for one generation. The resultant heterozygous progeny (L100P/+) were intercrossed to generate L100P/L100P, L100P/+ and +/+ littermates. Mice were group-housed after weaning and maintained on a 12 h light/12 h dark cycle with free access to food and water. All animal protocols were approved by the Chancellor’s Animal Research Committee at the university, in accordance with National Institutes of Health guidelines.



Adolescent Social Isolation

Mice were isolated from 5 weeks to 8 weeks of age for 3 weeks and maintained single-housed afterwards to avoid fighting. Behavioral tests were conducted 4 weeks later when the mice were 12 weeks old (Niwa et al., 2013). We studied four groups: WT mice without social isolation (WT or control); WT mice with isolation (WT-iso, environmental stressor E only); DISC1 L100P mice without isolation (L100P, genetic factor G only); and DISC1 L100P mice with isolation (L100P-iso, G × E).



Behavioral Tests

All behavioral analyses were done with adult male mice. Tests were performed between 9:00 am and 6:00 pm. Animal behaviors were video-tracked and analyzed with Noldus EthoVision XT software.

An elevated plus maze (EPM) test was conducted as described previously (Zhao et al., 2014). Time spent in the open or close arm, number of arm entries, and total travel distance were calculated over 5 min. In open field (OF) tests, total distance traveled, time spend in the center or peripheral area, vertical and stereotyped activity were analyzed over 10 min (Zhao et al., 2014). Forced swimming (FS) test were conducted as previously described (Zhou et al., 2013). Total immobility time and the latency to first immobility were analyzed over 5 min.

Social behaviors were assessed according to previous publication with minor modifications (Arime et al., 2014). The test consisted of three sessions: habituation, sociability and social novelty preference (SNP). In habituation, mice were allowed to freely explore for 5 min. In sociability, mice were introduced to an unfamiliar, ovariectomized female mouse enclosed in the center and allowed to freely explore for 10 min. SNP test was conducted 24 h after sociability. Mice were encountered with two ovariectomized female mice: one had met in sociability test (familiar), the other was a stranger. The locations of the two female mouse were counterbalanced. Social interaction time was analyzed over 10 min.

Novel object recognition (NOR) and object-place recognition (NPR) tests were conducted according to previous studies (Cui et al., 2016). During training, mice were exposed to two identical objects for 10 min. During NOR test 1 h after training, one object was changed to a new one that the animal has never met; while during NPR test 24 h after training, two objects were the same, but one stayed in the same location as during training (old location), while the other one was moved to a new location (new location). Both NOR and NPR test last for 5 min.



BrdU Injection and Immunofluorescence Staining

5-bromo-2′deoxyuridien (BrdU, 100 mg/kg) was injected for 5 days at both the 8th week and the 11th week of age, twice every day at 8 h intervals. BrdU were freshly dissolved in normal saline (0.9%, pH 7.4).

Hippocampal coronal sections (50 μm) from each brain were collected in sequence and divided into four equivalent sample sets. Each set included 8–10 sections at 200 μm intervals to cover the entire anterior-posterior extent of dentate gyrus (DG; Zhao et al., 2014). Free-floating sections were pre-treated with 1 M HCl (fresh) for 30 min at 45°C. Primary antibodies were rat anti-BrdU monoclonal antibody (1:500; Accurate Chemicals), rabbit anti-doublecortin (anti-DCX) polyclonal antibody (1:500, Abcam) and rabbit anti-NeuN monoclonal antibody (1:1000, Abcam). Secondary antibodies were alexa-488 chicken anti-rat and alexa-568 goat anti-rabbit (1:500, Abcam). Fluorescence images were acquired with a laser confocal microscope (FV500, Olymus) and the associated Fluoview2000 software. The objective lens used was 20× and 40×.

We quantified all BrdU+, BrdU+/DCX+ and BrdU+/NeuN+ cells throughout the anterior-posterior extent of the granule cell layer according to previous studies (Kee et al., 2007; Zhou et al., 2013). To get the average number of labeled cells per section, we first counted the total number of positive cells from each set of brain sections, and then divided it by the number of sections within that set. Finally, the total number of labeled cells per entire DG was quantified by multiplying this average number of labeled cells per section by 10. We used Z-stack function to scan at least eight focal planes per section, and the three-dimension images were checked carefully to exclude false double labeling. Cell quantification was conducted by two independent investigators unaware of the experimental design.



Hippocampus Slices Preparation and Electrophysiological Recordings

Hippocampal slice was prepared according to previous description (Zhou et al., 2007; Cui et al., 2016). Briefly, coronal slices (400 μm in thickness) were sectioned with a vibratome (VT-1000, Leica) in an oxygenated ice-cold cutting solution (pH 7.4) containing (in mM) 119 choline chloride, 2.5 KCl, 26 NaHCO3, 1 NaH2PO4, 7 MgSO4, 1 CaCl2, 30 Glucose, 3 sodium pyruvate, 1 kynurenic acid and 1.3 sodium L-ascorbate. Slices were quickly transferred to a recovery solution containing (in mM) 85 NaCl, 2.5 KCl, 24 NaHCO3, 1.25 NaH2PO4, 4 MgCl2, 0.5 CaCl2, 25 glucose and 50 sucrose to recover for 30 min at 30°C and then at least 1 h at room temperature prior to recording.

Whole cell patch-clamp recordings were conducted in both CA1 pyramidal neurons and DG granule cells. The glass micropipettes (4–6 MΩ) was filled with an internal solution (pH 7.3) containing (in mM) 130 CsMeSO4, 10 CsCl, 4 NaCl, 1 MgCl2, 5 MgATP, 5 EGTA, 10 HEPES, 0.5 Na3GTP, 10 phosphocreatine and four QX-314. Artificial cerebral spinal fluid (ACSF) consists of (in mM) 120 NaCl, 3.5 KCl, 2.5 CaCl2, 1.3 MgSO4, 1.25 NaH2PO4, 26 NaHCO3 and 10 glucose. ACSF was perfused with a flow rate of ~2 ml/min at 31–33°C.

sIPSCs were recorded at a holding potential of +20 mV with 3 mM kynuric acid; while sEPSCs were recorded at a holding potential of −70 mV with 50 μM AP-5 and 50 μM picrotoxin. mIPSCs and mEPSCs were recorded with 1 μM TTX. Only recordings with series resistance changes less than 20% throughout the experiment were analyzed using Mini Analysis Program. Event counts were carried out by an experimenter blind to genotypes.

Evoked AMPA and NMDA currents were recorded in the presence of 100 μM picrotoxin. AMPA current was measured as peak amplitude at −70 mV; NMDA current was determined by amplitude at 100 ms after the onset of stimulation at +30 mV. The AMPA/NMDA ratio was calculated by averaging 10–15 events.

The input-output curve in field recordings was constructed by varying stimulus intensity and measuring the initial slopes of fEPSPs. PPR were determined by fEPSP2/fEPSP1. LTP at SC-CA1 synapses was induced by 100 Hz tetanus. All stimuli were 100 μs in duration and 1/3–1/2 of maximal stimulation strength (100 μA). Analog to digital conversion was performed using Digidata 1440A. Data were filtered at 2 kHz and digitized at 10 kHz with Clampex10. The experimenters were blind to genotypes of the mice. All chemicals used in electrophysiological recordings were purchased from Sigma.



Statistical Analysis

Results are expressed as mean ± SEM. Data was analyzed using one-sample t-test, unpaired t-test, one-way ANOVA, or two-way ANOVA as appropriate. P < 0.05 indicates significant difference. Statistical analysis was performed with Graphpad Prism 7.0.




RESULTS


Adolescent Isolation Specifically Impaired Social Memory of DISC1 L100P Mice but Had No Effect on WT Littermates

A previous study reported that adolescent isolation for 3 weeks caused affective behavioral deficits in adult DISC1-DN-Tg-PrP mice that showed otherwise normal behaviors (Niwa et al., 2013). Using their strategy, we single housed DISC1 L100P male mice and WT littermates from 5 weeks of 8 weeks of age. Behaviors were tested 4 weeks later when mice were 12 weeks old (Figure 1A). We found that, 3-week isolation during adolescence did not affect sociability: all four groups spent similar time interacting with the ovariectomized female mice (Figure 1B; one-way ANOVA, F(3,31) = 0.876, P > 0.05). However, L100P-iso mice exhibited profound deficits in SNP test: L100P-iso mice interacted with the stranger and the familiar equally (Figure 1C; two-way ANOVA, F(1,56) = 49.61, P < 0.001; Bonferroni post-tests, t = 0.09, P > 0.05); while the other three groups all spent significantly more time interacting with the stranger than with the familiar (Figure 1C; P < 0.01 to P < 0.001). The total interaction time during SNP test were comparable among four groups (data not shown), suggesting that social memory deficit observed in L100P-iso mice were not caused by impaired exploration/sociability due to isolation. Consistent with our previous report (Cui et al., 2016), L100P and WT mice showed similar performance in sociability and social memory tests (Figures 1B,C). Therefore, our results indicated that isolation during adolescence impaired adult social memory when combined with a genetic risk, in this case, DISC1 L100P point mutation.
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FIGURE 1. Adolescent isolation specifically impaired social memory in adult L100P mice. (A) Behavioral procedures. (B) Sociability test. One-way ANOVA, n = 8 for each group, P > 0.05. (C) Social memory test showing L100P-iso mice had no novelty preference. Two-way ANOVA, n = 8 for each group, ***P < 0.001 or **P < 0.01. (B,C) WT-iso and L100P-iso represent WT and L100P mice exposed to adolescent isolation, WT and L100P represent non-exposure groups. (D) Clozapine had no effect on sociability. One-way ANOVA, P > 0.05. (E) Clozapine rescued social memory deficit in L100P-iso mice. Two-way ANOVA, **P < 0.01 or ***P < 0.001. (D,E) WT-iso_veh (n = 8), WT-iso_cloz (n = 10), L100P-iso_veh (n = 8) and L100P-iso_cloz (n = 10) represent isolated WT or L100P mice receiving vehicle or clozapine treatment respectively. (F) elevated plus maze (EPM) test. (G) forced swimming (FS) test. (F,G) One-way ANOVA, P > 0.05, n = 8 for each group. All data are shown as means ± SEM.





Clozapine Administration Rescued Social Memory Deficit Caused by Adolescent Isolation in L100P Mice

In previous study, we found that administration of clozapine prevented object recognition deficits in DISC1 L100P mice (Cui et al., 2016). To test whether antipsychotics treatment could rescue the social memory deficit observed in L100P-iso mice, we administrated clozapine (i.p., 0.6 mg/kg dissolved in 10% DMSO, Tocris) or vehicle into adult WT-iso and L100P-iso mice at 40 min before sociability and novelty preference tests. Our results showed that clozapine had no effect on sociability (Figure 1D; one-way ANOVA, F(3,34) = 0.21, P > 0.05), but rescued the social memory deficit observed in L100P-iso mice. In comparison to the vehicle-treated L100P-iso mice (L100P-iso_veh) who spent similar time on the stranger as on the familiar (Figure 1E; two-way ANOVA, F(1,62) = 52.86, P < 0.001; Bonferroni post-tests, t = 1.48, P > 0.05), the clozapine-treated L100P-iso mice (L100P-iso_cloz) spent significantly more time interacting with the stranger (Figure 1E; t = 3.85, P < 0.01). Clozapine had no effect on WT-iso mice since both WT-iso_veh and WT-iso_cloz groups spent more time interacting with the stranger than with the familiar (Figure 1E; t = 4.28–5.32, P < 0.001). The total interaction time during novelty preference test were comparable among four groups (data not shown).



Adolescent Isolation Did Not Increase Anxiety or Depression in DISC1 L100P Mice

Since anxiety or depression may affect learning and memory performance, and a previous study showed that social isolation did change anxiety- and depression-like behaviors in DISC1-DN transgenic mice (Niwa et al., 2013), we then checked whether the same isolation changes anxiety- or depression-like behaviors of DISC1 L100P mice. EPM test showed that four groups spent similar time in open arms (Figure 1F; one-way ANOVA, F(3,31) = 0.27, P > 0.05). FS test showed that the total immobility time of four groups were comparable (Figure 1G; one-way ANOVA, F(3,31) = 0.35, P > 0.05). Those data indicated that adolescent isolation from 5 weeks to 8 weeks of age did not increase anxiety or depression. Therefore, social memory deficit observed in adult L100P-iso mice could not be explained by changes in anxiety or depression. In addition, our finding suggested that social isolation from 5 weeks to 8 weeks of age may not be adverse enough to affect anxiety- or depression- like behaviors even when combined with DISC1 L100P point mutation.



Adolescent Isolation Exacerbated Adult Neurogenesis Deficit in L100P Mice but Had No Effect on WT Mice

It is well known that stress decreases adult neurogenesis in the hippocampus (Aimone et al., 2014; Kozareva et al., 2018). We also found impaired neurogenesis (reduced BrdU+ cells) in adult DISC1 L100P mice. To test whether social stress during adolescence and DISC1 L100P mutation has synergistic effect on adult neurogenesis, we did immunostaining and counted newborn cells (BrdU+), immature neurons (BrdU+DCX+) and new neurons (BrdU+NeuN+) in DG of the hippocampus (Figure 2A). Consistently, adult L100P mice showed less BrdU+ cells than WT mice (Figures 2B,E; one-way ANOVA, F(3,20) = 10.52, P < 0.001; Dunnett’s Multiple Comparison Test, q = 3.76, P < 0.01). The number of BrdU+DCX+ neurons were also reduced in L100P mice (Figures 2C,F; one-way ANOVA, F(3,20) = 8.95, P < 0.001; Dunnett’s Multiple Comparison Test, q = 2.94, P < 0.05). However, no difference was observed between L100P and WT mice in the percentage of BrdU+ cells that adopted a neuronal fate or became a BrdU+DCX+ double-labeling (Figure 2G; one-way ANOVA, F(3,20) = 3.78, P < 0.05; Dunnett’s Multiple Comparison Test, q = 0.73, P > 0.05). All these data suggested that L100P mutation only reduces proliferation or survival of progenitor cells but had no effect on neuronal differentiation. Remarkably, L100P-iso mice showed not only reduced number of BrdU+ cells (Figure 2E; q = 4.74, P < 0.001) or BrdU+DCX+ neurons (Figure 2F; q = 5.15, P < 0.001), but also a smaller ratio of BrdU+DCX+/BrdU+ compared to WT (q = 3.15, P < 0.05). Clearly, social isolation during adolescence did not affect adult neurogenesis in WT mice, the number of BrdU+ cells or BrdU+DCX+ neurons, and the BrdU+DCX+/BrdU+ ratio were all comparable between WT and WT-iso mice (Figures 2E–G; P > 0.05). Therefore, our findings suggest that adolescent isolation stress and DISC1 L100P mutation play a synergistic role to impair both proliferation and neuronal differentiation. We also observed a reduce tendency (not significant yet) in the number of BrdU+NeuN+ neurons (data not shown) or the ratio of BrdU+NeuN+ /BrdU+ in L100P-iso mice (Figures 2D,H).
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FIGURE 2. Adolescent isolation exacerbated adult neurogenesis deficit in L100P mice. (A) Experimental design. (B) 5-bromo-2′deoxyuridien (BrdU+ cells immunostaining. (C) Immunostainings for BrdU+ (green), doublecortin (DCX+; red) and BrdU+DCX+ (yellow) neurons. (D) Immunostainings for BrdU+ (green), NeuN+ (red) and BrdU+NeuN+ (yellow) neurons. Insets in (B–D), higher magnification of boxed area. White scale bar, 20 μm (inside) and 100 μm (outside). White arrows, the same cell with different magnification. (E–G) Reduced number of BrdU+ cells (E) and BrdU+DCX+ neurons (F), and reduced BrdU+DCX+/BrdU+ ratio (G) in L100P-iso mice. (H) BrdU+NeuN+/BrdU+ ratio. (E–H) One-way ANOVA, *P < 0.05, **P < 0.01 or ***P < 0.001, n = 6 for each group. All data are shown as means ± SEM.





Adolescent Isolation Caused Long Lasting Changes of Synaptic Transmission in Hippocampal Network of L100P Mice

Previously, we have reported abnormal synaptic transmission and plasticity in hippocampal network of L100P mice (Cui et al., 2016). To test whether adolescent isolation and L100P mutation synergistically affect synaptic functions of the adult hippocampus which may underlie social memory deficit observed in L100P-iso mice, we first checked synaptic transmission in four groups of hippocampal slices.

We found that, in DG granule cells, either adolescent isolation (WT-iso), L100P mutation (L100P) or both (L100P-iso) inhibited mEPSCs (both amplitude and frequency) compared to the WT controls (Figure 3A; for mEPSCs amplitude: one-way ANOVA, F(3,31) = 8.15, P < 0.001; Dunnett’s Multiple Comparison Test, q = 2.80–4.87, P < 0.05–0.001. For mEPSCs frequency: one-way ANOVA, F(3,31) = 4.59, P < 0.01; Dunnett’s Multiple Comparison Test, q = 2.61–3.10, P < 0.05). In contrast, the same isolation suppressed mIPSCs amplitude only when combined with L100P mutation (Figure 3B, one-way ANOVA, F(3,29) = 8.55, P < 0.001; Dunnett’s Multiple Comparison Test, q = 3.40, P < 0.01). Neither isolation nor mutation itself affects mIPSCs in granule cells (Figure 3B, P > 0.05). Consistently, reduced sIPSCs amplitude were observed in L100P-iso mice (Figure 3C, one-way ANOVA, F(3,32) = 7.27, P < 0.001; Dunnett’s Multiple Comparison Test, q = 3.91, P < 0.01).
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FIGURE 3. Adolescent isolation caused long lasting changes of synaptic transmission in dentate gyrus (DG) granule cells of L100P mice. (A) mEPSCs. Upper: sample traces in four groups. Lower left: mEPSCs amplitude. Lower right: mEPSCs frequency. One-way ANOVA, *P < 0.05 to ***P < 0.001 compared to WT, n = 10, 7, 11, 7 slices from five mice per group. (B) mIPSCs. Upper: sample traces. Lower left: mIPSCs amplitude. Lower right: mIPSCs frequency. One-way ANOVA, **P < 0.01 compared to WT, n = 8, 8, 9, 8 slices from five mice per group. (C) sIPSCs. Upper: sample traces. Lower left: sIPSCs amplitude. Lower right: sIPSCs frequency. One-way ANOVA, **P < 0.01 compared to WT. n = 11, 8, 9, 8 slices from five mice per group. All data are shown as means ± SEM.



In CA1 pyramidal neurons, we did not find significant difference in mEPSCs among four groups (Figure 4C, P > 0.05). Instead, in comparison to WT controls, CA1 pyramidal neurons of L100P-iso mice exhibited reduced amplitude (not frequency) of both mIPSCs (Figure 4A, one-way ANOVA, F(3,37) = 4.03, P < 0.05; Dunnett’s Multiple Comparison Test, q = 3.37, P < 0.01) and sIPSCs (Figure 4B, one-way ANOVA, F(3,36) = 7.05, P < 0.001; Dunnett’s Multiple Comparison Test, q = 4.39, P < 0.001). Considering that WT-iso neurons showed normal amplitude and increased frequency of both mIPSCs (Figure 4A, one-way ANOVA, F(3,37) = 5.38, P < 0.01; Dunnett’s Multiple Comparison Test, q = 3.02, P < 0.05) and sIPSCs (Figure 4B, one-way ANOVA, F(3,36) = 6.18, P < 0.01; Dunnett’s Multiple Comparison Test, q = 2.82, P < 0.05), while L100P mutant neurons displayed normal mIPSCs (Figure 4A) and slightly reduced amplitude of sIPSCs (Figure 4B, q = 2.66, P < 0.05), our data altogether suggested that adolescent isolation causes or worsens abnormal inhibitory synaptic transmission in both DG granule cells and CA1 pyramidal neurons in hippocampal microcircuit, which may contribute to social memory deficit observed in adult L100P-iso mice. Of course, abnormal excitatory synaptic activity in DG granule cells may also underlie social memory deficit in adult L00P-iso mice.
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FIGURE 4. Adolescent isolation caused long lasting changes of synaptic transmission in CA1 pyramidal neurons of L100P mice. (A) mIPSCs. Upper: sample traces in four groups. Lower left: mIPSCs amplitude. Lower right: mIPSCs frequency. One-way ANOVA, *P < 0.05, **P < 0.01 compared to WT, n = 10, 10, 11, 10 slices from five mice per group. (B) sIPSCs. Upper: sample traces. Lower left: sIPSCs amplitude. Lower right: sIPSCs frequency. One-way ANOVA, *P < 0.05 or ***P < 0.001 compared to WT, n = 9, 10, 11, 10 slices from five mice per group. (C) mEPSCs. Sample traces (upper), mEPSCs amplitude (lower left) and mEPSCs frequency (lower right). One-way ANOVA, P > 0.05, n = 9, 9, 8, 9 slices from five mice per group. (D) The AMPA/NMDA ratio. Upper: sample traces of AMPA and NMDA currents. Lower: reduced AMPA/NMDA ratio in L100P-iso mice. One-way ANOVA, *P < 0.05, n = 12, 19, 10, 14 slice from six mice per group. (E) PPR. Upper: sample paired-pulse response at an interval of 50 ms. Lower: PPR at intervals of 50 ms and 100 ms. Two-way ANOVA, *P < 0.05 compared to WT, n = 11, 25, 8, 18 slices from five mice per group. All data are shown as means ± SEM.



We also found that the AMPA/NMDA ratio was significantly lower in CA1 pyramidal neurons of L100P-iso mice (Figure 4D; one-way ANOVA, F(3,51) = 2.92, P < 0.05; Dunnett’s Multiple comparison Test, q = 2.88, P < 0.05), which could reflect a decrease in the AMPA current and/or an increase in the NMDAR current triggered by interaction between adolescent isolation and L100P mutation. In contrast, the AMPA/NMDA ratio was unaltered in WT-iso and L100P mice (Figure 4D, P > 0.05).

PPR in CA1 neurons of isolated mice were not changed (Figure 4E; P > 0.05 compared to WT), indicating that presynaptic excitatory neurotransmitter release probability was not affected by social isolation. In contrast, PPR in CA1 neurons of L100P mice showed small but significant decrease at inter-pulse interval of 50 ms (Figure 4E; two-way ANOVA, F(3,116) = 3.514, P < 0.05; Sidak’s multiple comparisons test, t = 2.80, P < 0.05), which is consistent with our previous finding (Cui et al., 2016).



Adolescent Isolation Caused Long Lasting Changes of Synaptic Plasticity in Hippocampal Network

To test whether adolescent isolation affects synaptic plasticity and whether it works synergistically with L100P mutation to affect LTP, we measured fEPSPs in SC-CA1 synapses. LTP induced by 100 Hz stimulation was impaired, to the similar extent, in WT-iso, L100P and L100P-iso hippocampal slices (Figures 5A,B; one-way ANOVA for averaged last 10 min recordings after tetanus, F(3,51) = 9.46, P < 0.0001; Dunnett’s Multiple Comparison Test, q = 3.58–5.13, P < 0.01–0.001 compared to WT). Statistical analysis showed that post-tetanic potentiation (PTP), a form of short-term enhancement mediated by certain presynaptic mechanism, was not altered in WT-iso and L100P-iso mice (Figure 5B; one-way ANOVA for averaged initial 5 min recording after tetanus, P > 0.05). Consistently, PPR measured in those two groups were also comparable to WT controls (Figure 5C; two-way ANOVA, P > 0.05), suggesting that the impaired LTP observed in WT-iso and L100P-iso mice were mainly due to post-synaptic mechanisms. Similar to our previous report, L100P mice showed significant suppression in both PTP (Figure 5B) and PPF (Figure 5C), suggesting that both pre- and post-synaptic mechanisms may underlie the LTP deficits of L100P mutants. We did not find significant changes in basal synaptic transmission since the synaptic input/output (I/O) curves was comparable among four groups (Figure 5D, two-way ANOVA, F(3,498) = 2.43, P > 0.05). Therefore, our findings suggested that both adolescent isolation and L100P mutation cause long lasting changes of synaptic plasticity in hippocampal network, however the underlying mechanisms may be different.
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FIGURE 5. Adolescent isolation caused long lasting changes of synaptic plasticity in hippocampal SC-CA1 path. (A) LTP induced by 100 Hz tetanus. Insets, sample fEPSPs before, and 60 min after tetanus. (B) Post-tetanic potentiation (PTP; initial 5 min) and LTP (last 10 min). One-way ANOVA, *P < 0.05, **P < 0.01 or ***P < 0.001 compared to WT, n = 13, 13, 12, 17 slices from five mice per group. (C) PPR. Two-way ANOVA, *P < 0.05 at 50 ms interval and **P < 0.01 at 100 ms interval, n = 12, 13, 14, 16 slices from five mice per group. (D) input/output curves. Two-way ANOVA, P > 0.05, n = 27, 18, 20, 22 slices from six mice per group. (E) Novel object recognition (NOR) test. Left: total exploration time. One-way ANOVA, P > 0.05. Right: L100P and L100P-iso mice showed object recognition deficit, but not WT-iso mice. Two-way ANOVA, ****P < 0.0001 or *P < 0.05, n = 8 for each group. (F) Novel object-place recognition (NPR) test. Left: total exploration time. One-way ANOVA, *P < 0.05. Right: object-place recognition deficits in WT-iso, L100P and L100P-iso mice. Two-way ANOVA, ****P < 0.0001, n = 8 for each group. All data are shown as means ± SEM.





Adolescent Isolation Impaired NPR Memory in WT Mice

Since adolescent isolation triggered LTP deficits but it has no obvious effect on social memory of adult WT mice, we further checked whether it affects other hippocampus-dependent learning and memory processes. WT-iso mice exhibited normal performance in NOR test used to assess animals’ memory for familiar object (Figure 5E), but impairment in NPR test used to assess animals’ memory for object in familiar place (Figure 5F). Specifically, we found that while WT-iso mice spent more time exploring the novel object than the old one (Figure 5E; two-way ANOVA, F(1,56) = 25.99, P < 0.0001; Sidak’s multiple comparisons test, t = 2.62, P < 0.05), it spent similar time exploring object at new location vs. at old location, suggesting object-place memory deficit (Figure 5F; two-way ANOVA, F(1,56) = 19.70, P < 0.0001; Sidak’s multiple comparisons test, t = 1.65, P > 0.05). In contrast to WT mice, both L100P and L100P-iso mice showed profound deficits in NOR and NPR tests (Figures 5E,F), which is consistent with our previous finding. The total object exploration time of four groups were same in NOR test (Figure 5E, one-way ANOVA, P > 0.05), however the L100P-iso mice showed less exploration time in NPR tests (Figure 5F, one-way ANOVA, F(3,28) = 2.949, P < 0.05; Dunnett’s multiple comparisons test, q = 2.86, P < 0.05 compared to WT). Therefore, our results indicated that adolescent isolation selectively impaired NPR memory while L100P mutation affects both NOR and NPR, the two tasks sharing many of the same motivational and visual-perceptual demands except that the latter is considered to be heavily dependent on hippocampus (Oliveira et al., 2010).




DISCUSSION

In this study, we reported for the first time that adolescent isolation interacts with DISC1 L100P point mutation to specifically impair adult social memory, but has no effect on social interaction, anxiety- and depression-like behaviors. Further, we provided two lines of evidence demonstrating that certain genetic and psychosocial stressors interplays during adolescence to change neuronal networks activity, which may underlie the animal’s behavioral performance later. First, we found that adolescent isolation exacerbated the suppression of L100P point mutation on adult neurogenesis but had no effect on WT mice. Second, we found that adolescent isolation caused long-lasting changes of synaptic transmission specifically in hippocampal network of L100P mice, including reduced inhibitory synaptic transmission in both DG granule cells and CA1 pyramidal neurons, and reduced AMPA/NMDA ratio in CA1.

We injected BrdU at two different time windows with 3-weeks interval in order to differentiate BrdU+DCX+ and BrdU+NeuN+ cell population and be able to count both immature and mature newborn neurons at the same cohort of mice. To be noted, the total number and the percentage of BrdU+DCX+ cell may be underestimated in this study since we could not exclude the possibility that social isolation may affect the speed of newborn neuron maturation. In addition, we do not know how much those alterations in synaptic transmission could be attributed to impaired neurogenesis, however substantial evidence has suggested that adult-born granule cells, which is continuously generated from neural stem cells throughout life in all mammalians hippocampus including human, integrate in specific neuronal networks and participate in specific brain functions, including learning and memory (Harrison, 2004; Le Strat et al., 2009; Zhou et al., 2013). Therefore, we presume that improper adult neurogenesis caused by adolescent isolation may have a causal relationship with synaptic dysfunction in hippocampal network leading to social memory deficits in L100P mice. Importantly, physiological or pathological stimuli, such as stress, not only affect adult neurogenesis (Levone et al., 2015) but also neurogenesis in adolescence (Kozareva et al., 2018), presumably acting upon specific neuronal circuits and regulating distinct stage (Zhao et al., 2008; Ming and Song, 2011; Song and Rogulja, 2017).

Adolescence is generally believed to start on postnatal day 21 (P21). In particular, P21–P34 corresponds to early adolescence, P34–P46 to mid-adolescence and P46–P59 to late adolescence respectively (Burke et al., 2017). According to this criteria, the social isolation adopted in our study (from 5 weeks to 8 weeks of age) belongs to mid- to late-phase adolescent isolation, which is different from the majority of studies where isolation typically begins on the day of weaning (P21 or P28) and remains for 4 to 6 weeks or even longer (Burke et al., 2017). Previous studies in rats have reported that social isolation between weaning P21 to early adulthood P60 produces long-lasting changes on stress-related behaviors including anxiety and depression, which persist even after re-socialization (Burke et al., 2017), however in our study, we did not observe any change in anxiety- or depression-like behaviors in either L100P or WT mice undergoing social isolation from 5 weeks to 8 weeks of age, indicating that such mid- to late-phase adolescent isolation is rather mild in comparison to those highly stressful ones including maternal immune activation, long-term social isolation starting from weaning day, and chronic social defeat stress in adulthood, all of which can cause maladaptive structural and functional changes in the brain (Zhou et al., 2007; Haque et al., 2012; Lipina et al., 2013; Burke et al., 2017). Consistently, previous study reported that social isolation from 5 weeks to 8 weeks of age has no molecular, neurochemical and behavioral effect on WT mice (Niwa et al., 2013). Since strong environmental stressors cause cognitive and affective abnormality by itself (Haque et al., 2012; Lipina et al., 2013), which may confound the interplay between genetic and environmental risk factors on social brain and social behavior. Also, since we did not find social abnormality in homozygous L100P mice, we used mild social isolation stress and L100P homozygotes here. It is worth mentioning that in our study, after social isolation from 5 weeks to 8 weeks of age, mice remained to be single-housed for 4 weeks until being tested, meaning that the isolation lasts actually for 7 weeks. Such prolonged social isolation even starting at a late point of adolescence may be aversive enough to have substantial impact on synaptic transmission and plasticity in specific neuronal networks before obvious behavioral changes can be detected. In addition, it is not clear whether any observed effect can be attributed to isolation-induced disruption of particular development phases. Therefore, isolation during a sensitive period followed by a return to group housing before any evaluation may help to interpret related findings.

Previous studies have demonstrated that the hippocampus plays an essential role in social memory (Quiroga et al., 2005; Hitti and Siegelbaum, 2014; Okuyama et al., 2016; Piskorowski et al., 2016; Smith et al., 2016). Different from previous findings showing that prolonged early life social stress, for example maternal separation which mainly disrupts parenting, generally impairs LTP in the hippocampus while has no effect on synaptic transmission (Derks et al., 2017), we found that adolescent isolation which mainly disrupts conspecific social play, actually affects both synaptic transmission and plasticity. It seems that imbalanced synaptic transmission instead of LTP deficit in the hippocampal CA1 region is more related to social memory impairment in L100P-iso mice. Very recently, independent research groups reported that different sub-regions of the hippocampus play important while different roles in social memory process, in particular the dorsal hippocampus (Garrido Zinn et al., 2016), ventral CA1 (Okuyama et al., 2016) and CA2 (Hitti and Siegelbaum, 2014; Piskorowski et al., 2016; Smith et al., 2016; Leroy et al., 2017). Therefore, it is interesting to work on different hippocampal sub-regions and check synaptic function changes specifically in those microcircuits.

So far, how gene-environment interaction leads to social memory deficit is still unknown. Accumulating evidence indicates that DISC1, an intracellular scaffold protein, acts in concert with numerous interacting proteins to regulate neurogenesis, neuronal migration and neurite outgrowth in developmental brain, and synaptic function in adulthood (Kim et al., 2009; Brandon and Sawa, 2011; Ishizuka et al., 2011). Meanwhile, social experience during adolescence alters stress-related neural circuits and monoaminergic systems (Burke et al., 2017). We presumed that dysregulation of synaptic function in the hippocampus triggered by DISC1 mutation × adolescence isolation contributes to social memory deficit observed in adult mice. In addition, stress-induced epigenetic modulation of dopaminergic neurons in the ventral tegmental area may also play certain role in this process (Niwa et al., 2013).

In summary, our study indicates that social isolation during late adolescence elicits social memory deficits in adult when combined with an appropriate genetic risk, for example, DISC1 L100P point mutation. The interaction between those two factors damages neurogenesis, synaptic transmission and plasticity in hippocampal networks, which may underlie social memory deficits in adults. Nevertheless, further experiments are required to clarify the causal relationship between such behavioral deficits and abnormal adult neurogenesis, synaptic transmission and plasticity observed in the hippocampus.
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Accumulating evidence suggests that sleep, and particularly Slow-Wave-Sleep (SWS), helps the implicit and explicit extraction of regularities within memories that were encoded in a previous wake period. Sleep following training on virtual navigation was also shown to improve performance in subsequent navigation tests. Some studies propose that this sleep-effect on navigation is based on explicit recognition of landmarks; however, it is possible that SWS-dependent extraction of implicit spatiotemporal regularities contributes as well. To examine this possibility, we administered a novel virtual navigation task in which participants were required to walk through a winding corridor and then choose one of five marked doors to exit. Unknown to participants, the markings on the correct door reflected the corridor’s shape (from a bird’s eye view). Detecting this regularity negates the need to find the exit by trial and error. Participants performed the task twice a day for a week, while their overnight sleep was monitored. We found that the more time participants spent in SWS across the week, the better they were able to implicitly extract the hidden regularity. In contrast, the few participants that explicitly realized the regularity did not rely on SWS to do so. Moreover, the SWS effect was strictly at the trait-level: Baseline levels of SWS prior to the experimental week could predict success just as well, but day-to-day variations in SWS did not predict day-to-day improvements. We propose that our findings indicate SWS facilitates implicit integration of new information into cognitive maps, possibly through compressed memory replay.

Keywords: sleep, slow-wave-sleep, SWS, memory consolidation, insight, virtual navigation, memory replay


INTRODUCTION

Considerable evidence from the past two decades suggests that sleep, particularly Slow-Wave-Sleep (SWS), facilitates a variety of hippocampal-dependent cognitive processes (Rasch and Born, 2013). One example of such effect is the development of cognitive maps in humans. Studies show that sleep following practice on a virtual navigation task improves performance on the same task the next waking period (e.g., Peigneux et al., 2004; Wamsley et al., 2010; Nguyen et al., 2013) and that activity patterns in the hippocampus during practice are repeated during SWS and predict later improvement (Peigneux et al., 2004). Moreover, artificially eliciting brain-activity patterns from the practice period during sleep stages N2 and SWS using targeted memory reactivation (TMR) techniques improve next-morning performance even further (Shimizu et al., 2018).

The mechanisms by which SWS contributes to navigation performance are not entirely clear. Previous experiments have often included conspicuous landmarks along the navigated route and, indeed, there is evidence to suggest that the sleep effect depends on explicit recognition of those landmarks rather than on implicit development of a full cognitive map (Noack et al., 2017). This possibility corresponds with contemporary understanding of SWS as a state in which previously encoded memories are reactivated in the hippocampus (“memory replay”) to support memory consolidation (Diekelmann and Born, 2010). In the case of navigation tasks, such replay may help to consolidate landmark memories within their spatial context and thus yield sleep-dependent facilitation in performance. Nevertheless, it is well recognized that navigation behavior depends on various cognitive abilities, some of which are implicit (Wolbers and Hegarty, 2010), and therefore the actual effect of sleep may be multifaceted. There is considerable evidence from other paradigms that memory replay during SWS does not only support the simple strengthening of memories, but also helps extracting regularities embedded in those memories, including implicit and explicit detection of sequential patterns (Fischer et al., 2006; Durrant et al., 2011; Wilhelm et al., 2013), identifying linguistic regularities in words and sentences (Gomez et al., 2006; Batterink and Paller, 2017), and gaining insight into temporal contingencies (Wagner et al., 2004; Yordanova et al., 2012). Such sleep-dependent extraction of regularities could potentially underlie improvement in navigation performance as well, possibly because it can facilitate the integration of new information pertaining to a spatial environment into a cognitive map.

Here, we hypothesized that sleep may facilitate implicit and explicit development of a full cognitive map during navigation in a virtual 3D environment that does not contain any conspicuous landmarks en route (and thus does not rely on simple memory recall). To that end, we developed a novel virtual navigation task in which performance improvement crucially depends on (implicit or explicit) understanding of the whole traveled route rather than memorization of any specific highlighted spots. In addition, following our previous study showing that effects of sleep on learning might be more trait- than state-dependent (Lerner et al., 2016), we employed a multiple-night paradigm that differentiated effects to those depending on daily sleep patterns and those depending on average sleep patterns characterizing the individual as a whole.



METHODS

Participants and Design

Twenty healthy students (mean age: 22.15; SD = 2.5; four females) participated in the study for monetary compensation (Supplementary Table S1). During the study they maintained their regular caffeine intake and refrained from alcohol consumption and daytime napping. Long-term sleep monitoring and administration of the behavioral task followed an established protocol previously used by us in a former study (see Lerner et al., 2016 and Supplementary Material). In short, participants first monitored their sleep at home using a wireless sleep-monitoring headband (Zeo Inc., Newton, MA, United States) and an actigraphy bracelet (Micro Motionlogger Sleep Watch, AMI, Ardsley, NY, United States) for a habituation period of at least 5 days (mean: 7.75; SD = 2.5). They then continued to monitor their sleep for an additional week, during which they also practiced on a virtual navigation task twice a day, in the morning (half an hour after waking up) and in the evening (within an hour before going to sleep) using a Kindle tablet (Amazon.com Inc., Seattle, WA, United States). Behavioral data from the task was sent automatically to a secured email after each session, for a total of 14 sessions (see Figure 1A for task design).
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FIGURE 1. (A) Experimental design. (B) Example of the navigational task. Left: View from the subject’s perspective. Right: Top (“bird’s eye”) view of a full route during a single trial.



In each trial of the virtual navigation task, participants were placed at the beginning of a winding corridor. They needed to navigate their way to the end of the corridor using four on-screen buttons (forward, backward, turn right, turn left; Figure 1B). There, they faced five doors, each marked above with a different letter or a digit. One door led to the exit, while the others were locked. Participants needed to find the correct door by trial and error, and were instructed to try to exit each corridor as quickly as possible. Once outside, the next trial began with a new corridor. Unknown to participants, the markings above the correct door always reflected the shape of the corridor they have just traversed (from a bird’s eye view). Realizing this consistency, either implicitly or explicitly, allowed participants to avoid trying all the doors one by one and thus reduce the number of failed attempts.

There were four trials in each session, for a total of 56 trials along the week. Twenty-eight different letters/digits were used as targets and distractors, with each being the correct answer exactly twice across the 56 trials. The order of targets, the location of the correct door and the identity of distractors were randomized across trials uniquely for each participant, under the constraint that letters/digits with very different shapes were used in each trial to avoid confusion (see Supplementary Material for examples). Following the last session, participants filled in a questionnaire, asking them if they had realized the significance of the markings above the doors, and if so – at what point along the experiment had they realized it.

Data Analysis

We measured behavioral performance as the number of different incorrect doors participants attempted to open in each trial before finding the correct one (ranging from 0 to 4). We computed participant’s “Average Error” for each session as the average number of incorrect attempts over the four trials for that session, yielding 14 values for each participant.

Statistical analysis followed our previous long-term sleep study (Lerner et al., 2016; please see the Supplementary Material for more details). Data from the two sleep monitoring devices were integrated for each subject to yield a measure of total time spent in each sleep stage of each experimental night, as well as during the habituation phase. These devices were able to distinguish between three sleep stages: SWS (equivalent to N3 sleep stage in the literature), rapid eye movement (REM) sleep, and a “Light sleep” stage equivalent to the aggregation of N1 and N2 sleep stages. These measures were then used in a mixed-model Analysis of Variance (ANVOA) to predict the number of errors. The basic ANOVA model included the average time spent in each sleep stage for each subject as “between-subject” factor to assess the influence of individual trait-level differences, as well as the daily deviations of each sleep stage from the individual average as a “within-subject” factor, to assess the contribution of state-level fluctuations in sleep patterns from one night to the other (with each daily sleep deviation value corresponding to performance the following day). Additional within-subject factors were Day (1–7) and Time of day (Morning and Evening), and their interaction. Covariance structure for errors was defined by Kronecker products with unstructured covariances for Time and first-order autoregressive AR(1) for Day. Analysis was performed using SAS Studio 3.71 (SAS Institute). Similar follow-up analyses are described in Results.

A second analysis focused on examining the relation between trait-level sleep measures and global variables characterizing learning in the task as a whole. To that end, we fitted a learning curve for each participant’s scores, using a decaying exponential function described by F(t) = Ae−bt, with t = 1...14, and A, b being positive parameters fitted for each individual. Global learning performance was characterized for each participant as the final (i.e., t = 14) value on that curve1. We then ran a multiple regression model with the individual average time in each sleep stage as three predictors of the global learning performance measure. Analysis was performed using Matlab 2017a (MathWorks).



RESULTS

Across subjects, behavioral and sleep data were collected successfully in 95% and 88% of all sessions and nights, respectively. Missing values of the learning data were filled in by linear extrapolation based on the nearest neighboring sessions for each subject, whereas unrecorded sleep data were treated as missing values.

Average performance for the 14 sessions is shown in Figure 2B. A one-way repeated-measure ANOVA with Session as a single factor showed a significant improvement [F(13,247) = 1.948, p = 0.026]. Individual performance on the task was, however, quite variable both between- and within-subjects (see Figure 2A for typical examples). Only three participants reported having an insight into the hidden regularity. Two had the insight on the first and third day, respectively, and showed markedly improved performance on the task that corresponded with their estimated time of insight. The third participant reported having insight only the fifth day, and did not show a corresponding behavioral improvement. All other participants did not explicitly discover the regularity, but most still showed moderate implicit improvement on the task along the week.
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FIGURE 2. (A) Examples of individual learning curves and exponential fits of six participants, representing different learning abilities (moderate learning without insight into the maps structure; learning with insight; little or no learning). (B) Average error rates across participants along the experimental sessions. Error bars represent standard deviation of the mean. (C) Final error rates at the end of learning for all participants as a function of their individual average time in SWS. Blue dots represent participants that did not gain insight into the maps’ structure. Brown dots represent participants that gained insight. Inset: Same, for average individual proportion of SWS out of total sleep time.



Results of the mixed model ANOVA did not reveal any within- or between-subject effects of sleep on performance, with only Day showing a marginal effect [F(6,97) = 1.83, p = 0.102; Supplementary Table S2]. We subsequently ran a similar ANOVA but this time examining the effects of sleep on the difference between performance in the morning and performance in the previous evening (with Day as a single within-subject factor, in addition to the same within and between-subject sleep factors. There were only six levels of Day given that the dependent measure was difference scores). We found a significant effect of baseline N1/N2 sleep, such that more individual N1/N2 was associated with higher increase in errors from the evening to the following morning [F(1,16) = 5.27, p = 0.036; Supplementary Table S3]. No other effects were significant. To examine whether this effect is maintained when controlling for total sleep time, we followed up this analysis by running a second, similar ANOVA with % N1/N2 (proportion of time in N1/N2 out of total sleep time) as a single factor (both within and between subjects as before). However, no effects were significant (Supplementary Table S4). Finally, we ran a third ANOVA for the difference scores with total sleep time (within- and between-subjects) as a single factor. Again, no effects were significant (Supplementary Table S5).

Moving on to global measures of performance, multiple regression analysis of the effect of average time in each sleep stage on the final error rates was not significant. However, visual inspection revealed that the three participants that had insight–particularly the two that showed marked performance improvement–were obscuring a clear effect of SWS on performance for the other participants. We therefore reran the multiple regression model with only the 17 non-insight participants. This time, the model effect was significant [F(3,13) = 4.29, p = 0.026], driven by a negative correlation with SWS (p = 0.013; Figure 2C): The more average SWS subjects had, the less errors they performed. To follow up this analysis, we computed the Pearson correlation between the percent of time in SWS with the final error. Again, the effect was highly significant (r = −0.65, p = 0.0047; Figure 2C, inset). Re-running the analysis with total sleep time as a single predictor was not significant (p = 0.931).

Next, to verify that the effects did not depend upon the exponential fitting, we computed the Pearson correlation between SWS and % SWS and the average error of each subject over the last 2 days instead of the final error value predicted by the exponential fit, and found even stronger effects (r = −0.748, p < 0.001 and r = 0.698, p = 0.002, for SWS and % SWS, respectively). Next, we reran the analysis using the average baseline levels of SWS from the habituation period, instead of the average amount over the experimental period. Again, effects remained strongly significant for both SWS and % SWS (r = −0.684, p = 0.002, and r = −0.639, p = 0.006, respectively). Finally, we reran the analysis with all 20 participants, but instead of using the final error for the three insight participants, we used the values that fit their performance curves just before they had insight (middle of days 1,3, and 5, respectively, for each participant). Again, the SWS effect remained significant (r = −0.488, p = 0.029) while % SWS was marginally significant (r = −0.392, p = 0.087), suggesting that the very gain of insight might dramatically change performance that was affected by SWS until that time.



DISCUSSION

Our main finding in the current study is that the more time individuals spend in SWS on average, the better they are able to develop implicit cognitive maps of recently traversed environments. Specifically, unlike previous works, this effect was found in the absence of any conspicuous landmarks along the traveled routes, suggesting it did not rely on sleep improving simple recall of contextual cues (cf. Noack et al., 2017). In contrast, gaining explicit insight into the structure of these maps seems to depend on additional mechanisms beyond SWS. This dichotomy between explicit and implicit effects of SWS in regards to insightful behavior echoes previous findings in the literature, in which SWS was shown to encourage implicit detection of sequential regularities while explicit detection of these regularities required additional processes (Yordanova et al., 2010).

One mechanism that could potentially account for our results is sleep-dependent “temporal scaffolding,” previously suggested by us to explain the general effect of sleep on extraction of hidden regularities within newly learned stimuli (Lerner, 2017a,b). Noting that the effects of sleep are often achieved when the regularities to be extracted are temporal (i.e., when an event at one time point consistently predicts another event occurring a few seconds later), we hypothesized that one specific property of memory replay during SWS could underlie this effect: its time-compressed nature. Specifically, memory replay during SWS is known to occur in an accelerated form compared to the original experience (Rasch and Born, 2013). This acceleration may allow bridging temporal gaps between events and create representations of the sequential experiences that are stripped of their temporal component. Consequently, Hebbian mechanisms, which typically have a timescale of only 50–100 ms (August and Levy, 1999), could pick up temporal regularities embedded in those representations that were previously too distant in time to be detected. The theory suggests that cortical mechanisms could then exploit those new hippocampal representations achieved during sleep to allow gaining explicit insight into the regularities. Applying the model to the current results, we suggest that compressed replay of a few-seconds worth of travel in the virtual environment could have helped form time-free representations of those (partial) routes. Consequently, these representations were implicitly elicited during task performance the next waking period, biasing participants to choose the doors with the markings corresponding to those representations. The more SWS participants tend to have on average, the more opportunities there will be for compressed replay of those routes. Consistent with this view, previous human and rodent studies suggested that memory replay (albeit during quiet wake rather than sleep) plays an active role in flexible learning of cognitive maps, and not just in their consolidation (e.g., Gupta et al., 2010; Craig et al., 2016). Nevertheless, inconsistent with our theory, explicit detection of the regularity in our task seems to have depended on additional, non-SWS mechanisms, though strong conclusions cannot be drawn due to the small number of participants gaining insight.

We also found evidence of an N1/N2 effect on average performance. This result resembled our previous long-term sleep study using the same methodology but a different learning paradigm (Lerner et al., 2016). Others have also implicated N2 in the facilitation of navigational performance (Wamsley et al., 2010; Shimizu et al., 2018). N2 shares several physiological characteristics with SWS (e.g., sleep spindles) and both stages are sometimes grouped together as non-REM sleep; however, it is currently not clear if the mechanisms contributing to the N2 and SWS effects on memory are similar. Since in the current study the N1/N2 effect was evident only for raw average times in N1/N2 but not when using a relative measure (% N1/N2 out of total sleep time), we did not pursue it further.

Finally, why didn’t day-to-day sleep affect day-to-day changes in performance? One possibility is that within-subject performance was too noisy to allow detecting small sleep effects. However, other results from our lab suggest otherwise. Particularly, in a small follow-up experiment (Supplementary Material), participants performed all of the 56 trials in two sessions with a 90-min nap (or quiet rest) in between, and hardly any participant showed any improvement. Therefore, it seems that a single sleep session is not sufficient to induce facilitation in this task. This replicates our previous results using a different learning task (Lerner et al., 2016) and suggests that sleep, and SWS in particular, might have an accumulated effect over multiple nights. Together, those earlier and current results point to the possibility that performance in any task that benefits from replay could be positively correlated with individual levels of SWS, especially if the task is not straightforward and requires long periods of learning.

Our results, however, need to be interpreted with some caution. First, the implicit measure of performance, error rates, is an indirect measure of spatial knowledge. In principle, error rates could have improved by developing abilities that are not strictly based on navigation (e.g., counting the number of turns on the route and choosing a symbol with a number of edges that match it, and so on). Incorporating a second measure of spatial knowledge, such as pointing toward the starting point at the end of each trial (e.g., Craig et al., 2016), may help verify our conclusions in future studies. Second, as with any correlational finding, one could not naively infer a causal relationship. Specifically, as discussed in Lerner et al. (2016), the relation between SWS and task performance could also be indirect, stemming from a correlation of each of them with a third variable, such as attention or mindset flexibility. Moreover, time spent in SWS is a crude measure of the mechanisms involved in memory consolidation, and does not directly tap memory replay. Further research, manipulating SWS over multiple nights and measuring brain activation during performance, would be needed to establish a direct causal relation of SWS and performance in our task and provide further support for the potential involvement of memory replay in the process.
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FOOTNOTES

In Lerner et al. (2016) we also used a second global parameter, the time it took participants to reach learning plateau. This was not attempted here because very few participants reached a plateau.
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Systemic Inflammation Is Associated With Longitudinal Changes in Cognitive Performance Among Urban Adults
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Objectives/Background: Systemic inflammation can affect cognitive performance over time. The current study examined associations between systemic inflammation and cognitive performance among African Americans and Whites urban adults, stratifying by sex, and age group and by race.

Patients/Methods: Among 1,555–1,719 White and African-American urban adults [Agebase: 30–64y, 2004-2013, mean±SD follow-up time(y): 4.64 ± 0.93y], conducted linear mixed-effects regression models were conducted to test associations of inflammatory markers [C-reactive protein, Erythrocyte Sedimentation Rate (ESR), albumin, iron, and an inflammation composite score (ICS)] with longitudinal cognitive performance.

Results: Among key findings, CRP was linked to poorer baseline mental status among younger women (≤50y, γ01 = –0.03 ± 0.01, p = 0.002) and poorer attention in older women (>50y, γ01 = −0.024 ± 0.007, p < 0.004) and African-Americans (γ01 = −0.029 ± 0.008, p < 0.001). ESR was related to faster decline on verbal memory among older men (>50y, γ11 = −0.008 ± 0.003, P = 0.009); with poorer performance on attention tests overall (γ01 = −0.010 ± 0.003, P = 0.003) and among African-Americans (γ01 = −0.013 ± 0.004, P = 0.002); on verbal fluency among older women (>50y,γ01 = −0.037 ± 0.013, P = 0.004) and on executive function: overall (γ01 = +0.62 ± 0.21, P = 0.004), older men (>50y, γ01 = +1.69 ± 0.53, P = 0.001) and African-Americans (γ01 = +0.84 ± 0.28, P = 0.002). Albumin was linked to slower attention decline among older men (>50y, γ11 = +0.329 ± 0.103, P = 0.009), over-time improvement in executive function overall (γ11 = −6.00 ± 2.26, P = 0.008), and better baseline psychomotor speed among African-Americans (γ01 = +0.56 ± 0.19, P = 0.003). Finally, ICS predicted faster decline on visual memory/visuo-constructive abilities among older men (>50y, γ11 = +0.17 ± 0.06, p = 0.003).

Conclusion: In sum, strong associations between systemic inflammation and longitudinal cognitive performance were detected, largely among older individuals (>50y) and African-Americans. Randomized trials targeting inflammation are warranted.

Keywords: inflammation, serum biomarkers, C-reactive protein (CRP), cognitive performance, urban adults


INTRODUCTION

Chronic systemic inflammation is a risk for neurodegeneration manifesting as Alzheimer's Disease (AD) and age-related cognitive decline. Markers of inflammation are associated with poorer cross-sectional cognitive performance, faster longitudinal decline in various domains of cognition (Lai et al., 2017; Stacey et al., 2017) as well as with structural and functional brain changes representing early markers of AD, including brain region activity, regional cortical thickness and white matter microstructural integrity (Jefferson et al., 2007; Hoshi et al., 2010; Wersching et al., 2010; Wada et al., 2011; Bettcher et al., 2012; Satizabal et al., 2012; Arfanakis et al., 2013; Taki et al., 2013; Walker et al., 2017; Corlier et al., 2018; Gu et al., 2018; Warren et al., 2018). However, few studies have examined cross-sectional or longitudinal associations of inflammation with cognitive performance in a bi-racial adult cohort (Yaffe et al., 2003; Windham et al., 2014; Goldstein et al., 2015; Walker et al., 2017), and none have tested effect modification by race, age, and sex in the relationship between systemic inflammation and rate of change in cognitive performance over time while using a large battery of cognitive tests.

Acute-phase markers such as C-reactive protein (CRP) increase over 1,000-folds during inflammation induced by infection, trauma, surgery, burns, tissue infarction, various immunologically mediated, and advanced cancer (Gabay and Kushner, 1999). Others including complement system proteins and ceruloplasmin increase only by ~50% (Gabay and Kushner, 1999). These changes in acute phase marker concentrations are largely due to their modified liver production (Gabay and Kushner, 1999). At higher does, CRP was shown to increase the paracellular permeability at the blood brain barrier, in the context of leptin resistance (Hsuchou et al., 2012). In contrast, cytokines are intercellular signaling polypeptides produced by activated cells, including macrophages and monocytes (Gabay and Kushner, 1999). Each cytokine has multiple sources, functions and targets, and operates both within a cascade and a network (Gabay and Kushner, 1999). Among cytokines, interleukin-6 (IL-6) is the chief stimulator of acute-phase protein production, including CRP (Gabay and Kushner, 1999). While CRP, IL-6 and other key cytokines are the focus of most recent epidemiological investigations (Bettcher et al., 2012; Satizabal et al., 2012; Trollor et al., 2012; Arfanakis et al., 2013; O'bryant et al., 2013; Taki et al., 2013; Yarchoan et al., 2013; Krogh et al., 2014; Lima et al., 2014; Metti et al., 2014; Windham et al., 2014; Goldstein et al., 2015; Matsushima et al., 2015; Palta et al., 2015; Gong et al., 2016; Tampubolon, 2016; Tegeler et al., 2016; Watanabe et al., 2016; Hsu et al., 2017; Lai et al., 2017; Walker et al., 2017; Corlier et al., 2018; Hajjar et al., 2018; Warren et al., 2018), systemic inflammation is accompanied by other changes including an increased level of fibrinogen (Gabay and Kushner, 1999; Van Oijen et al., 2005; Luciano et al., 2009; Marioni et al., 2009; Wada et al., 2011; Tampubolon, 2016), a rise in white blood cell (WBC) counts (Warren et al., 2018) and a reduction in albumin (or microalbuminuria) (Gabay and Kushner, 1999; Dik et al., 2005; Kuo et al., 2007; Vupputuri et al., 2008; Ng et al., 2009; Llewellyn et al., 2010; Onem et al., 2010; Taniguchi et al., 2014; Koyama et al., 2016; Murayama et al., 2017; Walker et al., 2017; Warren et al., 2018), and transferrin (or iron status measures) concentrations (Onem et al., 2010; Taniguchi et al., 2014; Murayama et al., 2017). Thus, a composite score summarizing inter-correlated changes is warranted yielding a clearer picture of the association between systemic inflammation and cognitive outcomes.

The current study examined associations between systemic inflammation and cognitive performance among African Americans and Whites urban adults participating in the Health Aging in Neighborhoods of Diversity across the Life Span (HANDLS) study. Markers known to either increase or decrease during inflammation (Gabay and Kushner, 1999; Walker et al., 2017) were tested against cross-sectional and longitudinal cognitive function, stratifying by key socio-demographic factors, including age, sex, and race.



MATERIALS AND METHODS


Database and Study Participants

Initiated in 2004, HANDLS is a prospective cohort study focusing on the cardiovascular and cognitive health of an ethnically and socio-economically diverse urban population. The study used area probability sampling to recruit a socioeconomically diverse group of African American and White urban adults (baseline age: 30–64y) who resided in thirteen Baltimore city, MD neighborhoods (Evans et al., 2010). The present study included data from the baseline visit 1 (2004-2009) and the first follow-up examination (visit 2; 2009-2013), with follow-up time ranging between <1 and ~8y, mean±SD of 4.64 ± 0.93y. Data included a battery of cognitive tests measured at both visits and markers of inflammation measured at the baseline visit 1, as well as numerous baseline or fixed covariates. The study obtained written informed consent from all participants who were additionally provided with a protocol booklet and a video explaining key study procedures. The National Institute on Environmental Health Sciences Institutional Review Board of the National Institutes of Health approved the study protocol. Moreover, the HANDLS staff and investigators are required to adhere to NIH's biosecurity and safety procedures. They receive mandatory annual refresher training. They are also inspected by NIH's safety officers and by medical records compliance officers. In addition, HANDLS staff and investigators use universal precautions in handling all biomaterials.

The initial sample of HANDLS included 3,720 participants (Phase I, visit 1). At Phase II of visit 1, participant examinations yielded data on biochemical indices and cognitive performance for a sub-set of the initial sample. Specifically, baseline CRP, erythrocyte sedimentation rate (ESR), albumin, and serum iron were available on 2,646, 2,709, 2,753, and 2,749 participants, respectively. Consequently, the main exposure [a composite of all 4 measures, inflammation composite score (ICS)] was available among 2,580 participants at baseline. Sample sizes varied for the cognitive tests. Consequently, we determined the size of the final analytic sample based on exposure and covariate non-missingness at baseline and cognitive performance measure non-missingness at either visit. Figure S1 describes sample selection for all exposures as well as the main composite exposure. The final analytic sample sizes ranged between 1,555 and 1,719 participants with k = 1.5–1.7 observation/participant.



Cognitive Assessment

The present study assessed cognitive performance using 7 tests that yielded 11 test scores, tapping into 7 distinctive domains (Global, attention, learning/memory, executive function, visuo-spatial/visuo-construction ability, psychomotor speed, language/verbal): the Mini-Mental State Examination (MMSE), the California Verbal Learning Test (CVLT) immediate (List A) and Delayed Free Recall (DFR), Digit Span Forward and Backwards tests (DS-F and DS-B), the Benton Visual Retention Test (BVRT), Animal Fluency test (AF), Brief Test of Attention (BTA), Trails A and B and the Clock Drawing Test (CDT) (Supplemental Method 1). All participants were able to complete informed consent after being probed for understanding the protocol. Despite the lack of dementia diagnosis, all participants were screened using the MMSE as a global mental status test, which they completed successfully (total score ≥24). In cases where MMSE was low (~6.6% were <24 at visit 1 and 1.9% at visit 2), it was judged to be caused by poor literacy rather than being a sign of dementia.



Measures of Inflammation and Composite Score

All laboratory tests selected for this study were done at Quest Diagnostics, Chantilly, VA. Using 5 mL of refrigerated whole blood stored in lavender-top EDTA tube, the Erythrocyte Sedimentation Rate (ESR) was tested within 24 h of blood draw. The blood draw was done in the early morning in a fasting state before the participant was offered breakfast. This test used automated modified Westergren photochemical capillary stopped flow kinetic analysis. The Mayo clinic reports a reference of 0–22 mm/h for men and 0–29 mm/h for women. (https://www.mayoclinic.org/tests-procedures/sed-rate/about/pac-20384797) and is considered a proxy measure for serum fibrinogen (Yin et al., 2017). Similarly, high sensitivity CRP (hs-CRP) was analyzed with an immunoturbidimeter (Siemens/Behring Nephelometer II), using 0.5–1 mL of plasma, with the range 1–10 mg/dL indicating average or high cardiovascular risk and >10 mg/dL suggestive of an infection or a chronic inflammation. Using 0.5–1 mL sample of plasma prepared with heparin and refrigerated for up to 30 days, albumin was measured with spectrophotometry, with an expected reference range of 3.6–5.1 g/dL. Finally, for serum iron, 0.5–1 mL of fasting serum was collected, transported at room temperature (with heparin added) and refrigerated or frozen subsequently. Serum iron was also measured with spectrophotometry, with reference ranges for men aged ≥30y set at 50–180 mcg/dL and for women: 20–49y (40–190 mcg/dL) and 50+y(45–160 mcg/dL). All markers were used as continuous untransformed variables in the main analysis. A summary score of inflammation, namely the z- inflammation composite score (ICS) combined all 4 individual measures using a principal components analysis extracting one component score (a z-score) that explained >40% of the total variance. The ICS was used in the main analysis.



Covariates

Covariates included in our main models were selected based on their well-known association with the outcome of interest, namely cognitive decline (Barnes and Yaffe, 2011). Among those covariates, socio-demographic characteristics included baseline age, sex, race (White vs. African American), marital status, educational attainment (< High School (HS); HS, >HS) and poverty income ratio (PIR <125% for “poor”). Age group was categorized as >50 vs. ≤ 50y, when used as an effect modifier combined with sex, but was entered as a continuous variable in models. Lifestyle and health-related covariates included measured body mass index (BMI, kg/m2), self-reported opiate, marijuana, or cocaine use (“current” vs. “never or former”), smoking status (“current” vs. “never or former”), and the Wide Range Achievement Test (WRAT) letter and word reading subtotal scores to measure literacy. (See Supplemental Method 1) Depressive symptoms, mainly affective depressed mood were measured using the 20-item Center for Epidemiological Studies-Depression scale (CES-D). Baseline CES-D total score was included in the analysis as a potential confounder in the association between inflammation and cognitive change or baseline performance. Overall dietary quality was assessed using the total score from the Healthy Eating Index (HEI-2010), based on two self-reported 24-h recalls administered at baseline. Steps for calculating HEI-2010 are outlined in: http://appliedresearch.cancer.gov/tools/hei/tools.html and http://handls.nih.gov/06Coll-dataDoc.html. Finally, first-visit self-reported history of type 2 diabetes, hypertension, dyslipidemia, cardiovascular disease (stroke, congestive heart failure, non-fatal myocardial infarction. or atrial fibrillation), inflammatory disease (multiple sclerosis, systemic lupus, gout, rheumatoid arthritis, psoriasis, Thyroid disorder. and Crohn's disease), and use of non-steroidal anti-inflammatory drugs (NSAIDs, prescription, and over-the-counter) over the past 2 weeks, were considered as covariates, as was done in previous studies (Gimeno et al., 2009; Bettcher et al., 2012).



Statistical Analysis

All analyses were carried out with Stata release 15.0 (STATA, 2017). Accounting for sampling weights, population means and proportions were estimated. While means across key stratifying variables (e.g., age/sex or race) were contrasted using svy:reg, comparisons between categorical variables were accomplished using svy:tab and design-based F-tests. The main analysis included a series of mixed-effects regression models with 11 continuous cognitive test score as outcomes. In each of those models, the TIME variable, expressed as years elapsed between data waves, was entered as a fixed and random effect (along with the intercept) and was interacted with several covariates including the main exposure variable, namely the inflammation composite score. All mixed-effects regression models assumed that the outcome was missing at random with repeated measures of ~1.5–1.7 visits/person and accounted for variable time of follow-up (See Supplemental Method 2) (Ibrahim and Molenberghs, 2009). Moreover, to visualize key findings from mixed-effects regression models, predictive margins of outcomes were estimated and plotted across TIME (y), stratifying by exposure levels (−1 = mean-1 SD, 0 = mean, +1 = mean+1 SD). Mixed-effects regression models were also conducted to test longitudinal associations of each of the 4 inflammation markers with the 11 continuous cognitive test scores.

Simultaneous moderating effects of sex and age was tested by adding interaction terms to separate multivariable mixed-effects regressions (3-way and 4-way interaction terms between TIME, exposure, Age group, and sex) and by stratifying the models by sex/age group, thus testing main associations within each of the following groups: (1) Younger men (≤ 50y), (2) Older men (>50y), (3) Younger women (≤ 50y), (4) Older women (>50y). A similar approach was adopted for stratification by race: [(1) Whites, (2) African-Americans] (Supplemental Method 2), given the previously reported differences in inflammatory markers by age, sex, and race groups (Mcconnell et al., 2002; Herd et al., 2012; Lu et al., 2017).

Non-random selection of participants may lead to selection bias due to systematic differences between the selected group and the target population on major characteristics. To account for this bias in each mixed-effect regression model, a 2-stage Heckman selection process was carried out. At a first sage, a probit model with binary outcome being selected = 1 vs. unselected = 0, was conducted to compute an inverse mills ratio (derived from the predicted probability of being selected, conditional on the covariates baseline age, sex, race, poverty status, and education). At a second stage, this inverse mills ratio was included in the final mixed-effects regression model as a covariate, similar to prior studies (Beydoun et al., 2013).

In all our analyses, we chose a type I error of 0.05 for main effects and 0.10 for interaction terms (Selvin, 2004), prior to correcting for multiple testing. A familywise Bonferroni procedure was adopted for multiple testing correction by accounting only for cognitive test multiplicity with the assumption that each exposure constitutes a distinctive substantive hypothesis.(Hochberg and Tamhane, 1987) Therefore, for main effects, p < 0.0045 (0.05/11) was considered significant, while 2-way interactions had a critical p-values reduced to (0.10/11 = 0.0090). Finally, 3-way and 4-way interaction terms had their critical p-value reduced to 0.05. This approach was adopted in at least two previous studies (Beydoun et al., 2015, 2016).




RESULTS

Baseline study sample characteristics are outlined in Table 1, both by age group and sex, and by race. Older participants (>50y, both sexes) had lower educational attainment and income compared to their younger counterparts (≤50y), a differential observed also among African-Americans vs. Whites. Other important differences were a lower literacy (WRAT total score) among African-Americans vs. Whites, a higher prevalence of current smoking and drug use among younger men (≤50y) vs. at least one other group, with a similar pattern observed among African-Americans vs. Whites. Both BMI and HEI-2010 were the lowest in younger men (≤50y). HEI-2010 suggested a better overall dietary quality among Whites compared with African-Americans. Generally, younger men (≤50y) reported the least number of chronic conditions, including diabetes, hypertension, dyslipidemia, cardiovascular disease, and inflammatory conditions. African-Americans' prevalence of hypertension and cardiovascular disease were higher than among Whites, while the reverse was true for dyslipidemia. NSAIDs were more likely used by older individuals (>50y), with no racial differences detected. Except for CRP, all markers reflected higher inflammation among African-Americans. In general, women had more systemic inflammation, particularly compared with younger men (≤50y).



Table 1. Selected baseline (Visit 1) and time-dependent study participant characteristics by age group/sex, and by race for HANDLS participants with complete and reliable baseline MMSE scores (n = 2,574)a.
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Table S1 shows marked racial disparities in cognitive performance, which persisted over the two waves of data and with poorer performance observed among African-Americans. Of the 11 tests, however, only three indicated a marked decline in cognitive performance over time, while one (MMSE total score) suggested a learning effect among Whites only.

A series of mixed-effects linear regression models (Table 2, Tables S2–S5) were conducted to test our main hypotheses. After correction for multiple testing, a higher baseline ICS was associated with a faster decline on a test of visual memory/visuo-constructive abilities (BVRT), among older men only (>50y, γ11 = +0.17 ± 0.06, p = 0.003).



Table 2. Cognitive performance test scores by inflammation composite score (ICS), stratified by age group/sex and by race, for HANDLS participants with complete and reliable baseline and/or follow-up cognitive scores: mixed-effects regression modelsa.
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Examining individual markers of inflammation (Table S2), multiple-testing adjusted results suggested CRP was associated with poorer baseline mental status among younger women (≤50y, γ01 = −0.03 ± 0.01, p = 0.002) and poorer attention among older women (>50y, γ01 = −0.024 ± 0.007, p < 0.001) and African-Americans (γ01 = −0.029 ± 0.008, p = 0.001). Nevertheless, CRP was directly associated with an improvement in the same test of attention over time among the African-American group (γ01 = +0.006 ± 0.002, p = 0.002). For ESR as the main exposure (Table S3), there was a faster decline in verbal memory among older men (>50y, γ11 = −0.008 ± 0.003, P = 0.009); with poorer baseline performance on tests of attention overall (γ01 = −0.010 ± 0.003, P = 0.003) and among African-Americans (γ01 = −0.013 ± 0.004, P = 0.002); on a test of verbal fluency among older women (>50y, γ01 = −0.037 ± 0.013, P = 0.004) and on a test of executive function, overall (γ01 = +0.62 ± 0.21, P = 0.004), among older men (>50y, γ01 = +1.69 ± 0.53, P = 0.001) and among African-Americans (γ01 = +0.84 ± 0.28, P = 0.002). The latter association among others was race-specific (P < 0.05 for interaction between ESR and race), though no heterogeneity was detected by age and sex. Moreover, a higher baseline serum albumin as an individual marker was linked to slower attention decline among older men (>50y, γ11 = +0.329 ± 0.103, P = 0.009), improvement in executive function in the total population (γ11 = −6.00 ± 2.26, P = 0.008), and a better baseline performance in psychomotor speed among African-Americans (γ01 = +0.56 ± 0.19, P = 0.003). There were no significant associations between serum iron and cognitive outcomes. (Table S4) None of the serum iron key associations with cognitive performance, cross-sectional or longitudinal, remained significant after correction for multiple testing (Table S5). The relationship between serum albumin and executive function (Trails B) in the total population is illustrated in Figure 1, using predictive margins from the mixed-effects regression model.


[image: image]

FIGURE 1. Predictive margins for Trailmaking test B (sec,) by serum albumin levels (g/dL): mixed-effects regression models: total population.





DISCUSSION

To our knowledge, this is the first study of the relationships of systemic inflammation with trajectories of cognitive performance in a large sample of bi-racial urban adults examining associations systematically across age, sex, and race groups. Among key findings, a composite score combining 4 markers of systemic inflammation was associated with faster decline on a test of visual memory/visuo-constructive abilities, among older men only (>50y). Many other associations were detected in the expected direction for all markers except for serum iron, whereby a higher inflammatory status was linked to either worse performance at baseline or faster decline over time for specific age, sex and race groups. Most notably, baseline ESR was associated with a faster decline on verbal memory among older men (>50y), whereas serum albumin was linked to slower attention decline among older men (>50y) and over-time improvement in executive function in the total population. In contrast, hs-CRP's associations with cognition were mostly detected at baseline, for global mental status and the domain of attention.

Previous studies have focused on individual markers rather than a composite measure for inflammation, mostly hs-CRP, including many of the recent investigations (Bettcher et al., 2012; Obasi et al., 2012; Trollor et al., 2012; Arfanakis et al., 2013; O'bryant et al., 2013; Yarchoan et al., 2013; Krogh et al., 2014; Lima et al., 2014; Metti et al., 2014; Windham et al., 2014; Goldstein et al., 2015; Matsushima et al., 2015; Palta et al., 2015; Gong et al., 2016; Tampubolon, 2016; Tegeler et al., 2016; Watanabe et al., 2016; Hsu et al., 2017; Lai et al., 2017; Walker et al., 2017; Corlier et al., 2018; Hajjar et al., 2018; Warren et al., 2018). In earlier studies conducted between 2003 and 2011, focus was mostly on cognitive performance and decline rather than brain imaging outcomes. In those studies, 18 of 28 selected original studies found a direct relationship between hs-CRP and cognitive performance at one point in time (Mangiafico et al., 2006; Roberts et al., 2009, 2010; Hoshi et al., 2010; Noble et al., 2010; O'bryant et al., 2010; Canon and Crimmins, 2011) or decline over time (or incident cognitive impairment) (Yaffe et al., 2003; Engelhart et al., 2004; Komulainen et al., 2007; Hoth et al., 2008; Locascio et al., 2008; Luciano et al., 2009; Marioni et al., 2009; Mooijaart et al., 2011). Our study corroborated the former finding more than the latter, particularly for global mental status and the domain of attention. In previous studies, when a large battery of cognitive tests was used, hs-CRP were adversely linked to domains of verbal memory (Komulainen et al., 2007; Mooijaart et al., 2011), attention (Hoth et al., 2008), psychomotor speed (Hoth et al., 2008; Canon and Crimmins, 2011; Mooijaart et al., 2011), executive function (Hoth et al., 2008; Wersching et al., 2010), and visuo-spatial function (Noble et al., 2010), With the exception of the Whitehall II study (Gimeno et al., 2008) most of those earlier studies were conducted on older adults with mean ages >60y at baseline, as opposed to studying inflammation during mid-life. Thus, our study adds to the body of evidence of a cross-sectional inverse relationship between hs-CRP levels and cognitive performance in mid-life.

Among the most recent studies conducted as of 2012, at least 10 of 23 have found an association between elevated hs-CRP and worse cognitive, functional and structural brain outcomes. For instance, after 14,180 person-years of follow-up (UK sample, Age≥75y), a study found that hs-CRP was associated with worse cognitive performance in the domain of episodic memory particularly among older individuals (Tampubolon, 2016). Similarly, in the Atherosclerosis Risk in Communities (ARIC) study, higher hs-CRP was linked to lower white matter microstructural integrity, particularly among African-Americans (Walker et al., 2017). Delving deeper into AD-relevant brain regions, a recent longitudinal study of 335 elderly subjects found that an elevated baseline hs-CRP predicted thinner regional cortex at year 9, and that CRP itself acted as a mediator in the inverse relationship between baseline metabolic risk and regional cortical thickness (Corlier et al., 2018).

Serum fibrinogen was directly associated with worse cognitive performance in several recent studies (Gabay and Kushner, 1999; Van Oijen et al., 2005; Luciano et al., 2009; Marioni et al., 2009; Wada et al., 2011; Tampubolon, 2016). For instance, in a longitudinal study of 2,312 men and women aged 50 to 80 years participating in the Aspirin for Asymptomatic Atherosclerosis Trial (mean follow-up: 5y), adjusting for baseline cognitive scores and other covariates, baseline fibrinogen predicted decline in several cognitive domains (excluding memory), a finding also observed for hs-CRP (Marioni et al., 2009). However, a large longitudinal study (n = 6,713, mean follow-up~5.3y) found only fibrinogen (and not hs-CRP) was positively associated with incident dementia, AD and vascular dementia, suggesting fibrinogen's effect on cognition may be hemostatic rather than inflammatory (Van Oijen et al., 2005). Our study indicated that ESR, a proxy measure of fibrinogen, was linked to faster decline on verbal memory among older men, but not in other age/sex or race groups.

Studies that examined the association of serum albumin or iron with cognitive outcomes, though less numerous, were compelling (Dik et al., 2005; Kuo et al., 2007; Vupputuri et al., 2008; Ng et al., 2009; Llewellyn et al., 2010; Onem et al., 2010; Taniguchi et al., 2014; Koyama et al., 2016; Murayama et al., 2017). Specifically, microalbinuria was linked to worse cognitive performance measured by the Digits Symbol Substitution Test (DSST) (tapping into psychomotor speed) in a cross-sectional study of a nationally representative sample of older adults (≥60y, n = 2,049) (Kuo et al., 2007). In a longitudinal study of 1,664 Chinese older adults, lower albumin tertile was associated with greater risk of cognitive impairment at baseline [low, odds ratio (OR) = 2.30, 95% CI = 1.31–4.03; medium, OR = 1.59, 95% CI = 0.88–2.88] vs. high (P for trend = 0.002); and with cognitive decline in longitudinal analyses: low, OR = 1.73, 95% CI = 1.18–2.55; medium, OR = 1.32, 95% CI = 0.89–1.95, vs. high (P for trend = 0.004). In cognitively unimpaired respondents at baseline (MMSE ≥ 24), similar associations with cognitive decline were observed (P for trends < 0.002) (Ng et al., 2009). Our study indicated that the putative protective effect of serum albumin on cognition was relevant the total population as well as specific age/sex and race groups wereby a higher baseline serum albumin was linked to slower attention decline among older men improvement in executive function in the total population, and a better baseline performance in psychomotor speed among African-Americans. The latter finding is in line with the cross-sectional study previously described (Kuo et al., 2007). Our findings also highlight the putative protective effect of serum albumin on multiple domains of cognition.

Finally, two large Japanese cohort studies of older adults concluded that baseline serum albumin and baseline measures of iron status (e.g., hemoglobin) were independently associated with cognitive decline over varying follow-up periods (Taniguchi et al., 2014; Murayama et al., 2017). The finding for iron status was not replicated in our study. Moreover, our findings regarding a composite measure for the 4 inflammatory markers indicated that simultaneous increase in hs-CRP and ESR coupled with decreases in serum albumin and iron would lead to a faster decline on the dmain of visual memory/visuo-spatial ability among older men. This finding is novel and suggests biological interactions between inflammatory markers to influence the cognitive trajectory of older men in the domain of visual memroy. High CRP, low albumin and high ESR each had a specific link to cognitive decline for specific groups within this urban adult population. Thus, one cannot generalize to the entire population except for a few instances where Albumin and ESR had an association with cognitive performance and decline in the total sample, specifically in the domain of executive function (i.e. Trails B).

Both acute and chronic events leading to increased systemic inflammation induced by a variety of stimuli reportedly lead to microglia priming, increased production of proinflammatory molecules in the brain, and acceleration of cognitive decline in AD (Holmes et al., 2009; Van Eldik et al., 2016). The hepatic synthesis of acute-phase proteins, such as hs-CRP, is an exquisitely sensitive systemic marker of inflammation, infection, and tissue damage. As reported in our study, increased levels of hs-CRP are found in patients with newly diagnosed AD regardless of age of onset vs. healthy controls suggesting that an amplified neuroinflammatory reaction plays an important role in the pathogenesis and progression of neurocognitive decline in AD (Song et al., 2015). Low serum albumin levels acting as a negative acute phase reactant, reflect decreased liver function in the elderly and predispose to decreased antioxidant levels which may accelerate cognitive decline in this population (Soriani et al., 1994; Mizrahi et al., 2008; Llewellyn et al., 2010). Chronic anemia and abnormal iron-associated metabolism are well established risk factors for incident AD (Faux et al., 2014) and accelerated cognitive decline (Shah et al., 2011). A number of mechanisms may be at play including decreased plasma iron due to abnormal transferrin desaturation (Hare et al., 2015) and increased levels of oxidized hemoglobin and heme which abnormally bind and colocalize with amyloid-beta senile plaques causing cerebral amyloid angiopathy (Perry et al., 2008; Chuang et al., 2012).

Our study has several notable strengths, including adequate statistical power due to large sample size which allowed stratification by key socio-demographic factors. With two waves of cognitive data, a longitudinal design was possible thus ascertaining temporality of associations. Furthermore, an extensive cognitive battery was administered during those two waves, which enhanced our ability to study a variety of cognitive domains. We also used advanced techniques to adjust for both potential confounders and sample selectivity, while considering sampling weights for baseline covariates in our descriptive analyses. Finally, to study overall effect of systemic inflammation, principal components analysis was conducted to obtain a composite measure based on 4 individual markers.

Nevertheless, our findings are tempered by several limitations. First, despite adjustment for most key confounders, we cannot rule out residual confounding. Second, outcome-related limitations include having only 2-time points when cognitive performance was measured, limited decline over time possibly due to young age of the cohort, inability to create domains due to lack of factorial invariance across key socio-demographic factors. These limitations and others are detailed in previous studies (e.g., Beydoun et al., 2018). Although use of NSAIDs and chronic inflammatory conditions were accounted for in our study, acute inflammation due to injury was not readily available, though it is assumed to be a rare event in our population. In addition, inconsistent findings in terms of cross-sectional and longitudinal relationships between CRP and attention among African-Americans should be further investigated. Moreover, it would be ideal to study these relationships across ApoE4 status, as was done in previous studies. However, genotype data was only available on a sub-sample of African-American HANDLS participants which precluded this type of analysis (Lima et al., 2014; Watanabe et al., 2016).

In sum, there were strong longitudinal and cross-sectional associations between systemic inflammation and cognitive performance, largely among older individuals (>50y) and African-Americans. Future randomized trials should monitor systemic markers of inflammation and cognitive performance over time.
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We present a computational model of how memories can be contextually acquired and recalled in the hippocampus. Our adaptive contextual memory model comprises the lateral entorhinal cortex (LEC), the dentate gyrus (DG) and areas CA3 and CA1 in the hippocampus, and assumes external inputs about context that originate in the prefrontal cortex (PFC). Specifically, we propose that there is a top-down bias on the excitability of cells in the DG of the hippocampus that recruits a sub-population of cells to differentiate contexts, independent of experienced stimuli, expanding the “pattern separation” role typically attributed to the DG. It has been demonstrated in rats that if PFC is inactivated, both acquisition and recall of memory associations are impaired. However, PFC inactivation during acquisition of one set of memory associations surprisingly leads to subsequent facilitation of the acquisition of a conflicting set of memory associations in the same context under normal PFC operation. We provide here the first computational and algorithmic account of how the absence or presence of the top-down contextual biases on the excitability of DG cells during different learning phases of these experiments explains these data. Our model simulates PFC inactivation as the loss of inhibitory control on DG, which leads to full or partial activation of DG cells related to conflicting memory associations previously acquired in different contexts. This causes context-inappropriate memory traces to become active in the CA3 recurrent network and thereby the output CA1 area within the hippocampus. We show that these incongruous memory patterns proactively interfere with and slow the acquisition of new memory associations. Further, we demonstrate that pattern completion within CA3 in response to a partial cue for the recall of previously acquired memories is also impaired by PFC inactivation for the same reason. Pre-training the model with interfering memories in contexts different from those used in the experiments, simulating a lifetime of experiences, was crucial to reproduce the rat behavioral data. Finally, we made several testable predictions based on the model that suggest future experiments to deepen our understanding of brain-wide memory processes.

Keywords: hippocampus, contextual coding, pattern completion, dentate gyrus, memory encoding, memory retrieval, memory interference, catastrophic forgetting


1. INTRODUCTION

A defining characteristic of our daily lives is our ability to recall memories of experiences that occurred in arbitrary places, even from the distant past. So, a fundamental question is what enables the brain to represent these seemingly countless memories? It has been known for a long time that the hippocampus is critical for the formation of long-term declarative memories. Its main function is to rapidly bind together multi-modal cortical signals representing a current event into a memory engram (Poo et al., 2016), such that a partial cue presented later can trigger the reactivation of the corresponding engram and thereby the episodic memory recall (Marr, 1971; Squire and Alvarez, 1995). Distributed regions beyond the medial temporal lobe, such as the prefrontal cortex (PFC), are also known to be involved in memory processing, but their roles are computationally less clear. In this regard, the main goal of this article is to advance a computational account of how external contextual signals can modulate various aspects of associative memory encoding and recall in the entorhinal-hippocampal system. In support of our computational model, we present simulation results that replicate experimental data from rats related to regulating interference in the encoding and recall of context-based associative memories. That data showed that memory associations can be not only impaired but also facilitated by the inactivation of PFC under various conditions (Navawongse and Eichenbaum, 2013; Peters et al., 2013). In particular, if PFC is inactivated, both acquisition and recall of memory associations are impaired. However, PFC inactivation during acquisition of one set of memory associations surprisingly leads to subsequent facilitation of the acquisition of a conflicting set of memory associations in the same context under normal PFC operation. Furthermore, the typical advantage for learning a conflicting set of memory associations in a different context is lost under PFC inactivation.

Context is a high-level functional concept, more than simply a particular grouping of spatial locations. A set of items that need to be memorized together can signify a context, and so can a common set of task rules governing behavior in a given situation (Preston and Eichenbaum, 2013). In the Navawongse and Eichenbaum (2013) and Peters et al. (2013) experiments, contextual cues are supplied by placing the rats in rooms with different wallpapers or ambient odors that serve to functionally distinguish the varied memory-based responses. When a familiar context is recognized, PFC is thought to bias the retrieval of context-appropriate memories in the hippocampus to guide current behavior (Preston and Eichenbaum, 2013). PFC is generally agreed to be the brain region responsible for top-down executive control, able to filter out arbitrary task-irrelevant neural representations in distributed cortical areas with its widespread connectivity (Miller and Cohen, 2001). Several studies support the involvement of PFC in memory processing, with coordinated interactions between PFC and hippocampus (Siapas and Wilson, 1998; Jones and Wilson, 2005; Peyrache et al., 2009; Kim et al., 2011; Brincat and Miller, 2015).

It is well known that different subsets of hippocampal neurons are assigned to encode memories experienced in different contexts (Kubie and Muller, 1991; Leutgeb et al., 2004, 2005). Specifically, DG neurons encoding various memories in one context are not only sparse and distributed but also statistically independent from those encoding memories in a different context (Markus et al., 1995; Doboli et al., 2000; Chawla et al., 2005; Liu et al., 2012; Ramirez et al., 2013), and involve a local inhibitory circuit for context-based retrieval (Raza et al., 2017). Our model makes a direct link between these two sets of data, positing coordinated interactions between PFC and DG for contextualizing memories. In particular, we demonstrate that the experimental data from the PFC inactivation experiments can be simulated by adding an external biasing signal over DG granule cells to exert inhibitory control of their excitability, whereby an independent subset of cells are recruited for the acquisition and recall of memory associations experienced in a given context. Based on the Navawongse and Eichenbaum (2013) and Peters et al. (2013) experiments, we propose that this external biasing signal is present only when the PFC is online. We believe our computational work adds to the emerging understanding of brain-wide memory processes at the neural, circuit, and network levels.



2. MODEL

Our memory model (see Figure 1) provides a computational account of how episodic memory associations can be encoded and retrieved in a context-sensitive manner. It employs rate-coded point neurons in multiple layers and subfields within the entorhinal-hippocampal system; namely, superficial (ECin) and deep (ECout) layers of lateral entorhinal cortex (LEC), dentate gyrus (DG), and areas CA3 and CA1 within the hippocampus. CA3 is modeled as a dense recurrent neural network where active cells comprising the current episodic experience learn to rapidly “auto-associate” (i.e., learn projections to themselves), which allows for pattern completion of the corresponding “engram” pattern when only a subset of them are activated subsequently. The lateral entorhinal cortical signals traverse the hippocampal circuitry from LEC to CA1 along two streams; namely, the direct (monosynaptic) pathway: ECin → CA1, and the indirect (trisynaptic) pathway: ECin → (DG and CA3), DG → CA3, CA3 → CA1 (Amaral and Witter, 1995). Our model builds on a previous hippocampal model proposed by Ketz et al. (2013) in the emergent neural network simulator (O'Reilly and Munakata, 2000; Aisa et al., 2008). The Ketz model differentially modulates these hippocampal pathways in different phases of the hippocampal theta rhythm as suggested by some prior computational models (Hasselmo et al., 2002; Kunec et al., 2005); see Douchamps et al. (2013) for pertinent data.


[image: image]

FIGURE 1. Block diagram illustrating the connectivity of our model. Top-down context bias modulates memory encoding and retrieval in the entorhinal-hippocampal system by dynamically facilitating only one subset of DG granule cells for a particular context (represented by red dots in this particular illustration). Here four contextual ensembles of DG cells are depicted, but note that there would be innumerable such ensembles within a real DG that are each recruited for a specific context. The superficial (II/III) and deep (V/VI) layers in only the lateral entorhinal cortex (LEC) are included, because the constituents of episodic memories relevant to the PFC inactivation experiments that our model simulates (Navawongse and Eichenbaum, 2013; Peters et al., 2013) are non-spatial odor cues. The connectivity within the entorhinal-hippocampal system follows well-known anatomical details: perforant path projections from superficial layers of LEC to DG, CA3, and CA1; powerful mossy fiber projections from DG to CA3; recurrent collaterals within CA3; Schaffer collaterals from CA3 to CA1; back-projections from CA1 to deep layers of LEC; and intracortical feedforward projections within LEC from deep to superficial layers. High-level cortical signals conveying requisite codes for the two odor cues in each discrimination problem arrive at LEC as the input. Memory retrieval of the odor associated with reward, for a given pair of cues, is assessed by comparing the activity in the deep layers of LEC at the end of the second half of the minus phase to the target pattern.



We have made several changes to the Ketz et al. (2013) model. Our key innovation is to instantiate different subsets of DG cells in different situational contexts. This is critical as it relates to our main hypothesis that the contextual recruitment of DG cells is governed by a top-down inhibitory control mechanism. We also made a number of technical changes to conform to known anatomy and physiology. First, synaptic plasticity in a majority of the connectivity (perforant path: ECin → {DG and CA3}; mossy fibers: DG → CA3; Schaffer collaterals: CA3 → CA1) is fully Hebbian (i.e., khebb = 1.0 in Equation 6), and not a combination of Hebbian and error-driven learning that is heavily biased toward the latter, as in Ketz et al. (2013). Second, there are no EC-like “slots” (or groupings of cells) in CA1 coding individual input streams, as CA1 has conjunctive/episodic cells like CA3 (Leutgeb et al., 2004) that can develop and sustain even without CA3 inputs (Brun et al., 2002) in response to divergent perforant path projections from superficial layers of entorhinal cortex (Naber et al., 2001). Lastly, we removed ECout → CA1 backprojections, as there is little supporting evidence. Details of the model are described below in the Model Equations section.



3. EXPERIMENTAL DETAILS

We now briefly describe how a contextual memory association is formed and recalled in our model. Suppose a rat enters context A for the first time and encounters two dishes X1 and Y1 with distinct odors. The experimenter has placed a reward only in one dish, say X1, and the rat is allowed to dig for the reward only from one dish in each trial. If by chance the rat chooses the baited dish and thereby obtains the reward, then an episodic memory is formed for context A that is composed of the association between the two odor cues of X1 and Y1 and the presence of reward in X1 (i.e., {X1, Y1} → X1). As the memory of the rewarded event gets strengthened from several trials in context A, the rat gradually makes fewer errors in making the memory-guided choice whenever it encounters odor cues X1 and Y1 in context A. The rat can learn several other discrimination memories within the same context; e.g., {X2, Y2} → X2, {X3, Y3} → X3, and so on. In Experiment 1A of Peters et al. (2013) the rats were presented with a sequence of eight discrimination problems in random order on each day until they reached a criterion level of performance in terms of the number of correct choices across the eight pairs. The rats can also learn and remember a new set of odor discrimination problems in another context B. The context B-specific memories can exhibit different levels of overlap in the components of episodes from context A. In the experiment of Navawongse and Eichenbaum (2013), the rats were presented with the same pair of odor cues in context B (e.g., {X1, Y1}) but the baited dish was the opposite of that in context A; i.e., {X1, Y1} → Y1. And in Experiments 2 and 3 of Peters et al. (2013), the rats were required to learn a new set of odor discrimination problems either within the same context or a different context. Here the memories overlapped only in one component. In particular, one odor in each pair was retained and the reward prediction of this odor was reversed compared to the first set. For example, for the episode {X1, Y1} → X1 , if X1 were retained then the new rewarded event would be {X1, Z1} → Z1; whereas if Y1 were retained then the new rewarded event would be {Z1, Y1} → Y1.

The three components of each odor discrimination memory (e.g., {X1, Y1} → X1) are represented by sparse distributed codes in distinct cortical populations upstream of the entorhinal-hippocampal system; see groups of neurons labeled X, Y, and R in Figure 2. In our simulations, each unique odor is assigned a randomly constructed binary bit pattern on a 6x4 grid with exactly six cells turned on (maximal activation of 1). Our model incorporates four independent contextual subsets of cells in DG (namely, DGa, DGb, DGc, and DGd), whose recruitment is controlled by direct modulation of cell excitability (see Figure 1). In the biological DG, there can be some minimal overlap among contextual ensembles, and new ensembles can constantly be created due to neurogenesis (Luu et al., 2012); so our model is only a very simple test of the concept. In particular, the excitability of context-inappropriate DG cells is temporarily suppressed by raising the maximal conductance of their lateral inhibitory channels (namely, [image: image] in Equation 2); see Table 1. When PFC is inactivated, there is a loss of this contextual inhibitory control over the DG. In other words, the excitability of all DG cells remains at normal levels without any top-down relative bias for a particular contextual ensemble.


[image: image]

FIGURE 2. A screenshot of our model's activity. The network is shown in the emergent neural network simulator (Aisa et al., 2008) when exposed to context A at the end of the second half of the minus phase. Only the context A-relevant subset of DG cells (represented by the green dots in Figure 1) is facilitated to potentially become active (shown), with cell excitability drastically reduced for the other pools related to the other three (3) contexts (not shown). The odor stimuli that define the discrimination problem are represented by high-level neural codes in the segmented cortical pools named X and Y, upstream of the superficial layers of LEC (ECin). The cortical pool named R identifies which of the two odors is associated with reward in this problem. The memory system must complete the missing pattern for R in the corresponding pool (or slot) within the deep layers of LEC (ECout) based on intrahippocampal interactions, including those in CA3 recurrent network. The pattern recalled for R is the same as the one for X, which means that X is the one that led to the reward earlier.





Table 1. Model parameters.

[image: image]




Context A is used to simulate the data for Experiments 1A and 1B in Peters et al. (2013), while contexts A and B are both employed for the other experiments. We devised a simple scheme to emulate the innumerable contexts the rats may have experienced in their lifetimes, for which they have formed memories that could potentially interfere with encoding stimuli in these contexts. For this purpose, two odor discrimination lists with high interference (overlap of one odor in each problem presented in the contexts at hand) were designed. Simulated rats acquired these lists for five blocks each in the other two contexts C and D before the experimental manipulations. See section 3.1 for how each simulated rat was instantiated.

For all experiments, the retrieval performance P (%) in response to each discrimination problem was assessed by using a similarity metric based on the root mean squared error (RMSE), E, between the correct pattern Rtarg and the pattern Rout recalled in the third field of the deep layers of LEC (ECout), which represents the cortical read-out of the hippocampal recall process, as follows:

[image: image]

where E is in the range 0−1. Note Equation 1 ensures that chance performance is 50%, as the rats have to choose between two odors for each discrimination problem. We now briefly describe how each of the experiments was simulated.

Navawongse and Eichenbaum (2013): Simulated rats (N = 10) learned a list of odor discrimination memories ({Xi, Yi} → Xi/Yi, i = 1…8) in context A across several blocks until criterion performance was achieved (i.e., 90% accuracy in two consecutive blocks) and then learned a list of conflicting associations ({Xi, Yi} → Yi/Xi, i = 1…8) in context B to criterion. This training phase was followed by blocks of test trials ({Xi, Yi} → ?, i = 1…8) in each context to assess memory retrieval performance with saline or muscimol injections into PFC. As mentioned above, we simulated the muscimol condition by allowing all DG ensembles to potentially become active (with a lower [image: image]), whereas we simulated the saline (control) condition by selectively increasing [image: image] for all DG ensembles except the one that is pertinent to the current context. We also simulated prior experiences that could potentially interfere with the new memories of the experiment by pre-training the rats on interfering lists of discrimination problems in contexts C and D for 10 blocks each (C:{Xi, Zi} → Xi/Zi, i = 1…8); (D:{Zi, Yi} → Zi/Yi, i = 1…8).

Peters et al. (2013) – Experiment 1A: Simulated rats (N = 10 for normal PFC [control]; N = 10 for inactivated PFC [muscimol]) learned a list of odor discrimination memories ({Xi, Yi} → Xi/Yi, i = 1…8) in context A across several blocks until criterion performance was achieved (i.e., 90% accuracy in two consecutive blocks). Each discrimination problem was presented once per block in random order. Muscimol rats had their PFC inactivated only during the first three training blocks. For each rat, once criterion was reached, four test blocks were conducted to assess memory retrieval performance. As in the experiment, PFC inactivation was applied to the first three test blocks for the simulated control rats only. We simulated prior experiences that could potentially interfere with the new memories of the experiment by pre-training the rats on interfering lists of discrimination problems in contexts C and D for 10 blocks each (C:{Xi, Zi} → Xi/Zi, i = 1…8); (D:{Zi, Yi} → Zi/Yi, i = 1…8).

Peters et al. (2013) – Experiment 1B: Simulated rats (N = 10 for normal PFC [control]; N = 10 for inactivated PFC [muscimol]) were trained to learn one odor discrimination problem at a time to criterion ({Xi, Yi} → Xi/Yi, i = 1…10), unlike the concurrent acquisition in Experiment 1A. The relative order for acquiring the memories was chosen randomly for each rat. For muscimol rats, all training trials occurred under PFC inactivation. We also simulated prior experiences that could potentially interfere with the new memories of the experiment by pre-training the rats on interfering lists of discrimination problems in contexts C and D for 10 blocks each (C:{Xi, Zi} → Xi/Zi, i = 1…8); (D:{Zi, Yi} → Zi/Yi, i = 1…8).

Peters et al. (2013) – Experiment 2: Simulated rats (N = 40) were first trained in context A to learn to criterion the same list of discrimination problems that was used for Experiment 1A. They were then trained on a new list of memories for five blocks. As mentioned earlier, these two lists conflicted as follows: for each context A memory (say, {X1, Y1} → Y1), one of the two odor cues was randomly replaced by a new cue (say, W1 instead of Y1) and the reward prediction of the remaining cue from context A (i.e., X1) was reversed leading to {X1, W1} → X1. Rats were exposed to List 2 either in the same context A (N = 10) or a different context B (N = 10), with either a normal (N = 10) or an inactivated (N = 10) PFC. In other words, this experiment employed a 2x2 design with the following subsets of rats: control – different context, control – same context, muscimol – different context, and muscimol – same context. As in Experiment 1A, muscimol rats had their PFC inactivated only for the first three blocks to learn List 2. We also simulated prior experiences that could potentially interfere with the new memories of the experiment by pre-training the rats on interfering lists of discrimination problems in contexts C and D for 10 blocks each (C:{Xi, Zi} → Xi/Zi, i = 1…8); (D:{Zi, Yi} → Zi/Yi, i = 1…8).

Peters et al. (2013) – Experiment 3: Simulated rats (N = 10 for normal PFC [control]; N = 10 for inactivated PFC [muscimol]) were first trained in context A for five blocks with the same list of discrimination problems used in Experiment 1A, and then trained on the second, conflicting list from Experiment 2 for five blocks in the same context A. PFC inactivation for the muscimol group occurred only during the first three training blocks for List 1. We also simulated prior experiences that could potentially interfere with the new memories of the experiment by pre-training the rats on interfering lists of discrimination problems in contexts C and D for 10 blocks each (C:{Xi, Zi} → Xi/Zi, i = 1…8); (D:{Zi, Yi} → Zi/Yi, i = 1…8).


3.1. Model Equations

We now provide structural and functional details of our model, including values for the various parameters. The model simulates associative memory formation and recall using dynamic sparse ensemble codes and activity-dependent synaptic plasticity in the recurrent connections within the hippocampus. Simulations were performed in the emergent neural network simulator (O'Reilly and Munakata, 2000; Aisa et al., 2008), whose underlying equations are described in detail below. Following Ketz et al. (2013), we simulated a cycle of three different phases of hippocampal processing during each trial of memory formation; namely, first and second halves of the minus phase, followed by the plus phase. In the first half of the minus phase, the trisynaptic pathway is suppressed, inhibiting the CA3-based recall of previous memories. But the monosynaptic pathway is still active, which enables the activity pattern in CA1 (decoupled from CA3) to be learned as an auto-encoded representation of the EC inputs. In the second half of the minus phase, the monosynaptic pathway is suppressed in favor of the trisynaptic pathway. Memory recall thus coincides with the second half of the minus phase, when the system expectation is registered in ECout as a result of pattern completion in CA3. In this way, CA1 activity is controlled by different input streams in the different minus phases. The emergent framework also posits a plus phase that is similar to the first half of the minus phase but with ECout clamped to the incoming cortical patterns representing the memory association (in the streams for the input cues and the rewarded cue). The patterns in the cortical areas upstream to ECin are clamped during all phases in each trial.

During memory acquisition, the synaptic weights in the network change in an activity-dependent manner at the end of the plus phase using a combination of Hebbian and error-driven learning. For Hebbian learning, the weight changes depend on just the plus phase activities. For error-driving learning, the weight changes for connections depend on activities in the plus phase and the corresponding minus phase. In particular, synaptic weight changes in the monosynaptic pathway (ECin → CA1, CA1 → ECout, ECout → ECin) depend on activities in the plus phase and the first half of the minus phase. Of particular importance, during memory acquisition, the CA3 → CA1 connections are adapted such that the pattern-completing CA3 activity can reproduce the auto-encoded representation in CA1 during subsequent cue-based recall. There are now more biologically plausible implementations of error-driven learning for training multi-layered recurrent neural networks (Liao et al., 2016; Lillicrap et al., 2016; Hassabis et al., 2017; Scellier and Bengio, 2017; Whittington and Bogacz, 2017) without requiring matching feedforward and feedback connectivity and non-local information for updating weights.

The model equations are described next, and values for various model parameters are listed in Tables 1, 2. The membrane potential Vm of a given model cell is defined by Equation 2 that obeys shunting dynamics within a recurrent competitive network:
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where τ scales the rate of the cell's temporal integration; [image: image] is the constant conductance of the leak Cl− channel; El is the reversal potential of the leak channel; [image: image] is the maximal conductance of each excitatory channel and Ee is the corresponding reversal potential; [image: image] is the maximal conductance of each inhibitory channel and Ei is the corresponding reversal potential; ge is the net synaptic weight of excitatory channels controlled by cells either within the network or from other networks; and gi is the net synaptic weight of inhibitory channels controlled by cells within the network. Equation 2 was numerically integrated using Euler's forward method with a fixed time step Δt = 1 ms. The net excitatory synaptic weight ge is defined as follows:

[image: image]

where [image: image] is the synaptic weight of the excitatory projection from the hth cell in the jth network; rj is the relative weight for the jth network that is normalized by net relative weight for all incoming networks; and aj is the absolute scaling parameter for the projections from the jth network. The output activity y(t) of the cell is computed using an activation function that operates on the membrane potential as follows:

[image: image]

where Υ is a scaling parameter; θ is the activity threshold on the membrane potential; and [ ]+ denotes the half-wave rectifier function. The net inhibitory synaptic weight gi is a constant for all cells within the network such that only a given proportion of the cells (say, the top k) exhibit non-zero activities at any moment, and is defined as follows:
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where 0 < q < 1, [image: image] is the threshold inhibition for the cell with the kth most activity in the network. These equations to determine gi, thus, implement k-Winner Take All (kWTA) inhibition leading to distributed representations with variable sparsities (O'Reilly and Munakata, 2000). They provide a simple computational approximation to the function of feedback inhibitory interneurons in real neural networks.



Table 2. Model connectivity.
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All membrane potentials are initialized to Vrest at the start of each trial. But model CA1 cells are reset to Vrest at the start of each of the three theta phases in every trial. Additionally, cell activities in the deep layers of LEC (namely, ECout) are clamped during the plus phase (in the encoding trials) to the incoming pattern in the high-level cortical area upstream to LEC. In every encoding trial the three phases proceed in sequence as follows, each with a fixed number of time steps to allow for the activities to settle: first half of minus phase (30 steps) → second half of minus phase (30 steps) → plus phase (30 steps).

The adaptive weights, [image: image], of the excitatory synaptic connection from the hth cell in the jth network are updated at the end of plus phase in each encoding trial using a combination of Hebbian learning and error-driven learning (O'Reilly and Munakata, 2000):
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where 0 ≤ khebb ≤ 1, ϵ scales the rate of learning; and khebb is a parameter that determines the proportion of Hebbian learning compared to error-driven learning in the mixture. The Hebbian (Δwhebb) and error-driven (Δwerr) weight updates are defined as follows:
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where xh, j is the activity of the projecting cell, and the superscripts + and – correspond to activities at the end of the plus phase and the applicable minus phase, respectively. Equation 7 is a variant of Hebbian learning that prevents the weights from growing without bounds (Grossberg, 1976; Rumelhart and Zipser, 1986; O'Reilly and Munakata, 2000). It ensures the selective strengthening of projections from those input cells that are consistently co-active with the post-synaptic cell during the plus phase. Equation 8, which is equivalent to the contrastive Hebbian learning rule (Hinton, 1990), ensures gradual matching between the activities at the end of minus (expectation) and plus (output) phases. The error-driven weight updates and the weights themselves are subject to soft bounding between the limits of 0 and 1. The weights of all present projections for each simulated rat are initialized at the beginning of experience by random sampling from a uniform distribution with mean 0.5 and variance 0.25; see Table 2 for probabilities related to sparse connectivity in the perforant path and mossy fiber projections.




4. RESULTS AND EXPLANATION

This section presents the simulation results of our model that explain the data from the odor discrimination experiments (Navawongse and Eichenbaum, 2013; Peters et al., 2013), which reveal the top-down modulation of context-based memory associations in the hippocampus and highlight the distributed nature of memory processes. With independent pools of DG cells that are facilitated one at a time for a given context under normal operation, our model can successfully retrieve context-appropriate memories and correctly discriminate in response to various pairs of odor cues. Even if the same stimulus is experienced in different contexts (say, odor X1), varied and potentially conflicting associations can nevertheless be learned (e.g., X1 ↔ Y1 in context A; X1 ↔ Z1 in context B); see Figure 6 for an illustrated explanation. This is possible despite the direct perforant path projections from the input layers of LEC (ECin) to CA3 and CA1. Our model is capable of forming and recalling contextual memories, because not only are the different contexts distinguished within the DG, but also the mossy fiber projections from DG to CA3 are the strongest relative to other connections to CA3 cells (namely, EC → CA3 and CA3 → CA3); see Table 2.


4.1. How Contextual Bias Affects Memory

It is well accepted that DG plays a crucial role in mediating the important sub-function of “pattern separation” by virtue of sparse connectivity in its perforant path projections from EC, its much larger size compared to the input EC layers, and its sparse distributed activity (Marr, 1971; Jung and McNaughton, 1993; Treves and Rolls, 1994; McClelland et al., 1995). There is a variety of evidence that the DG helps to distinguish similar memories experienced in different contexts. The degree of overlap among sets of DG cells that get activated for various memories within two different contexts is just 1%, which is much less than the 30% overlap in CA1 (Thompson and Best, 1989; Ramirez et al., 2013). Moreover, the selection of a new ensemble of DG cells can be triggered by exposure to a new environment or change in the behavioral task (Chawla et al., 2005; Leutgeb et al., 2007; Satvat et al., 2011; Schmidt et al., 2012; Deng et al., 2013).

With its random network comprising extensive recurrent collaterals (Amaral and Witter, 1989), CA3 underlies the crucial sub-functions of “auto-association” during encoding and “pattern completion” during cue-triggered retrieval (Marr, 1971; Treves and Rolls, 1994). Recurrent connections among CA3 cells that are simultaneously activated by a current event are selectively strengthened in an activity-dependent manner, which thereby subsequently support pattern completion in response to a partial cue (McNaughton and Morris, 1987; Nakazawa et al., 2002). As noted above, DG projects to CA3 with extremely sparse but potent mossy fibers (Henze et al., 1997) contributing to auto-association and pattern completion to minimize interference from similar memories (Leutgeb et al., 2007). We propose that all these properties work in conjunction with, and are further enhanced, by the additional contextual recruitment of DG cells; see also Deng et al. (2013). In other words, the mossy fibers from DG to CA3 bias the selection of the appropriate attractor state within the CA3 recurrent network in response to cues shared between multiple familiar contexts.

Given the specifics of the intra-hippocampal connectivity (see Figure 1 and Table 2), context-specific subsets could also be triggered in CA3 and CA1 downstream from DG. However, CA3 and CA1 would exhibit an appreciable overlap among cells participating in different contexts (Thompson and Best, 1989; Ramirez et al., 2013) owing to their smaller sizes and more densely distributed activities compared to DG. We hypothesize that the contextual mossy fibers from DG to CA3 can bias the selection of the appropriate attractor state within the CA3 recurrent network in response to cues shared among multiple familiar contexts. As in the experiment of Navawongse and Eichenbaum (2013)), our simulated rats learned to perform the contextual odor discrimination task almost perfectly. And they exhibited highly impaired performance when their PFC was inactivated [t(9) = 33.52, p = 0; see Figure 3]. The ability to learn one or more memory associations in the same or different contexts for subsequent robust behavioral recall indicates the presence of stable attractor states in the CA3 recurrent network. Figure 4 shows the activity patterns recalled by a representative simulated rat for the correct choice in response to each pair of odors in both contexts with and without PFC inactivation during the test blocks. The Control column shows the recalled patterns for normal PFC operation, which faithfully match the corresponding trained R patterns. The Muscimol column shows the recalled patterns when PFC is inactivated, and it appears that the recalled patterns are a random choice between the corresponding patterns for contexts A and B, and not a mixture of the two contexts.
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FIGURE 3. Comparison of our model with the rat experiment of Navawongse and Eichenbaum (2013). (A,B) provide our model simulation results and the memory retrieval performance data from Navawongse and Eichenbaum (2013), respectively, with (muscimol) and without (saline) PFC inactivation in the context-guided object association task. The gray bars correspond to baseline performances for retrieving conflicting memories that were acquired in two different contexts, and the white bars correspond to performances under either normal PFC operation with saline (SAL) or bilateral PFC inactivation with muscimol (BILAT). The error bars correspond to standard error of mean. Panel (B) is reprinted with permission from Navawongse and Eichenbaum (2013).
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FIGURE 4. Modeling context-based retrieval with and without PFC inactivation in the rat experiment of Navawongse and Eichenbaum (2013). Following the learning of two conflicting lists of odor discrimination memories in different contexts (A and B), the control condition faithfully recalls the correct odor (R) for each pair ({Xi, Yi}, i = 1…8) based on the context; see the match between columns titled “R” and “Control.” However, the muscimol condition reduces overall accuracy by recalling the incorrect odor for a few pairs of memories; for example, see the divergent recalls in the control and muscimol conditions for {X6, Y6} in context A. Note the activation patterns in columns titled “X,” “Y,” and “R” correspond to incoming high-level neural codes upstream of the superficial layers of LEC (ECin) during training. And the activation patterns in columns titled “Control” and “Muscimol” correspond to activities recalled for Ri in the third field of the deeper layers of LEC (ECout) at the end of the second half of the minus phase in response to inputs {Xi, Yi} in columns titled “X” and “Y” during testing.





4.2. Concurrent and Blocked Acquisition of Memories

Figure 5 compares the results of our model simulation with the data from Experiment 1A of Peters et al. (2013), which shows that PFC inactivation can affect the ability to discriminate various pairs of odors even if they have only been presented in a single context. The model simulated 10 control rats and 10 muscimol rats, with each simulated rat being presented with a sequence of eight discrimination problems in random order on each epoch until a criterion level of performance was reached. The performance data of the simulated rats from the first three training blocks was analyzed using a two-way repeated measures ANOVA with inactivation condition and training block as factors. Both simulated control and muscimol rats showed evidence of learning, with a significant main effect of training block [F(2, 54) = 94.49, p = 0], as in the data (see Figures 5A,C). And similar to the data, simulated muscimol rats learned the memory associations less accurately than simulated control rats initially, with a significant main effect of inactivation condition [F(1, 54) = 119.64, p = 0]. Also matching the data, there was no interaction between PFC inactivation and training block in our model [F(2, 54) = 0.56, p = 0.5737]. The performance data of the simulated rats from the first three test blocks, after concurrent acquisition to criterion performance, was also analyzed using a two-way repeated measures ANOVA with inactivation condition and training block as factors. As in the data, muscimol infusion for the simulated control rats severely impaired their ability to recall well-formed memories, with a significant main effect of inactivation condition [F(1, 54) = 654.09, p = 0; see Figures 5B,D]. Finally, when PFC inactivation ceased in these simulated control rats for the last test block, retrieval behavior returned to about the same level as the simulated muscimol rats, as seen in the data.
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FIGURE 5. Comparison of our model with rat experiments 1A of Peters et al. (2013). Results of our model simulation are in the top row (A,B), and the data from Experiment 1A of Peters et al. (2013) are in the bottom row (C,D), which are related to the effects of PFC inactivation on concurrent acquisition (A,C) and concurrent performance (B,D) of multiple odor discrimination memories. The muscimol condition corresponds to PFC inactivation during the first three training blocks (depicted by the box in A,C), and the saline condition is the control. CR on the x-axis in all panels refers to the training block in which rats reached criterion performance. Control rats with saline injection during acquisition received muscimol infusion during the three test blocks following acquisition to criterion (depicted by the box in B,D), but not the muscimol rats. The error bars correspond to standard error of mean. Panels (C,D) are reprinted with permission from Peters et al. (2013).



Figure 6 illustrates our explanation for the impairment of memory encoding and retrieval that results from PFC inactivation. In the absence of inhibitory control by top-down contextual signals (see Figure 6, lower right panels), various sorts of context-inappropriate memory traces simultaneously emerge in the subfields of the hippocampus. In our model, the cause of these interfering signals is the indiscriminate activation of cells within the multiple contextual ensembles in DG to varying degrees in response to the current input. These DG traces promote the activation of their corresponding attractor states within the CA3 recurrent network via their previously tuned mossy fiber projections. The presence of multiple potential CA3 attractor states proactively conflicts with the auto-associative learning of the relevant activity pattern within CA3 during encoding. In particular, CA3 could randomly slip into one of the attractor states in each training trial. As a result, the trial-to-trial learning of CA3-to-CA1 Schaffer collaterals will be slower because of the lack of consistency in the CA3 activity pattern for the same discrimination problem across multiple acquisition trials while the PFC is inactivated. Moreover, the tuned Schaffer collaterals from CA3 cells to CA1 cells, and the tuned connections from CA1 cells to ECout cells, representing a previously encoded memory engram (to which CA3 converged) will also offer some inertia to the formation of the new memory. Thus, the consequent activation of conflicting memory traces in CA3 not only slows the learning of new contextual memories (see Figure 6, right panel in second row), but also impairs the cue-based retrieval of previously learned context-specific memories. Similar to encoding under PFC inactivation, during recall as well, there would be competition among multiple potential attractor states within CA3. Further, it is possible that the CA3 recurrent network may not converge to any previously learned memory engram owing to the fragmentary nature of the activated traces within various DG pools. In any case, the previously tuned CA3 → CA1 and CA1 → ECout projections will likely interfere with the generation of the correct recall pattern in the output layers of LEC (Figure 6, lower right).


[image: image]

FIGURE 6. Illustration of our theory. Top-down bias on DG affects memory encoding and recall by controlling the activation of memory traces within the hippocampal subfields (namely, DG, CA3, CA1). The top panel exemplifies prior experience where an associative memory {X, Y} → Y is encoded in room A with top-down bias from PFC. The other panels depict the encoding (second row) and retrieval (third row) for a conflicting associative memory {X, Z} → X in room B with (lower left panels) and without (lower right panels) the context bias. Note that normal PFC operation allows only context-appropriate memory traces to become active. With PFC inactivation, the learning of the conflicting association {X, Z} → X in room B is slowed because of the interfering memory traces triggered by concurrent activation of granule cells in the two DG contextual ensembles in response to the common cue X. If the two memories {X, Y} → Y and {X, Z} → X were acquired in contexts A and B, respectively, under normal conditions, PFC inactivation during recall performance {X, Z} → ? in context B would also lead to concurrent activation of memory traces related to both associations in response to the common cue X in all hippocampal subfields starting with DG. Pattern completion processes in CA3 would then probabilistically converge to either memory engram in different trials, leading to impaired retrieval behavior.



Our model also simulates the data from Experiment 1B of Peters et al. (2013), in which rats learned each odor discrimination memory one at a time to criterion before training on another in the set (see Figure 7). As in the data, simulated muscimol rats were slower overall in acquiring the memories [trials to criterion difference: t(18) = −3.85, p = 0.0012], and less accurate through their blocked acquisition [percent correct difference: t(18) = 2.52, p = 0.022]. When the odor discrimination problems were separated into the best and worst halves according to the number of trials to criterion, the model shows a significant interaction between the discrimination difficulty and inactivation condition factors [F(1, 36) = 21.03, p = 0.0051; two-way repeated measures ANOVA], as in the data. Peters et al. (2013) interpreted this data as implying that PFC is not critical when acquiring memories one at a time in a single context, but that PFC is essential when many discrimination problems are to be learned and remembered at the same time. In contrast, our simulations suggest that interference from older memories is potentially present even for blocked acquisition of single memories, and the strength of interference is not equal for all memories. In addition, the encoding process cannot be equal for all memories. It depends on the particular high-level cortical patterns that need to be encoded and the precise connectivity structure within the entorhinal-hippocampal system at the time of encoding. In other words, each discrimination problem does not have the same exact probability of being encoded. Thus, any untuned discrepancies between the experimental and simulated data, such as the differences in Day 1 performance between the saline and muscimol conditions for the concurrent acquisition of memories (see Figure 5) and in the overall number of trials to criterion for the blocked acquisition of memories (see Figure 7), are likely due to the particular neural codes chosen for the high-level cortical representation of the odor cues, the particular values chosen for the various parameters, and the particular initial entorhinal-hippocampal connectivity that was randomly sampled for each simulated rat, among others.
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FIGURE 7. Comparison of our model with rat experiment 1B of Peters et al. (2013). Results of our model simulation are in (A), and the data from Experiment 1B of Peters et al. (2013) are in (B), which are related to the effects of PFC inactivation on the blocked acquisition of several memories one at a time to criterion. The muscimol condition corresponds to PFC inactivation, and the saline condition is the control. Overall performance for each discrimination problem (P#) is shown separately. The inset in either panel shows the number of trials to criterion for the saline and muscimol conditions with the discrimination problems divided into two halves based on learning difficulty. The error bars correspond to standard error of mean. Panel (B) is reprinted with permission from Peters et al. (2013).





4.3. Acquisition of Conflicting Memories

Our simulations match the data from Experiment 2 of Peters et al. (2013), which is related to the effects of PFC inactivation on the dynamics of acquiring conflicting memories in the same and different contexts (see Figure 8). We simulate the data from control rats on the well-known effect of slower learning in a context where conflicting memories were previously formed (Barnes and Underwood, 1959). In this experiment, the rats were required to learn a new set of odor discrimination problems either within the same context or a different context, with and without PFC inactivation, where the new set conflicted with the set used in Experiment 1A. Here the memories of the two lists overlapped in one component, so that one odor in each X1, Y1 pair was retained and the reward prediction was reversed compared to the first set. For example, for the episode {X1, Y1} → X1 , if X1 were retained then the new event would be {X1, Z1} → Z1 ; whereas if Y1 were retained then the new event would be {Z1, Y1} → Z1 (Z1 is a new pattern, distinct from either X1 or Y1). The four different groups of simulated rats (PFC inactivation x context) first learned the list of memories employed in Experiment 1A (namely, List 1) and showed no difference in retrieval performance following acquisition to criterion [F(3, 36) = 1.17, p = 0.33]. The performance data of the simulated rats from the first three training blocks for List 2 was analyzed using a two-way ANOVA with inactivation and context conditions as the between subject factors and training block as the within subject factor. Similar to the data, this analysis revealed a significant main effect of inactivation condition [F(1, 110) = 303.76, p = 0] and a significant interaction between inactivation and context conditions [F(1, 110) = 22.29, p = 0]; see Figures 8A,D. Simulated control rats exhibited a significant main effect of context condition [F(1, 54) = 32.28, p = 0], while simulated muscimol rats did not differentiate between the same and different context conditions [F(1, 54) = 0.62, p = 0.44] with respect to encoding the new memories from List 2, which interfered with older memories from List 1. Further, the interference from List 1 when learning List 2 memories was higher for simulated muscimol rats than simulated control rats [t(18) = 5.99, p = 0; Figure 8B], as in the data shown in Figure 8E. This was quantified using an interference index metric, which is defined as the difference between the average percent correct for List 2 vs. that for List 1 in their first five training blocks (Peters et al., 2013).
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FIGURE 8. Comparison of our model with rat experiment 2 of Peters et al. (2013). Results of our model simulation are in (A–C), and the data from Experiment 2 of Peters et al. (2013) are in (D–F), related to the effects of PFC inactivation on the acquisition of List 2 memories, which conflict with List 1 memories, under various conditions. The muscimol condition corresponds to PFC inactivation during the first three blocks for List 2 acquisition (depicted by the box in A,D), and the saline condition is the control. Same and different conditions correspond to whether List 2 is acquired in the same or different context as List 1. (B,E) provide the amount of interference from List 1 on the acquisition of List 2 memories (called Interference Index) for the two PFC inactivation conditions. Panels (C,F) show the overall number of perseverative and non-preservative errors in the discriminative choices while acquiring List 2 memories. The error bars correspond to standard error of mean. Panels (D–F) are reprinted with permission from Peters et al. (2013).



The errors that occur during the learning of the conflicting List 2 memories are of two types: perseverative and non-perseverative. Consider an odor that was employed in both Lists 1 and 2 and was rewarded in List 1, but not in List 2 by design. If the rat makes an error by choosing it during List 2 acquisition, it would be a perseverative error (i.e., choosing the same odor despite the change from List 1 to List 2). Along the same lines, a non-perseverative error is one in which a new odor in a List 2 problem is chosen when it is paired with an unrewarded odor from List 1. The number of errors made by the simulated rats during the five training blocks of List 2 was analyzed by a two-way repeated measures ANOVA with inactivation condition and error type as factors. As in the data, there were more perseverative errors than non-perseverative errors [significant main effect of error type, F(1, 36) = 7.79, p = 0.0084], and while the simulated muscimol rats made more errors than the simulated control rats [significant main effect of inactivation condition, F(1, 36) = 9.73, p = 0.0036], the proportion of perseverative and non-perseverative errors was not significantly different between the simulated control and muscimol rats [no interaction between error type and inactivation condition, F = 0.16, p = 0.70; two-way ANOVA]; see Figures 8C,F.

When learning a List 2 problem in the same context, interference occurs because of the activation of conflicting memory traces (related to the corresponding List 1 problem) in each of the hippocampal subfields in general (and CA3 in particular). The projections from each CA3 engram corresponding to a List 1 associative memory to CA1, as well as auto-associative projections within CA3, need to overcome their prior tuning before new connections can be established to be able to correctly retrieve the List 2 memory. This impairment, which slows encoding, does not occur if List 2 memories are acquired in a new context; note that the “Saline Different” condition is uniformly better than “Saline Same” in Figure 8A, as the data shown in Figure 8D. When PFC is inactivated, there is even greater interference because the lack of top-down bias over DG allows innumerable traces within various contextual ensembles of DG cells that respond partially to the current association to be activated (see Figure 6). This includes the memory traces corresponding to List 1. Acquisition of List 2 memories was thus drastically affected by PFC inactivation, and also did not benefit from employing a different context. In the model, both perseverative and non-perseverative errors during List 2 learning occur because of interference from prior associations, or lack thereof, to the component of the memory engram signifying the rewarded odor. So, the relative proportion of perseverative and non-preservative errors did not significantly differ between the simulated control and muscimol rats.



4.4. Long-Term Effects of PFC Inactivation

Figure 9 provides the results of our model simulation of Experiment 3 of Peters et al. (2013), showing rats that learned the first set of odor memory associations with a deactivated PFC were surprisingly better at acquiring the second set of interfering memories in the same context under normal PFC operation. Similar to Experiment 1A, the performance data of the simulated rats from the first three training blocks of List 1 was analyzed using a two-way repeated measures ANOVA with inactivation condition and training block as factors. As in the data, simulated muscimol rats were initially less accurate in learning List 1 memories compared to simulated control rats [significant main effect of inactivation condition, F(1, 54) = 186.28, p = 0]. Also, there was a significant main effect of training block [F(2, 54) = 105.97, p = 0], but no interaction between inactivation condition and training block [F(2, 54) = 0.1, p = 0.91]. Though the simulated muscimol rats were initially impaired, the performance was not different between the saline and muscimol conditions by the fifth training block [t(18) = −1.41, p = 0.17]. Next, the performance data of the simulated rats from the five training blocks of List 2 was analyzed using a two-way repeated measures ANOVA with inactivation condition and training block as factors. Note that muscimol rats had their PFC inactivated only during the learning of List 1 for the first three blocks, and not during the learning of List 2. As in the data, simulated muscimol rats were surprisingly more accurate in learning List 2 memories compared to simulated control rats [significant main effect of inactivation condition, F(1, 54) = 21.18, p = 0]. Also, there was a significant main effect of training block [F(2, 54) = 61.74p = 0], but no interaction between inactivation condition and training block [F(2, 54) = 0.09, p = 0.92]. In our model, List 1 memories for muscimol rats were initially acquired with activities enabled for all contextual ensembles in DG. As a result, CA3 memory engrams gradually became tuned to DG cells across various contextual ensembles during initial encoding. Although simulated muscimol rats did continue learning for two additional blocks with the top-down contextual bias over DG in place (i.e., with only one appropriate ensemble of DG cells facilitated), we suggest that the distributed projections from across various contextual DG ensembles to CA3 for the List 1 memory engrams were still sufficiently preserved by the time List 2 learning began. During List 2 acquisition in the same context, the activation of the conflicting memory traces in CA3 for simulated muscimol rats was not as strong as that for simulated control rats because the DG support for pattern completion in CA3 was critically shrunk to just one contextual ensemble. In other words, List 2 acquisition underwent relatively weaker interference from previously acquired List 1 memory traces for simulated muscimol rats, explaining the reversal in the encoding dynamics for List 2 between the muscimol and control rats.
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FIGURE 9. Comparison of our model with rat experiment 3 of Peters et al. (2013). Results of our model simulation are in the top row (A,B), and the data from Experiment 3 of Peters et al. (2013) are in the bottom row (C,D), which are related to the acquisition of List 2 memories (right column) following the encoding of conflicting List 1 memories (left column) in the same context with and without PFC inactivation. The muscimol condition corresponds to PFC inactivation during only the first three blocks of List 1 acquisition (depicted by the box in A,C), and the saline condition is the control. The error bars correspond to standard error of mean. Panels (C,D) are reprinted with permission from Peters et al. (2013).






5. DISCUSSION

The main contribution of this article is its computational and algorithmic explanation for how the hippocampus could employ top-down contextual signals originating in prefrontal cortex (PFC) to reduce interference when encoding and retrieving conflicting associative memories experienced in different contexts. Specifically, we demonstrated that external signals that modulate cell excitability to select a contextually relevant subset of dentate gyrus (DG) neurons play a key role in replicating the rat data on various negative as well as positive effects of inactivating PFC on associative memory formation and recall (Navawongse and Eichenbaum, 2013; Peters et al., 2013). Pre-training the model to learn conflicting memory associations in contexts other than those used in the experiments is the other key element we found necessary to account for the multifarious aspects of the behavioral data. This pre-training qualitatively simulates prior experiences of the adult lab rats, which can conflict with target memories when the contextual bias is suppressed as a result of PFC inactivation. In this regard, even though Experiment 1 of Peters et al. (2013) did not directly manipulate context (see Figures 5, 7), we show that inactivating PFC can lead to additional corollary activation of interfering memory traces from multiple other, previously experienced contexts. Along these lines, Experiment 2 of Peters et al. (2013) and our model simulations (see Figure 8) show that under PFC inactivation, the advantage of a new context in reducing interference while learning a conflicting set of memory associations is lost.

As mentioned in the Introduction section, we define “context” as the functional background with respect to which salient objects in the foreground (comprising an episode) are experienced. Context is not simply a collection of spatial locations that encompass an environment; it is a more holistic construct based on rapidly fusing several relevant spatial and non-spatial cues. Its chief function is to aid in disambiguating the perception of stimuli, recall of memories, and choice of actions (Doboli et al., 2000; Lee and Lee, 2013). Several studies have implicated PFC in rapid extraction of contextual information, which is then leveraged for top-down contextual facilitation of memory-related functions ranging from recognition to recall (Bar, 2004). Moreover, different sub-regions of PFC have been shown to be involved in different aspects of cue-based episodic memory retrieval (Dobbins et al., 2002). This emerging understanding is in concert with the notion that PFC is the source of the external contextual bias to the hippocampus.

Alternative theories posit that contextual information arrives at the hippocampus through the entorhinal cortex (EC) as an explicit input that is associated with other cortical signals coding for salient objects to form an episodic memory (O'Reilly and Rudy, 2001; O'Reilly, 2004). These Complementary Learning Systems models (O'Reilly et al., 2014) perform pattern completion for the AB-AC associative learning task (Barnes and Underwood, 1959) using EC as the gateway for cortical inputs representing list elements and context, and result in the encoding of context and list items as a joint representation within DG. Although the CLS models could, in theory, simulate context-dependent memory retrieval by providing context as one of the recall cues, they would not exhibit contextual clustering of cells within the DG. Very similar list items in different contexts would result in significantly overlapping DG ensembles across contexts, which would be inconsistent with well-known data. In particular, the degree of overlap among sets of DG cells that get activated for various memories within two different contexts is about just 1% (Thompson and Best, 1989; Ramirez et al., 2013). Moreover, the selection of a new ensemble of DG cells can also be triggered by a change in the behavioral task within the same environment (Chawla et al., 2005; Leutgeb et al., 2007; Satvat et al., 2011; Schmidt et al., 2012; Deng et al., 2013). Recent experimental work has examined the role of a local inhibitory circuit in DG between granule cells and hilar perforant path (HIPP) cells that modulates the strength of contextual memories (Raza et al., 2017). In particular, the study found that the mechanism behind the formation of contextual granule cell ensembles in DG involves HIPP cells. To our knowledge, there has been only one computational model (Doboli et al., 2000) that simulates the recruitment and sustenance of contextual ensembles (“latent attractors”) of DG cells, while responding to time-varying inputs from EC. Indeed, as EC inputs change, different cells within the winner DG ensemble become active. In this model, contextual hilar cells within DG are pre-configured to receive excitatory projections from the corresponding granule cells, while they inhibit granule cells configured for the other contexts, and vice versa. Recruitment of an arbitrary ensemble can be achieved by an excitatory perturbation of the appropriate set of DG cells, pointing to control by an external source. This model, however, does not exploit the contextual coding in DG to understand interference-free pattern completion and memory retrieval in an adaptive hippocampus.

It is interesting to note that, in addition to its large size and highly sparse activity compared to other regions of the hippocampus, DG is one of the few brain areas where adult neurogenesis has been reported in mammalian brains including humans (Kuhn et al., 1996). Moreover, the rate at which new DG granule cells are born in adult mice has been shown to covary with the variety and richness of their experiences (Kempermann et al., 1997, 1998). We speculate that the self-regulated birth of new DG cells continuing through adulthood is what enables animals and humans alike to acquire memories in ever-new contexts through their lifespans without catastrophic forgetting of older contextual memories. The effect of neurogenesis in the hippocampus has been examined in computational models that simulate this experience-dependent recruitment of new granule cells and their extended process of maturation resulting in changes in their excitability (Aimone et al., 2009). This could facilitate the use of temporal information as another aspect of the contextual modulation in the encoding process (Rangel et al., 2014). Despite the high excitability of immature DG granule cells, they do not respond broadly to afferent activity from EC due to their much sparser connectivity than mature cells, supporting their role in providing orthogonal representations for encoding new memories that are similar to those previously experienced (Dieni et al., 2016). Another modeling study has investigated the advantageous role of a heterogeneous population of DG granule cells for encoding an increasingly large number of new inputs (Severa et al., 2017). In addition, the reduction of neurogenesis in DG has been experimentally observed when using focal cranial irradiation to eliminate the advantage of a new context for the acquisition of conflicting odor discrimination memories (Luu et al., 2012). While DG has been previously shown to be critical for both the encoding and recall of contextual memories of emotional experiences in rats (Hernández-Rabaza et al., 2008; Bernier et al., 2017), a recent optogenetic study has demonstrated that successful contextual fear conditioning relies on adult-born DG granule cells arising from neurogenesis (Huckleberry et al., 2018).

Depue (2012) reviewed prior literature to develop a conceptual model of prefrontal-hippocampal interactions in which PFC plays the key role of suppressing task-irrelevant memories. Three specific hypotheses for PFC-mediated inhibitory control of cue-triggered memory retrieval were considered (see their Figure 1); namely, (1) “direct inhibition” of specific memory engrams in the hippocampus (Anderson et al., 2004), (2) “reactivation inhibition” of the memory retrieval output of the hippocampus to its neocortical targets including EC (Depue et al., 2007), and (3) “competitive attentional inhibition” by shifting attention to distractor memory engrams in the hippocampus (Wimber et al., 2008). Depue (2012) concluded that prior behavioral and imaging studies related to white bear suppression, directed forgetting, think/no-think tasks provide support only for the direct inhibition and reactivation inhibition hypotheses. While Depue's model relates more to proactive memory suppression than to context-dependent memory retrieval, our hypothesis of PFC inhibitory control to suppress inappropriate contextual ensembles of DG cells is closer to the direct inhibition hypothesis. Large-scale optical imaging of single cells in each hippocampal subfield and the superficial and deep layers of both LEC and MEC will be required to clarify the precise modus operandi of PFC inhibition on memory circuits.


5.1. Possible Indirect Route for PFC Bias of Hippocampus

No direct mechanism for PFC control of inhibitory bias on DG cells has been identified, but there are some possibilities for an indirect connection. PFC can disynaptically modulate hippocampal cell excitability via hypothalamus and thalamus (Wyss et al., 1979). Engin et al. (2015) showed that tonic inhibition of DG granule cells by GABAergic interneurons, which regulates their excitability, is indeed critical for minimizing interference in the encoding of similar or overlapping memories experienced at different times. Such inhibitory control signals can originate from PFC and arrive at DG by means of hypothalamic supramammillary nucleus (SuMN) (Vertes and McKenna, 2000; Nakanishi et al., 2001). SuMN is connected strongly to DG as well as to several structures that project to the hippocampus, and has been suggested to gate the flow of neural signals within the hippocampus (Vertes, 1992) possibly by modulating cell excitability (Mizumori et al., 1989; Jiang and Khanna, 2006). SuMN has also been shown to key for achieving memory specificity (Xu and Südhof, 2013). Fear conditioning in the absence of SuMN signals to DG would lead to encoding of fear memories across various DG contextual ensembles, resulting in over-generalization to other contexts. While the PFC-SuMN-DG circuit seems pertinent as a mechanism for inhibitory bias on DG, it is unclear how the relatively small number of neurons in the SuMN are capable of biasing the huge number of very specific contextual ensembles that may be activated in the DG.



5.2. Testable Hypotheses

Future experiments are in order to clarify the precise influences of contextual signals on hippocampal processing in general and DG in particular. In this regard, our mechanistic explanation makes several clear predictions. First, in order to match the data from Experiments 1A, 1B, and 2 of Peters et al. (2013), it was crucial that we pre-train the hippocampus with interfering memories in contexts different than those used to train the target memories in the experiments. This would suggest that PFC inactivation should not affect hippocampal function as assessed in these experiments for animals raised in a single environment, compared to animals with a large number of experiences across multiple environments. In other words, inexperienced animals do not have a storehouse of contradictory associations across different contexts that are unleashed when PFC is inactivated. On the other hand, we predict that the facilitation of List 2 acquisition due to prior PFC inactivation during learning of conflicting List 1 memories, seen in Experiment 3 of Peters et al. (2013), would still hold for these inexperienced rats. This is because the interference from List 1 on the acquisition of List 2 memories would be instantiated within the time course of the experiment. Figures 10, 11 (top row) show quantitative predictions of our model in the absence of pre-training for Experiments 1A and 3 of Peters et al. (2013). As can be seen in Figure 10 with respect to Experiment 1A of Peters et al. (2013), the difference in memory behavior between the saline and muscimol conditions is eliminated during concurrent acquisition [no effect of inactivation condition, F(1, 54) = 0.15, p = 0.70] and greatly reduced during concurrent performance (from 30.45% drop in Figure 5B to 3.36% drop in Figure 10B). In particular, there was no effect of inactivation condition during concurrent acquisition [F(1, 54) = 0.15, p = 0.70]. However, as can be seen in Figure 11 (top row) with respect to Experiment 3 of Peters et al. (2013), while the difference in memory behavior between the saline and muscimol conditions is eliminated during List 1 acquisition [no effect of inactivation condition, F(1, 54) = 2.52, p = 0.12], the facilitation in List 2 acquisition for muscimol rats remains [significant main effect of inactivation condition, F(1, 54) = 28.39, p = 0]. Furthermore, it seems that the lack of previous conflicting experiences also renders the task of acquiring a list of 8 discrimination memories (namely, List 1) from scratch much easier due to the absence of any implicit interference within the hippocampal network (especially CA3).


[image: image]

FIGURE 10. Modeling rat experiment 1A of Peters et al. (2013) without pre-training. Panels (A,B) show our model simulation results in the absence of pre-training any conflicting memories, on the effects of PFC inactivation during concurrent acquisition (A) and concurrent performance (B) of multiple odor discrimination memories. As in Figure 5, the muscimol condition corresponds to PFC inactivation during the first three training blocks (depicted by the box in A), and the saline condition is the control. CR on the x-axis in both panels refers to the training block in which rats reached criterion performance. Control rats with saline injection during acquisition received muscimol infusion during the three test blocks following training to criterion (depicted by the box in B), but not the muscimol rats. Our model simulation results with pre-training, which are shown in Figure 5, are repeated here with dashed lines for comparison. The error bars correspond to standard error of mean.
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FIGURE 11. Modeling rat experiment 3 of Peters et al. (2013) by varying the sparseness of activity in DG. The three rows provide our model simulation results in the absence of pre-training any conflicting memories, and at different sparseness levels of activity in DG (top row: k = 1%, middle: k = 10%, bottom: k = 25%), on the acquisition of List 2 memories (B,D,F) following the encoding of conflicting List 1 memories (A,C,E) in the same context with and without PFC inactivation. Note that as k is increased (see Equation 5) for DG, the activities in DG become more dense (i.e., less sparse). As in Figure 9, the muscimol condition corresponds to PFC inactivation during only the first three blocks of List 1 acquisition (depicted by the box in A,C,E), and the saline condition is the control. The error bars correspond to standard error of mean.



We also explored the effects of varying the sparseness of activity in DG on the acquisition dynamics of conflicting List 1 and List 2 memories for Experiment 3 of Peters et al. (2013). These simulations were done in the absence of pre-training any conflicting memories to better isolate the role of sparse activities in DG for this data (see Figure 11). As DG activities become more dense, the pattern separability within DG for similar memories would be expected to be weakened leading to slower memory formation. However, we see no apparent differences in List 1 acquisition across the three sparseness levels (compare List 1 results from the 3 rows in Figure 11). While the memory capacity of our hippocampal network is reduced with more dense DG activities, it is likely much higher than the 8 discrimination memories that are being acquired in the case of no pre-training. Interestingly, the facilitation in List 2 acquisition for muscimol rats seems to exhibit a gradual decrease as sparseness levels in DG are reduced [k = 10%: significant main effect of inactivation condition, F(1, 54) = 17.89, p = 0.0001; k = 25%: significant main effect of inactivation condition, F(1, 54) = 6.11, p = 0.0166]. For the muscimol condition, as the activities in DG become more dense across all contextual ensembles (with increasing k), the proportional drop in the absolute number of active DG cells from List 1 acquisition to List 2 acquisition would likely not preclude the pattern completion of List 1 memory traces in the recurrent CA3 network (and thereby in CA1 and ECout) to interfere with the formation of List 2 memories.

Second, the number of active DG cells should increase when PFC is inactivated, because numerous contextual ensembles are enabled due to the lack of top-down inhibition, or cell excitability modulation, from PFC. This can be verified using existing optical sensing technologies to measure c-Fos (or some other immediate-early gene) expression per unit area in DG (Liu et al., 2012; Ramirez et al., 2013). Third, if the mossy fibers from DG to CA3 are lesioned, then all the contextual effects simulated here from the Navawongse and Eichenbaum (2013) and Peters et al. (2013) studies should be eliminated or greatly reduced. In particular, these animals will exhibit significant impairments in behavioral tasks that require distinguishing similar or overlapping memories acquired in different contexts.




6. CONCLUSION

The new understanding of how PFC exerts top-down control of hippocampal memory circuits can be leveraged to causally enhance memory performance. Prior rat data suggests increased top-down attention to the context in which events occur improves the long-term stability of memories (Kentros et al., 2004; Muzzio et al., 2009a,b). Moreover, a number of human studies demonstrating declarative memory enhancement by transcranial current stimulation (tCS) during encoding have targeted the PFC (Javadi and Walsh, 2012; Javadi and Cheng, 2013). Interestingly, transfer learning, where a schema learned in one context is applied to a different context, has been shown to be inversely related to functional connectivity between PFC and hippocampus (van Kesteren et al., 2012; Gerraty et al., 2014). When contextual biasing signals from PFC on DG are weak, memories learned in one context generalize to other contexts. Stronger contextual signals from PFC lead to greater memory specificity during encoding, resulting in more stable memories. In summary, our memory model provides a computational account for the top-down contextual modulation of encoding and recall processes in the hippocampus by postulating contextual recruitment of independent pools of DG cells that critically depends on normal PFC operation.



AUTHOR CONTRIBUTIONS

PP conceived the study. MH and PP performed the simulation experiments. MH, PP, and RB analyzed the data. PP and MH wrote the paper.



FUNDING

This material is based upon work supported by the Intelligence Advanced Research Projects Agency (IARPA) via Department of the Interior (DOI) Contract No. D10PC20021, and by the Defense Advanced Research Projects Agency (DARPA) via SPAWAR Systems Center Pacific (SSC Pacific) Contract No. N66001-14-C-4066 (Restoring Active Memory: RAM) and via Air Force Research Laboratory (AFRL) Contract No. FA8750-18-C-0103 (Lifelong Learning Machines: L2M). Any opinions, findings and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of IARPA, DOI, DARPA, SSC Pacific, AFRL, or the US Government.



REFERENCES

 Aimone, J. B., Wiles, J., and Gage, F. H. (2009). Computational influence of adult neurogenesis on memory encoding. Neuron 61, 187–202. doi: 10.1016/j.neuron.2008.11.026

 Aisa, B., Mingus, B., and O'Reilly, R. (2008). The emergent neural modeling system. Neural Netw. 21, 1146–1152. doi: 10.1016/j.neunet.2008.06.016

 Amaral, D., and Witter, M. (1995). Hippocampal formation: the rat nervous system. Neural Netw. 21, 1146–1152.

 Amaral, D. G., and Witter, M. P. (1989). The three-dimensional organization of the hippocampal formation: a review of anatomical data. Neuroscience 31, 571–591. doi: 10.1016/0306-4522(89)90424-7

 Anderson, M. C., Ochsner, K. N., Kuhl, B., Cooper, J., Robertson, E., Gabrieli, S. W., et al. (2004). Neural systems underlying the suppression of unwanted memories. Science 303, 232–235. doi: 10.1126/science.1089504

 Bar, M. (2004). Visual objects in context. Nat. Rev. Neurosci. 5:617. doi: 10.1038/nrn1476

 Barnes, J. M., and Underwood, B. J. (1959). “Fate” of first-list associations in transfer theory. J. Exp. Psychol. 58:97. doi: 10.1037/h0047507

 Bernier, B. E., Lacagnina, A. F., Ayoub, A., Shue, F., Zemelman, B. V., Krasne, F. B., et al. (2017). Dentate gyrus contributes to retrieval as well as encoding: evidence from context fear conditioning, recall, and extinction. J. Neurosci. 37, 6359–6371. doi: 10.1523/JNEUROSCI.3029-16.2017

 Brincat, S. L., and Miller, E. K. (2015). Frequency-specific hippocampal-prefrontal interactions during associative learning. Nat. Neurosci. 18:576. doi: 10.1038/nn.3954

 Brun, V. H., Otnass, M. K., Molden, S., Steffenach, H. A., Witter, M. P., Moser, M. B., et al. (2002). Place cells and place recognition maintained by direct entorhinal-hippocampal circuitry. Science 296, 2243–2246. doi: 10.1126/science.1071089

 Chawla, M. K., Guzowski, J. F., Ramirez-Amaya, V., Lipa, P., Hoffman, K. L., Marriott, L. K., et al. (2005). Sparse, environmentally selective expression of Arc RNA in the upper blade of the rodent fascia dentata by brief spatial experience. Hippocampus 15, 579–586. doi: 10.1002/hipo.20091

 Deng, W., Mayford, M., and Gage, F. H. (2013). Selection of distinct populations of dentate granule cells in response to inputs as a mechanism for pattern separation in mice. eLife 2:e00312. doi: 10.7554/eLife.00312

 Depue, B. E. (2012). A neuroanatomical model of prefrontal inhibitory modulation of memory retrieval. Neurosci. Biobehav. Rev. 36, 1382–1399. doi: 10.1016/j.neubiorev.2012.02.012

 Depue, B. E., Curran, T., and Banich, M. T. (2007). Prefrontal regions orchestrate suppression of emotional memories via a two-phase process. Science 317, 215–219. doi: 10.1126/science.1139560

 Dieni, C. V., Panichi, R., Aimone, J. B., Kuo, C. T., Wadiche, J. I., and Overstreet-Wadiche, L. (2016). Low excitatory innervation balances high intrinsic excitability of immature dentate neurons. Nat. Commun. 7:11313. doi: 10.1038/ncomms11313

 Dobbins, I. G., Foley, H., Schacter, D. L., and Wagner, A. D. (2002). Executive control during episodic retrieval: multiple prefrontal processes subserve source memory. Neuron 35, 989–996. doi: 10.1016/S0896-6273(02)00858-9

 Doboli, S., Minai, A. A., and Best, P. J. (2000). Latent attractors: a model for context-dependent place representations in the hippocampus. Neural Comput. 12, 1009–1043. doi: 10.1162/089976600300015484

 Douchamps, V., Jeewajee, A., Blundell, P., Burgess, N., and Lever, C. (2013). Evidence for encoding versus retrieval scheduling in the hippocampus by theta phase and acetylcholine. J. Neurosci. 33, 8689–8704. doi: 10.1523/JNEUROSCI.4483-12.2013

 Engin, E., Zarnowska, E. D., Benke, D., Tsvetkov, E., Sigal, M., Keist, R., et al. (2015). Tonic inhibitory control of dentate gyrus granule cells by α5-containing GABAA receptors reduces memory interference. J. Neurosci. 35, 13698–13712. doi: 10.1523/JNEUROSCI.1370-15.2015y

 Gerraty, R. T., Davidow, J. Y., Wimmer, G. E., Kahn, I., and Shohamy, D. (2014). Transfer of learning relates to intrinsic connectivity between hippocampus, ventromedial prefrontal cortex, and large-scale networks. J. Neurosci. 34, 11297–11303. doi: 10.1523/JNEUROSCI.0185-14.2014

 Grossberg, S. (1976). Adaptive pattern classification and universal recoding: I. Parallel development and coding of neural feature detectors. Biol. Cybern. 23, 121–134. doi: 10.1007/BF00344744

 Hassabis, D., Kumaran, D., Summerfield, C., and Botvinick, M. (2017). Neuroscience-inspired artificial intelligence. Neuron 95, 245–258. doi: 10.1016/j.neuron.2017.06.011

 Hasselmo, M. E., Bodelón, C., and Wyble, B. P. (2002). A proposed function for hippocampal theta rhythm: separate phases of encoding and retrieval enhance reversal of prior learning. Neural Comput. 14, 793–817. doi: 10.1162/089976602317318965

 Henze, D. A., Card, J. P., Barrionuevo, G., and Ben-Ari, Y. (1997). Large amplitude miniature excitatory postsynaptic currents in hippocampal CA3 pyramidal neurons are of mossy fiber origin. J. Neurophysiol. 77, 1075–1086. doi: 10.1152/jn.1997.77.3.1075

 Hernández-Rabaza, V., Hontecillas-Prieto, L., Velázquez-Sánchez, C., Ferragud, A., Pérez-Villaba, A., Arcusa, A., et al. (2008). The hippocampal dentate gyrus is essential for generating contextual memories of fear and drug-induced reward. Neurobiol. Learn. Mem. 90, 553–559. doi: 10.1016/j.nlm.2008.06.008

 Hinton, G. E. (1990). “Connectionist learning procedures,” in Machine Learning, Vol. III, eds Y. Kodratoff and R. S. Michalski (San Mateo, CA: Morgan Kaufmann Press), 555–610.

 Huckleberry, K. A., Shue, F., Copeland, T., Chitwood, R. A., Yin, W., and Drew, M. R. (2018). Dorsal and ventral hippocampal adult-born neurons contribute to context fear memory. Neuropsychopharmacology 43, 2487–2496. doi: 10.1038/s41386-018-0109-6

 Javadi, A. H., and Cheng, P. (2013). Transcranial direct current stimulation (tDCS) enhances reconsolidation of long-term memory. Brain Stimul. 6, 668–674. doi: 10.1016/j.brs.2012.10.007

 Javadi, A. H., and Walsh, V. (2012). Transcranial direct current stimulation (tDCS) of the left dorsolateral prefrontal cortex modulates declarative memory. Brain Stimul. 5, 231–241. doi: 10.1016/j.brs.2011.06.007

 Jiang, F., and Khanna, S. (2006). Microinjection of carbachol in the supramammillary region suppresses CA1 pyramidal cell synaptic excitability. Hippocampus 16, 891–905. doi: 10.1002/hipo.20219

 Jones, M. W., and Wilson, M. A. (2005). Theta rhythms coordinate hippocampal–prefrontal interactions in a spatial memory task. PLoS Biol. 3:e402. doi: 10.1371/journal.pbio.0030402

 Jung, M. W., and McNaughton, B. L. (1993). Spatial selectivity of unit activity in the hippocampal granular layer. Hippocampus 3, 165–182. doi: 10.1002/hipo.450030209

 Kempermann, G., Kuhn, H. G., and Gage, F. H. (1997). More hippocampal neurons in adult mice living in an enriched environment. Nature 386:493. doi: 10.1038/386493a0

 Kempermann, G., Kuhn, H. G., and Gage, F. H. (1998). Experience-induced neurogenesis in the senescent dentate gyrus. J. Neurosci. 18, 3206–3212. doi: 10.1523/JNEUROSCI.18-09-03206.1998

 Kentros, C. G., Agnihotri, N. T., Streater, S., Hawkins, R. D., and Kandel, E. R. (2004). Increased attention to spatial context increases both place field stability and spatial memory. Neuron 42, 283–295. doi: 10.1016/S0896-6273(04)00192-8

 Ketz, N., Morkonda, S. G., and O'Reilly, R. C. (2013). Theta coordinated error-driven learning in the hippocampus. PLoS Computat. Biol. 9:e1003067. doi: 10.1371/journal.pcbi.1003067

 Kim, J., Delcasso, S., and Lee, I. (2011). Neural correlates of object-in-place learning in hippocampus and prefrontal cortex. J. Neurosci. 31, 16991–17006. doi: 10.1523/JNEUROSCI.2859-11.2011

 Kubie, J. L., and Muller, R. U. (1991). Multiple representations in the hippocampus. Hippocampus 1, 240–242. doi: 10.1002/hipo.450010305

 Kuhn, H. G., Dickinson-Anson, H., and Gage, F. H. (1996). Neurogenesis in the dentate gyrus of the adult rat: age-related decrease of neuronal progenitor proliferation. J. Neurosci. 16, 2027–2033. doi: 10.1523/JNEUROSCI.16-06-02027.1996

 Kunec, S., Hasselmo, M. E., and Kopell, N. (2005). Encoding and retrieval in the CA3 region of the hippocampus: a model of theta-phase separation. J. Neurophysiol. 94, 70–82. doi: 10.1152/jn.00731.2004

 Lee, I., and Lee, S. H. (2013). Putting an object in context and acting on it: neural mechanisms of goal-directed response to contextual object. Rev. Neurosci. 24, 27–49. doi: 10.1515/revneuro-2012-0073

 Leutgeb, J. K., Leutgeb, S., Moser, M. B., and Moser, E. I. (2007). Pattern separation in the dentate gyrus and CA3 of the hippocampus. Science 315, 961–966. doi: 10.1126/science.1135801

 Leutgeb, S., Leutgeb, J. K., Barnes, C. A., Moser, E. I., McNaughton, B. L., and Moser, M. B. (2005). Independent codes for spatial and episodic memory in hippocampal neuronal ensembles. Science 309, 619–623. doi: 10.1126/science.1114037

 Leutgeb, S., Leutgeb, J. K., Treves, A., Moser, M. B., and Moser, E. I. (2004). Distinct ensemble codes in hippocampal areas CA3 and CA1. Science 305, 1295–1298. doi: 10.1126/science.1100265

 Liao, Q., Leibo, J. Z., and Poggio, T. A. (2016). “How important is weight symmetry in backpropagation?” in AAAI (Phoenix, AZ), 1837–1844.

 Lillicrap, T. P., Cownden, D., Tweed, D. B., and Akerman, C. J. (2016). Random synaptic feedback weights support error backpropagation for deep learning. Nat. Communic. 7:13276. doi: 10.1038/ncomms13276

 Liu, X., Ramirez, S., Pang, P. T., Puryear, C. B., Govindarajan, A., Deisseroth, K., et al. (2012). Optogenetic stimulation of a hippocampal engram activates fear memory recall. Nature 484:381. doi: 10.1038/nature11028

 Luu, P., Sill, O. C., Gao, L., Becker, S., Wojtowicz, J. M., and Smith, D. M. (2012). The role of adult hippocampal neurogenesis in reducing interference. Behav. Neurosci. 126:381. doi: 10.1037/a0028252

 Markus, E. J., Qin, Y. L., Leonard, B., Skaggs, W. E., McNaughton, B. L., and Barnes, C. A. (1995). Interactions between location and task affect the spatial and directional firing of hippocampal neurons. J. Neurosci. 15, 7079–7094. doi: 10.1523/JNEUROSCI.15-11-07079.1995

 Marr, D. (1971). Simple memory: a theory for archicortex. Philos. Trans. R. Soc. Lond. B Biol. Sci. 262:23. doi: 10.1098/rstb.1971.0078

 McClelland, J. L., McNaughton, B. L., and O'Reilly, R. C. (1995). Why there are complementary learning systems in the hippocampus and neocortex: insights from the successes and failures of connectionist models of learning and memory. Psychol. Rev. 102:419. doi: 10.1037/0033-295X.102.3.419

 McNaughton, B. L., and Morris, R. G. (1987). Hippocampal synaptic enhancement and information storage within a distributed memory system. Trends Neurosci. 10, 408–415. doi: 10.1016/0166-2236(87)90011-7

 Miller, E. K., and Cohen, J. D. (2001). An integrative theory of prefrontal cortex function. Ann. Rev. Neurosci. 24, 167–202. doi: 10.1146/annurev.neuro.24.1.167

 Mizumori, S., Mcnaughton, B. L., and Barnes, C. A. (1989). A comparison of supramammillary and medial septal influences on hippocampal field potentials and single-unit activity. J. Neurophysiol. 61, 15–31. doi: 10.1152/jn.1989.61.1.15

 Muzzio, I. A., Kentros, C., and Kandel, E. (2009a). What is remembered? Role of attention on the encoding and retrieval of hippocampal representations. J. Physiol. 587, 2837–2854. doi: 10.1113/jphysiol.2009.172445

 Muzzio, I. A., Levita, L., Kulkarni, J., Monaco, J., Kentros, C., Stead, M., et al. (2009b). Attention enhances the retrieval and stability of visuospatial and olfactory representations in the dorsal hippocampus. PLoS Biol. 7:e1000140. doi: 10.1371/journal.pbio.1000140

 Naber, P. A., Lopes da Silva, F. H., and Witter, M. P. (2001). Reciprocal connections between the entorhinal cortex and hippocampal fields CA1 and the subiculum are in register with the projections from CA1 to the subiculum. Hippocampus 11, 99–104. doi: 10.1002/hipo.1028

 Nakanishi, K., Saito, H., and Abe, K. (2001). The supramammillary nucleus contributes to associative EPSP-spike potentiation in the rat dentate gyrus in vivo. Euro. J. Neurosci. 13, 793–800. doi: 10.1046/j.1460-9568.2001.01446.x

 Nakazawa, K., Quirk, M. C., Chitwood, R. A., Watanabe, M., Yeckel, M. F., Sun, L. D., et al. (2002). Requirement for hippocampal CA3 NMDA receptors in associative memory recall. Science 297, 211–218. doi: 10.1126/science.1071795

 Navawongse, R., and Eichenbaum, H. (2013). Distinct pathways for rule-based retrieval and spatial mapping of memory representations in hippocampal neurons. J. Neurosci. 33, 1002–1013. doi: 10.1523/JNEUROSCI.3891-12.2013

 O'Reilly, R. C. (2004). “The division of labor between the neocortex and hippocampus,” in Connectionist Models in Cognitive Psychology, ed G. Houghton (New York, NY: Psychology Press), 143.

 O'Reilly, R. C., Bhattacharyya, R., Howard, M. D., and Ketz, N. (2014). Complementary learning systems. Cogn. Sci. 38, 1229–1248. doi: 10.1111/j.1551-6709.2011.01214.x

 O'Reilly, R. C., and Munakata, Y. (2000). Computational Explorations in Cognitive Neuroscience: Understanding the Mind by Simulating the Brain. Cambridge, MA: MIT Press.

 O'Reilly, R. C., and Rudy, J. W. (2001). Conjunctive representations in learning and memory: principles of cortical and hippocampal function. Psychol. Rev. 108, 311–345. doi: 10.1037/0033-295X.108.2.311

 Peters, G. J., David, C. N., Marcus, M. D., and Smith, D. M. (2013). The medial prefrontal cortex is critical for memory retrieval and resolving interference. Learn. Mem. 20, 201–209. doi: 10.1101/lm.029249.112

 Peyrache, A., Khamassi, M., Benchenane, K., Wiener, S. I., and Battaglia, F. P. (2009). Replay of rule-learning related neural patterns in the prefrontal cortex during sleep. Nat. Neurosci. 12:919. doi: 10.1038/nn.2337

 Poo, M., Pignatelli, M., Ryan, T. J., Tonegawa, S., Bonhoeffer, T., Martin, K. C., et al. (2016). What is memory? The present state of the engram. BMC Biol. 14:40. doi: 10.1186/s12915-016-0261-6

 Preston, A. R., and Eichenbaum, H. (2013). Interplay of hippocampus and prefrontal cortex in memory. Curr. Biol. 23, R764–R773. doi: 10.1016/j.cub.2013.05.041

 Ramirez, S., Liu, X., Lin, P. A., Suh, J., Pignatelli, M., Redondo, R. L., et al. (2013). Creating a false memory in the hippocampus. Science 341, 387–391. doi: 10.1126/science.1239073

 Rangel, L. M., Alexander, A. S., Aimone, J. B., Wiles, J., Gage, F. H., Chiba, A. A., et al. (2014). Temporally selective contextual encoding in the dentate gyrus of the hippocampus. Nat. Communic. 5:3181. doi: 10.1038/ncomms4181

 Raza, S. A., Albrecht, A., Çalişkan, G., Müller, B., Demiray, Y. E., Ludewig, S., et al. (2017). HIPP neurons in the dentate gyrus mediate the cholinergic modulation of background context memory salience. Nat. Communic. 8:189. doi: 10.1038/s41467-017-00205-3

 Rumelhart, D. E., and Zipser, D. (1986). “Chapter 5: Feature discovery by competitive learning,” in Parallel Distributed Processing: Explorations in the Microstructure of Cognition, Vol. 1, eds J. A. Feldman, P. J. Hayes, and D. E. Rumelhart (Cambridge, MA: MIT Press), 151–193. USA.

 Satvat, E., Schmidt, B., Argraves, M., Marrone, D. F., and Markus, E. J. (2011). Changes in task demands alter the pattern of zif268 expression in the dentate gyrus. J. Neurosci. 31, 7163–7167. doi: 10.1523/JNEUROSCI.0094-11.2011

 Scellier, B., and Bengio, Y. (2017). Equilibrium propagation: Bridging the gap between energy-based models and backpropagation. Front. Comput. Neurosci. 11:24. doi: 10.3389/fncom.2017.00024

 Schmidt, B., Marrone, D. F., and Markus, E. J. (2012). Disambiguating the similar: the dentate gyrus and pattern separation. Behav. Brain Res. 226, 56–65. doi: 10.1016/j.bbr.2011.08.039

 Severa, W., Parekh, O., James, C. D., and Aimone, J. B. (2017). A combinatorial model for dentate gyrus sparse coding. Neural Comput. 29, 94–117. doi: 10.1162/NECO_a_00905

 Siapas, A. G., and Wilson, M. A. (1998). Coordinated interactions between hippocampal ripples and cortical spindles during slow-wave sleep. Neuron 21, 1123–1128. doi: 10.1016/S0896-6273(00)80629-7

 Squire, L. R., and Alvarez, P. (1995). Retrograde amnesia and memory consolidation: a neurobiological perspective. Curr. Opin. Neurobiol. 5, 169–177. doi: 10.1016/0959-4388(95)80023-9

 Thompson, L. T., and Best, P. J. (1989). Place cells and silent cells in the hippocampus of freely-behaving rats. J. Neurosci. 9, 2382–2390. doi: 10.1523/JNEUROSCI.09-07-02382.1989

 Treves, A., and Rolls, E. T. (1994). Computational analysis of the role of the hippocampus in memory. Hippocampus 4, 374–391. doi: 10.1002/hipo.450040319

 van Kesteren, M. T., Ruiter, D. J., Fernández, G., and Henson, R. N. (2012). How schema and novelty augment memory formation. Trends Neurosci. 35, 211–219. doi: 10.1016/j.tins.2012.02.001

 Vertes, R. P. (1992). PHA-L analysis of projections from the supramammillary nucleus in the rat. J. Comparat. Neurol. 326, 595–622. doi: 10.1002/cne.903260408

 Vertes, R. P., and McKenna, J. T. (2000). Collateral projections from the supramammillary nucleus to the medial septum and hippocampus. Synapse 38, 281–293. doi: 10.1002/1098-2396(20001201)38:3<281::AID-SYN7>3.0.CO;2-6

 Whittington, J. C. R., and Bogacz, R. (2017). An approximation of the error backpropagation algorithm in a predictive coding network with local hebbian synaptic plasticity. Neural Comput. 29, 1229–1262. doi: 10.1162/NECO_a_00949

 Wimber, M., Bäuml, K. H., Bergström, Z., Markopoulos, G., Heinze, H. J., and Richardson-Klavehn, A. (2008). Neural markers of inhibition in human memory retrieval. J. Neurosci. 28, 13419–13427. doi: 10.1523/JNEUROSCI.1916-08.2008

 Wyss, J. M., Swanson, L. W., and Cowan, W. M. (1979). A study of subcortical afferents to the hippocampal formation in the rat. Neuroscience 4, 463–476. doi: 10.1016/0306-4522(79)90124-6

 Xu, W., and Südhof, T. C. (2013). A neural circuit for memory specificity and generalization. Science 339, 1290–1295. doi: 10.1126/science.1229534

Conflict of Interest Statement: The authors were employed by HRL Laboratories, LLC, and have a pending patent application on a contextually biased memory system.

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2018 Pilly, Howard and Bhattacharyya. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 03 December 2018
doi: 10.3389/fnagi.2018.00391






[image: image]

A Ketogenic Diet Improves Cognition and Has Biochemical Effects in Prefrontal Cortex That Are Dissociable From Hippocampus
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Age-related cognitive decline has been linked to a diverse set of neurobiological mechanisms, including bidirectional changes in proteins critical for neuron function. Importantly, these alterations are not uniform across the brain. For example, the hippocampus (HPC) and prefrontal cortex (PFC) show distinct patterns of dysfunction in advanced age. Because higher cognitive functions require large–scale interactions across prefrontal cortical and hippocampal networks, selectively targeting an alteration within one region may not broadly restore function to improve cognition. One mechanism for decline that the PFC and HPC share, however, is a reduced ability to utilize glucose for energy metabolism. Although this suggests that therapeutic strategies bypassing the need for neuronal glycolysis may be beneficial for treating cognitive aging, this approach has not been empirically tested. Thus, the current study used a ketogenic diet (KD) as a global metabolic strategy for improving brain function in young and aged rats. After 12 weeks, rats were trained to perform a spatial alternation task through an asymmetrical maze, in which one arm was closed and the other was open. Both young and aged KD-fed rats showed resilience against the anxiogenic open arm, training to alternation criterion performance faster than control animals. Following alternation testing, rats were trained to perform a cognitive dual task that required working memory while simultaneously performing a bi-conditional association task (WM/BAT), which requires PFC–HPC interactions. All KD-fed rats also demonstrated improved performance on WM/BAT. At the completion of behavioral testing, tissue punches were collected from the PFC for biochemical analysis. KD-fed rats had biochemical alterations within PFC that were dissociable from previous results in the HPC. Specifically, MCT1 and MCT4, which transport ketone bodies, were significantly increased in KD-fed rats compared to controls. GLUT1, which transports glucose across the blood brain barrier, was decreased in KD-fed rats. Contrary to previous observations within the HPC, the vesicular glutamate transporter (VGLUT1) did not change with age or diet within the PFC. The vesicular GABA transporter (VGAT), however, was increased within PFC similar to HPC. These data suggest that KDs could be optimal for enhancing large-scale network function that is critical for higher cognition.
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INTRODUCTION

Advanced agemultiple is associated with declines across cognitive domains, including episodic memory (Grady et al., 1999; Harada et al., 2013) and executive functions (Bizon et al., 2012; Bañuelos et al., 2014; Hernandez et al., 2017c), as well as an increased prevalence of anxiety disorders (Bryant et al., 2008). Critically, different cognitive functions do not decline in isolation and an enhanced vulnerability to anxiety can feedforward to impair memory and executive functions (Wetherell et al., 2002; Whyche, 2008; Dissanayaka et al., 2017). Thus, finding therapeutic strategies that can confer resilience to anxiety and other cognitive impairments associated with aging is critical for promoting the ability of older adults to live independently.

Different brain regions show distinct patterns of neurobiological alterations in aging, presenting a critical barrier to the development of therapeutics that effectively mitigate decline of cognitive functions that depend on inter-connected neural structures, including the prefrontal cortex (PFC) and hippocampus (HPC; reviewed in Burke and Barnes, 2006; McQuail et al., 2015). Thus, restoring function in one area may exacerbate decline in another, failing to restore behavioral output. In fact, the PFC and HPC are both neural hubs in large-scale networks that support cognition and are known to have distinct patterns of dysfunction in old animals. For example, within the CA3 subregion of the HPC there is hyperactivity (Wilson, 2005; Yassa et al., 2011; Thomé et al., 2015; Maurer et al., 2017). In contrast, for the PFC, biochemical (Bañuelos et al., 2014) and electrophysiological (Carpenter et al., 2016) data suggest that inhibitory tone is increased. This disrupted balance between excitation and inhibition (for review see McQuail et al., 2015) may impede the appropriate engagement of PFC circuitry during complex behaviors (Cabeza et al., 1997; Grady et al., 1999; Nagel et al., 2009; Cappell et al., 2010), leading to a reduction in the dynamic range of PFC activity.

Not surprisingly, because functional interactions between the PFC and medial temporal lobe are essential for higher cognitive function, behaviors that rely on communication between these brain regions appear particularly vulnerable in advanced aged. Specifically, the ability to multi-task by using working memory while simultaneously performing a bi-conditional association task (WM/BAT), which requires communication between the PFC and medial temporal lobe (Jo and Lee, 2010; Hernandez et al., 2017b), shows age-related declines in performance prior to observable impairments on the HPC-dependent Morris watermaze test of spatial reference memory (Hernandez et al., 2015). Moreover, age-related changes in neuron activity patterns during WM/BAT performance are most evident in the subset of medial temporal lobe cells that project directly to PFC (Hernandez et al., 2018b) These findings corroborate the idea that behaviors relying on PFC–HPC interactions are particularly sensitive to decline during advancing age.

While the PFC and HPC show distinct mechanisms of age-related dysfunction, one variable that appears to be ubiquitous across regions is a declining ability to utilize glucose as an energy substrate. Notably, glucose metabolism within the brain is significantly lower in aged study participants (Petit-Taboué et al., 1998; Gold, 2005; Rasgon et al., 2005) and this decline correlates with impaired behavior on the HPC-dependent Morris watermaze task and a spatial alternation task (Gage et al., 1984; Gold, 2005). Furthermore, cognitively impaired aged rats have larger decreases in extracellular HPC glucose levels during task training relative to those observed in young animals (Gold, 2005). In humans there is an age-related decrease in brain glucose uptake that exceeds that of oxygen use, resulting in loss of brain aerobic glycolysis (Goyal et al., 2017). These metabolic deficits in older adults are a likely contributor to cognitive impairments, as the ability to produce ATP declines by 8% per decade of life (Short et al., 2005), making aged individuals particularly vulnerable to metabolic alterations. Moreover, metabolic syndrome (Agrawal and Gomez-Pinilla, 2012) and insulin insensitivity are associated with cognitive deficits (for review, see Greenwood and Winocur, 2005). Together, these data indicate the strong association between metabolism and cognitive function.

While over consumption of an obesogenic high fat and high sugar diet leads to loss of dendritic spines in the PFC and perirhinal cortex, as well as to impairments in spontaneous object recognition tasks and set-shifting (Bocarsly et al., 2015), to date, very few studies have examined the ability of diet to enhance cognition and improve synaptic function. Ketogenic diets (KDs) are high in fat and low in carbohydrates, which leads to the production of fat-derived ketone bodies within the liver that enter the Krebs cycle for ATP production (Krebs, 1966; Egan and D’Agostino, 2016). The ability of these diets to bypass glucose/insulin signaling, which is compromised in old animals, suggests a potential utility in enhancing brain function across the lifespan. Previously, we have shown that 12 weeks of a KD can alter the expression of glucose and monocarboxylate transporters in the HPC, and reinstate expression of the vesicular glutamate transporter in old animals to the levels observed in young (Hernandez et al., 2018a).

The current study examined the extent to which cognitive performance, membrane transporters and markers of synaptic function could be altered by a KD in young and aged rats. Animals were placed on a nutrient- and calorie-matched KD or control diet (CD) for 12 weeks (described in detail in Hernandez et al., 2018a) prior to testing on tasks that included an elevated figure-8 spatial alternation task, which required animals to overcome anxiety about being in open areas to obtain a reward, and the WM/BAT that test cognitive multi-tasking abilities. The elevated figure-8 spatial alternation task used here has advantages, relative to the standard elevated plus maze test of anxiety-like behaviors, as animals are trained to ambulate through the maze for a reward. Thus, their natural habituation is not associated with a decrease in exploratory behavior and this task can be tested daily to measure the extent to which animals are able to overcome anxiety regarding open spaces to retrieve a reward. Importantly, because affective behaviors (Adhikari et al., 2010; Godsil et al., 2013) and WM/BAT performance (Lee and Solivan, 2008; Jo and Lee, 2010; Kim et al., 2011; Hernandez et al., 2017b, 2018b) both involve HPC- PFC circuitry, we also examined PFC expression of transporters previously shown to be affected by the KD in the HPC (Hernandez et al., 2018a).



MATERIALS AND METHODS

Subjects and Handling

Young (4 months; n = 16 male, n = 2 female) and aged (20 months; n = 18 male, n = 3 female) Fischer 344 × Brown Norway F1 Hybrid rats from the NIA colony at Taconic Farms were used in the behavioral study. While the importance of the inclusion of both sexes is recognized, limited availability of female rats from the NIA colony precluded the use of equal numbers of male and female rats in this study. There were 8 young males, 1 young female, 8 aged males and 1 aged female rats in the KD group and there were 8 young males, 1 young female, 10 aged males and 2 aged female rats in the CD group. Importantly, data from the female rats fell within the range of the males. Tissue from an additional 12 young and 12 aged male Fischer 344 × Brown Norway F1 Hybrid rats was used for the transporter quantification, split evenly among the two diet groups. These rats were used in a previous study utilizing the same KD implemented here (Hernandez et al., 2018a). Rats were housed individually and maintained on a 12-hr light/dark cycle, and all behavioral testing was performed in the dark phase. Rats were given 1 week to acclimate to the facility prior to blood collection. All experimental procedures were performed in accordance with National Institutes of Health guidelines and were approved by Institutional Animal Care and Use Committees at the University of Florida.

Diet

Prior to diet administration, rats were randomly assigned to either a high-fat, low-carbohydrate KD (75.85% fat, 20.12% protein, 3.85% carbohydrate; Lab Supply; 5722, Fort Worth, Texas) mixed with MCT oil (Neobee 895, Stephan, Northfield, Illinois) or a calorically and micronutrient matched CD (CD; 16.35% fat, 18.76% protein, 64.89% carbohydrate; Lab Supply; 1810727, Fort Worth, Texas; for details on diet, see Hernandez et al., 2018a). Rats were weighed daily and given ∼51 kcal at the same time each day for the first 12 weeks of the diet. This caloric quantity, which is sufficient for healthy weight maintenance on both a ketogenic and CD (Hernandez et al., 2017a), was given to ensure rats were not eating variable amounts of calories across groups, and thus energy intake could not account for variable behavioral differences. For the rats participating in the behavioral assay, following a 12-week adjustment period to the diet and confirmation of sustained nutritional ketosis, the amount of food was restricted to cause an ∼15% reduction in body weight to motivate participation during the behavioral assay. Access to water was ad libitum.

Confirmation of Ketosis

β-hydroxybutyrate (BHB; mmol; L), the prominent ketone body in the blood, and glucose levels (mg; dL) were determined using the Precision Xtra blood monitoring system (Abbott Diabetes Care, Inc., Alameda, CA, United States). Rats were briefly restrained and received a small nick to the tail using a sterile scalpel blade to obtain blood for monitoring glucose and ketone body levels. Measurements were taken 1 h after eating each week for the first 3 weeks of dietary intervention. Following confirmation of nutritional ketosis throughout the first 3 weeks, weekly blood draws were stopped to prevent undue stress to the animals. However, intermittent testing continued between weeks 4–29 to ensure sustained ketosis.

Behavioral Testing Apparatus

All behavioral testing occurred on a figure 8-shaped maze (see Figure 1) 67.5 inches long and 25 inches wide. The maze was constructed from wood and sealed with waterproof white paint. The center arm was made of clear acrylic. The choice platforms each contained two food wells (2.5 cm in diameter) that were recessed into the maze floor by 1 cm. All arms were 4 inches wide. The choice platforms were contained within 7.5 cm raised walls and the right arm was contained within 20 cm high raised halls, but the center and left arms did not have walls. Thus, the arms of the maze had an asymmetry such that only the right arm was enclosed while the animals were relatively more exposed on the middle and left arms. To dampen the influence of extraneous noise on behavior, a white noise machine was used during behavioral training and testing.
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FIGURE 1. Schematic of behavioral tasks utilized and experiment timeline. (A) Elevated figure-8 shaped maze used for all experimental testing in which rats were first trained to alternate between the left and right arms. Note the right arm was enclosed on both sides by white walls (gray for depiction purposes only) and the left arm was open on both sides. (B) Dual task WM/BAT took place using one object pair, but the correct object was contingent on location within the maze. (C) This same maze was used for random arm BAT, with the same objects, but one arm was randomly blocked off each trial by the experimenter. (D) Example of objects used for WM/BAT testing. (E) Timeline of diet implementation and behavioral testing.



Behavioral Habituation, Shaping, and Spatial Alternation

Rats were placed on the maze for 10 min per day for two consecutive days to habituate them to the maze. Food rewards (macadamia nuts, Mauna Loa, Keaau, Hawaii) were scattered throughout the maze to encourage exploration. Macadamia nuts, used for rats on both diets, were chosen based on their palatability and macronutrient composition (80% fat, 13.33% carbohydrates, and 6.67% protein), which would not inhibit ketosis. Importantly, the macadamia nuts did not interfere with the consumption of the CD or lead to weight gain. Rats were then trained to alternate between the two outside arms of the maze in a figure-8 motion, returning through the center between trials (see Figure 1A). Rats were considered to be successfully alternating when they went the correct direction on at least 16 of 20 trials on two consecutive days. For a complete timeline of each behavioral assay, see Figure 1E.

Dual Working Memory/Bi-Conditional Association Task (WM/BAT)

Following alternation training, rats were trained to perform simple object discriminations both with and without alternations. These tasks did not have the bi-conditional object-in-place rule. Similar to previous reports that have shown no effect of age on the ability to discriminate between objects that do not share feature overlap (Burke et al., 2011; Hernandez et al., 2015; Johnson et al., 2017), there were no effects of age or diet (p ≥ 0.29 for all effects and interactions; data not shown). Rats were then tested on the cognitive dual task which combined spatial alternations with a bi-conditional asssociation task (WM/BAT) that required the animal to continue to alternate, while also associating a particular object of a pair with the different testing platforms (see Figure 1B). Specifically, rats are presented with the same two objects (see Figure 1D for an example object pair) in both arms with one object being rewarded in one arm and the alternate object being rewarded in the other arm, regardless of which well they were covering within the choice platform. On the first day of testing, objects were only partially covering the food reward for the first four trails per object (8 trials total) to encourage learning. Rats could begin with a trial toward either arm, but on all subsequent trials, rats had to alternate to the opposite arm utilized in the previous trial. Should a rat mistakenly enter the wrong arm (for example, entering into the right arm following a right arm trial), the trial was recorded as a working memory error and rats were not presented with the object discrimination problem. Rats were tested on this paradigm for fifteen consecutive days. A small subset of rats (n = 6 young; 7 aged), needed to be retested on day 13 due to technical difficulties, this occurred in rats on the KD and CDs and impacted the diet groups similarly.

Random Arm Bi-Conditional Association Task (BAT)

To ensure rats were not adopting an every-other-trial alternation strategy with the objects rather than using spatial information to determine the correct choice, rats were randomly forced into a single arm with left versus right arms randomly varying across trials (random arm BAT), thus randomizing the order in which rats were presented with object A correct trials and object B correct trials. One arm of the maze was blocked off by a second familiar experimenter as rats approached the decision platform, thus ensuring they entered the correct arm of the maze. Rats were given 20 trials on 1 day of testing using the same objects used for WM/BAT.

Preparation of Tissue and Western Blotting

The non-behaviorally characterized rats (used in Hernandez et al., 2018a) were sacrificed following 12 weeks on the diet and tissue was collected to evaluate transporter expression within the medial PFC. Rats were placed into a bell jar containing isoflurane-saturated cotton (Abbott Laboratories, Chicago, IL, United States), separated from the animal by a wire mesh shield. Animals lost righting reflex within 30 s of being placed within the jar and immediately euthanized by rapid decapitation. Tissue was extracted and immediately frozen on dry ice and stored at -80°C until use. Prefrontal cortical tissue was kept frozen while sliced at 200 μm and tissue punches were taken from the infralimbic, prelimbic, and anterior cingulate regions and homogenized together to get one PFC sample per rat, as each region alone is insufficient for protein analysis of this quantity. Previous studies utilizing this methodology were able to correlate behavioral outcomes with changes in protein within the PFC (Beas et al., 2017; Hernandez et al., 2018c). The membrane and soluble fractions were isolated according to previously published procedures (McQuail et al., 2012; Hernandez et al., 2018a). 5 μg of protein; lane were separated on 4–15% TGX gels (Bio-Rad Laboratories, Hercules, CA, United States) at 200 V for 40 min in tris-glycine running buffer (Bio-Rad). Total protein was transferred to a 0.45 μm pore nitrocellulose membrane at 20 V for 7 min using iBlot Gel Transfer Nitrocellulose Stacks (NR13046-01, Invitrogen, Waltham, MA, United States) and an iBlot machine (Invitrogen, Waltham, MA, United States). All experiments were conducted in triplicate, and the loading order of samples was randomized between gels and experiments to control for systematic variation in the electrophoresis and electroblotting procedures.

Immediately after transfer, membranes were stained for total protein using LiCor’s Revert total protein stain for 5 min (Li-Cor, 926-11011) and scanned using a 685 nm laser on an Odyssey IR Scanner (Li-Cor, Lincoln, Nebraska United States) to detect total protein levels. There were no significant differences in the amount of total protein detected across groups. Membranes were then placed into Rockland blocking buffer (Rockland Blocking Buffer, Rockland, Gilbertsville, PA, United States) for 1 h at room temperature. After blocking membranes were incubated at 4°C overnight with antibodies raised against MCT1, MCT2, and MCT4 (ketone body, lactate and pyruvate transporters); GLUT1, GLUT3 (glucose transporters); VGLUT1 (vesicular glutamate transporter 1), or VGAT [vesicular GABA transporter (VGAT); see Hernandez et al., 2018a]. Membranes were washed in tris buffered saline before incubation in donkey anti-rabbit or donkey anti-mouse secondary antibodies conjugated to IRDye800 (diluted 1:15000; LI-COR). Blots were scanned using a 785 nm laser on an Odyssey IR Scanner. All banding patterns observed were consistent with previous findings (Bañuelos et al., 2014; Beas et al., 2017; Hernandez et al., 2018a). The target protein:total protein ratio was calculated for each technical replicate and data from each independent biological sample were transformed to percent expression of the young, CD-fed group (i.e., mean of this group is set to 100%) for statistical analysis.

Statistical Analyses

BHB, glucose levels, percent of correct turns, and percent of correct object choices for each task were analyzed using a two-factor ANOVA with the between subjects factors of age (2 levels: young and aged) and diet (2 levels: control and ketogenic). Tasks in which the percent of correct object choices or correct alternation choices were compared across multiple days or multiple arms were analyzed using repeated measures-ANOVAs (RM-ANOVA) with the between subjects factors of diet and age. Side bias indices were calculated for each rat for each day of training as (total rightward turns/total turns). A score of 0.5 indicates turning left and right equally, scores >0.5 indicate a rightward bias and a score <0.5 indicates a leftward bias. All analyses were performed with Statistical Package for the Social Sciences (SPSS) v22. Statistical significance was considered at p-values less than 0.05.



RESULTS

Confirmation of Nutritional Ketosis

Nutritional ketosis for the 24 rats used in the transporter quantification assay was verified and the results were previously published (Hernandez et al., 2018a), thus this analysis was restricted to animals used in the behavioral assay. Prior to dietary intervention, there was not a significant effect of age [F(1,35) = 3.90; p = 0.06] or diet group [F(1,35) = 0.49; p = 0.49] on β-hydroxybutyrate (BHB) levels within the blood, nor was there a significant interaction between the two [F(1,35) = 0.00; p = 0.95]. At baseline, glucose levels were also not significantly different between age [F(1,35) = 0.04; p = 0.84] and diet groups [F(1,35) = 0.23; p = 0.63], nor was the interaction between age and diet group significantly different [F(1,35) = 3.06; p = 0.09; see Table 1 for raw values]. A repeated measures ANOVA (RM-ANOVA) on BHB levels for weeks 0, 1, 3, and 22 revealed a significant main effect of day [F(3,105) = 35.85; p < 0.001]. There was a significant effect of diet on BHB levels [F(1,35) = 294.12; p < 0.001], but not age [F(1,35) = 2.93; p = 0.10], nor did these two variables significantly interact [F(1,35) = 1.29; p = 0.26]. The day of testing also significantly interacted with diet group [F(3,105) = 49.59; p < 0.001], but not with age [F(3,105) = 0.75; p = 0.52]. A similar repeated measures ANOVA (RM-ANOVA) on glucose levels for weeks 0, 1, 3, and 22 revealed a significant main effect of day [F(3,105) = 22.33; p < 0.001]. There was a significant effect of diet on glucose levels [F(1,35) = 59.57; p < 0.001], but not age [F(1,35) < 0.01; p = 0.97), nor did these two variables significantly interact [F(1,35) = 1.60; p = 0.21]. The day of testing also significantly interacted with diet group [F(3,105) = 25.47; p < 0.001], but not with age [F(3,105) = 1.20; p = 0.31].

TABLE 1. Glucose and β-hydroxybutyrate (BHB) levels before and during dietary implementation. All values are group means ± the standard error of the mean (SEM).
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For each successive time point, the glucose and BHB values were divided by the pre-diet values and multiplied by 100 to determine the percent of baseline. Following 1 week of dietary intervention, a significant main effect of diet group on both BHB [F(1,35) = 76.25; p < 0.001] and glucose [F(1,35) = 38.19; p < 0.001] levels was detected, although there was no main effect of age (p > 0.73 for both) nor interaction between age and diet (p > 0.85 for both; Figure 2). BHB and glucose levels were tested again after 3 weeks on the diet. A similar pattern was observed such that there was main effect of diet group on BHB [F(1,35) = 81.70; p < 0.001] and glucose levels [F(1,35) = 84.06; p < 0.001], but no main effect of age (p > 0.38 for both), nor a significant interaction between the two (p > 0.43 for both). The main effect of diet on BHB and glucose persisted throughout the duration of the experiment and was still present during week 22 of the diet [BHB: F(1,35) = 76.59; p < 0.001; glucose: F(1,35) = 39.74; p < 0.001] with no effect of age (p > 0.22 for both) nor significant interaction effect between age and glucose or BHB levels (p > 0.30 for both). Thus, all rats on the KD had significantly elevated BHB levels and significantly reduced blood glucose levels throughout the duration of behavioral testing.
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FIGURE 2. Confirmation of nutritional ketosis following administration of a ketogenic diet in animals used for the behavioral assay. (A) Glucose levels significantly differed across diet groups, but not across age groups, throughout the duration of the diet. (B) Similarly, β-hydroxybutyrate (BHB) levels were significantly elevated in rats on the KD relative to rats on the CD, but did not differ across age groups, throughout the duration of the diet. All values represent the mean ± SEM, ∗indicates main effect of diet.



KD-Fed Rats Required Fewer Training Sessions to Alternate, Despite Required Entry Into an Anxiolytic Open Arm, Than CD-Fed Rats

KDs have been shown to reduce anxiety (Kashiwaya et al., 2013; Ari et al., 2016; Bostock et al., 2017). Therefore, subjects were trained to on an elevated figure-8 spatial alternation task. This task requires rats to alternate between a closed right arm and a left open arm for 20 trials per day until they were able to maintain ≥80% correct choices on two consecutive days (see Figure 1A). It is well established that rodents prefer to be in the enclosed arms of a maze, rather than open arms, and time spent avoiding an open arm is a measure of anxiety-like behavior in rodents (Pellow and File, 1986; Rodgers and Dalvi, 1997; Bailey and Crawley, 2009). In the elevated figure-8 spatial alternation task this leads to a turn bias toward the closed arm rather than to alternation behavior. Thus, to successfully alternate, rats had to overcome their anxiety about being in open areas to obtain a reward.

As expected, all rats were biased to turn to the right closed arm throughout testing, as indicated by a turn bias > 0.50. A repeated measures ANOVA (RM-ANOVA) on percent correct for each day of training revealed a significant main effect of day [F(1,25) = 17.73; p < 0.001] but no effect of age [F(1,25) = 2.14; p = 0.15]. Irrespective of age, there was a significant main effect of diet [F(1,29) = 8.75; p = 0.006], as well as an interaction between diet and day of training [F(1,29) = 1.82; p = 0.008; Figures 3A,B]. Furthermore, the number of incorrect trials performed until criterion performance was achieved was compared across groups and there was a significant main effect of diet [F(1,35) = 6.86; p = 0.01; Figure 3C] indicating that the KD-fed group required significantly fewer trials to reach criterion than the CD-fed group. There was no significant effect of age [F(1,35) = 0.81; p = 0.37] or interaction between age and diet [F(1,35) = 0.41; p = 0.53] on number of incorrect trials to criterion.
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FIGURE 3. Performance by age and diet on ability to alternate within the elevated figure-8 maze. (A) Percent correct alternations during training for young rats within each diet group. (B) Percent correct alternations during training for aged rats within each diet group. (C) Number of incorrect trials before reaching criterion performance (≥80% correct turns) revealed that there was no significant main effect of age (p = 0.37), but there was a significant main effect of diet (p = 0.01). (D) Similarly, there was a main effect of diet (p = 0.02) but not age (p = 0.75) on the turn bias on day 20 of testing, as KD-fed rats were able to overcome their closed side bias by this day while CD-fed rats were not. (E) Performance on the final day of alternation training for all rats indicated all rats were able to perform similarly on alternations prior to moving on to subsequent tasks regardless of age and diet (p > 0.14 for both). All values represent the mean ± SEM; ∗ indicates main effect of diet.



To determine if there was a pattern to the errors made during the alternation task indicative of rats avoiding the open arm, a turn bias index was calculated for each day of training (total rightward turns/total turns). The first day on which any group reached criterion performance was the aged KD group on day 20 of training (80.56 ± 3.67). On this day, there was a significant effect of diet [F(1,35) = 6.12; p = 0.02] on side bias, but there was not an effect of age [F(1,35) = 0.10; p = 0.75] nor was the interaction between age and diet significant [F(1,35) = 1.40; p = 0.25; Figure 3D]. Interestingly, KD-fed rats did not have a turn bias in either direction, while CD rats still had a rightward (closed arm) turn bias, indicating KD rats were able to overcome their rightward bias earlier in training.

Rats were continuously trained on the alternation task until criterion performance was reached and on the final day of testing for each rat, there were no differences across age [F(1,35) = 1.01; p = 0.32] or diet [F(1,35) = 2.33; p = 0.14] groups on their ability to alternate prior to moving on to the WM/BAT testing (Figure 3E). Thus, while KD rats were faster to acquire the correct alternation strategy, all rats were eventually able to alternate at a score of ≥80% correct alternations before the addition of object choices.

KD-Fed Rats Acquired the Object-in-Place Rule More Quickly Than CD-Fed Rats

After the alternation task, rats were trained on WM/BAT in the elevated figure-8 maze for 15 days (see Figure 1B). On the first day of training, the reward was visible below the correct object for the first few trials (see methods), resulting in performance significantly above chance on day 1 across groups (p < 0.01 for all groups), therefore day 1 was excluded. The first day on which any group average reached ≥80% was day 12, with the young KD rats performing at an average of 80.20 ± 11.81% (Figures 4A,B). Thus, for additional diet and age comparisons, all analyses were focused on days 12–15. Prior to day 12, it is likely that a majority of animals were still acquiring the procedural aspects of the behavior and had not learned the object-in-place rule. A RM-ANOVA across days 12–15 revealed a significant main effect of day [F(3,105) = 4.41; p < 0.01] on percent correct object choices, indicating that rats successfully acquired the rule during this phase of testing (Figure 4C). There were significant main effects of both diet [F(1,35) = 4.25; p = 0.047] and age [F(1,35) = 5.39; p = 0.03], but there was no significant interaction between age and diet [F(1,35) = 0.69; p = 0.41]. Moreover, there was no effect of either age [F(1,35) = 0.04; p = 0.84] or diet [F(1,35) = 2.58; p = 0.12] on the turn bias indices during this time period (Figure 4D), indicating rats across all groups were still alternating throughout WM/BAT testing.


[image: image]

FIGURE 4. Performance on the working memory/bi-conditional association tasks (WM/BAT). (A) Percent correct object choices (y-axis) on each day of WM/BAT training (x-axis) in young rats within each diet group. (B) Percent correct object choices (y-axis) on each day of WM/BAT training (x-axis) in aged rats within each diet group. The first day on which any group reached criterion performance was day 12, thus performance across days 12–15 were analyzed (blue box). (C) There was a significant main effect of both diet (p < 0.05) and age (p = 0.03) on WM/BAT performance on days 12–15. (D) There was no effect of either age or diet on turn bias during days 12–15 (p ≥ 0.12 for both). (E) Performance on random arm BAT (RA BAT) was not affected by either age or diet (p ≥ 0.28 for both), nor did it differ from performance on regular WM/BAT on the final day of testing (p 0.22). All values represent the mean ± SEM; #indicates main effect of age, ∗indicates main effect of diet.



To ensure that rats were not adopting an alternative strategy rather than using the object-in-place rule (e.g., a non-match to sample or simple object alternation strategy) to solve the BAT, rats were tested for 1 day on a random arm version of this task within the elevated figure-8 maze. During this task, rats were forced to enter a particular arm pseudorandomly throughout the 20 trials. A two-factor ANOVA revealed no effect of age [F(1,35) = 1.20; p = 0.28] or diet [F(1,35) = 0.57; p = 0.46] on performance on random arm BAT (Figure 4E). This is likely because all rats had acquired the object-in-place rule and this strategy was being similarly used by all age and diet groups. Furthermore, performance on the random arm version did not significantly differ from performance on the final day of WM/BAT testing [F(1,35) = 1.55; p = 0.22], nor was there a main effect of age [F(1,35) = 2.20; p = 0.15], or diet [F(1,35) = 3.22; p = 0.08] or interaction between age and diet [F(1,35) = 0.50; p = 0.49].

KD-Fed Rats Demonstrate Significant Changes in Metabolism- and Signaling-Related Protein Expression Relative to CD-Fed Rats

Due to the significant effect of the KD diet on behaviors that require both HPC and PFC, we quantified the expression levels of proteins in the PFC that were previously shown to be affected in the HPC by the KD (Hernandez et al., 2018a). Glucose and monocarboxylate transporter expression within the PFC was quantified in 6 rats per age and diet group (Figure 5). There was a significant decrease in expression of the GLUT1 transporter, which is found on epithelial cells of the blood brain barrier and some glial cells, within the PFC of rats in the KD group [F(3,20) = 5.64; p = 0.03]. However, there was no effect of age [F(3,20) = 0.94; p = 0.34] nor was there an interaction between age and diet [F(3,20) = 0.87; p = 0.36]. For the GLUT3 transporter, which is expressed within neurons, there was no effect of age [F(3,19) = 0.05; p = 0.83], diet [F(3,19) = 0.12; p = 0.73], or significant interaction between age and diet [F(3,19) = 0.24; p = 0.63]. MCT1, which is found on epithelial cells on the blood brain barrier, as well as some glial cells, had significantly decreased expression with age [F(3,20) = 4.89; p = 0.04], and significantly increased expression in rats on the KD [F(3,20) = 10.35; p < 0.01]. There was no interaction between age and diet [F(3,20) = 0.75; p = 0.40] on MCT1 expression. MCT2, which is found on the cell bodies and post-synaptic terminals of neurons, also showed no main effect of age [F(3,20) = 0.61; p = 0.45] or diet [F(3,20) = 0.18; p = 0.68]. Interestingly, for MCT2 there was a significant interaction effect between age and diet [F(3,20) = 4.58; p = 0.045]. Specifically, aged CD rats showed reduced MCT2 expression, whereas aged KD rats exhibited MCT2 levels comparable to those of the young CD rats. MCT4, which is located on astrocytes, had a significant main effect of diet [F(3,20) = 4.45; p = 0.048] such that rats on the KD had increased transporter levels, but was not significantly affected by age [F(3,20) = 2.66; p = 0.12], nor was the age by diet interaction significant [F(3,20) < 0.01; p = 0.96].
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FIGURE 5. Metabolic transporter expression within the medial prefrontal cortex, shown as percent of young control rat expression (dotted line), with representative bands from each gel. (A) Schematic of locations of metabolic transporters within the central nervous system. (B–C) Expression of glucose transporters. (D–F) Expression of monocarboxylate transporters. All values are group means expressed as percent of young controls (dotted line) ± SEM, ∗indicates main effect of diet, #indicates a main effect of age and × indicates significant interaction between age and diet.



Expression of vesicular transporters for glutamate and GABA expression within the PFC were also examined (Figure 6). There were no significant differences across age [F(3,20) = 2.75; p = 0.11] or diet groups in VGLUT1 expression [F(3,20) = 0.02; p = 0.90], nor was there an interaction between the two variables [F(3,20) = 0.04; p = 0.84]. This is distinct from the previous pattern observed in HPC in which aged control animals had reduced VGLUT1 expression, and this decline was reversed by the KD. There was, however, a significant increase in PFC VGAT expression in rats on the KD [F(3,20) = 7.30; p = 0.01]. The effects of age [F(3,20) = 2.38; p = 0.14] and the interaction between age and diet [F(3,20) = 0.27; p = 0.61] were not significant. The increase in PFC VGAT expression in animals on a KD is similar to what has been observed in the HPC and suggests that the KD may enhance cortical inhibition. Critically, higher levels of GABA receptors in PFC are associated with better cognitive flexibility in rats (Beas et al., 2016) and increased GABA levels within PFC has been shown to correlate with better cognitive performance humans (Porges et al., 2017).
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FIGURE 6. Vesicular transporter expression within the medial prefrontal cortex, shown as percent of young control rat expression (dotted line), with representative bands from each gel. (A) Vesicular glutamate transporter (VGLUT1) expression did not vary across age (p = 0.11) or diet (p = 0.90) groups. (B) Vesicular GABA transporter (VGAT) expression was significantly higher in rats in the KD-fed group relative to the CD-fed group, regardless of age (p = 0.01). All values are group means expressed as percent of young controls (dotted line) ± SEM, ∗indicates significant main effect of diet.





DISCUSSION

The current study confirmed our previous observation that across several months of consuming a high-fat, low-carbohydrate KD, aged rats were able to adapt and maintain a state of nutritional ketosis. This was evidenced by lower blood glucose levels and elevated levels of BHB in KD-fed rats compared to animals on a CD. Moreover, the significant increase in MCT expression and decrease in GLUT1 expression in the KD group provides supporting evidence that rats eating the high fat diet were utilizing ketone bodies, rather than glucose, as a primary fuel source. The novel findings from these experiments are that the consumption of a KD improved behavior on both the elevated figure-8 maze alternation task and a cognitive dual task that required working memory while simultaneously performing a bi-conditional association task (WM/BAT). Furthermore, rats on a KD demonstrated changes in metabolic- and vesicular transporter-related protein expression within the medial PFC that was dissociable from the changes previously reported for HPC (HPC; Hernandez et al., 2018a). Together these data have important implications for improving cognitive function in advanced age by targeting neural metabolism.

The Ketogenic Diet and Cognitive Function

Although rats tend to default to an alternation strategy in most mazes (Lalonde, 2002; Hughes, 2004), because the right arm of the maze utilized in this study was enclosed by walls and the left arm of the maze was open (no walls; see Figure 1), rats required extensive training to alternate without a right-side bias. This pattern is typical avoidant behavior observed in rodents given the choice between open and closed arms (Pellow and File, 1986; Rodgers and Dalvi, 1997; Bailey and Crawley, 2009). The fact that rats on a KD were more willing to alternate correctly within an asymmetrical maze with one open arm indicates that the diet may be able to confer resilience in the face of an anxiogenic stimulus. Although the mechanism by which KDs can alleviate anxiety symptoms in humans or anxiety-like behaviors in rodents remains unknown, one potential mechanism is by altering GABAergic signaling (Yudkoff et al., 2001; Hernandez et al., 2018a), as the GABAergic system is known to play a role in anxiety regulation (Dias et al., 2013). This GABA mechanism may also interact with adenosine receptors to alter anxiety. Adenosine receptor knockout mice show enhanced levels of anxiety (Johansson et al., 2001; Giménez-Llort et al., 2002), and previous reports indicate changes in adenosinergic systems following KD administration (Masino et al., 2011). Furthermore, our data are in agreement with a previous study in which a ketone supplemented diet increased the amount of time rodents spent in the open arm of a an elevated plus maze (Ari et al., 2016), an effect modulated by blockade of adenosine receptors (Kovács et al., 2018).

Previous studies on the effect of a KD on cognitive function have been equivocal. One study reports decreased performance on the Morris watermaze following KDs (Zhao et al., 2004). These data, however, can largely be accounted for by variations in dietary implementation and composition when caloric intake is not monitored and KD-fed rats overconsume. Another study utilizing mouse models of Alzheimer’s disease reported no difference on the watermaze between KD-fed and control mice, but motor performance was better in KD-fed animals (Brownlow et al., 2013). Additionally, in a kindling model of seizure disorder, KD-fed and control rats performed similarly on the watermaze (Hori et al., 1997). Finally, it has been reported that there is no difference in fear conditioning between young rats on a KD or CD (Thio et al., 2010). The lack of improvement in some of these studies may have been due to near ceiling level performances by the young control animals. In contrast, a more recent study that compared a KD to exogenous ketone supplementation found that while both dietary manipulations improved watermaze performance, only the traditional KD improved novel object recognition (Brownlow et al., 2017). Other studies have also reported similar increases in performance on novel object recognition tasks in old mice on either traditional (Roberts et al., 2017) or cyclic KDs (Newman et al., 2017).

A key novel finding of this study is that all KD-fed rats demonstrated a significantly improved ability to correctly choose an object paired with its correct location. A random arm version of this task was used to rule out the possibility of rats adopting an alternative strategy (for example simply alternating which object they chose on each trial or utilizing a non-match-to-sample rule following an incorrect choice; Figure 4E). A critical aspect of the current study that can account for apparent discrepancies with previously reported data, was the utilization of a sufficiently complex task so that ceiling effects would not obscure the detection of cognitive improvements. The WM/BAT used here often requires more than 2 weeks of training for young animals to learn the rule (Hernandez et al., 2015, 2018b). Moreover, the WM/BAT has been shown to be particularly sensitive to cognitive decline in aging, with age-associated behavioral changes being detected prior to observable decline in the Morris watermaze task (Hernandez et al., 2015). Thus, the current data corroborate previous findings that there is an age-dependent impairment in the ability to acquire the object-in-place rule, which may arise from a reduced ability of the HPC and PFC to cooperatively support behavior, but this deficit was mitigated by nutritional ketosis. Together these data suggest that KDs may be able to enhance cognitive function across the lifespan. Notably, it is not possible at this point to dissociate enhanced cognitive function from decreased anxiety, and the improved performance demonstrated here likely results from a combination of several complimentary mechanisms.

Biochemical Effects of the Ketogenic Diet and Potential Mechanisms for Cognitive Improvement

Our previous work reported alterations in the expression of metabolism- and neuronal signaling-related transporters in the HPC. Interestingly, the patterns of expression of these proteins in the PFC following a KD was distinct from what we observed in HPC. While the reduction in GLUT1 expression in both young and aged animals on the KD mirrored the results in HPC, likely reflecting a decreased need for glycolysis signaling pathways, several differences were observed between the PFC and HPC. First, GLUT1 protein within the PFC did not differ by age as it did within the HPC. Furthermore, no changes were found in GLUT3 expression within the PFC across any age or diet groups, though it was reduced within the HPC of KD-fed rats (Hernandez et al., 2018a). Additionally, within PFC there were notable differences in expression levels of monocarboxylate transporters, which transport ketone bodies, pyruvate, and lactate across membranes. The KD significantly increased expression of MCT1 in PFC, which transports ketone bodies across the blood brain barrier, and MCT4, which is found on astrocytes. While the expression of MCT2 within the PFC was lower in aged relative to young control animals, this difference was mitigated in rats on the KD, as indicated by a significant interaction between age and diet. This effect of age and diet was not observed in HPC for MCT2 (Hernandez et al., 2018a), providing evidence of dissociable biochemical effects of KD on PFC and HPC. It should be noted that there were minor differences in how the tissue samples were collected across these two studies. Although tissue was from the same subjects, and all tissue was frozen in the same way on the day of sacrifice, the HPC tissue was isolated before freezing, as opposed to PFC tissue which was isolated after freezing.

While our previous report (Hernandez et al., 2018a) found age- and diet-related changes in vesicular glutamate transporter (VGLUT1) expression within the HPC, no such changes were observed within the PFC. The levels of VGAT within the PFC, however, closely resembled those of the HPC, with increased expression in KD-fed animals of both ages relative to CD rats. If increased expression of VGAT represents an indirect measure of inhibitory capacity, this finding has several important implications. First, the mechanism by which the KD prevents epileptiform activity remains largely unknown, but here we report increased VGAT expression within two distinct brain regions, potentially increasing the threshold of activation required to propagate seizure activity. Second, administration of the GABA(B) receptor agonist baclofen can improve cognitive flexibility in rats (Beas et al., 2016), indicating that potentiating tonic inhibition by increasing levels of GABA may be beneficial for PFC-dependent tasks (Porges et al., 2017). These effects may be specific to behavioral paradigms requiring the inhibition of unwanted behaviors, such as in set-shifting or the BAT used here. Although direct infusion of GABA agonists into the PFC can improve some behaviors and induce anxiolysis (Shah et al., 2004), this can also result in behavioral deficits (Lee and Solivan, 2008; Hernandez et al., 2017b).

While transporter protein expression alone could certainly affect cognitive outcomes, it is likely that these changes, along with the ability to bypass glucose metabolism deficits, work in conjunction with several other physiological changes that results from the long-term consumption of a KD. For example, KDs significantly increase the amount of bioavailable ATP (Devivo et al., 1978; Kim et al., 2010), and increase the size and efficiency of mitochondria in the brain (Bough et al., 2006; Milder et al., 2010). Moreover, several signaling cascades mimicking those observed following fasting and caloric restriction are activated by a KD, including activation of PGC1α, a transcription factor that upregulates fatty acid transport, fat oxidation and oxidative phosphorylation (Jager et al., 2007). Finally, several other ways in which KDs can affect neuronal signaling have been suggested by others, including the ability to open ATP-sensitive K++ channels to slow spontaneous neuronal firing (Ma et al., 2007; Tanner et al., 2011), which may be elevated in old age (Wilson, 2005; Yassa et al., 2010; Thomé et al., 2016), and the ability to inhibit AMPA receptor firing (Chang et al., 2016). While this is not an exhaustive list, several comprehensive reviews that discuss the potential neurobiological effects of KDs have been published (Hartman et al., 2007; Baranano and Hartman, 2008; Paoli et al., 2014).

The current data could also have important implications for the treatment of anxiety-related disorders. HPC-PFC circuitry is highly sensitive to stress (Godsil et al., 2013), and synchrony between the HPC and PFC is elevated during emotional processing related to fear and anxiety (Adhikari et al., 2010), like that experienced in the open arm of a maze. Furthermore, individuals with general anxiety disorder and post-traumatic stress disorder have decreased HPC and PFC volume (Karl et al., 2006), as well as aberrant activity in both of these regions during fear-relevant tasks (Liberzon and Sripada, 2007; Hartley and Phelps, 2010; Jovanovic and Ressler, 2010). In fact, direct manipulation of the GABAergic system is one of the most heavily investigated mechanisms for alleviating anxiety (Lydiard, 2003; Durant et al., 2009; Gauthier and Nuss, 2015). Furthermore, therapeutics targeting GABAeric systems are among the most commonly prescribed treatment options for anxiety-related disorders (Nemeroff, 2003; Pillay and Stein, 2007; Feltner et al., 2008; Gauthier and Nuss, 2015). Thus, increasing inhibitory capacity may be beneficial during anxiety-inducing behaviors and prevent associated decreases in cognitive function. In fact, our behavioral data support the hypothesis that GABAergic changes within the PFC and HPC may alleviate anxiety-induced behavioral deficits.

An outstanding question regarding the KD’s mechanisms of efficacy for improving cognition, is whether the diet acts by simply improving metabolic function or if the ketone bodies themselves have signaling properties that improve cognition. In support of the former, glucose directly infused into the HPC (Ragozzino et al., 1998; Canal et al., 2005), or systemically injected (McNay et al., 2000), has been shown to improve rats’ performances on spontaneous alternation tasks. Long-term glucose consumption, however, can exacerbate insulin resistance and metabolic syndrome. Thus, it is not a long-term solution for enhancing cognitive function in old age. Intranasal administration of insulin is another approach that has been used to improve age-associated impaired glucose signaling. This has been shown to enhance cognition in older adults with memory impairments (Reger et al., 2008). In rats, however, chronic intranasal insulin administration failed to improve behavior in old animals and lead to reductions in markers of neuronal integrity (Anderson et al., 2017). Moreover, enhancing insulin receptor sensitivity pharmacologically, however, has produced mixed results regarding benefits to cognitive function in old age. Some studies have reported improved cognition (Kenawy et al., 2017), while others indicate a greater risk of impairment (Moore et al., 2013; Anderson et al., 2017; Thangthaeng et al., 2017), and an exacerbation of Alzheimer’s disease-related pathology (Barini et al., 2016). These data suggest that enhancing glucose signaling alone does not promote cognitive resilience in older adults and animal models. In fact, age-related declines in glucose transporters within the brain (Ding et al., 2013; Hernandez et al., 2018a), suggest that targeting glycolysis may be insufficient to overcome metabolic deficiencies. Conversely, the KD bypasses the requirement of glucose for energy metabolism, as well as elevates the levels of BHB and acetoacetate. BHB consumption alone has been shown to improve cognitive functioning in older adults with memory impairments (Reger et al., 2004). Critically, BHB and acetoacetate (another ketone body that is elevated by dietary ketosis) have signaling properties that are beneficial for cell function that include suppression of oxidative stress (Shimazu et al., 2013; Zou et al., 2016, Board et al., 2017, Newman and Verdin, 2014). Additional experiments will be needed, however, to clarify the relative efficacy of pharmacologically enhancing insulin receptor sensitivity versus elevating circulating levels of BHB and acetoacetate to improve cognitive outcomes in older adults.



CONCLUSION

Recent work has demonstrated the potential of KDs initiated in young adulthood, even when implemented cyclically, to extend midlife longevity in mice and improve cognition (Newman et al., 2017; Roberts et al., 2017). Importantly the data presented here show for the first time that a late-life KD intervention may also be beneficial for improving cognitive outcomes. In fact, the differences in protein expression across the PFC and HPC have considerable implications for the development of therapeutic strategies for age-related cognitive decline and the early stages of Alzheimer’s disease. Designing systemic pharmacological treatments for specific mechanisms of age-related dysfunction within a single brain region, will undoubtedly have off target effects that will obscure the ability to improve overall behavioral output. Treatment strategies should therefore be designed that can elicit region-specific restoration of neurobiological function. The KD used in the current study appears to satisfy this criterion, at least for the PFC and HPC. However, additional data that examine the interaction between KDs and more global measures of network function, such as resting state network architecture and white matter integrity, will be necessary to elucidate the interactions between neuronal metabolism and overall brain health.
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The observation that entorhinal input to the hippocampus declines in old age is well established across human studies and in animal models. This loss of perforant path fibers is exaggerated in individuals with episodic memory deficits and Mild Cognitive Impairment, suggesting that perforant path integrity is associated with progression to Alzheimer’s Disease. During normal aging, behaviors that measure the ability of a study participant to discriminate between stimuli that share features is particularly sensitive to perforant fiber loss. Evidence linking perforant path changes to cognitive decline, however, has been largely correlational. Thus, the current study tested the causative role of perforant path fiber loss in behavioral decline by performing a unilateral knife cut to disconnect the entorhinal cortex from the hippocampus in the right hemisphere in young male and female rats. This approach does not completely disconnect the hippocampus from the entorhinal cortex but rather reduces the effective connectivity between these two structures. Male and female rats were then tested on the rodent variant of the mnemonic discrimination task, which is believed to critically rely on perforant path fiber integrity. Right hemisphere perforant path transections produced a significant impairment in the abilities of lesioned animals to discriminate between objects with high levels of feature overlap. This deficit was not observed in the male and female sham groups that received a cut to cortex above the white matter. Together these data support the view that, across species, age-related perforant path fiber loss produces behavioral deficits in the ability to discriminate between stimuli with perceptual overlap.

Keywords: cognitive aging, entorhinal cortex, hippocampus, parahippocampal region, pattern separation


INTRODUCTION

Cortical input from the parahippocampal region to the hippocampus through perforant path fibers is critical for normal cognitive functioning and is particularly vulnerable in aging and the early stages of Alzheimer’s disease. In fact, electron microscopy (Geinisman et al., 1992), electrophysiological (Barnes and McNaughton, 1980), and imaging data (Stoub et al., 2005; Yassa et al., 2010b; Rogalski et al., 2012) across animal models and humans studies have unequivocally established that there is a loss of perforant path fibers in the absence of a significant decline in entorhinal, perirhinal, or postrhinal cortical cell number with age (Rapp et al., 2002). The loss of perforant path fibers is exacerbated by Alzheimer’s disease and Mild Cognitive Impairment (Gómez-Isla et al., 1996; Kordower et al., 2001; Stoub et al., 2005, 2006), suggesting that in the early stages, these are cortical disconnection disorders (Hyman et al., 1984; Stoub et al., 2006; Leal and Yassa, 2013). Moreover, recent longitudinal data have suggested that loss of parahippocampal white matter is predictive of Alzheimer’s disease risk (Stoub et al., 2014).

A number of behaviors are disrupted by disconnection of parahippocampal cortical structures and the hippocampus, including the association between objects and places (Jo and Lee, 2010; Barker and Warburton, 2015), spatial memory (Parron et al., 2006), and instrumental contingency degradation (Corbit et al., 2002). The fiber loss during aging, however, is not a complete ablation of cortical-hippocampal functional connectivity as with lesions or pharmacological disconnections used in previous studies. Detecting the cognitive impact of age-associated declines in parahippocampal white matter integrity therefore requires sensitive behavioral probes that can be validated across human studies and animal models.

The discrimination of a target object from a similar lure is a cognitive ability that is compromised in aged rats (Burke et al., 2011; Johnson et al., 2017), and older adults (Toner et al., 2009; Yassa et al., 2010a; Stark et al., 2013; Stark et al., 2015; Stark and Stark, 2017). Specifically, older animals are more likely than young to incorrectly identify a novel lure as familiar when the lure shares features with a familiar target (Burke et al., 2011). Importantly, age-related declines in the ability to discriminate between similar objects precedes deficits on the hippocampal-dependent Morris watermaze test of spatial memory (Johnson et al., 2017), suggesting that this behavioral paradigm may be more sensitive to detecting early cognitive change. Importantly, performance on tasks that test discrimination ability is associated with perforant path fiber integrity. Imaging data from humans have shown that the perforant path diffusion signal, which is a measure of fiber integrity, positively correlates with the study participants abilities to discriminate between stimuli with overlapping features (Yassa et al., 2011; Bennett and Stark, 2016). The integrity of the fornix, which connects the hippocampus to subcortical structures (Amaral and Witter, 1995), however, has also been shown to correlate with discrimination abilities (Bennett et al., 2015). Moreover, reductions in the mean diffusion signal of the cingulum bundle, which connects the neocortex to the parahippocampal cortex (Jones and Witter, 2007), is related to discrimination abilities (Bennett and Stark, 2016). Thus, it is unknown the extent to which global declines in overall limbic white matter integrity can account for behavioral impairment in older animals compared to a direct causal relationship between perforant path fiber loss and deficits in discrimination.

The current study tested whether experimentally induced reductions in perforant path fibers in young rats with a unilateral knife cut (Skelton, 1998), that does not result in a complete ablation of entorhinal cortical neurons, could produce impairments on the rodent version of the mnemonic discrimination task, which test rats’ abilities to select a target object over a perceptually similar lure (Johnson et al., 2017). While is has been suggested the mnemonic similarity task is a behavioral test of pattern separation, that is, a hypothesized computational process in which overlapping inputs are transformed into more dissimilar outputs (e.g., Marr, 1971; McNaughton and Morris, 1987; Rolls, 2013), we have elected to not use this framework in the current paper. It has been argued that the terminology used to describe behavioral measures of stimulus discrimination should be parsed from the computational processes that may orthogonalize similar input (Santoro, 2013). Thus, the focus of the current paper is on the relationship between perforant path fiber integrity and the ability to discriminate between two stimuli with varying degrees of perceptual overlap. As the projections from the entorhinal cortex to the hippocampus are bilateral, terminating across all subfields of the left and right hippocampi (Steward and Scoville, 1976; van Groen et al., 2003), unilateral transections of the perforant path do not abolish all entorhinal input. Moreover, following entorhinal or perforant path lesions, the remaining input extends into the vacated region in the dentate gyrus, potentially mimicking age-related changes (Steward et al., 1973, 1974; Lynch et al., 1976; Steward et al., 1976; Scheff et al., 1980; Geddes et al., 1985). This unilateral transection approach enabled a relatively subtle manipulation of fiber integrity allowing us to directly test the hypothesis that perforant path fiber loss leads to impairments in discriminating between perceptually similar stimuli.



MATERIALS AND METHODS

Subjects

A total of 30 young (4–6 months old) Fischer 344 × Brown Norway F1 hybrid rats (11 male/19 female) from the NIA colony at Taconic Farms were used in this experiment. Rats were single-housed and maintained on a reversed 12-h light/dark cycle with behavioral experiments conducted exclusively during the dark phase. Upon arrival, animals were given 7 days to acclimate to the facility and were handled a minimum of 7 days prior to beginning behavioral experiments. The current experiments used appetitive-based reinforcements to train animals. Thus, rats were fed moist chow (that is, mash) once daily after training. Daily food allotments were titrated to keep animals at approximately 85% of their arrival weights with access to water ad libitum. Throughout the experiment, animal’s weights were recorded daily and their food was adjusted accordingly to maintain a consistent weight throughout the duration of the experiment. Once rats reached their 85% optimal weight, they began habituation to the testing apparatus. All procedures were in accordance with the NIH Guide for the Care and Use of Laboratory Animals and approved by the Institutional Animal Care and Use Committee at the University of Florida.

Apparatus

An L-shaped track, described in detail previously (Johnson et al., 2017), was used for all object discrimination tasks. The track consisted of a start area, narrow track, and a choice platform with two food-wells (Figure 1A), was constructed out of wood and sealed with waterproof black paint. The testing room was dimly lit during experiments. The track was positioned on a table in the testing room with a desk lamp fitted with a red, 60 W light bulb placed by the starting area and an additional red light bulb illuminating the choice platform. A third lamp with a white 60 W light bulb was positioned in the corner of the room and aimed at the ceiling so that there was sufficient illumination for the rats to see objects but it was not bright as to be anxiogenic. Additionally, a webcam (Logitech; Newark, CA, United States) was positioned 50 cm above the choice platform on a boom stand to allow for video recording of each discrimination trial. Trials were recorded using a custom software interface (Collector; Burke/Maurer Laboratories, Gainesville, FL, United States). To reduce the impact of extraneous noise on behavioral performance, a white noise machine was kept on during all training and testing.
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FIGURE 1. The rodent mnemonic discrimination task. (A) Schematic of the apparatus used for training and testing discrimination in rats. (B) Object pairs used for standard (no overlap) object discrimination pre-training. (C) Object pairs used for LEGO block object discrimination pre-training. (D) The LEGO block object pair used to train rats to identify the target object (left) prior to and following surgery. (E) The target object shown next to the (from top) 0, 50, 70, and 90% overlap lure objects.



Habituation and Shaping

Behavioral testing was carried out at least 5 days per week at approximately the same time each day. During the initial food restriction, rats were given 2–3 Froot Loops Cereal Pieces (Kellogg’s; Battle Creek, MI, United States) daily with the regular moist chow to ensure familiarity with them as a food reward. Once habituation began, a rat was placed in the start area and allowed to freely explore and retrieve Froot Loop pieces scattered throughout the track for 10 min. Depending on the animal’s propensity for exploration, habituation lasted 1–3 days and ended when the animal would explore the entire track without prompting. Next, during the shaping phase, animals were trained to alternate between the start area and choice platform (Figure 1A). Animals were positioned in the start area with a piece of Froot Loop placed pseudo-randomly in one of the two food wells of the choice platform. Animals were required to alternate between the start location and the choice platform until they could achieve 32 alternations in 20 min (Mean = 6.38 days, SD = 5.25).

Standard Object Discrimination

After completing habituation and shaping, rats were trained on a distinct object discrimination problem to learn the procedural aspects of the task. Using two objects that varied in size, shape, color, and texture (Figure 1B), rats learned that when the target object was displaced, they could access a food reward in a small well under the object. The same object pair (Bunny-Rooster) was used for all rats, but the object that was rewarded was counterbalanced across rats whereby half of the rats were rewarded for Bunny and the other half rooster. To begin training, rats were placed in the start area the same as previous shaping day. The two standard objects were placed over the food wells in the choice platform with a piece of Froot Loop cereal placed under the rewarded object. The well that the rewarded object was on was alternated in a pseudo-random order over the 32 trials per session. For each trial, the rat would traverse down the arm to the choice platform containing the objects, where it would displace one of the two objects. If the correct object was chosen, the animal could access the food reward and would then traverse back to the start area where another food reward was placed. If an incorrect choice was made, the objects and Froot Loop were removed and no reward was placed at the start area. Animals completed 32 trials per day and continued training until they achieved 26 out of 32 trials (81.2%) correct. Three copies of each object were used during each test to minimize the possibility of animals using scent cues to distinguish between objects. Additionally, objects were cleaned with 70% ethanol solution between test sessions. Male rats made an average of 17 incorrect trials (±2.96 SEM) prior to reaching criterion and female rats made an average of 19 incorrect trials (±3.45 SEM), which was not statistically different [T[28] = 0.48, p = 0.64].

Distinct LEGO® Block Object Discrimination and Pre-training to Target Object

After completing standard object training, rats were then tested on object discrimination using objects created out of LEGO® blocks. The objects were created to be matched for overall volume and size but manipulated so that the frontal visual features differed between objects. Using a green LEGO® base plate cut into 8 pips × 8 pips (6.5 cm) square, objects were constructed out of LEGO® blocks on top of that base plate (Figure 1C). This object pair was distinct, sharing only 60% of pips by volume and 38% of front surface features. Following the same procedure as standard object discrimination, animals were trained that one LEGO block® object was rewarded, and the rewarded object was counterbalanced across rats. As with the previous discrimination, training continued until they reached 81.2% correct (26 out of 32 trials). Female rats made an average of 48 incorrect trials (±6.53 SEM) prior to reaching criterion and male rats made an average of 57 incorrect trials (±6.06 SEM), which was not statistically different [T[28] = 0.90, p = 0.38].

Once criterion performance was reached on the distinct LEGO® discrimination, rats were trained following the same procedure on a novel distinct LEGO® object pair. The goal of this stage is to train all animals to recognize the reward object to be presented later with novel lure objects that parametrically vary in similarity to the target. All animals were therefore trained to criterion (26 correct of 32 trials) on the same reward object (Figure 1D). Female rats made an average of 54 incorrect trials (±8.83 SEM) prior to reaching criterion, and male rats made an average of 43 incorrect trials (±9.88 SEM), which was not statistically different [T[28] = 0.77, p = 0.35]. After reaching criterion, animals underwent surgical transection of the perforant pathway.

Perforant Path Transection and Cholera Toxin Subunit B Injection

Each rat underwent stereotaxic surgery under isoflurane anesthesia (1–3%) in order to unilaterally sever the perforant path fibers of the right hemisphere and inject the retrograde tracer Cholera Toxin Subunit B in both the left (Alexa Fluor 647 Conjugate, C34778, Invitrogen, Carlsbad, CA, United States) and right (Alexa Fluor 488 Conjugate, catalog #: C22841, Invitrogen, Carlsbad, CA, United States) hemispheres. Cholera Toxin Subunit B conjugated with Alexa Fluor 488 was used to verify the knife cut, and the Alexa Fluor 647 conjugate was used as a positive control to ensure that the tracer was visible in the entorhinal cortex of the non-lesioned hemisphere. During surgery, an incision was made to expose Bregma and Lambda. A 2.5 mm-wide slot was drilled in the skull centered at 1.7 mm anterior to the intraaural line in males and extending laterally in the right hemisphere from 0.5 to 5.0 mm lateral to the midline. For females, to adjust for different in skull and brain size coordinates were adjusted based on the distance between bregma and the intraaural line (Paxinos et al., 1985). In female rats, the slot was centered at 1.9 mm anterior to the intraaural line and extending bilaterally from 0.5 to 4.75 mm lateral to the midline. Knife cuts were made using a Micro Feather Ophthalmic Scalpel No. 715 (Electron Microscopy Sciences) which had a triangular blade 7 mm long, 2 mm wide at the base and 0.2 mm thick, with an edge angled 15° to the handle. The knife was mounted on a stereotactic manipulator angled 20° from vertical in the coronal plane, so that the knife edge was angled a total of 35° from vertical. It was positioned at the correct AP coordinate (males: 4.0 mm lateral to the midline on the right side, and then inserted 5.0 mm penetrating at a 20° angle; females: 3.8 mm lateral to the midline on the right side and then inserted 4.75 mm penetrating at a 20° angle). It was then moved 2.5 mm (males) or 2.3 mm (females) medially as measured by the ‘horizontal’ scale of the manipulator, then withdrawn using the ‘vertical’ adjustment of the manipulator. The sham condition followed the same procedure as above except the blade was only inserted 1.0 mm into brain to cut only into the cortex, sparing perforant path fibers.

Immediately following the perforant path fiber transection, two additional craniotomies were drilled over the left and right hippocampi for CTB infusions. Placement of two different Alexa Fluor conjugates of this retrograde tracer (488 and 647) enabled verification of the right hemisphere perforant path fiber transection (488) with intact fiber verification in the left hemisphere (647) within the same animals. Each CTB conjugate was diluted to 1% in PBS (Conte et al., 2009a,b). All CTB infusions were made using a Nanoject II Auto-Nanoliter Injector (Drummond Scientific Company) fit with a glass pipette backfilled with the appropriate CTB conjugate. In the male rats the CTB was infused at -3.8 mm posterior to Bregma, ±2.2 mm mediolateral and between -3.4 and -2.1 ventral to the dural surface. The glass pipette was lowered to -3.4 ventral to the dural surface and 50.6 nL of CTB was infused. The pipette was left in place for 1 min and then moved up 100 μm in which another 50.6 nl infusion was placed. This process was repeated at every 100 μm until a final infusion was made at -2.1 mm ventral to dura for a total of 0.708 μL of CTB. This way the tracer infusion included the CA3 and dentate gyrus hippocampal subregions. Following the final infusion, the pipette was left in place for 150 s, and then slowly advanced up by 0.5 mm where it was left in place for another 150 s allowing for the tracer to diffuse away. After the final waiting period, the pipette was slowly removed from the brain. These infusion procedures were then repeated with other CTB conjugate in the contralateral hemisphere. The CTB infusions in the female rats were identical to those used for the males except the coordinates were adjusted to -3.6 mm posterior to bregma, ±2.1 mm mediolateral and -3.3 to -2.0 mm ventral to the dura.

Target Retraining and Tests for Discrimination of Familiar Target From Novel Lures

Rats were allowed 1 week to recover from surgery and then placed back on food restriction and retrained to select the target object from a distinct pair of familiar LEGO objects (Figure 1D) until they returned to a criterion of 81.25% correct. After criterion performance was reached, rats were given 2 days off before their first foil test. Testing then proceeded every 3 days (day 1 test, days 2–3 off) until a total of four test sessions had been completed. This design was adopted to avoid over-familiarization with the lure objects. Each test session comprised 50 discrimination trials: 10 with a distinct control object (a frog figurine), 10 with each of 3 similar lure objects built from LEGO® blocks, and 10 with an identical copy of the target object as a control. Lure objects are shown, with comparison to the target object, in Figure 1E. The most distinct Lure 1 object shared 89% volume and 50% visible features (28 of 56 bits), next Lure 2 shared 92% volume and 71% visible features (34 of 48 bits), and the most similar Lure 3 object shared 95% volume and 90% visible features (43 of 48 bits). Discrimination trials with the distinct object were included as a positive control condition, to test whether rats would continue to discriminate between pairs with no feature overlap as in initial training. Identical object discrimination trials were included to test the possibility that rats chose the target based on odor cues from the hidden food reward, or based on scent marks left on the objects on previous trials. Given that the target object was included in each of the 50 trials during each test session, 8 identical copies of this object were cycled in and out across trials. Similarly, two identical copies of each lure object were used in rotation across trials. All copies of objects were thoroughly cleaned with 70% ethanol between tests. For these tests, discrimination abilities were assessed based on percent correct responses made for each trial type. Performance was considered both for individual test sessions and collapsed as means across the four tests. Sessions were recorded, and video files were reviewed with custom software (Collector/Minion; Burke/Maurer Laboratories, Gainesville, FL, United States). Response selection behavior and reaction times were scored trial-by-trial for each test. Response selection was scored as a binary variable based on whether rats displayed ‘checking.’ Checking was defined as hesitation or pausing in front of one of the two objects prior to withdrawing attention from that object, instead switching to investigate and/or displace the alternate object. Reaction time was defined as the time elapsed between the video frame in which the tip of the rat’s nose crossed the threshold of the choice platform, and the video frame in which the rat initiated displacement of an object. During this time, the rat traversed the distance from the center point of the threshold to the center of a food well. Collector/Minion software allowed determination of reaction times for each frame of video recorded at 30 FPS, thus with precision to 33 ms.

Verification of Perforant Path Transection

Following completion of the behavioral experimental procedures, rats were placed into a bell jar containing isoflurane-saturated cotton (Abbott Laboratories, Chicago, IL, United States), separated from the animal by a wire mesh shield. Animals lost righting reflex within 30 s of being placed within the jar and immediately euthanized by rapid decapitation. Brain tissue was extracted and flash frozen in 2-methyl butane (Acros Organics, Morris Plains, NJ, United States) chilled in a bath of dry ice with 100% ethanol (-70°C). Brains were then sectioned at 20 μm, and nuclei were counterstained with DAPI (Thermo Scientific). Tissue sections were then imaged with fluorescence microscopy at 10x with a Keyence microscope (Osaka, Osaka Prefecture, Japan) to scrutinize hippocampal injection sites of CTB in both hemispheres and for CTB labeling in the entorhinal cortex. Tiled 10x images covered the full X-Y extent of tissue sections and were stitched together with automated Keyence software. All perforant path transections (PPT) were verified histologically by identifying the presence or absence of CTB488 in the right entorhinal cortex. Figure 2 schematic diagrams of the knife cut lesions used for the sham (Figure 2A) and PPT (Figure 2B) surgeries as well as representative tissue sections from a sham animal and from two rats (1 male, 1 female; Figure 2C) that were in the group that received a right side perforant pathway transection.
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FIGURE 2. Verification of perforant path fiber transection. (A) Schematic of the extent of the sham knife cut through the cortex in a coronal section of the rat brain. (B) Schematic of the extent of the knife cut used to transect the perforant path in a coronal section of the rat brain. (C) Coronal sections from a control rat (left), a male PPT rat (middle) and a female PPT rat (right). Nuclei were stained with DAPI (blue). The retrograde tracer CTB was placed in the dorsal hippocampus to verify efficacy of perforant transection. CTB-647 (pink) was injected into the left hemisphere as a positive control, and CTB-488 (green) was injected into the right hemisphere. White squares indicate an area of lateral entorhinal cortex in which CTB would be present if perforant path fibers were intact. In the control Sham rats, labeling from both CTB conjugates was evident in both hemispheres. In the PPT rats, there was an absence of green labeled cell bodies of projection neurons in the right entorhinal cortex in the transected hemisphere.



Statistical Analyses

Data are presented as mean values ± 1 standard error of the mean (SEM). Analyses were performed with the Statistical Package for the Social Sciences (SPSS) v23 for Windows. Behavioral variables were compared with repeated measures ANOVAs or t-tests, with experimental phase or similarity of object pairs as within-subjects factors and PPT or sham surgery as a between-subjects factor. Where relevant, performance (% correct responses) was compared to chance levels (i.e., 50% correct responses) with Bonferroni-corrected one sample t-tests. Post hoc analyses were performed with simple or repeated contrasts, and a Bonferroni correction was applied when appropriate.



RESULTS

Object Discrimination Testing and Post-surgical Retraining on Target Object

Figure 2 illustrates the knife cut used in the sham surgery and the PPT, as well as representative images from a sham rat and two animals that received the fiber transection. After recovery from surgery, rats were retrained to discriminate the target LEGO block object from the familiar LEGO block lure (Figure 1D). This retraining was conducted as described in the Methods. Briefly, the two LEGO block objects were placed over the food wells in the choice platform with a piece of Froot Loop cereal placed under the target object. The rat could retrieve the reward if the target was displaced. If the lure object was chosen, the animal did not get a reward and had to then traverse back to the start area to initiate another trial. Figure 3A shows the number of incorrect trials made prior to reaching criterion performance by female (blue) and male (green) rats on all object discrimination problems that were incrementally learned for the sham (darker) and PPT (lighter) groups. Repeated measures ANOVA with the within-subjects factor of object discrimination problem (standard – Figure 1B, distinct LEGO – Figure 1C, LEGO target pre-surgery and post-surgery – Figure 1D), and the between-subjects factors of sex and treatment condition detected a significant effect of object discrimination problem on the number of incorrect trials made prior to reaching criterion (F[3,78] = 15.11, p = 0.0001). This main effect of object discrimination problem did not interact significantly with any of the between-subjects factors (p > 0.142 for all interaction terms). Difference contrasts indicated that rats made significantly more errors when learning the distinct LEGO discrimination relative to the standard object discrimination (F[1,26] = 31.30, p = 0.001), which is consistent with previous data (Johnson et al., 2017). The incorrect trials made on the two LEGO object problems prior to surgery, however, did not significantly differ (F[1,26] = 2.8, p = 0.11), indicating that different LEGO object discrimination problems are acquired at a similar rate, and there are no savings from one problem to the next. Interestingly, when rats were re-trained on the target LEGO object discrimination problem after surgery, they showed savings, making significantly fewer errors compared to initial training (F[1,26] = 38.52, p = 0.001). This improved performance during re-training following surgery did not significantly interact with sex (F[1,26] = 0.10, p = 0.76) or treatment group (F[1,26] = 0.12, p = 0.73). These data show that even when the right perforant path was transected, the performances of both male and female rats benefitted from pre-surgical experience with the LEGO objects. Moreover, PPT did not produce any overt declines in the animals’ abilities to discriminate between 2 distinct LEGO block objects, suggesting that general sensorimotor function and motivation were not impacted by the fiber transection.
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FIGURE 3. Performance on object discrimination tasks by experimental group. (A) Shows the mean number of incorrect trials made prior to reaching criterion performance on all pre-training object discrimination problems for female (blue) and male (green rats) in the Sham (dark) and PPT (lighter) groups. There were no significant groups differences across training problems. (B) Mean percent corrent on target-lure discrimination as a function of overlap. Rats performed significantly worse as target-lure similarity increased (F[3,78] = 61.43, p = 0.0001). Moreover, the PPT group performed significantly worse compared to the sham group (F[1,26] = 8.80, p = 0.006), and the interaction between target-lure similarity and experimental group was statistically significant (F[3,78] = 3.02, p = 0.035). Post hoc comparison indicated that the PPT rats made significantly more errors compared to sham animals on the 90% overlap lure object discrimination (corrected α = 0.05/4 = 0.0125, T[28] = 2.74, p = 0.011). There was no overall main effect of sex on performance (F[1,26] = 2.51, p = 0.13). Error bars are ± 1 Standard error of the mean (SEM). ∗Indicates significant effect.



Unilateral Perforant Path Transection Impairs Discrimination Performance Based on Target–Lure Similarity

Target-lure object discrimination testing (Figure 1E), required rats to select a familiar Target object from a novel LEGO object lure. Four different lure objects were used that varied in similarity to Target. An additional lure object was included that was identical to the Target, and these identical objects served as a negative control to ensure that rats were not able to smell the reward or using another latent factor to solve the problem. Performance on this problem should, therefore, be close to chance. Critically, all rats averaged 52.5% (±0.78 SEM) correct on the identical problem and performance on this problem did not significantly vary by sex (F[1,26] = 0.23, p = 0.64) or condition (F[1,26] = 0.88, p = 0.36), nor was the interaction term significant (F[1,26] = 2.62, p = 0.12). These data indicate that both male and female rats in the sham and PPT groups were likely using the features of the objects to select the correct choice rather than an olfactory cue or another unaccounted variable.

Mean performances across the 4 days of target-lure discrimination tests were calculated for each trial type. These values are shown in Figure 3B for the different groups of male and female rats. Mean values for the 4 different trial types were entered into a repeated measures ANOVA with lure similarity (0, 50, 70, and 90%) as a within-subjects factor and sex and experimental group (sham versus PPT) as between-subjects factors. This analysis revealed a significant main effect of target-lure similarity (F[3,78] = 61.43, p = 0.0001), with percentages correct decreasing as a function of increasing similarity. Difference contrasts confirmed that while performance on the unrelated lure problem (0% overlap) was not significantly different from the 50% overlap lure (F[1,26] = 0.22, p = 0.64), the percentage of correct responses significantly decreased between 50 and 70% overlap (F[1,26] = 42.65, p = 0.0001) and between 70 and 90% overlap (F[1,26] = 101.48, p = 0.0001), confirming the relationship between declining performance with increasing target-lure similarity.

Overall, the PPT group performed significantly worse compared to the sham group (F[1,26] = 8.80, p = 0.006). Moreover, the interaction between target-lure similarity and experimental group was statistically significant (F[3,78] = 3.02, p = 0.035), indicating that impairments induced by the unilateral fiber transection varied across the different lure conditions. Post hoc comparison indicated that the PPT rats made significantly more errors compared to sham animals on the 90% overlap lure object discrimination (corrected α = 0.05/4 = 0.0125, T[28] = 2.74, p = 0.011). The effect of experimental group of performance did not reach significance for the other lures (p < 0.025 for all other comparisons). Together these data show that the greatest impairment produced by the unilateral PPT was for the object discrimination problem that had the most similarity between the target and lure.

While there was no overall main effect of sex on performance (F[1,26] = 2.51, p = 0.13), there was a trend for sex to interact with lure-target similarity (F[1,26] = 2.26, p = 0.088). In fact, it is evident in Figure 3B that female sham rats had a tendency to perform worse than males on the lure 2 problem. When performances between males and females were compared across the different lure conditions with post hoc analyses, however, there were no statistically significant differences (corrected α = 0.05/4 = 0.0125, p > 0.048 for all comparisons). Moreover, the three-way interaction between target-lure similarity, sex and experimental group did not reach significance (F[3,78] = 0.20, p = 0.90).

To determine whether experience could improve an animal’s ability to discriminate between the target and a lure, percent correct responses for the 0, 50, 70, and 90% lure trials were entered into separate repeated measures ANOVAs, with day as a within-subjects factor and sex and group as the between-subjects factor (Figures 4A–D). Performance on 0% lure trials significantly improved as a function of test day (Figure 4A; F[1,26] = 11.73, p = 0.002), which did not interact with sex (F[1,26] = 0.56, p = 0.65) or experimental group (F[1,26] = 0.18, p = 0.91). Planned comparisons showed that rats made significantly more correct responses on days 2 through 4 compared day 1 of testing (p < 0.002 for all comparisons). These data suggest that unilateral PPT did not impair male or female rats abilities to improve with experience at discriminating between distinct objects.
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FIGURE 4. Performance on target-lure discriminations as a function of test day. In all panels mean percent corret is shown on the Y-axis and test day is represented on the X-axis. (A) Performance on 0% lure trials significantly improved as a function of test day (F[1,26] = 11.73, p = 0.002), which did not interact with sex (F[1,26] = 0.56, p = 0.65) or experimental group (F[1,26] = 0.18, p = 0.91). (B) Performance on 50% lure trials did not significantly improve as a function of test day (Figure 4B; F[1,26] = 2.16, p = 0.10), and this did not interact with sex (F[1,26] = 1.35, p = 0.26). The percent of correct trials over testing days did, however, significantly interact with experimental group (F[1,26] = 3.11, p = 0.031). Post hoc analysis showed that PPT rats improved significantly between test days 1 and 2 (corrected α = 0.05/3 = 0.017; T[11] = 2.87, p = 0.015), while sham animals did not show a significant improvement across any test day (p > 0.14 for all comparisons), as they may have already been near ceiling performance at day 1. (C) Performance on 70% lure trials significantly improved as a function of test day (F[1,26] = 5.52, p = 0.002), which did not interact with sex (F[1,26] = 2.02, p = 0.12) or experimental group (F[1,26] = 2.27, p = 0.09). (D) Percent of correct responses on 90% lure trials significantly improved as a function of test day (F[1,26] = 3.89, p = 0.012), which did not significantly interact with sex (F[1,26] = 0.14, p = 0.94) or experimental group (F[1,26] = 0.80, p = 0.50). Error bars are ± 1 SEM. ∗Indicates significant effect.



Performance on 50% lure trials did not significantly improve as a function of test day (Figure 4B; F[1,26] = 2.16, p = 0.10), and this did not interact with sex (F[1,26] = 1.35, p = 0.26). The percent of correct trials over testing days did, however, significantly interact with experimental group (F[1,26] = 3.11, p = 0.031). Post hoc analysis showed that PPT rats improved significantly between test days 1 and 2 (corrected α = 0.05/3 = 0.017; T[11] = 2.87, p = 0.015), while sham animals did not show a significant improvement across any test day (p > 0.14 for all comparisons), as they may have already been near ceiling performance at day 1. Performance on 70% lure trials significantly improved as a function of test day (Figure 4C; F[1,26] = 5.52, p = 0.002), which did not interact with sex (F[1,26] = 2.02, p = 0.12) or experimental group (F[1,26] = 2.27, p = 0.09). Planned comparisons showed that rats made significantly more correct responses on days 3 through 4 compared day 1 of testing (p < 0.006 for all comparisons). Finally, the percent of correct responses on 90% lure trials significantly improved as a function of test day (Figure 4D; F[1,26] = 3.89, p = 0.012), which did not significantly interact with sex (F[1,26] = 0.14, p = 0.94) or experimental group (F[1,26] = 0.80, p = 0.50). Planned comparisons showed that rats made significantly more correct responses on days 3 through 4 compared day 1 of testing (p < 0.034 for all comparisons).

Behavioral Strategies and Reaction Times as a Function of Target-Lure Similarity

Potential sex and group differences in performance strategies used during target-lure discrimination testing were assessed by quantifying the magnitude of a response bias (that is, an animal’s tendency to select an object on a particular side, regardless of identity), reaction times, and the presence of ‘checking’ behavior (that is, pausing and sampling both objects before making a choice) (Johnson et al., 2017). The ratio of trials with checking behavior to total trials for each rat was averaged across the 4 test sessions. Within a trial, multiple checks were tallied so that it was possible for the ratio to exceed a value of 1.

While most rats display a bias toward one side early in training, this default response must be inhibited in order for performance to improve (Lee and Byeon, 2014). In fact, previous studies have reported that a high response bias is associated with poor performance in aged rats (Hernandez et al., 2015; Johnson et al., 2017). Figure 5A shows the mean response biases for male and female Sham and PPT animals as a function of target-lure similarity. A repeated-measures ANOVA with the within-subjects factor of target-lure similarity and the between-subjects factors of sex and experimental group identified a significant main effect of similarity (F[3,78] = 40.26, p = 0.0001), such that the response bias increased with the amount of overlap. Planned comparisons indicated that the response bias between the 0 and 50% overlap conditions was not significantly different (difference contrast, p = 0.98). However, the response bias was significantly greater for each subsequently increasing overlap between target and lure (difference contrast, p > 0.0001, for both comparisons). The main effect on target-lure similarity on response bias did not interact with sex (F[3,78] = 1.24, p = 0.301). There was, however, a significant interaction with experimental group (F[3,78] = 3.40, p = 0.022), due to the PPT rats having larger response biases relative to the Sham animals as the target-lure similarity increased. Post hoc comparisons detected significantly larger response biases in the PPT animals relative to Sham rats for the 90% overlap condition (T[28] = 3.39, p = 0.002, corrected α = 0.05/4 = 0.0125) and a trend for the 70% overlap condition (T[28] = 2.25, p = 0.033, corrected α = 0.05/4 = 0.0125), while response bias values for the 0% (T[28] = 1.05, p = 0.30) and 50% (T[28] = 0.98, p = 0.33) overlap problems were not significantly different between groups. Finally, the three-way interaction between target-lure similarity, sex and group did not reach statistical significance (F[3,78] = 0.27, p = 0.85).
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FIGURE 5. Response bias, reaction times and checking behavior as a function of target-lure similarity. (A) shows the mean response biases (Y-axis) for male and female Sham and PPT animals as a function of target-lure similarity (X-axis). The response bias was higher for more similar target-lure problems (F[3,78] = 40.26, p = 0.0001). The main effect on target-lure similarity on response bias did not interact with sex (F[3,78] = 1.24, p = 0.301). There was, however, a significant interaction with experimental group (F[3,78] = 3.40, p = 0.022), due to the PPT rats having larger response biases relative to the Sham animals as the target-lure similarity increased. (B) Shows the reaction times (Y-axis) as a function of target-lure similarity (X-axis). Reaction times were faster for the more similar lure conditions (F[3,78] = 6.99, p = 0.001). The tendency for rats to choose an object faster when the target and lure were more similar did not significantly interact with sex (F[3,78] = 0.68, p = 0.57), or group (F[3,78] = 1.92, p = 0.13). (C) Shows a schematic of checking behavior. (D) Shows the mean ratio of checking behavior to total trials (Y-axis) as a function of lure similarity (X-axis) for the different groups. Checking behavior significantly decreased as a function of target-lure overlap (F[3,78] = 33.79, p = 0.0001). The amount of checking behavior as a function of target-lure overlap did not significantly interact with sex (F[3,78] = 0.18, p = 0.91), or group (F[3,78] = 1.78, p = 0.16). However, there was a trend for the PPT rats to display significantly less checking behavior compared to sham animals (F[1,26] = 3.96, p = 0.057). ∗Indicates significant effect.



Rats that have larger response biases tend to have faster reaction times during object discrimination tasks, due to the lack of suppressing the default strategy and checking both objects (Johnson et al., 2017). Thus, the reaction times of all rats across the different target-lure discrimination problems were submitted to a repeated-measures ANOVA with the within-subjects factor of lure condition, and the between-subjects factors of sex and group. Figure 5B shows the mean reaction times for the male and female Sham and PPT rats. Consistent with previous work (Johnson et al., 2017), reaction times were faster for the more similar lure conditions that were associated with the greatest response bias (F[3,78] = 6.99, p = 0.001). The tendency for rats to choose an object faster when the target and lure were more similar did not significantly interact with sex (F[3,78] = 0.68, p = 0.57), or group (F[3,78] = 1.92, p = 0.13). Interestingly, there was a significant three-way interaction between lure, sex and group (F[3,78] = 5.06, p = 0.003). This is likely due to the relationship between decreasing reaction times and increasing similarity being evident in the female Sham and PPT rats, as well as the male PPT rats. The male sham rats, however, did not show the same pattern, and reaction times did not significantly decrease for the high overlap discrimination problems (F[1,4] = 0.65, p = 0.47). These data suggest that there may be a sex difference in the evaluation of similar objects that is disrupted by the unilateral PPT.

Checking behavior (Figure 5C) is associated with slower reaction times and better performance (Johnson et al., 2017). Interestingly, it has been shown that checking behavior in rats performing an object discrimination problem is less likely to occur as the similarity between the two objects increases. This conceivably occurs because a rat will default to a response bias as the problem becomes more difficult or ambiguous. Importantly, even for difficult problems, checking behavior is associated with an increased probability of making a correct choice (Johnson et al., 2017). Thus, the ratio of trials with checking to total trials was compared across the different target-lure overlap conditions, sexes and experimental groups with a repeated measures ANOVA. Figure 5D shows the mean ratio of checking behavior as a function of lure similarity for the different groups. Checking behavior significantly decreased as a function of target-lure overlap (F[3,78] = 33.79, p = 0.0001). Planned orthogonal difference contrasts indicated that while the 0 and 50% overlap conditions were not significantly different (p = 0.85), there was significantly less checking behavior during the 70% overlap condition compared to 50% (p = 0.0001). Moreover, animals also had significantly less checking for the 90% overlap condition relative to 70% (p = 0.0001). The amount of checking behavior as a function of target-lure overlap did not significantly interact with sex (F[3,78] = 0.18, p = 0.91), or group (F[3,78] = 1.78, p = 0.16), nor was the three-way interaction significant (F[3,78] = 0.74, p = 0.53). The main effect of sex on checking behavior did not reach statistical significance (F[1,6] = 1.53, p = 0.23). However, there was a trend for the PPT rats to display significantly less checking behavior compared to sham animals (F[1,26] = 3.96, p = 0.057). Finally, the interaction between sex and group on total checking behavior did not reach statistical significance (F[1,26] = 1.46, p = 0.24). Together these data suggest that unilateral PPT leads to an increased response bias as rats cannot disambiguate two similar stimuli and an associated reduction in checking behavior.



DISCUSSION

The present study tested the hypothesis that there is a causal relationship between perforant path fiber loss and a decreased ability to discriminate between stimuli that share features by unilaterally transecting the perforant path fibers of the right hemisphere in young male and female rats. We observed that unilaterally damaging the perforant path fibers, leads to a decreased ability of rats to choose a familiar target object over a similar lure containing overlapping features. Interestingly, the group differences between Sham and PPT animals was most evident for the testing problem in which target-lure similarity was greatest (90%, Figure 3B). While the PPT group was impaired at discriminating between similar objects, the fiber damage did not appear to produce a deficit in the rats’ abilities to remember the rewarded target. In fact, when the rats were trained to select a target object both prior to and following surgery, the PPT animals showed the same savings as the Sham group, retraining to criterion performance at the same rate (Figure 3A). Moreover, the PPT rats were able to benefit from experience with target-lure problems to a similar degree as the Sham animals by showing improved performance on all target-lure discrimination problems as a function of test day (Figure 4). Thus, the observed deficits in discrimination do not appear to be due to an inability to associate the target with the reward, but rather from a reduced ability to disambiguate between stimuli in which perceptual interference is high.

The finding that unilateral perforant fiber damage was sufficient to produce a behavioral deficit is consistent with previous studies showing that unilateral lesions to regions within the medial temporal lobe can produce impairments. Unilateral inactivation of the hippocampus in young rats impairs performance on the Morris watermaze test of spatial memory (Fenton and Bures, 1993; Cimadevilla et al., 2005), and leads to deficits on a spatial passive avoidance task (Lorenzini et al., 1996). Furthermore, older rats with damage to the left hippocampus make more spatial working memory errors on the 8-arm radial maze compared to animals with both hippocampi intact (Poe et al., 2000). In cortical structures, young rats with unilateral inactivation of the lateral entorhinal cortex are impaired at associating objects with contexts (Wilson et al., 2013a,b), and have deficits in the expression of eyeblink conditioning (Tanninen et al., 2013). These approaches that lesion gray matter not only affect the target region, however. When one hemisphere of the hippocampus or the entorhinal cortex is inactivated, back projections to sensory association cortices, the prefrontal cortex, as well as other regions of the limbic network are impacted. The novel aspect of the current study is that selectively disconnecting the parahippocampal region from the hippocampus in the right hemisphere, which leaves the back projections and other limbic white matter structures intact, induced a behavioral deficit. In should be noted, that while the fiber transection did not lead to a complete ablation of entorhinal cortical neurons (as evident in Figure 2C), it is conceivable that the damage to the axons produced a modest loss of neurons that was not qualitatively observable but still contributed to the behavioral deficits observed here.

Aged rats, tested on the same apparatus used here by the same experimenters, are impaired at discriminating between objects that share features (Johnson et al., 2017). Remarkably, when the performances of aged rats from a previous study conducted in the same lab were compared to the current data, the deficit of the PPT rats was not of the same magnitude as what occurs in normal aging. Figure 6 shows the data from male rats in the current experiment plotted with data collected in aged male rats (24 months old) from Johnson et al. (2017); data from aged females are not available). From these data, it is qualitatively evident that the right side PPT does not impair performance to the same degree as observed in aged animals. This observation supports an emerging idea that although age-related perforant path fiber loss contributes to a diminished ability to discriminate between stimuli that have perceptual overlap, this is not likely the only locus of neurobiological dysfunction in older animals that contributes to behavioral deficits. In fact, high resolution diffusion tensor imaging data have shown that reduced white matter integrity of the hippocampal cingulum and the fornix of the hippocampus in older adults correlates with impaired discrimination of similar objects (Bennett et al., 2015; Bennett and Stark, 2016). Together these data suggest that the ability to disambiguate perceptually similar stimuli relies on the larger limbic network, which may become vulnerable in advanced age. In line with this idea, functional imaging studies have shown that BOLD levels in the thalamus, occipital areas, and prefrontal cortex are related to the ability to discriminate between perceptually similar stimuli (Pidgeon and Morcom, 2016; Reagh et al., 2017). The prefrontal cortex, which projects to the parahippocampal region through the cingulum, is vulnerable in advanced age (e.g., Barense et al., 2002; Nicolle and Baxter, 2003; Morrison and Baxter, 2012; Samson and Barnes, 2013; Banuelos et al., 2014; Chadick et al., 2014; Hernandez et al., 2017, 2018). Moreover, recent behavioral data suggest that the prefrontal cortex may be necessary for discriminating between similar stimuli. Specifically, when tested on a touch screen version of a trial-unique non-matching to location task, which simultaneously tests working memory and spatial discrimination (Talpos et al., 2010), NMDA receptor blockade in the prefrontal cortex impaired the discrimination of two similar locations (Davies et al., 2017). It is therefore conceivable that prefrontal-parahippocampal interactions through the cingulum are critical for disambiguating perceptually similar stimuli, although this idea needs to be empirically tested.
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FIGURE 6. A comparison of the PPT rat mnemonic discrimination task performance compared to aged rats. Percent correct (Y-axis) as a function of target-lure similarity (X-axis) for rats from the current study plotted against young and aged rats tested in Johnson et al. (2017). The impairment following perforant path transection does not match the magnitude of the deficit previously observed in aged rats.



As noted in the Introduction section, we have elected to not frame the current data in terms of pattern separation deficits that are induced by perforant path fiber damage. It has been argued that the terminology used to describe behavioral measures of stimulus discrimination should be parsed from the computational processes that may orthogonalize similar input (Santoro, 2013). Rather than trying to infer computational processes from behavioral data, we contend that the parahippocampal region-hippocampal interactions that are involved in processing fine-grained “detailed” information necessary for disambiguating perceptually similar stimuli (Burke et al., 2018), are compromised by the unilateral PPT. Interestingly, the deficits observed in the current experiments are quite distinct from those seen when dentate gyrus activity is disrupted. In the latter case, animals show robust impairments in discriminating between the familiar target and a novel lure across all levels of similarity, but only when the lure is novel. After experience with the lure objects, rats with a disrupted dentate gyrus were able to perform the task comparable to control animals (Johnson et al., 2018). The deficit induced by the perforant path fiber transection may therefore be a result of reduced connectivity between the parahippocampal region and CA3 and/or CA1. Future experiments are needed to empirically test this idea.
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Royal Jelly Alleviates Cognitive Deficits and β-Amyloid Accumulation in APP/PS1 Mouse Model Via Activation of the cAMP/PKA/CREB/BDNF Pathway and Inhibition of Neuronal Apoptosis
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Alzheimer’s disease (AD) is characterized clinically by progressive cognitive decline and pathologically by the accumulation of amyloid-β (Aβ) in the brain. Royal jelly (RJ), a secretion of honeybee hypopharyngeal and mandibular glands, has previously been shown to have anti-aging and neuromodulatory activities. In this study, we discovered that 3 months of RJ treatment substantially ameliorated behavioral deficits of APP/PS1 mice in the Morris Water Maze (MWM) test and step-down passive avoidance test. Our data also showed that RJ significantly diminished amyloid plaque pathology in APP/PS1 mice. Furthermore, RJ alleviated c-Jun N-terminal kinase (JNK) phosphorylation-induced neuronal apoptosis by suppressing oxidative stress. Importantly, hippocampal cyclic adenosine monophosphate (cAMP), p-PKA, p-CREB and BDNF levels were significantly increased in the APP/PS1 mice after RJ treatment, indicating that the cAMP/PKA/CREB/BDNF pathway might be related to the ameliorative effect of RJ on cognitive decline. Collectively, these results provide a scientific basis for using RJ as a functional food for targeting AD pathology.
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INTRODUCTION

Alzheimer’s disease (AD) is an age-related neurodegenerative disease characterized by progressive loss of cognitive and memory function (Citron, 2010). AD afflicts more than 45 million individuals worldwide and has an increasing incidence, which has serious adverse impact on the growing elderly population as well as their families (Prince et al., 2015). Currently, mounting evidence has shown that the extracellular deposition of amyloid-β (Aβ) in the brain, which will lead to insoluble senile plaques (SPs), is a critical hallmark of AD (Campion et al., 2016). It has been reported that Aβ induced the progression of other pathological abnormalities, including intraneuronal neurofibrillary tangles (NFTs), which are caused by hyperphosphorylated tau, neuroinflammation, and neuronal loss. Conversely, these pathological events also aggravated the deposition of Aβ and further promoted AD progression (Tanzi and Bertram, 2005; Bettens et al., 2013). Aβ is produced by amyloid precursor protein (APP) through the amyloidogenic pathway. In the first stage of Aβ generation, the proteolytic cleavage of APP by β-secretase (BACE1) produces part-soluble APP peptide-β (sAPPβ) and C-terminal fragment-β (CTFβ), which are further cleaved by γ-secretase to generate hydrophobic Aβ polypeptides (Aβ40 and Aβ42; Dong et al., 2006). In addition, Aβ-degrading enzymes, including insulin-degrading enzyme (IDE) and neprilysin (NEP), are responsible for the clearance of Aβ in the brain. They are capable of cleaving and converting Aβ polypeptide to benign forms (Mukherjee et al., 2000; Shirotani et al., 2001). Hence, it is widely accepted that excessive deposition of Aβ can be explained by the imbalance between formation and degradation (Hardy and Selkoe, 2002).

Currently, treatment strategies targeting the enhancement of brain Aβ clearing activities, such as Aβ immunotherapy, are being extensively studied (Mangialasche et al., 2010). However, the use of therapeutic antibodies may cause a series of side effects, including vasogenic edema (Salloway et al., 2009), microhemorrhage (Nicoll et al., 2003) and neuronal hyperactivity (Busche et al., 2015). In addition, recent documents showed that Aβ immunotherapy could not improve cognitive deficits in AD patients (Doody et al., 2014). Likewise, tau aggregation inhibitors failed to improve the memory and cognitive function during AD progression (Gauthier et al., 2016). In view of the above failures, there is a need for new drugs to inhibit the cognitive deficits of AD and alleviate the associated neuropathology. Several recent studies have shown the positive effects of natural functional foods in cell culture experiments as well as in animal models of AD (Reddy et al., 2018; Youn et al., 2018). Royal jelly (RJ), a bee product produced by the hypopharyngeal and mandibular glands of worker bees, is a traditional functional food (Sabatini et al., 2009). RJ comprises water, protein, carbohydrates, vitamin, lipids, acetylcholine and other bioactive substances that endow RJ with a variety of pharmacological activities, including anti-inflammatory activity (You et al., 2018), anti-oxidative activity (Guo et al., 2009) and anti-aging activity (Honda et al., 2015). Importantly, there are several reports suggesting that RJ has neuromodulatory activity in different animal models. Hattori et al. (2010b) showed that orally administered RJ improved the cognitive impairment of trimethyltin (TMT)-treated mice. Zamani et al. (2012) found a neuroprotective role for RJ in streptozotocin (STZ) induced sporadic AD rat models. Wang et al. (2015) have verified that supplementation with RJ significantly promoted lifespan and stress resistance in C. elegans. Their subsequent studies further showed that RJ alleviated Aβ toxicity in C. elegans, and revealed the potential function of RJ in AD treatment (Wang et al., 2016). However, it is not clear whether RJ treatment contributes to the alleviation of familial AD. Thus, in this study, we assessed the effects of RJ on AD pathology and cognitive function in APP/PS1 double transgenic mice and further investigated the underlying mechanisms.



MATERIALS AND METHODS


Gas Chromatography (GC) Detection

The content of trans-10-hydroxy-2-decenoic acid (10-HDA), 10-hydroxydecanoic acid (10-HDAA) and sebacic acid (SEA) in RJ samples were measured using GC. 0.25 g lyophilized RJ powder was extracted with 20 mL ethanol for 15 min and 5 mL methyl 4-hydroxybenzoate was added as internal standard. Next the ethanol solvent was removed, 1 mL ether was added and filtered through 0.22 μm filter membrane. After evaporation of the ether, 400 μL pyridine and 80 μL N, O-Bis(trimethylsilyl) trifluoroacetamide (BSTFA; Sigma, Kawasaki, Japan) were added, sealed and heated at 60°C for 60 min to derivatize samples. All derivatized extracts were analyzed on Gas Chromatography-Flame Ionization Detector (GC-FID; GC-2010, Shimadzu, Kyoto, Japan) using InertCap-5 column (30 m × 0.25 mm I.D. × 0.25 μm film). One microliter sample was injected with the help of AOC-20i auto injector (Shimadzu, Kyoto, Japan). Nitrogen was used as a carrier gas and flow was kept constant at 1 mL/min. The injector was held at 280°C and worked on split mode (split ratio 10:1). The initial column temperature was 60°C and held for 5 min, then raised to 300°C at 5°C/min and held for 5 min. The detector was performed at 325°C.



Animals and Treatments

Ten-month-old APP/PS1 transgenic mice with a C57BL/6 background (B6C3-Tg (APPswe, PSEN1dE9) 85Dbo/J) and age-matched C57BL/6 mice were purchased from the Model Animal Research Center of Nanjing University (Nanjing, China). All experiments were approved by the Institutional Animal Care and Use Committee of Zhejiang Chinese Medical University (IACUC Approval No: ZSLL-2017-079) and were performed according to the guidelines from the Laboratory Animal Research Center of Zhejiang Chinese Medical University (Certificate No. SYXK, Zhejiang, 2013-0184, China). The experimental design of behavioral and biochemical analysis is shown in Supplementary Figure S1. We used equal numbers of female and male APP/PS1 mice at the age of 10 months to explore the effects of RJ on AD after 3 months administration. After 1 week of acclimatization, the mice were divided into the following groups: (1) Wt group, wild-type mice were given intragastric administration of saline; (2) Tg group, APP/PS1 transgenic mice were given intragastric administration of saline; (3) TgRJ group, APP/PS1 transgenic mice were given intragastric administration of RJ; and (4) WtRJ group, wild-type mice were given intragastric administration of RJ. Each group had 10 mice. All groups received oral administration of saline or RJ at a dose of 300 mg/kg/d for 3 months. Behavioral analysis was carried out at 54th and 82th day using Morris Water Maze (MWM) test, and at 89th day using step-down passive avoidance test.



MWM Test

The spatial learning-memory abilities of mice were assessed by MWM test as described previously (Seung et al., 2018). Briefly, a circular water tank (height 40 cm, diameter 100 cm) was filled with water maintained at 22–25°C. The escape platform (height 35 cm, diameter 6 cm) was placed submerged 1–1.5 cm below the surface of water. Soybean milk powder was added to make water opaque before the test. The navigation test was conducted once a day for six consecutive days with one constant hidden platform point in quadrant 2 and three rotational starting points. The limit time was 120 s/trail and the trail will end as soon as mice stayed on the hidden escape platform for 5 s. Escape latency and swim path tracking of each mouse were recorded by a camera mounted above the center of tank. The probe test was carried out 24 h after the last navigation test to evaluate the memory consolidation of mice. During the probe test, the escape platform was removed and mice could swim freely for 120 s. The time spent in the target quadrant and swim path tracking of each mouse were recorded. All data were analyzed using video-tracking software (SMART, version 2.5.15).



Step-Down Passive Avoidance Test

The step-down passive avoidance test was performed 1 day after the MWM test as described in previous reports with minor modifications (Ballesta et al., 2012). The equipment comprised five plastic black chambers with parallel, stainless-steel grids and a plastic platform was positioned in a corner of each chamber. Before the training session, mice were gently placed on the grid floor and each mouse was given 5 min for adaptation. After that, the electric currents (36 V) were delivered and maintained for 300 s. The mice would jump onto the platform to avoid the electric shock and the number of errors of each mouse (number of times that the mouse stepped down from platform) was recorded. After a 24 h interval, the retention test was carried out and the electric shock was removed, mice were placed on the platform and the step-down latency of each mouse was recorded. The cut-off time in the training session and the retention session was set to 300 s.



Brain Tissue Preparation

After the behavior tests, the mice were weighed and deeply anesthetized with pentobarbital sodium (45 mg/kg, intraperitoneally). The whole brain tissues were rapidly removed from the skull on ice. They were then cut sagittally into left and right hemispheres. The cortex and hippocampus in the right hemispheres were dissected on ice, snap frozen in liquid nitrogen and stored at −80°C for biochemical analysis. The left hemispheres were fixed in 4% paraformaldehyde for at least 24 h and then embedded with paraffin and cut into 6 μm sections for further staining analysis.



Histological Examinations


Immunohistochemical (IHC) Staining

The methods of IHC staining have been reported previously (Pan et al., 2018). Briefly, sections were blocked with 3% BSA for 30 min, then incubated with primary antibodies overnight at 4°C, including BACE1 (1:100, Santa Cruz Biotechnology, USA), IDE (1:100, Santa Cruz Biotechnology, USA), β-amyloid (B-4, 1:100, Santa Cruz Biotechnology, USA). PBS was used as a negative control instead of the primary antibody. Subsequently, the sections were washed with PBS three times and were incubated with secondary antibody for 1 h at room temperature. Sections were counterstained with hematoxylin and visualized with DAB (ZSJQ, Beijing, China). The captured images were analyzed using Image Pro Plus 6.0 software (Media Cybernetics, Rockville, MD, USA). For quantification, we calculated BACE1, IDE- and β-amyloid-positive areas under 40× magnification (hippocampus) or under 20× magnification (cortex) in three random fields in the brain of each mouse, and the staining was quantified as fraction of immune-positive staining to the total area measured.



Fluorescence Microscopy

The fixed brain sections were blocked with 3% BSA for 30 min, exposed to the anti-cleaved caspase-3 antibody (1:100, Abcam, ab13847) overnight at 4°C and then placed in a wet box containing a little water. After incubation, the sections were washed twice with ice-cold PBS and incubated with Alexa Fluor 594-conjugated goat anti-rabbit IgG (1:250) for 50 min at 37°C in dark. They were then incubated with DAPI solution (Sangon Biotechnology, Co. Ltd., Shanghai, China) at room temperature for 10 min. Immunofluorescence images were acquired using a confocal laser microscope (Leica, TCS SP5, Germany).



Thioflavin-T Staining

Thioflavin-T is a kind of fluorochrome that specifically binds to amyloid deposits, and they can be excited to produce green fluorescence, which is used to evaluate the amount of Aβ protein (Zhang et al., 2013). Briefly, slides were deparaffinized and rehydrated in descending grades of ethanol, placed in Mayer’s hematoxylin for 5 min, rinsed twice in double distilled water, incubated with 1% thioflavin-T (Dalian Meilun Biological Technology Co. Ltd., China) for 10 min and changed distilled water three times, cover-slipped in a neutral glycerol, and examined with a Hg-lamp for fluorescence excitation using a Zeiss inverted microscope (Axiovert 200, Carl Zeiss, USA).




Brain Aβ Enzyme-Linked Immunosorbent Assay (ELISA)

Brain tissues were homogenized in PBS containing 1% SDS and a protease inhibitor cocktail (Roche), and were centrifuged at 10,000 g for 1 h at 4°C. Then, the supernatant was collected as SDS-soluble fraction. In the meantime, the pellets were resuspended and homogenized in 70% formic acid. After centrifugation, the supernatant was collected as the formic-soluble (insoluble) fraction and neutralized with 1 M Tris buffer (pH = 11). Aβ1–40 and Aβ1–42 levels in the brain were determined using Aβ1–40 and Aβ1–42 ELISA kits purchased from the Jiancheng Bioengineering Institute (Nanjing, China) according to the manufacturer’s instructions. The protein concentrations of supernatant were tested using a commercial bicinchoninic acid (BCA) kit (Beyotime Biotechnology, Hangzhou, China) and the normalized amounts of Aβ were expressed as pg/mg of protein.



Malonaldehyde (MDA) Contents in the Plasma and Brain

The MDA content level in the plasma and brain were measured using a commercial kit (Jiancheng Bioengineering Institute, Nanjing, China) according to the manufacturer’s instructions. Brain tissues were homogenized in PBS and centrifuged at 3,000 rpm for 20 min at 4°C. The supernatant was collected and stored at −80°C until use.



The Cyclic Adenosine Monophosphate (cAMP) Assay

Cyclic adenosine monophosphate (cAMP) levels in the hippocampus were measured using commercial ELISA kits (Elabscience Biotechnology Co., Ltd, China). Mice hippocampus tissues were homogenized in PBS, and then the homogenates were centrifuged at 5,000 g for 15 min at 4°C to remove the particles. The protein concentrations of supernatant were tested using BCA Protein Assay Kit and the cAMP levels were expressed as pmol/mg protein.


Western Blot

Western blot analysis was conducted as described previously (Guo et al., 2015). Protein extraction kit was purchased from KeyGEN BioTECH, Co., Ltd. (Jiangsu, China). The protease inhibitor, phosphatase inhibitor and PMSF were added into RIPA buffer before homogenizing the brain tissues. Protein concentrations were measured using a BCA Protein Assay Kit, and equal amounts of protein (40 μg) were separated by sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) and then transferred onto polyvinylidene difluoride (PVDF) membranes (Millipore, Billerica, MA). PVDF membranes were blocked with 5% skim milk at room temperature for 1 h to avoid nonspecific binding and immunoblots were incubated overnight at 4°C with primary antibodies. The primary antibodies we used in this study are listed in Table 1. After primary antibody binding, horseradish peroxidase-conjugated secondary antibodies were incubated for 1 h at room temperature. Blots were developed by the ECL method, and band intensities were quantified using ImageJ Software.


TABLE 1. Antibodies and conditions used for Western blot analyses.
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Statistical Analysis

All data are expressed as the mean ± SEM. Student’s t-test or analyses of variance (ANOVA) with a post hoc Tukey’s test were used to determine statistical differences, and P values < 0.05 were considered statistically significant. Statistical analyses were performed using GraphPad Prism 6.0 (GraphPad Software, Inc., La Jolla, CA, USA).





RESULTS


Identification of Fatty Acids in RJ Samples

10-HDA, 10-HDAA and SEA are the main RJ acids, and they were quantified by GC analysis in this study (Figure 1). The percentage of 10-HDA in the RJ was 4.87%, which showed that the RJ used in the present study was of qualified quality.
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FIGURE 1. Gas chromatography (GC) chromatography of the lyophilized royal jelly (RJ) powder. Peaks: (1) methyl 4-hydroxybenzoate; (2) 10-hydroxydecanoic acid (10-HDAA); (3) trans-10-hydroxy-2-decenoic acid (10-HDA); and (4) Sebacic acid (SEA).





RJ Ameliorates Cognitive Deficits in APP/PS1 Mice

In the acquisition trial, mice in the Wt group and WtRJ group could find the submerged platform by a well-organized trajectory after 5 days of training. However, the path tracking of Tg mice was relatively random and disorganized compared with Wt mice. After oral administration of RJ for 3 months, the mice in the TgRJ group had shorter path lengths and selective search tracking, which demonstrated that the memory and learning functions of Tg mice were greatly improved (Figure 2A). The average search times to find the hidden platform (escape latency) of each group during six consecutive days were recorded. As shown in Figure 2B, RJ treatment could shorten the search time of Tg mice and there were significant differences on day 5 and day 6 between the Tg group and TgRJ group (P < 0.01). On day 6, the escape latency of the TgRJ group was significantly decreased by 50% compared with the Tg group. In addition, the area under each curve was calculated for quantification of the memory function. The AuC-latency in the Tg group showed a remarkable increase compared to the control values. Compared with the Tg group, a significant decrease in the AuC-latency was observed in the TgRJ group (P < 0.01), suggesting that RJ treatment for 3 months could improve memory and learning functions in APP/PS1 mice (Figure 2C). In the probe trial, the percent of time spent in the target quadrant represents the memory retention of the hidden platform location. RJ treatment for 3 months significantly improved memory retention in APP/PS1 mice (Figures 2D,E).
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FIGURE 2. RJ treatment rescued impaired learning and memory function in APP/PS1 mice in the Morris Water Maze (MWM) test. (A) Representative path tracking in the acquisition trial with a hidden platform. (B) Escape latency in the MWM test plotted against the training days. Data are presented as the mean ± SEM. *P < 0.05, **P < 0.01 compared to the Tg group. (C) The area under the curve (AuC) of the escape latency was calculated for statistical comparison. (D) Representative path tracking in the probe trial without a hidden platform. (E) The percentage of searching time that mice of each group spent in the target quadrant where the platform was located on days 1–6. n = 6–10 mice per group. Data are presented as the mean ± SEM. *P < 0.05, **P < 0.01, n.s. non-significant.



The step-down passive avoidance test was carried out the day after the MWM test. The average number of errors in the Tg group was higher than in the Wt group (P < 0.05). Moreover, 3 months of oral administration of RJ in APP/PS1 mice significantly reduced the number of errors by more than 3 times (P < 0.05; Figure 3A). RJ treatment could reverse the memory function of APP/PS1 mice as reflected by an increased step-down latency (P < 0.01; Figure 3B). In addition, there was no difference in the number of errors and step-down latencies between the Wt group and WtRJ group (P > 0.05).


[image: image]

FIGURE 3. Effect of RJ on the step-down passive avoidance test in APP/PS1 mice. (A) The error frequency to step down from a platform after electric shock. (B) The latency of the step-down response onto the grid floor 24 h after the training. n = 6–10 mice per group. Data are presented as the mean ± SEM. *P < 0.05, **P < 0.01, n.s. non-significant.





RJ Reduces the Aβ Burden in the Hippocampus and Cortex of APP/PS1 Mice

In the SDS-soluble fraction, RJ-treated APP/PS1 mice had significantly less Aβ than the Tg group (P < 0.01). The level of Aβ in the brain homogenates of the TgRJ group was reduced by 25% for soluble Aβ40 and 40% for soluble Aβ42 compared with the Tg group levels (Figure 4A). The reduction of RJ on insoluble Aβ levels was more pronounced than the effect on soluble Aβ levels, and the insoluble Aβ40 and Aβ42 levels were reduced by approximately 60% in the TgRJ group (P < 0.01; Figure 4B). The amount of insoluble Aβ was much more than the amount of soluble Aβ in the brain of APP/PS1 mice, illustrating that insoluble Aβ is the main form of aggregated Aβ. IHC staining of Aβ also showed that RJ could inhibit the progression of AD by reducing the total area and number of SPs both in the cortex and hippocampus (Figures 4C–G). Western blot and thioflavin-T staining were carried out to further corroborate these findings (Supplementary Figure S2).
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FIGURE 4. RJ treatment reduced the brain Aβ burden of APP/PS1 mice. (A,B) The levels of SDS-soluble and -insoluble (formic acid soluble) Aβ were measured using enzyme-linked immunosorbent assays (ELISAs). (C) The Aβ plaques in the cortex and hippocampus were estimated after immunohistochemical (IHC) staining with the Aβ antibody (B-4), the number of plaques per view (D,E; cortex, 20× magnification; hippocampus, 40× magnification) and proportions of the positive area (F,G) were calculated, three sections per animal. Scale bar = 200 μm. The arrows point out the representative senile plaques (SPs). Data are presented as the mean ± SEM. *P < 0.05, **P < 0.01, n.s. non-significant. (H–L) Immunoblot analysis of β-secretase (BACE1), insulin-degrading enzyme (IDE), neprilysin (NEP) and lipoprotein receptor-related protein-1 (LRP-1) in the brain homogenates. n = 6–10 mice per group. Data are presented as the mean ± SEM. *P < 0.05, **P < 0.01, n.s. non-significant.



To investigate the potential mechanisms responsible for the effect of RJ on Aβ, we examined the expression of BACE1, IDE, NEP and lipoprotein receptor-related protein-1 (LRP-1) using Western blot. The expression of BACE1 was remarkably elevated in the brains of the Tg group compared with the Wt group levels (P < 0.01). RJ decreased the expression of BACE1 in the brain homogenates of APP/PS1 mice (P < 0.05; Figures 4H,I). Additionally, IHC staining of BACE1 also showed that RJ reduced BACE1 expression by 44% in the cortex (P < 0.01) and by 24% in the hippocampus (P < 0.05; Supplementary Figures S3A–C). Regarding Aβ-degrading enzyme IDE, RJ treatment upregulated IDE expression at a significant level when compared with the Tg group (Figures 4H,J), and this result was confirmed by IHC staining of IDE (Supplementary Figures S3D–F). However, the expression of another Aβ-degrading enzyme, NEP, was not increased after RJ treatment (Figures 4H,K). The levels of Aβ transport receptors across the blood-brain barrier (BBB), low-density LRP-1 was also measured. LRP-1 expression in the Tg group was significantly decreased compared with the Wt group (P < 0.01), and RJ upregulated the protein expression of LRP-1 in the brain homogenates of APP/PS1 mice at a significant level (P < 0.05; Figures 4H,L). These results suggested that RJ may reduce the deposition of Aβ in APP/PS1 mice by regulating the production, degradation and clearance process. There was no difference in BACE1, IDE, NEP and LRP1 expression between the Wt group and the WtRJ group (P > 0.05).



RJ Ameliorates Oxidative Stress in APP/PS1 Mice

Oxidative stress makes a significant contribution to neurological deterioration, and oxidative damage to lipids, proteins and DNA in the central nervous system occurs in patients suffering from AD (Mancuso et al., 2010). Several lines of investigation have revealed that RJ is a potent anti-oxidative agent (Guo et al., 2009). MDA serves as a sensitive index for evaluating the oxidative stress response and was used as a marker for lipid peroxidation in the brain (Kowalczuk and Stryjeckazimmer, 2002). To determine the effect of RJ on oxidative stress, we tested the MDA levels both in both the plasma and brains of mice. The results showed that the MDA levels in the plasma and brains of the Tg group were significantly increased compared with the Wt group levels, and RJ substantially blunted this increase (Figure 5).
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FIGURE 5. RJ treatment decreased malonaldehyde (MDA) levels in the plasma (A) and brains (B) of APP/PS1 mice. n = 6–10 mice per group. Data are presented as the mean ± SEM. **P < 0.01, n.s. non-significant.





RJ Inhibits Neuronal Apoptosis in the Hippocampus of APP/PS1 Mice

Previous studies reported that oxidative stress plays a critical role in neuronal apoptosis (Jiang et al., 2016). Immunofluorescence staining was used to explore whether RJ could alleviate neuronal apoptosis in the hippocampus of APP/PS1 mice. Our results showed that the protein expression of cleaved caspase-3 in the hippocampus of APP/PS1 mice was significantly increased compared with the Wt group but was decreased by RJ treatment (Figure 6A). Neuronal apoptosis was also determined by Western blots, we assessed the expression levels of pro-apoptotic markers including p-Jun N-terminal kinase (JNK), cleaved caspase-3, cleaved caspase-9, bax and the anti-apoptotic marker bcl-2 in the hippocampus of mice. According to our results, RJ treatment could suppress the activation of caspase-3 by inhibiting the phosphorylation of JNK and downregulating the bax/bcl-2 ratio (Figures 6B–F). However, RJ has no effect on the protein expression of cleaved caspase-9 (P > 0.05; Figures 6B,D).
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FIGURE 6. RJ treatment inhibited neuronal apoptosis in APP/PS1 mice. (A) Immunostaining of cleaved caspase-3 protein in the hippocampus was performed with a specific primary antibody, and fluorescence was developed using Alexa 594-conjugated anti-rabbit secondary antibody. Scale bar = 40 μm. (B–F) The expression of p-Jun N-terminal kinase (JNK), bax, bcl-2, cleaved caspase-9 and cleaved caspase-3 in the hippocampus of mice was detected by Western blot. n = 6–10 mice per group. Data are presented as the mean ± SEM. *P < 0.05, **P < 0.01, n.s. non-significant.





Effect of RJ on the cAMP/PKA/CREB/BDNF Pathway in the Hippocampus of APP/PS1 Mice

To investigate the effect of RJ on the cAMP/PKA/CREB/BDNF pathway in the hippocampus of APP/PS1 mice, we examined the changes in cAMP, p-PKA, t-PKA, p-CREB, t-CREB and BDNF protein expressions via ELISA and Western blot assays. Our results showed that, compared with the Wt group, cAMP, p-PKA, p-CREB and BDNF levels were significantly decreased in the Tg group. However, 3 months treatment with RJ remarkedly stimulated this pathway by increasing cAMP, p-PKA, p-CREB and BDNF levels without changing t-PKA and t-CREB levels (Figure 7).


[image: image]

FIGURE 7. RJ treatment stimulated the cAMP/PKA/CREB/BDNF pathway in the hippocampus of APP/PS1 mice. The protein expression levels of cAMP, p-PKA, PKA, p-CREB, CREB and brain-derived nerve factor (BDNF) were examined using Western blot (A–E). n = 6–10 mice per group. Data are presented as the mean ± SEM. *P < 0.05, **P < 0.01, n.s. non-significant.






DISCUSSION

APP/PS1 mice were structured based on Aβ pathology, learning-memory deficits accompanied by detectable cerebral Aβ at 4 months, significant amyloidosis at 6–7 months, and further aggravates pathology at 10 months (Blanchard et al., 2003; Jankowsky et al., 2004). Hence, in the present study, 10-month-old APP/PS1 mice were used as AD models. We conducted MWM test after 2 months of administration RJ and the results showed that spatial learning and memory functions were impaired in APP/PS1 mice, which was in accordance with previous studies (Liu et al., 2014). However, the learning and memory functions of RJ-treated APP/PS1 mice showed no significant improvement compared with saline-treated APP/PS1 mice (Supplementary Figure S4). Thus, we prolonged the RJ-treated time to 3 months. The hippocampus, entorhinal cortex and cingulate cortex are three important areas for spatial memory function and transformation of short-term memory to long-term memory, and damage in these regions is associated with memory loss in AD (Khan et al., 2014; López et al., 2014; Chang et al., 2016). Thus, it is possible that RJ exerts a protective effect on learning and memory functions by inhibiting or repairing hippocampal and cortical lesions in AD brains.

The hippocampus and cortex are vulnerable to damage in the brains of AD patients, and this damage can lead to pathologic changes (Fjell et al., 2014). In view of this, we conducted IHC staining to explore whether RJ could work against the deposition of Aβ in the hippocampus and cortex of AD brains. In line with the behavioral studies, we observed that RJ-treated APP/PS1 mice had significantly less Aβ deposition than vehicle-treated APP/PS1 mice both in the hippocampus and cortex. The imbalance of Aβ production and degradation is an important causative factor in AD progression (Zhu et al., 2013). In this light, we examined the APP proteolytic pathway, the Aβ catalytic pathway and the Aβ transportation pathway in this study. Interestingly, our results showed that the protective effect of RJ could be partly attributed to the increased levels of LRP-1. This result is particularly significant as the efflux transport of Aβ across the BBB is the most crucial prerequisite to Aβ clearance (Erickson and Banks, 2013). In future studies, we will use LRP-1 knockout APP/PS1 mice to completely clarify the role of LRP-1 in the RJ-induced clearance of Aβ. BACE1 and γ-secretase are needed for the amyloidogenic pathological processing of APP to generate Aβ fragments (Willem et al., 2015). Our results showed that the expression of BACE1 was greatly increased in APP/PS1 mice compared with Wt mice. However, it has been reported that there are no differences in the production rate of Aβ in the brains of AD patients and cognitively normal controls (Mawuenyega et al., 2010). Our results led to the hypothesis that γ-secretase may be the rate-limiting enzyme and its expression may remain unchanged in APP/PS1 mice when compared with wild-type mice. The underlying mechanisms of this divergence need further exploration.

Aβ strongly correlates with oxidative stress-related pathology, including cellular dysfunction and death, and subsequent cognitive impairment. Oxidative stress increases the amount of APP and then further aggravates AD pathology (Jiang et al., 2016). This study verified that oxidative stress is a therapeutic target of RJ in AD. AMP N1-oxide, a unique compound not found in natural products other than RJ, has important neurothropic activity in brain function. It could induce the generation of neurites and inhibit cell growth through adenosine A2A receptor-mediated protein kinase A (PKA) signaling and potentiate the development of astrocytes (Hattori et al., 2010a). Additionally, 10-HDA could easily cross the BBB and exert unique neuromodulatory activity due to its smaller size. Importantly, 10-HDA initiates neurogenesis by neural stem/progenitor cells (Hattori et al., 2007a). Thus, one hypothesis is that AMP N1-oxide and 10-HDA are active components in RJ that alleviate cognitive deficits and Aβ accumulation in the APP/PS1 mouse model. In AD brains, activation of c-JNK has been demonstrated in neurons and dystrophic neurites (Shoji et al., 2000). It has been described that JNK signaling induces activator protein (AP)-1-dependent Bax and caspase activation, which results in neuronal apoptosis (Putcha et al., 2003). Inhibition of the JNK pathway significantly reduced the toxicity attributable to Aβ. Our results showed that RJ inhibited JNK-induced neuronal apoptosis, which may be a mechanism underlying the ameliorative effect of RJ on cognitive deficits.

Previous studies reported that cAMP signal transduction is disrupted in AD brains, and cAMP signal transduction disruption is responsible for memory impairment and neuronal loss (Yamamoto et al., 2000). Decreased cAMP levels inhibit the activation of PKA, followed by reduced levels of phosphorylated cAMP response element binding protein (CREB). BDNF, a downstream gene mediated by CREB, is a neurotrophin with well-established properties of promoting neuronal survival (Chen et al., 2017). Aβ at a sublethal concentration downregulates the BDNF signaling in cultured cortical neurons (Tong et al., 2004). Additionally, preclinical reports have described that AD transgenic mouse models show decreased cortical BDNF expression (Peng et al., 2009). Changes in BDNF levels may lead to cognitive deficits (Nieto et al., 2013). Thus, it is possible that RJ alleviated cognitive dysfunction and neuronal apoptosis by elevating BDNF levels. cAMP plays an important part in the immune process, and the imbalance of cAMP in inflammatory cells leads to inflammatory disorders (Aronoff et al., 2004). Certain inflammatory mediators are potent drivers of AD (Wyss-Coray, 2006). Therefore, increased cAMP levels not only promote BDNF expression but also alleviate neuroinflammation, which may underlie RJ’s protective effect on cognitive function. G protein-coupled receptors (GPCRs) are a superfamily of cell surface receptors. The rhodopsin family of GPCRs represent approximately 85% of the GPCR superfamily. The adenosine receptor consists of four subtypes (A1, A2A, A2B, and A3) whose role is primarily to regulate cAMP accumulation in a wide variety of tissues (Prosser et al., 2017). AMP N1-oxide, a unique compound of RJ, elicited neuronal differentiation of PC12 cells through adenosine A2A receptor-mediated PKA signaling (Hattori et al., 2007b). Thus, we made a preliminary speculation that the unregulation of cAMP pathway may be supported by A2A signal-mediated activation of CREB.

In summary, our data demonstrate that RJ substantially improved cognitive deficits and reduced SPs of APP/PS1 mice via stimulation of the cAMP/PKA/CREB/BDNF pathway and inhibition of neuronal apoptosis. Our findings show that RJ may be a promising medicine for AD and lay the foundation for therapeutic development of AD focusing on natural products.
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Mesoscale cortical activity can be defined as the organization of activity of large neuron populations into collective action, forming time-dependent patterns such as traveling waves. Although collective action may play an important role in the cross-scale integration of brain activity and in the emergence of cognitive behavior, a comprehensive formulation of the laws governing its dynamics is still lacking. Because collective action processes are macroscopic with respect to neuronal activity, these processes cannot be described directly with methods and models developed for the microscale (individual neurons).To identify the characteristic features of mesoscopic dynamics, and to lay the foundations for a theoretical description of mesoscopic activity in the hippocampus, we conduct a comprehensive examination of observational data of hippocampal local field potential (LFP) recordings. We use the strong correlation between rat running-speed and the LFP power to parameterize the energy input into the hippocampus, and show that both the power and non-linearity of collective action (e.g., theta and gamma rhythms) increase with increased speed. Our results show that collective-action dynamics are stochastic (the precise state of a single neuron is irrelevant), weakly non-linear, and weakly dissipative. These are the principles of the theory of weak turbulence. Therefore, we propose weak turbulence a theoretical framework for the description of mesoscopic activity in the hippocampus. The weak turbulence framework provides a complete description of the cross-scale energy exchange (the energy cascade). It uncovers the mechanism governing major features of LFP spectra and bispectra, such as the physical meaning of the exponent α of power-law LFP spectra (e.g., f− α, where f is the frequency), the strengthening of theta-gamma coupling with energy input into the hippocampus, as well as specific phase lags associated with their interaction. Remarkably, the weak turbulence framework is consistent with the theory of self organized criticality, which provides a simple explanation for the existence of the power-law background spectrum. Together with self-organized criticality, weak turbulence could provide a unifying approach to modeling the dynamics of mesoscopic activity.

Keywords: hippocampus, mesoscopic collective action, theta-gamma coupling, kinetic equation, turbulence, spectral evolution, bispectrum analysis, self-organized criticality (SOC)


1. INTRODUCTION

Hebb's (1958) hypothesis that no psychological function can be attributed uniquely to any segment of cortex has the profound implication that cognition emerges from the coordination of activity across all spatial and temporal scales of the brain (Lashley, 1958; Allen and Collins, 2013), and that understanding the brain begins with studying the nature and role of different scales of brain activity.

Temporal scales, defined based on the frequency structure of extracellular recordings (local-field potential, LFP), are typically more accessible to observations. Their relation to spatial scales is not exactly known, but they are assumed to be in a monotonic relation to spatial scales (lower frequencies correspond to larger populations; Buzsáki and Draguhn, 2004). The Fourier spectra of hippocampal LFP recordings cover a frequency range approximately from 0.05 to 500 Hz, with spectra generally decaying as a power law. Two scales ranges are readily identified. The high end of the spectrum, say, f > 200 Hz1 represents the microscale, mainly occupied by action potential activity of single neurons, fast synaptic time constants, ion channel opening and closing, and heat dissipation (energy sinks)2. These processes are generated by microscopic neural units such as individual neurons, pairs of excitatory/inhibitory neurons, or small neuronal sequences (e.g., Lorente de No, 1938). The low end of the frequency spectrum (say, f < 60 Hz) is assumed to represent macroscopic processes encompassing several segments of the brain. For example, the theta rhythm is observed across hippocampus, entorhinal cortex, hypothalamus, prefrontal cortex, and others; e.g., Vertes and Kocsis, 1997; Buzsaki, 2002; Siapas et al., 2005). It is associated with active exploration and REM sleep, and is assumed to provide the temporal structure for the organization of local networks (Green and Arduini, 1954; Green and Machne, 1955; Vanderwolf, 1969; Lisman and Idiart, 1995; Buzsaki, 2002).

In addition to these two scales, cortical activity exhibits an intermediate (meso-) scale (e.g., Freeman, 2000a; Lubenov and Siapas, 2009; Patel et al., 2012; Muller et al., 2018; Zhang et al., 2018), which spans the frequency band 60 < f < 200 Hz, a range of oscillations collectively referred to as the gamma rhythm (Buzsáki et al., 1983; Bragin et al., 1995; Belluscio et al., 2012; Lasztóczi and Klausberger, 2014; Schomburg et al., 2014). Mesoscopic processes have been observed within brain regions associated with higher cognition, such as the neocortex and the hippocampus, that exhibit anisotropic and homogeneous mesoscopic structure3. The monotonic relation between temporal and spatial scales places mesoscopic spatial scales in the order of a few millimeters in rats, suggesting that they represent collective neuronal activity (i.e., synchronized neuronal firing; Buzsáki and Draguhn, 2004)4. Rhythms in the 8–200 Hz range have the spatial structure of propagating perturbations, i.e., waves (Petsche and Stumpf, 1960; Lubenov and Siapas, 2009; Patel et al., 2012, 2013; Muller et al., 2018).

Collective action responds to task behavior and intensity of behavior activity. During spatial exploration, theta and gamma increase their power and develop measurable phase coupling in response to intensity of activity (Whishaw and Vanderwolf, 1973; Morris and Hagan, 1983; Bragin et al., 1995; Chorbak and Buzsaki, 1998; Chen et al., 2011; Ahmed and Mehta, 2012; Kemere et al., 2013; Sheremet et al., 2016; Zheng et al., 2016). This suggests a relation to cognition that is particularly intriguing, because isotropic and homogeneous mesoscopic neuronal structures are the type of environment that would favor collective action over that of microscopic elements. While mesoscopic collective activity could be explained away as a marginally-significant synchronization effect of strongly non-linear microscopic units (Buzsaki, 2006), its strong relation to isotropic and homogeneous networks and its connection to behavior suggest that it might be in fact the function of this type of network. Freeman and Vitiello (2010) hypothesize, citing Lashley (1942), that mesoscale processes reflect the essential cognition step of abstraction and generalization of a particular stimulus to a category of equivalent inputs, “because they require the formation of non-local, very large-scale statistical ensembles (our emphasis)”5.

We therefore conjecture that mesoscopic action plays a crucial role in the integration of brain activity across scales, and that its stochastic character is essential for the fulfillment of this role. This conjecture changes significantly the interpretation of LFP recordings and possibly other observations of of hippocampal activity. For example, rather than attributing special significance to the activity of microscopic elements (like musical scores played by separate instruments), LFP recordings should be interpreted as local observations of a stochastic process representing collective action by mesoscale ensembles involving a large number of microscopic units, in which the precise state of a single unit is irrelevant.

Despite a few brilliant insights into collective action dynamics (e.g., Wilson and Cowan, 1973; Wright and Liley, 1995; Freeman, 2000a, 2006, 2007; Freeman and Vitiello, 2010; Cowan et al., 2016), a consistent theoretical approach to mesoscopic dynamics is missing. It is important to note that, because of the scale separation, mesoscopic and microscopic dynamics are different, therefore the wealth of knowledge accumulated about microscopic physics cannot be directly extended to mesoscopic processes. The notion that theory is scale-dependent is common in physics: macroscopic systems are characterized by state variables and laws that are typically inaccessible directly to microscale theories. An example is Boltzmann's celebrated H-theorem, which introduces the entropy (H) as a new state variable, and elucidates the process through which time-reversible microscopic dynamics begets the macroscopic irreversibility of evolution toward equilibrium (Gibbs, 1902; Khinchin, 1949; Toda et al., 1983; Pathria and Beale, 2011)6.

Here, we propose the theory of weak turbulence as a framework for the description of mesoscopic collective action and its energy balance in the hippocampus. The paper is organized as follows:

(i) In section 2, we discuss briefly data collection and analysis procedures and provide some guidance on reading the bispectral maps used to estimate non-linear coupling between Fourier components of LFP recordings.

(ii) In section 3.1, we examine stochastic features LFP recordings, using second and third order correlators (spectra and bispectra). The goal of this section is to highlight important characteristics of collective action and their dependency on energy input into the hippocampus. This perspective is important because it captures the transformation (ultimately, the time evolution) of the LFP statistical measures, thus providing a dynamical view of mesoscopic activity. In particular, the evolution of energy distribution over spatial or temporal scales is relevant for describing the energy balance of collective action under non-linear interactions.

(iii) Section 3.5 introduces and discusses the theory of weak turbulence as a framework for mesoscopic collective action. Originally formulated for hydrodynamics, the theory of turbulence has expanded in scope through the work of Richardson, Kolmogorov, and Zakharov Richardson (1922), Zakharov et al. (1992), and Kolmogorov (1941) to become the theoretical foundation of physical disciplines ranging from plasma physics, to non-linear optics, Bose-Einstein condensation, water waves, coagulation-fragmentation processes, and many others (Zakharov et al., 1992; L'vov, 1998; Nazarenko, 2011). At the center of the turbulence theory is the study of internal energy processes in non-linear, multi-scale systems with a large number of components. The non-linear character of the system allows for scales to interact, creating the conditions for cross-scale flows of energy and other conserved quantities. Non-linearity implies interaction connects evolution across scales, allowing for a cross-scale flux of energy called the turbulent cascade (Richardson, 1922; Kolmogorov, 1941). The turbulent cascade is the fundamental property defining turbulence.

(iv) In section demonstrate the capabilities of the theory by using the three-wave equations (a simplified, universal non-linear interaction modeling framework) a to re-evaluate the significance of linear and non-linear structure of hippocampal LFP recordings.

(v) The significance of the turbulence theoretical framework for understanding collective action, and its implications for cognition, are discussed in section 4.

Further details of the weak turbulence formalism are given in the Supplementary Material.



2. MATERIALS AND METHODS


2.1. Subjects and Behavioral Training

Rat r539♂-maurer used in this study belongs to a cohort of 4–9 months old Fisher344-Brown Norway Rats (Taconic; see e.g, Zhou et al. 2018 for additional information about the cohort). The methods detailing the collection for these rats have been described in detail elsewhere (Zhou et al., 2018). Briefly, following acclimation to the University of Florida colony, animals were trained to traverse a circular track for food reward (45 mg, unflavored dustless precision pellets; BioServ, New Jersey; Product #F0021). During this time, their body weight was slowly reduced to 85% to their ad libitum baseline. Rats were surgically implanted with a custom single shank silicon probe from NeuroNexus (Ann Arbor, MI), designed such that thirty-two recording sites spanned across multiple hippocampal lamina.For probe preparation instructions and surgical methods, see (Vandecasteele et al., 2012; Zhou et al., 2018).

All behavioral procedures were performed in accordance with the National Institutes of Health guidelines for rodents and with protocols approved by the University of Florida Institutional Animal Care and Use Committee.



2.2. Neurophysiology

Following recovery from surgery, the rat was retrained to run unidirectionally on a circle track (outer diameter: 115 cm, inner diameter: 88 cm), receiving food reward at a single location. Following a few days of circle track running, the rats were trained to run on a digital-8 maze (121 × 101 cm, L × W). During these sessions, the local-field potential was record on a Tucker-Davis Neurophysiology System (Alachua, FL) at ~ 24 kHz (PZ2 and RZ2, Tucker-Davis Technologies). The animals position was recorded at 30 frames/s with a spatial resolution <0.5 cm/pixel.



2.3. Spectral Analysis

The spectral analysis of the LFP in the current study was based on standard techniques used for stationary signals Priestley, 1981; Papoulis and Pillai, 2002. Descriptions of the stochastic estimators, meaning, normalization procedures, as well as how to interpret the bispectral maps, are given in Hasselmann et al. (1963), Rosenblatt and Van Ness (1965), Swami et al. (2001), Elgar (1987), Elgar and Guza (1985), and Sheremet et al. (2016), and many others. Here, we remind the reader the main definitions and terminology.

Assume the LFP recordings g(t) and h(t) are realizations of zero-mean stochastic processes, stationary in the relevant statistics, with Fourier transforms G(fn) and H(fn), n = 1, …, N. The second and third order spectral statistics are estimated using cross-spectrum and bispectrum, defined as
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where the angular brackets denote the ensemble average, the asterisk denotes complex conjugation. We will generally omit the superscript when a single time series is involved. The diagonal [image: image] of the cross-spectrum matrix are power spectra. The coherence and phase lag of time series g and h are the normalized modulus and phase of the cross-spectrum,
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The cross-spectrum matrix provides information about the degree of correlation and phase lags for between different time series; spectra describe the frequency distribution of the variance of processes g and h, i.e., a complete characterization of the average linear structure of the Fourier representation.

The bispectrum provides information about the phase correlations between different frequency components of the same time series (e.g., Sheremet et al., 2016; Kovach et al., 2018). The bispectrum is statistically zero if the Fourier coefficients are mutually independent, i.e., for a linear system, and will exhibit peaks at triads (fn, fm, fn+m) that are phase correlated. The real and imaginary part of the bispectrum are related to the skewness [image: image] (e.g., positive skewness corresponds to sharp barrow peaks and flat troughs) and asymmetry [image: image] (e.g., positive asymmetry corresponds to the front of the wave being steeper than the back, similar to a saw-tooth wave) of the time series g through
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where σ is its standard deviation (Haubrich and MacKenzie, 1965; Masuda and Kuo, 1981). The bicoherence bmn and biphase Φmn are defined in way similar to the coherence and phase lag as the normalized modulus and the argument of the bispectrum, that is
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The bispectrum definition 2 has the following symmetries: 1) Bmn = Bnm; 2) [image: image]; and 3) [image: image], where q = m − n, showing that the information contained in the entire discretized plane (fn, fm) is redundant. Symmetry 1) implies that the bispectral distribution in octants 1 is 2 is symmetric with respect to the first diagonal. Symmetry 2) shows that quadrants 1 and 3 contain equivalent, complex conjugate, information, and the same is true for quadrants 2 and 4. Finally, symmetry 3) shows that octants 1 and 8 contain equivalent information. Therefore, the smallest domain of non-redundant information is octant 1, i.e., the area bounded by the positive frequency axis and the first diagonal (pink in Figure 1). In addition, if the number of frequencies is finite n = 1, … , N, as is the case in all numerical applications (e.g., N = 12 in Figure 1), the bispectrum is only defined in the area below the second diagonal, because fm + fn ≤ fN, hence the triangle appearance of the bispectral plots.
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FIGURE 1. The underlying geometry of a bispectrum plot. The symmetries of the bispectrum (see text) imply that the smallest area in the plans (fn, fm) containing non-redundant information is the first octant, the solid angle between the the f1 axis and first diagonal. Because the bispectrum is computed using discretized frequencies, it is defined only at points (fm, fn) with n, m = 1, … , N (blue dots; N = 12 here). Because fm + fn ≤ fN, the triads of the type [image: image] can only be constructed for m + n ≤ N, hence the triangular shape of the bispectral domain. If the bicoherence exhibits a peak (e.g., the red circle) the triad of modes that are phase coupled can be identified as the coordinates of the peak, together with the intersection between the horizontal axis and a parallel to the second diagonal passing through the peak (red arrows).





2.4. LFP Power

Because the quantity measured by LFP observations is the potential of the electromagnetic field generated by the synaptic pulses, the spectral distribution of LFP variance (i.e., LFP spectral density integrated over some frequency interval) is proportional to the energy of the electromagnetic field per unit volume. Indeed, if the LFP time series g(t) is a zero-mean, weakly non-linear stochastic process, stationary in the second order statistics (Priestley, 1981; Percival and Walden, 2009), one can show that the discrete Fourier representation has the property
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where [image: image] is the variance of Fourier mode n, an is its amplitude, [image: image] is the spectral density (Equation 1), and Δf is the frequency band width. The mean energy per unit volume of an electromagnetic wave with the amplitude of the electric potential g is w = εg2, where ε is the dielectric constant of the medium (e.g., Pollack and Stump, 2002; Nolting, 2016). The energy per unit volume of a stochastic electromagnetic field is therefore
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In other words, the amplitude squared of the Fourier components of the LFP are proportional to the energy stored in the unit volume by that particular Fourier component. A large number of algorithms have been developed for estimating for second- and higher-order statistics (power spectral density, bispectra, skewness, asymmetry, etc) of such processes. The analysis of the LFP in the current study was based on standard techniques used for variance-stationary signals (Priestley, 1981; Papoulis and Pillai, 2002) as previously described in Sheremet et al. (2016).



2.5. Numerical Implementation

All data analysis was performed in Matlab® (MathWorks, Natick, MA, USA) using in-house developed code, as well as code imported from the HOSAtoolbox (Swami et al., 2001) for higher order spectral analysis.

Hippocampal layers were determined from the location of current sources and sinks derived on ripple and theta events, gamma power, and the polarity of the sharp-wave (Buzsáki, 1986; Buzsáki et al., 1986; Bragin et al., 1995; Ylinen et al., 1995; Lubenov and Siapas, 2009; Fernández-Ruiz et al., 2017). Details are given in Zhou et al. 2018.

The rat speed was calculated as the smoothed derivative of position. Raw LFP records sampled at 24 kHz (Tucker-Davis system) were pre-processed by applying a 2-kHz low-pass filter and divided into segments of 2048 time samples (approx. 1 s). Spectra and bispectra were classified by speed by averaging the speed over each of the 1-s LFP segments.

The dynamical and kinetic three-wave equations were integrated using the ODE solvers provided by Matlab®. The implementation is trivial, therefore, to save space, the codes are not provided. The authors will, however, gladly share them upon request.




3. RESULTS


3.1. Observations: Collective-Action Response to Behavior

The relationship between rat speed and theta and gamma power (Whishaw and Vanderwolf, 1973; Morris and Hagan, 1983; Chen et al., 2011; Ahmed and Mehta, 2012; Kemere et al., 2013; Zheng et al., 2015) is easily observable for speeds roughly above 5 cm/s (e.g., Figure 2). While low speeds, say < 3 cm/s may represent behavior uncorrelated to movement (Zhou et al., 2018), higher speeds exhibit a monotonic correlation with the power of hippocampal activity (firing rates of hippocampal and entorhinal neurons increase with speed; McNaughton et al., 1983; Rivas et al., 1996; Shen et al., 1997; Hirase et al., 1999; Maurer et al., 2005; Kropff et al., 2015). This observation provides a monotonic ordering of LFP statistics, with speed playing the role of an order parameter. Because of the relation is monotonic, the expression “evolution with speed” may be used unambiguously for “change as speed increases” (similar to the standard expression “time evolution” for change as time the time parameter increases). A relation to time exists, since speed itself is fundamentally a function of time: for example, an nominal increase of the speed parameter is in fact associated with time instances of acceleration.
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FIGURE 2. Joint probability density function for LFP variance (LM) and rat speed, for rat r539♂-maurer. The dashed line is a best-fit analytical expression [image: image], with a = 0.18 and b = − 0.04. Dots represent individual realizations (1-s time segments of the LFP recording, section 2). The relation between variance and speed follows the Weber-Fechner law of stimulus perception (Fechner, 1860; Weber, 1860).



For simplicity, we limit the data used here for illustration to a single representative source, rat r539♂-maurer. A discussion of the consistency of theses trends across the available, small (but growing) population of rats is presented elsewhere (Sheremet et al., 2018; Zhou et al., 2018).



3.2. Variance Spectra as a Function of Speed

Here, we examine estimates of spectral density of LFP traces recorded in the str. pyramidale (CA1.pyr), radiatum (CA1.rad), lacunosum moleculare (LM) and upper blade of the dentate gyrus (DG), indexed by rat speed.

Spectral densities show a weak, but significant variability as a function of speed and layer (Figure 3). At lowest discernible speeds (v [image: image] 3 cm/s), all hippocampal layers exhibit non-trivial baseline, lowest-variance spectrum, that can be characterized in general as having a power-law shape f−α over the entire range of approximately 6–300 Hz, with the exception of the DG layer, which exhibits a two-slope shape with a break point in the neighborhood of 50 Hz. The absolute value α of the power-law exponent is loosely referred to as “spectral slope”. In the CA1 layers the spectral slope is α ≈ 2 with slight variations (Figure 3). In the DG, the slope of the lower frequency range f [image: image] 50 Hz visibly smaller, α ≈ 1. At high speeds (v > 15 cm/s), the theta rhythm and its harmonics dominate the lower frequency band of the spectrum, and low-power peak appears in the gamma range between 50 Hz and 120 Hz. Overall, the slope of the spectrum decreases. The CA1 layers have similar slopes 1.4 < α < 1.7, with the DG layer again standing out at α ≈ 0.7. The power in the high-frequency tail of the spectrum (f > 200 Hz) also increases significantly. In agreement with prior research (Bragin et al., 1995), the CA1.pyr layer shows the least energetic gamma range of all the layers examined.
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FIGURE 3. Power spectral density as a function of rat and hippocampal layer for low (red) and high rat speed (blue). The logarithmic representation used in this figure is useful for detecting frequency intervals where the spectrum follows a power law of the form [image: image], because in this representation of the the relation S(f) becomes linear, e.g., [image: image]. The absolute value α of the exponent is loosely referred to as “spectral slope.” Dashed lines (offset for better visibility) represent power laws shapes f−α that approximately match the observed spectra for 6Hz < f < 50Hz. Low-speed spectral slopes are [image: image], [image: image], [image: image], and [image: image]. High-speed spectral slopes are [image: image], [image: image], [image: image], and [image: image]. Data was produced from rat r539♂-maurer.



Details of the variability of hippocampal LFP spectra with speed are shown in Figure 3 for seven speed intervals. According to Figure 2, speed ordering is statistically equivalent to ordering by total LFP variance. The spectra are normalized by dividing them by f−α, using the high-speed slopes 1.4, 1.7, 1.7, and 0.7 for CA1. Pyr, CA1.Rad, LM, and DG, respectively. The normalization reduces the spectra to ≈ 1 in the frequency range where it agrees to the power law, and highlights spectral peaks. Although the ordering parameter is total variance, the spectra show a remarkable monotonic ordering in all frequency bands, with the exception of the highest two speed intervals, where the evolution stagnates and perhaps reverses slightly. The normalization re-scaling highlights several features of the evolution as a function of speed. The spectra in all layers tilt as energy increases (e.g., the LM slope changes from 2.1 to 1.7). Theta and its harmonics become dominant in the low-frequency range: four peaks at multiples of 8 Hz may be seen clearly in the CA1.Pyr and DG spectrum, perhaps three in the CA1.Rad and LM spectra. Also remarkable is the peculiar way the gamma range evolves: rather than developing some broad peak in 50–120 Hz range, the gamma range growth seems to result from the s ≈ 1 domain (where s is the normalized spectrum) progressively extending into the higher frequency range, while a “bump” develops in the neighborhood of f ≈ 100 Hz. This evolution is suggestive of a “front” of energy that propagates “against some resistance” toward higher frequency. This type of evolution may be seen in all layers. Although one might expect slight differences between acceleration and deceleration states for the same speed, these are negligible (data not shown). Therefore, the classification by speed does not differentiate between acceleration sign: the transition, say, between 10 cm/s and 20 cm/s may includes both acceleration and deceleration. Thus, the transition process described by Figures 2, 4 (and also below) is reversible, therefore quasi-stationary: all states described by these spectral may be assumed quasi-equilibrium states (in other words, imagining this evolution as a number of time steps, the transition between different steps is slow enough to allow the system to reach equilibrium and every step). This is consistent with the ability of the rat to control its speed. We will return to these ideas below.
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FIGURE 4. Normalized LFP spectrum estimated for CA1.pyr, CA1.rad, LM, and DG layers as a function of speed. Frequency spectra are normalized by dividing them by the corresponding power law, i.e., [image: image], where S is the power spectrum, s is the normalized spectrum, and f0 = 48 Hz. The dependency of the LM gamma band on speed has the appearance of a spectral “front” moving to the right (red arrow), as it steepens and develops a peak. A similar behavior may be seen in all layers. Note that because the limits of vertical axes for the LM and DG layers (lower panels) are different, the spectral front appears to be weaker in the DG layer than in the LM layer. In fact, at the gamma peak (around 80 Hz, lower panels in Figure 3) the spectral densities grow by remarkably similar factors (≈ 3).





3.3. Higher-Order Spectra as a Function of Speed

Higher-order spectra provide information about cross-frequency coupling. The bispectrum, the lowest order (and hence, the most “accessible” such estimator) has been used for a long time in wave dynamics (Hasselmann et al., 1963; Rosenblatt and Van Ness, 1965; Coppi et al., 1969). The relationship between its structure and third order statistics of the time series is well-understood (e.g., Haubrich and MacKenzie; Masuda and Kuo; Elgar; for bispectral definitions and terminology, see section 3.3). Although bispectral analysis is not common in neuroscience, recent work (Kovach et al., 2018) has shown that similar, widely used estimators for phase-amplitude and amplitude-amplitude coupling are, in fact, particular implementations of bispectral estimators (containing additional restrictive assumptions that make them susceptible to misinterpretation; e.g., Hyafil, 2015). To save space, we discuss only low (v < 10 cm/s) and high (v > 35 cm/s) speed levels; intermediate levels (not shown) represent a relatively smooth transition between these two limits. Because of the substantial difference in dynamics between CA1 and DG, we confine our discussion of bispectra to the LM layer.

As previously reported (Sheremet et al., 2016), bispectral estimates also show significant variability with rat speed. Low-speed bispectra are statistically zero (Gaussian) overall (Figure 5). The bicoherence exhibits a weak peak at (fθ, fθ, 2fθ), corresponding to the phase coupling between theta (fθ ≈ 8 Hz) and a relatively broad band around its 2fθ harmonic (see arrow, Figure 5A, bicoherence). The phase of the harmonic band is in part in opposition and part in quadrature with theta (see transition red to blue in Figure 5, biphase), thus contributing overall to negative skewness of the LFP (peak is negative in 5a, skewness), but positive asymmetry (5a, asymmetry; see definitions in section).
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FIGURE 5. Normalized bispectrum (Equation 5) for the LM layer. The bicoherence is blanked below 0.1 (with 300 DOF, zero-mean bicoherence is < 0.1 at 95% confidence level; Haubrich and MacKenzie, 1965; Elgar and Guza, 1985).



In contrast, high speed activity show rich phase-coupling structures, involving theta and gamma (Figure 5B). One may separate two frequency regions corresponding to the coupling between theta and its harmonics, and theta and gamma. The picture of the coupling between theta and its harmonics agrees with the spectral evolution (Figure 3) and previously reported results (Sheremet et al., 2016). The bicoherence exhibits significant levels of phase coupling, reaching as high as (5fθ, fθ, 6fθ), (3fθ, 2fθ, 5fθ), and (3fθ, 3fθ, 6fθ). The relationship between harmonics and theta is quite diverse, with some harmonics contributing to LFP skewness, and others only to LFP asymmetry. For example (Figure 5B, skewness and asymmetry), the coupling (fθ, fθ, 2fθ) generates both negative skewness and positive asymmetry, while (2fθ, 2fθ, 4fθ) results in negative asymmetry only. Theta-gamma coupling is prominent at high speed, engaging theta harmonics, and contributing strongly to negative skewness (Figure 5B).



3.4. Summary of Observations

Our observations show that sorting LFP epochs by speed provides an efficient classification device that produces remarkably well-ordered spectra and bispectra. As summarized in Figure 6, with increased speed the total LFP power increases, as well as the power in the theta and gamma bands. The power in the theta band grows overall by a factor of 4 at a relatively steady rate as a function of speed, while gamma grows by about a factor of 2 and seems to plateau. Phase coupling (as measured by the bicoherence integrated over the theta/harmonics and theta/gamma frequency domains) shows a steady growth as a function of speed, accelerating at high speeds. Spectral slopes (α) decrease, consistent with an accumulation of energy in the gamma range; and phase coupling involving theta and gamma increases.
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FIGURE 6. The evolution with speed of LM theta power (upper left); gamma power (upper right; note the different units); phase coupling of theta and its harmonics (lower left, blue); phase coupling of theta and gamma (lower right, red). The phase coupling measure is the bicoherence integrated over the area of the rectangles shown in the lower-right panel (same colors as in lower-left panel). Because the bicoherence is normalized, the units of the phase coupling measure are arbitrary. In upper panels, the red line is a moving average, included to highlight the evolution trend.



The process of evolution with speed is reversible. Recall that we refer to evolution as change with increased speed, therefore the “reverse” process is the transformation corresponding to decreasing speed. The reverse process appears to converge as v → 0 (v is speed) toward a limiting, “background” state. Ignoring for now other forms of activity not taken into account here, the background state represents “inactive” behavior, whereas the active state would be associated with significant speed levels. This hypothetical background has some remarkable properties. Although its spectrum decays faster than any active-state spectrum (higher slope α), it still contains significant power (in Figure 2, about [image: image] of the most active state). In addition, the LFP is nearly Gaussian, i.e., exhibits overall no phase coupling (ignoring the weak theta signal).

The evolution with speed of hippocampal power distribution over scales is strongly suggestive of cross-scale energy exchanges, statistically directed from low to high frequencies (from large to small scales). Cross-scale energy transfers can only result from non-linear interaction between scales; however, there is no obvious reason for a statistically preferential direction of transfer, unless the physical system is perturbed in a way that forces a certain internal exchange. The apparent direction of the cross-scale energy flow is consistent with the system receiving energy at the large scales (low frequency end) and losing energy at the small scales (high frequency end). The collapse, in the range f < 12 Hz, of the background spectrum as theta itself progressively concentrates all spectral power suggests that the background spectrum is not associated with the energy input and represents a completely different process, replaced at large scale by theta during task behavior. This shift and the considerable increase in theta power are consistent with theta playing an important part in the energy input process (please see next section for further discussion).

In our observations, the evolution of the scale distribution of LFP power and non-linearity exhibits some obvious, yet unexplained features. Why do spectral slopes change? Why does phase coupling develop? Why does theta develop harmonics, but gamma does not, coupling instead to theta? How is the collective action energy balance related to the background spectrum?



3.5. The Weak Turbulence Framework

Figure 7 compares side by side the standard conceptual model of turbulence with a schematic of observed hippocampal LFP evolution with energy input (speed).
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FIGURE 7. Left: The turbulence model. Energy is introduced into the system at the forcing scale (blue) is separated from the dissipation scale (red) by a “transparent” inertial range (white), largely free of forcing and dissipation. Non-linear interactions generate a cross-scale energy flux (cascade) from the source to the sink. Gray curves show the possible evolution of the spectrum toward stationary state, if initially the inertial range contains no energy. The stationary spectrum (purple) corresponds to a constant spectral flux of energy across the inertial range. A “bottleneck” in the spectral flux capacity at small scales may cause an accumulation of energy (spectral bump) at larger nearby scales. The axes are in logarithmic scale. Right: A schematic of the observed spectral evolution, interpreted in a way similar to turbulence. The light-colored spectrum is the background, corresponding to low activity (speed), and representing the self-organized critical (SOC) state. Increasingly dark lines represent the spectral shape at increasing intensity of activity (speed). The low-frequency peaks represent the theta rhythm and its harmonics (marked collectively as “theta”). A feature similar to the turbulent spectral front is observed in the gamma range. A spectral bump similar to a bottleneck (e.g., L'vov et al., 2007; Meyers and Meneveau, 2008; Proment et al., 2009; Nazarenko, 2011, see note in the text) is observed in the high-frequency gamma range.



The main focus of the turbulence theory is the internal energy7 balance in a non-linear, multi-scale physical system whose scales interact and exchange energy (Figure 7, left). If the energy source and sink of the system are well-separated in scale, for example, the source is located at large scales, and the sink at small scales, there exists an intermediate domain, called inertial range, where the only energy process is the cross-scale energy flow. Assume that the input rate at the source is constant, and the system has initially zero energy. If the scale interaction is local (i.e., the strongest interaction is between similar scales) input energy will accumulate initially in a band of scales adjacent to the source. As the energy in that band increases, local non-linear exchanges intensify (non-linearity increases with energy), and the energy introduced into the system flows downscale. Eventually, the energy flow (non-linear cascade) reaches the dissipation (sink) scales, where it is removed from the system. The stationary state will occur when the dissipation rate matches the input rate, and will be characterized by a constant flux of energy across the inertial range, from source to sink8. The cross-scale energy flux is turbulent cascade (Richardson, 1922). One of the most celebrated results of hydrodynamic turbulence is the Kolmogorov's (1941) argument that stationary spectrum follows the power law k−5/3, where scales are represented by the wavenumber k.

But for the presence of a background spectrum, the similarity between the standard turbulence model and LFP spectral evolution are striking. The analogy suggests that theta is the source of energy for collective action, and microscopic processes are as the main energy sink, while the mesoscale acts largely as an inertial window that allows for a cross-scale energy flow from source to sink. The development of the gamma peak, similar to the bottleneck effect in hydrodynamics, may be interpreted as the existence of a transitional scale right above microscopic, that has a limited energy-flux ability, thus causing an accumulation of energy at intermediate scales. The observation that spectral evolution with speed is reversible (in other words, that spectra at each speed represent an equilibrium state) is also remarkable, because it is consistent with Kolmogorov stationary spectra of turbulence.

3.5.1. Mesoscopic Turbulence on an Active Network

Therefore, turbulence framework could be useful for collective action dynamics, provided that the mesoscale may be identified with the inertial range; or, equivalently, if non-linearity dominates dissipation at mesoscale. However, while observations of propagating theta waves suggest that collective action is weakly dissipative, this seems to contradict the well-known strongly-dissipative character of microscopic neuronal dynamics9. Furthermore, the presence and role of the background spectrum deserves some discussion.

From the perspective of collective action, the hippocampus behaves as an “active” network, i.e., a physical system of active elements that contain a certain amount of energy which they release in explosive bursts when activated by a threshold type of trigger. The statistical state of the network may be described by a probability distribution of internal energy around a mean level, sustained by energy (pulses) channeled through network connections. Even if the mean internal energy level is below the threshold, a small number of elements will have energy exceeding the threshold, and will fire. A fraction of the burst energy is recaptured and redistributed through the network connections to maintain a mean level of internal energy. After bursts, network elements go through a “recharge” (refractory) period. Note that, in the absence of external input, bursts are the only energy source for maintaining the internal energy level. If no bursts occur, the system collapses. In an equilibrium state, the probability distribution of the internal energy should have a standard deviation large enough to maintain the mean.

If the state described above is perturbed by adding energy over a mesoscopic area, the internal energy distribution shifts toward the threshold, increasing the number of bursts. The perturbation decays or grows in time depending on whether the ratio of energy recaptured from bursts to the energy of the initial perturbation smaller or larger than 1. If this fraction is ≈ 1, the perturbation is self sustained.

We conjecture that self-sustained collective action is the behaviorally meaningful hippocampal activity. Thus, the relevant type of collective action is only weakly dissipative. Remarkably, it also likely requires a non-zero background activity (background spectrum, section 3.1). Indeed, for a self sustained perturbation, both the energy recaptured from bursts and the energy of the perturbation depend on the mean energy level of the system. A likely mechanism to maintain an equilibrium level of internal energy, and its required standard deviation, is to randomly trigger multi-scale burst patterns. This idea circles back to the concept of self-organized criticality (SOC) (SOC; Bak et al., 1988; Beggs and Plenz, 2003; Beggs and Timma, 2012; Pruessner, 2012) and metastability (Tognoli and Kelso, 2014). The featureless, power-law, Gaussian background spectrum we observe (Figure 3) is consistent with the “edge of chaos”, self-organized critical background state for optimal transmission of collective action. In this context, SOC becomes an important element of brain dynamics.

The relation between background SOC state (rest) and collective-action turbulence (intense task behavior) might also explain the behavior of the LFP power spectra in the low frequency range f < 12 Hz (see discussion at the end of section 3.1). If the excess energy for sustaining the collective action is provided (as observations suggest) by increasing theta power, much of the large scale activity is taken over by organized theta action, thus restricting the large scale extent of SOC spectra.

3.5.2. The Weak Turbulence Model

The turbulence framework may now be formalized. The turbulence theory investigates the internal balance of a multi-scale system. It studies the interaction efficiency as a function of scale (e.g., resonance conditions); the development of cross-scale coupling correlations between scales; characteristics of the long term evolution of the system; the existence of equilibrium spectra associated with cascades of conserved quantities (e.g., power law spectra that maintain a non-zero cross-scale energy flux); non-stationary evolution patterns (e.g., bottleneck formation); and other characteristics of the non-linear, cross-scale exchange mechanisms related to conservation laws.

These are precisely the features that characterized the evolution with speed of our LFP observations (e.g., Figure 4).

Here we give only the a brief elementary discussion of the basic equations that govern weak turbulence. The principles of the weak turbulence model, some derivation algebra, and some results are further discussed in the Supplementary Material. We caution, however, that presentation is an oversimplified, retold version, and that the full theory is much richer and complex. We encourage the interested reader to consult the original sources, written by the fathers of the theory: the comprehensive monograph (Zakharov et al., 1992), excellent review papers by Zakharov (1999), Newell et al. (2001), and Newell and Rumpf (2010), and the account by Nazarenko (2011), that includes more recent results.

3.5.3. Dynamical Equation

The focus of the turbulence theory is to describe the internal energy balance of a multi-scale system, i.e., the evolution of the distribution of energy over scales (the spectrum), the cross-scale energy flux (the energy cascade), associated non-linear cross-scale coupling, and other quantities. The general way to achieve this is to define the state of the system using a “state variable”, for example internal energy, and write its evolution using conservation laws. For example, in thermodynamics the rate of change of internal energy is equal to the heat and mechanical work exchanged by the system with the environment.

For a spatially-distributed system such as collective action, the state variable becomes a function of space and time (a field), and the evolution equation becomes a partial differential equation. The exact form of these equations for collective action will be presented elsewhere. Here, it suffices to note that the internal energy field for hippocampal collective action may be defined proportional to the mean neuron potential per unit area, and the conservation of the internal energy involves a balance of electric pulses sent down the network connection and the energy recaptured by the network from bursts. This approach leads to equations similar to the, Wilson and Cowan (1972,1973); Cowan et al. (2016) model, although its form and derivation methodology is different and somewhat less consistent.

To avoid having to reference the specifics of the system, for illustration purposes only we will tentatively identify the internal energy with the Hamiltonian, which will conveniently allow us to introduce the equations of weak turbulence in a general form, without having to reference the specifics of the system. The Fourier representation of the collective-action field provides a scale decomposition of the internal energy field, so in principle, the Fourier transform of the conservation law (Hamilton's equations) yields an equation for the Fourier amplitude a(k, t) of the collective action component with wave number k. The general form of this equation is:

[image: image]

where Fourier collective-action mode (or simply, mode) is identified by its wavenumber k and frequency f(k), (we assume that the dispersion relation has a single root). In Equation (8), the notations are: ω(k) = 2 π f(k) is the radian frequency; [image: image]; Vk; 12 = V(k; k1, k2) is the interaction coefficient; and δ is the Dirac delta function. We use the shorthand notation σ1,2 = σ (k1,2), σk = σ (k), and [image: image], where σ is some quantity depending on k; and also dk12 = dk1dk2. For simplicity, we limit the discussion quadratic non-linearity (right-hand side terms of the form a2) terms, but a full description might require including cubic (a3), and possibly higher-order non-linearity (e.g., the non-linear Schrodinger equation, Newell, 1985; or the Ginzburg-Landau equation Ermentrout, 1981; Cross and Hohenberg, 1993; Passot and Newell, 1994; Ermentrout et al., 1997).

Two equations for the modulus b ≥ 0 and phase θ of a(k, t) are obtain substituting a(k, t) = b(k, t)eiθ(k, t) into Equation 8

[image: image]
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where we used the notation [image: image].

Meaning of the dynamical Equation 8.

(i) Temporal (frequencies) and spatial scales (wavenumbers) are related through the dispersion relation (see the Supplementary Material), therefore only one of the parameters k and f is independent. The choice of the independent parameter is arbitrary, because the dispersion relation is invertible. The f(k) representation resolves the spatial structures and yields a time-evolution equation. The k(f) representation resolves the time structure and is appropriate for time-series analysis (e.g., LFP recordings). Therefore, equations are written here in f(k), but observational data is discussed in the k(f) representation. Below, the concepts of “frequency”, “wavenumber”, “mode” and “scale” will be treated as equivalent and interchangeable.

(ii) Equation 8 is called dynamical equation. If the Hamiltonian is identified with energy, the quantity |a|2 has the physical dimensions of action (energy × time). The form of Equation (8) in universal in the sense that the details of the physics of the system are contained the coefficients ωk and Vk; 12 only.

(ii) Equation (8) describes the non-linear interaction of mode k with the pair of modes (k1, k2). A triplet of interacting modes (k, k1, k2) is called a “triad”. The strength of the interaction depends on the interaction coefficient Vk; 12. The factor [image: image], resulting from the orthogonality of the Fourier representation, is a selection criterion: interacting modes satisfy the equation

[image: image]

It is useful to think of Equation (8) in a discretized form, e.g., replacing the integrals by sums. A schematic representation is shown in Figure 8.


[image: image]

FIGURE 8. Discrete representation of interacting triads (Equation 8). The underlying grid geometry is the same as for the bispectral representation (see section 2, and also Figure 1). Because k and f are interchangeable, we refer to either as “scale”. Light blue dots represent triads. The axes represent scale 1 and 2 in the triad (e.g., k1 and k2 in Equation 10). The third interacting mode (k in Equation 10) may be found by as the intersection of the second diagonal passing through the triad with the horizontal axis (e.g., arrows in triad 1, red dot). One can easily check that the triangle of blue dots represents all possible triads for the scale interval shown (hence the triangular shape of the bispectrum). A schematic of a LFP spectral shape (dark red) is used to indicate possible locations for the theta (θ) and gamma (γ). Example of triads involving theta and gamma are identified by colored dots (compare with the annotations in Figure 5B). Green circles mark an example (arbitrarily-chosen) of a chain of triads connecting triads 1 and 3. The order of connection is marked with a green line. One can check that each pair of consecutive circles share one mode. All triads in the spectrum are connected by many such chains.



(iv) Equations (9) show that non-linear interaction result in both amplitude and phase evolution. The effectiveness of non-linearity depends on modal amplitudes, on the interaction coefficient, and (importantly) on the phase mismatch [image: image]. If [image: image] is large, the non-linear term oscillates fast and the effect small; if [image: image] is small, the non-linear term preserves sign over longer periods of time and the effect is significant. If [image: image]=0, the contribution is maximal.

(v) The non-linear contributions to modal phase evolution (Equation 9b) have same properties as those in the amplitude Equation 9a, with the important difference of bk appearing at the denominator. If bk → 0 (mode k has small amplitude) the non-linear phase component becomes arbitrarily large and dominates the total phase. Therefore, the phase of low-amplitude waves is “dictated” by non-linear forcing.

(vi) The dynamical equation 8 is deterministic: may be integrated exactly to obtain the state of the system at time t if the initial value of amplitudes a(k, t0) are known (t > t0). To understand the general energy balance (e.g., spectral evolution), however, one is not interested in particular realizations, but in the predictions the equation provides for averaged quantities such as the spectrum or bispectrum. In practice, the averaging operator 〈·〉 used in Equations (1–2) may be replaced by averaging over initial phases (see the discussion of random phase average in Nazarenko 2011). Therefore, estimates of spectra and bispectra may be obtained by integrating Equation (8) many times with different sets of initial phases and, for example for the spectrum, averaging [image: image] over all integrations.

3.5.4. The Kinetic Equation

The last remark above suggests averaging the equation itself, rather than averaging the solutions. Briefly (see Supplementary Material), averaging introduces a hierarchy of averages of amplitude products (correlators), such as [image: image], [image: image], [image: image], and so on, where the angular brackets denote the ensemble average. Assuming spatial homogeneity implies that

[image: image]

[image: image]

The quantity n(k) represents the action density, or “occupancy number”, or “number of particles” (by analogy with quantum mechanics). In statistics n and [image: image] are called “spectrum” and “bispectrum”, respectively. The quasi-Gaussian assumption results in a system of two coupled equations for the spectrum and bispectrum

[image: image]

Assuming additional long-time regularity conditions reduces the system to single equation called the kinetic equation

[image: image]
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where [image: image].

Meaning of kinetic Equation 14.

(i) Equation (13a) highlights the dynamical significance of the bispectrum as the non-linear forcing in the evolution of the spectrum. If the bispectrum cancels, non-linear interactions cancel and the system is effectively, on average, linear.

(ii) The kinetic Equation (14) or the more general system of Equations 13, represent a stochastic, ensemble-averaged description of the system 8. Kinetic equations of the type of Equation 14 were introduced in statistical mechanics by Boltzmann (e.g., Boltzmann, 1872, 2003; Alexeev, 2004), and are powerful tools in the study of multiple-scale system.

(iii) Equation (14) states that in the long-time limit the only interactions that are effective are due to triads that satisfy the resonance conditions imposed by the factors [image: image], i.e., satisfying the conditions,

[image: image]

[image: image]

equivalent to the “maximal” effectiveness of non-linear interaction (see discussion of Equations 9). Whether or not Equation (8) has resonant triads depends on the linear properties of the physical system. The resonance conditions play an important role in the stochastic theory (e.g., Zakharov et al., 1992; Nazarenko, 2011; Anenkov and Shrira, 2018).

3.5.5. Stationary Spectra

Stationary spectra ([image: image]) are of importance for systems whose evolution is a quasi-equilibrium process. Equation (14) has two classes of stationary solutions (e.g., Nazarenko, 2011).

The Rayleigh-Jeans (RJ) class of spectra comprises the stationary solutions k−1, ω−1, and [image: image], that obviously cancel the integrand in Equation (14), and correspond to zero exchange across scales. Therefore RJ spectra correspond to thermodynamic equilibrium and equipartition of momentum (nk) and energy (nω). Realistic, non-isolated systems do not typically reach thermodynamic equilibrium, therefore RJ spectra are not important for the weak turbulence framework, which includes sources and sinks as essential elements.

The Kolmogorov-Zakharov (KZ) spectra are different class of stationary spectra, that correspond to a constant spectral flux ∂kFq = 0, Fq(k) ≠ 0 across the inertial range. They were derived for Equation (14) by Zakharov and Filonenko (1967a,b). They are important for systems in which the dissipation sink can absorb arbitrary rates of energy. Remarkably, they are realized as a non-trivial power law spectrum nKZ ∝ kν, with ν < 0, ν ≠ − 1. The slope ν of the spectrum is a value that reflects the dimensionality of the system, as well as its linear non-linear properties (homogeneity degrees of the interaction coefficient and dispersion relation).



3.6. A Demonstration: Dynamics and Kinetics of a Single Triad

Some features of the high-speed bispectra are consistent with stationary solutions of the dynamical equations 8. We illustrate this using a simplified, universal toy model derived from the framework dynamical equation by considering a single triad of modes k = κ1, k1 = κ2, k2 = κ3, with κ1 + κ2 = κ3 (see Equation 10). If interactions with all other modes are ignored (equivalent to a single blue dot in Figure 8), Equations (8) to reduce to three equations, called the “three-wave system” (see Supplementary Material; Craick 1985; Rabinovich and Trubetskov 1989). Written in amplitude/phase these are

[image: image]

where bj and θj are amplitudes of modes κj, j = 1, 2, 3, and [image: image]. Averaged over realizations, the quantity [image: image] may be identified with the biphase (see section 3.3). If the triad is resonant, the kinetic version of the three wave equation is (e.g., Rabinovich and Trubetskov, 1989)

[image: image]

A large body of literature is available that investigates the relevance and dynamics of single-triad interactions in many physical situations, including plasma physics (Coppi et al., 1969; Weiland and Wilhelmsson, 1977; Craick, 1985), non-linear optics (Ablowitz and Segur, 1981; Boyd, 2003), internal oceanic waves (Phillips, 1977; Craick, 1985), and other fields.

One may readily check that a stationary solution of Equations (17) is given by the conditions: [image: image] or [image: image]; [image: image] (the triad is resonant, Equations 16), and that

[image: image]

The last equation has, for example, the trivial solution [image: image](RJ spectrum, thermodynamic equilibrium). In other words, stationary state solutions of the framework equations exhibit naturally 8 a biphase of 0 or π.

Applied to the triad formed by theta and its first harmonic (θ, θ, 2θ), i.e., κ1 = kθ, κ2 = kθ, and κ3 = k2θ (red dot in Figure 8) this result is consistent with observations that show theta and in first harmonic are in phase (see Figure 5B, upper-right panel). The effect of this type of coupling is to sharpen the crests and flatten the troughs of the time series, generating positive skewness.

Applied to a theta-gamma triad (γ, θ, γ + θ), κ1 = kθ, κ2 = kγ, and κ3 = kθ + kγ (yellow dot in Figure 8), this result is consistent with the biphase value of π in Figure 5B, upper-right panel. It is easy to check that effect of this type of coupling is that gamma envelope is maximal in theta troughs. Indeed, let φj = aj cos [κjx − ωjt + ψj], where κj and ωj satisfy the resonance conditions 16. Elementary trigonometric manipulations yield the gamma envelope [image: image] In other words, the gamma envelope is in quadrature with theta and its period is twice that of theta. The kinetic evolution of a triad is illustrated in Figure 9. The interactions described by the three-wave model result in time-reversible cyclic transfers of energy (the total energy is conserved if the system is at resonance). In contrast, the long-time, average behavior (Equation 18) shows a slow irreversible trend toward the stationary solution. If a full set of triads is taken into account, because all triads interact, a weak energy flow (turbulent cascade) develops that has the effect of driving the system of modes toward stationary distribution of energy over scales (RJ spectrum). If a sink is introduced in the small scales (e.g., high frequencies), the flow will naturally be directed toward the leaking mode, where it is taken out of the system. In this case a stationary state can be maintained only if energy is pumped into the system at the leakage rate, and a stationary state is realized if the energy is injected by the source at the rate it is lost to the sink. The cross-scale flow of energy is in this case constant at all scales. This type of stationarity corresponds to the KZ spectra.


[image: image]

FIGURE 9. Evolution toward stationarity of the solution of the kinetic Equation 18. The initial conditions used n1(0) = 1, n2(0) = 0.5, and n3(0) = 0.01, and interaction coefficient are arbitrary and exaggerated to highlight the behavior. The Hamiltonian ω1n1 + ω2n2 + ω3n3 is conserved for ω1 + ω2 = ω2 (values for ω are also arbitrary).






4. DISCUSSION

While a wealth of knowledge has accumulated in recent years about brain activity at microscopic and macroscopic scales, the need for a consistent theory of the dynamics of intermediate-scale (mesoscopic) processes has received comparatively little attention, possibly because, in some parts of the nervous system, they are the expression of activity of complex microscopic structures (e.g., for example central pattern generators can maintain specific, yet re-configurable rhythms; e.g., Rabinovich et al., 2012; Gutierrez et al., 2013; Marder et al., 2016). Although some microcircuits, with definite structure, may be able to impose an oscillation on the mesoscale, the cortex, with an isotropic and homogeneous structure, is rhythmically organized in a different manner, with a different source and might play a different role.

A number of previous studies (Lashley, 1942; Hebb, 1958; Freeman, 2000a, 2007; Freeman and Vitiello, 2010) hypothesize that mesoscopic processes in the cortex represent the essential cognition step of abstraction and generalization, and therefore provide an essential mechanism for integration of brain activity at all scales. This observation is particularly intriguing, because the isotropic and homogeneous structure of the cortex at the anatomical mesoscale (e.g., any highly recurrent region in which activity is projected back into the same region or dense inter-connectivity mediated by interneurons; Lorente de No, 1938; Freund and Buzsáki G., 1996; Buzsáki et al., 2004; Mante et al., 2013) suggests that the material support of activity in the temporal mesoscale (e.g., gamma frequency band) is collective neural activity, Freemans's (2000a) “mass action”. These ideas suggest that the physics of mesoscopic collective action in the cortex is intimately related to cognition; that the physics of collective action is, in fact, the physics of cognition.

The focus of this study is the dynamics of mesoscopic collective action and its role in the general energy balance in the brain. Despite the potentially paramount importance of the topic, studies dedicated to its physics are few (but of outstanding quality; e.g., Wilson and Cowan, 1972, 1973; Wright and Liley, 1995; Troy, 2008; Cowan et al., 2016). Here, we attempt to lay the foundation of a systematic theory of collective action. A few recent studies show that collective action in the hippocampus takes the form of propagating waves (Lubenov and Siapas, 2009; Patel et al., 2012, 2013; Muller et al., 2018; Zhang et al., 2018), but in general, information about its spatio-temporal organization is scarce.

The discovery of the strong correlation between rat speed during active exploration and hippocampal activity provides a parametrization of the evolution of hippocampal activity with behavior. Our observations of scale distribution of LFP power (spectra) and the leading order estimators of cross-phase coupling of LFP oscillations (bispectra) in the lacunosum moleculare layer show a strong and remarkably ordered evolution (representative of both CA1 and dentate gyrus layers). The LFP power and phase coupling in the theta and gamma frequency bands increases consistently with speed. The lowest levels of LFP power are associated with a featureless power law distribution. The high-power spectra exhibit distinctive spectral peaks at theta frequency and harmonics, and significantly increased levels of gamma activity. In the transition, at intermediate states, the spectrum tilts to a smaller-slope shape that extends progressively into the gamma range generating the appearance of a spectral front. The existence of a non-zero energy, lowest-level spectrum in the absence of coherent collective action is strongly suggestive of a self-organized critical background state (Buzsaki, 2006). As collective action energy increases with exploration, the decreasing spectral slope, the appearance of a spectral front, and the development of a broad gamma peak, are strongly suggestive of a transfer of energy from the low frequencies (large scales) toward high frequencies (microscopic scales; Buzsáki and Draguhn, 2004). The similarity of collective action with the general turbulence theory is striking. This motivated us to propose weak turbulence as an framework for collective action dynamics.

In summary, we propose that the mesoscopic hippocampus may be described as an isotropic and homogeneous, active network containing a macroscopic number of randomly and densely connected neural units (neurons). Collective action represents a perturbation of a background state of the active network, that may be represented as a self-organized critical state. Because collective action is macroscopic with respect to neural units, we postulate therefore that it is fundamentally stochastic (the precise state of a single unit does not matter), weakly non-linear, and weakly dissipative. These form a minimal set of features for the development of a turbulence theory of collective action. We summarize the principles of the turbulence framework and demonstrate its applicability to observations by showing that the reduced (universal) three-wave interaction toy model provides results consistent with observations.

Our proposed description provides a unified view of the physics of active networks that reconciles the theories of self organized criticality and turbulence in the hippocampus and perhaps other regions of the cortex. The central idea of the turbulence theory is the energy cascade through the inertial range of scales. As a theory of the internal balance of a multi-scale system, a full turbulence formulation of hippocampal collective action should provide answers to questions raised by the evolution the scale distribution of LFP power. Collective action physics appears to be consistent with the energy cascade concept (Richardson, 1922; Kolmogorov, 1941; Zakharov et al., 1992; Newell et al., 2001; Nazarenko, 2011). In particular, the spectral tilting (slope change) observed in the evolution from the background state to high-speed states suggests a transition from self-organized criticality to some type of stationary turbulent state of the Kolmogorov-Zakharov kind (Zakharov and Filonenko, 1967a,b; Zakharov et al., 1992; Newell et al., 2001). Do spectral slopes change because the system transitions from a SOC background state to a turbulent, stationary state supporting non-zero cross-scale energy fluxes? Are non-linear resonances band-limited, for example, forcing theta to develop self interaction, while allowing theta-gamma resonances? Is the growth of gamma power related to a spectral bottleneck (a break in cross-scale non-linear energy exchange at high frequencies)? Further research is needed to understand the structure of this evolution; a systematic exploration of hippocampal dynamics starting from first-principles governing equations is ongoing. The scope of this study is limited to investigating the effect of running speed as a proxy for energy into the system. Future experimental applications should explore transitions between sleep and wakefulness, the effects of learning and memory recall as well as the system is compromised in aging and disease. As cognition is the consequence of activity moving through the circuits of the brain, any experimental approach which alters the forcing or how the local network capture the activity (Bottleneck, Figure 7) will have the ability to test the predictions of the turbulence theory.

Remarkably, the isotropic and homogeneous mesoscale structure appears to be a general theme that is used across species and brain regions (Lorente de No, 1938; Parent and Hazrati, 1995; Marder and Bucher, 2001; Garamszegi and Eens, 2004; Apps and Garwicz, 2005; Mante et al., 2013), which suggests a “universal computational principle” with a comprehensive reconfiguration potential, especially under a priori unknown conditions (Sussillo and Abbott, 2009). The nature of this computation process is not well-understood. As often argued (e.g., Freeman, 2000b; Edelman and Gally, 2001; Frisch, 2014), cognition processes cannot resemble a human-engineered system, built based on principles such as maximum simplicity, well-defined internal interactions, explicit assignment of function, no irrelevancy, and no adventitious compensation for error. Rather, they are expected to resemble biological systems: no design, no a priori function, and for which irrelevance has no meaning (Edelman and Gally, 2001). As Frisch (2014) states it, “biological systems have an intrinsic ability to maintain functions in the course of structural changes”, such that “specific functions can obviously be constituted on the basis of structurally different elements, a biological property that is referred to under the term degeneracy (Edelman and Gally, 2001)”.

This begs the question, if collective action is fundamental for cognition, what is its role? We conclude this study by suggesting a possible answer. An intriguing paradigm of the computational function of mesoscale turbulence is offered by Liquid State Machines (LSM) models (Jager, 2002; Maass et al., 2002). LSMs are online neural network models that process a time-windowed signal in real time. Their basic function is to perform a non-linear transformation of the input, e.g., expand it into a wave field, and hold this information for a short duration, while output neurons extract local information from the field. Learning is achieved at the readout stage. Fading memory and input separability imply that LSMs are universal function approximators, and can serve as effective online classification pre-processor for the readout neurons. If the brain is a prediction machine, scrambling to assign meaning to streams of data10 in real time, processing of fragmentary information (short-time windows) is crucial. A LSM may perform fast, online, short-term memory pre-processing; learning is performed by long-term memory readouts, that can record optimal responses. It is conceivable that the hippocampus uses collective action in a way similar to a LSM, perhaps as a fast online classification machine, or as a dynamical system simulator. It seems plausible to imagine the cortex as a network of LSMs. In the least, the concept seems to agree with most natural systems.
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FOOTNOTES

1Frequency bounds given here are just convention, and could be modified depending on the processes examined.

2While action potentials are the fundamental process that carry the signal, like any natural process, it burns more energy than it uses. Stated differently, it is not a lossless system. Rather, synaptic transmission and action potentials comes at the price of ion exchange/energy loss (ATP required to maintain membrane charge).

3The homogeneous and isotropic character of the hippocampal CA1 is illustrated by the randomness and density of connections: ~ 390,000 neurons (Witter and Amaral, 2004), with approximately 30,000 putative excitatory synapses and ~ 1,700 inhibitory synapses onto a single pyramidal cell (Megías et al., 2001), also connected to interneurons (Freund and Buzsáki G., 1996; Marshall et al., 2002) which in turn contact several hundred principal neurons (Sik et al., 1995). When mapping out the local, circuits of the hippocampus, what is found is that the axonal connections would not necessary travel from one brain region to the next. Rather, it exhibits connectivity by which activity may locally reverberate. Lorente de No (1938); Hebb (1949); Maurer (2018).

4The phrase “collective activity” is equivalent to Freeman's (1975) “mass action” concept. We prefer “collective” over “mass”, because the word mass has a reserved meaning in physics.

5Freeman and Vitiello (2010): The problem was clearly stated over 50 years ago: “Generalization is one of the primitive basic functions of organized nervous tissue. Here is the dilemma. Nerve impulses are transmitted … from cell to cell through definite intercellular connections. Yet all behavior seems to be determined by masses of excitation … What sort of nervous organization might be capable of responding to a pattern of excitation without limited specialized paths of conduction? The problem is almost universal in the activities of the nervous system (Lashley, 1942)”.

6The reader might find the history of the debate surrounding the work of Boltzmann (1872, 2003) and the birth statistical mechanics quite instructive (e.g., Pathria and Beale, 2011).

7The turbulence theory describes the evolution of other conserved quantities also. In fact most systems have multiple conservation laws (e.g., Nazarenko, 2011).

8Other scenarios are easy to imagine and have been observed. For example, if the dissipation capacity off the sink is smaller than the input rate at the source, energy will accumulate in the small scale range, possibly causing some system failure (e.g., a switch to different physical regime). This is a type of bottleneck scenario (e.g., L'vov et al., 2007; Meyers and Meneveau, 2008; Proment et al., 2009; Nazarenko, 2011).

9Scale localization of dissipation processes is common in physics. In the case of water waves, for example, long swells (ocean waves people surf; wavelength ~ 100 m) lack a direct dissipation mechanism and can propagate for hundred of kilometers with negligible decay, while capillary waves (wavelength ~ cm) experience strong dissipation. Because energy cannot jump scales from swells directly to capillary waves, swells decay by cascading their energy into progressively smaller scales until the dissipation scale is reached.

10In the “guess the phrase” game, the letters of a common phrase, initially blank, are filled out randomly; the goal is to identify the full sequence the fastest.



REFERENCES

 Ablowitz, M., and Segur, H. (1981). Soltons and the Inverse Scattering Transform. Philadelphia, PA: SIAM.

 Ahmed, O. J., and Mehta, M. (2012). Running speed alters the frequency of hippocampal gamma oscillations. J. Neurosci. 32, 7373–7383. doi: 10.1523/JNEUROSCI.5110-11.2012

 Alexeev, B. V. (2004). Generalized Boltzmann Physical Kinetics. Elsevier.

 Allen, P. G., and Collins, F. S. (2013). Toward the final frontier: the human brain. Wall Street J.

 Anenkov, S. Y., and Shrira, V. I. (2018). Spectral evolution of weakly nonlinear random waves: kinetic description versus direct numerical simulations. J. Fluid Mech. 844, 766–795. doi: 10.1017/jfm.2018.185

 Apps, R., and Garwicz, M. (2005). Anatomical and physiological foundations of cerebellar information processing. Nat. Rev. Neurosci. 6:297. doi: 10.1038/nrn1646

 Bak, P., Tang, C., and Wiesenfeld, K. (1988). Self-organized criticality. Phys. Rev. A 38, 364–375.

 Beggs, J. M., and Plenz, D. (2003). Neuronal avalanches in neocortical circuits. J. Neurosci. 23, 11167–11177. doi: 10.1523/JNEUROSCI.23-35-11167.2003

 Beggs, J. M., and Timma, N. (2012). Being critical of criticality in the brain. Front. Physiol. 3:163. doi: 10.3389/fphys.2012.00163

 Belluscio, M. A., Mizuseki, K., Schmidt, R., and Buzsaki, G. (2012). Cross-frequency phase-phase coupling between theta and gamma oscillations in the hippocampus. J. Neurosci. 32, 423–435. doi: 10.1523/JNEUROSCI.4122-11.2012

 Boltzmann, L. (1872). Weitere Studien über das Wärmegleichgewicht unter Gasmolekülen. Sitzungsberichte Akademie der Wissenschaften 66, 275–370.

 Boltzmann, L. (2003). “Further studies on the thermal equilibrium of gas molecules,” in The Kinetic Theory of Gases (World Scientific), 262–349.

 Boyd, R. (2003). Nonlinear Optics. San Diago, CA: Academic Press.

 Bragin, A., Jando, G., Nadasdy, Z., van Landeghem, M., and Buzsaki, G. (1995). Dentate EEG spikes and associated interneuronal population bursts in the hippocampal hilar region of the rat. J. Neurophysiol. 73, 1691–1705.

 Buzsáki, G. (1986). Hippocampal sharp waves: their origin and significance. Brain Res. 398, 242–252.

 Buzsaki, G. (2002). Theta oscillations in the hippocampus. Neuron 33, 325–340. doi: 10.1016/S0896-6273(02)00586-X

 Buzsaki, G. (2006). Rhythms of the Brain. Oxford University Press.

 Buzsáki, G., Czopf, J., Kondakor, I., and Kellenyi, L. (1986). Laminar distribution of hippocampal rhythmic slow activity (RSA) in the behaving rat: current-source density analysis, effects of urethane and atropine. Brain Res. 365, 125–137.

 Buzsáki, G., and Draguhn, A. (2004). Neuronal oscillations in cortical networks. Science 304, 1926–1929. doi: 10.1126/science.1099745

 Buzsáki, G., Geisler, C., Henze, D., and Wang, X. (2004). Interneuron diversity series: circuit complexity and axon wiring economy of cortical interneurons. Trends Neurosci. 27, 186–193. doi: 10.1016/j.tins.2004.02.007

 Buzsáki, G., Leung, W., and Vanderwolf, C. (1983). Cellular bases of hippocampal EEG in the behaving rat. Brain Res. 287, 139–171.

 Chen, Z., Resnik, E., McFarland, J., Sakmann, B., and Mehta, M. (2011). Speed controls the amplitude and timing of the hippocampal gamma rhythm. PLoS ONE 6:e21408. doi: 10.1371/journal.pone.0021408

 Chorbak, J. J., and Buzsaki, G. (1998). Gamma oscillations in the entorhinal cortex of the freely behaving rat. J. Neurosci. 18, 388–398.

 Coppi, B., Rosenbluth, M., and Sudan, R. (1969). Nonlinear interactions of positive and negative energy modes in rarified plasmas. Ann. Phys. 55, 207–247.

 Cowan, J. D., Neuman, J., and van Drongelen, W. (2016). Wilson–Cowan equations for neocortical dynamics. J. Math. Neurosci. 6:1. doi: 10.1186/s13408-015-0034-5

 Craick, A. (1985). Wave Interactions and Fluid Flows. Cambridge University Press.

 Cross, M. and Hohenberg, P. (1993). Pattern formation outside of equilibrium. Rev. Modern Phys. 65, 851–1112.

 Edelman, G., and Gally, J. (2001). Degeneracy and complexity in biological systems. Proc. Natl. Acad. Sci. U.S.A. 98, 13763–13768. doi: 10.1073/pnas.231499798

 Elgar, S. (1987). Relationships involving third moments and bispectra of a harmonic process. IEEE Trans. Acoust. Speech Signal Process. 1725–1726.

 Elgar, S., and Guza, R. T. (1985). Observations of bispectra of shoaling surface infragravity waves. J. Fluid Mech. 161, 425–448.

 Ermentrout, G. (1981). Stable small-amplitude solutions in reaction-diffusion systems. Q. Appl. Math. 39, 61–86.

 Ermentrout, G., Chen, X., and Chen, Z. (1997). Transition fronts and localized structures in bistable reaction-diffusion equations. Phys, D 108, 147–167.

 Fechner, G. T. (1860). Elemente der Psychophysik. Breitkopf und Härtel.

 Fernández-Ruiz, A., Oliva, A., Nagy, G. A., Maurer, A. P., Berenyi, A., and Buzsaki, G. (2017). Entorhinal-CA3 dual-input control of spike timing in the hippocampus by theta-gamma coupling. Neuron 93, 1213–1226. doi: 10.1016/j.ijpsycho.2005.12.009

 Freeman, W. J. (1975). Mass Action in the Nervous System. New York, NY: Academic Press.

 Freeman, W. J. (2000a). Neurodynamics: An Exploration in Mesoscopic Brain Dynamics. London: Springer-Verlag.

 Freeman, W. J. (2000b). A proposed name for aperiodic brain activity: stochastic chaos. Neural Netw. 13, 11–13. doi: 10.1016/S0893-6080(99)00093-3

 Freeman, W. J. (2006). A cinematographic hypothesis of cortical dynamics in perception. Int. J. Psychophysiol. 60, 149–161. doi: 10.1016/j.ijpsycho.2005.12.009

 Freeman, W. J. (2007). Definitions of state variables and state space for brain-computer interface : Part 1. Multiple hierarchical levels of brain function. Cogn. Neurodyn. 1, 3–14. doi: 10.1007/s11571-006-9001-x

 Freeman, W. J., and Vitiello, G. (2010). Vortices in brain waves. Int. J. Modern Phys. B 24, 3269–3295. doi: 10.1142/S0217979210056025

 Freund, T., and Buzsáki, G (1996). Interneurons of the hippocampus. Hippocampus 6, 347–470.

 Frisch, S. (2014). How cognitive neuroscience could be more biological—and what it might learn from clinical neuropsychology. Front. Hum. Neurosci. 8:541. doi: 10.3389/fnhum.2014.00541

 Garamszegi, L., and Eens, M. (2004). The evolution of hippocampus volume and brain size in relation to food hoarding in birds. Ecol. Lett. 7, 1216–1224. doi: 10.1111/j.1461-0248.2004.00685.x

 Gibbs, J. W. (1902). Elementary principles in Statistical Mechanics. Longmans, Green and Co.

 Green, J. D., and Arduini, A. (1954). Hippocampal electrical activity in arousal. J. Neurophysiol. 17, 533–557.

 Green, J. D., and Machne, X. (1955). Unit activity of rabbit hippocampus. Am. J. Physiol. 181, 219–224.

 Gutierrez, G. J., O'Leary, T., and Marder, E. (2013). Multiple mechanisms switch an electrically coupled, synaptically inhibited neuron between competing rhythmic oscillators. Neuron 77, 845–858. doi: 10.1016/j.neuron.2013.01.016

 Hasselmann, K., Munk, W., and McDonald, G. (1963). “Bispectra of ocean waves,” in Proceedings of Symposium on Time Series Analysis, ed M. Rosenblatt (New York, NY: John Wiley), 125–139.

 Haubrich, R. A., and MacKenzie, G. S. (1965). Earth noise, 5 to 500 millicycles per second: 2. Reaction of the Earth to oceans and atmosphere. J. Geophys. Res. 70, 1429–1440.

 Hebb, D. (1949). The Organization of Behavior: A Neuropsychological Theory. New York, NY: Wiley.

 Hebb, D. (1958). A Textbook of Psychology. Philadelphia, PA: W. B. Saunders.

 Hirase, H., Czurko, A., Csicsvari, J., and Buzsaki, G. (1999). Firing rate and theta-phase coding by hippocampal pyramidal neurons during ‘space clamping’. Eur. J. Neurosci. 11, 4373–4380.

 Hyafil, A. (2015). Misidentifications of specific forms of cross-frequency coupling: three warnings. Front. Neurosci. 9:370. doi: 10.3389/fnins.2015.00370

 Jager, H. (2002). Short Term Memory in Echo State Networks. Technical Report GMD Report 152, German National Research Center for Information Technology.

 Kemere, C., Carr, M., Karlsson, M., and Frank, L. (2013). Rapid and continuous modulation of hippocampal network state during exploration of new places. PLoS ONE 8:e73114. doi: 10.1371/journal.pone.0073114

 Khinchin, A. I. (1949). Mathematical Foundations of Statistical Mechanics. Dover Publications Inc.

 Kolmogorov, A. N. (1941). “The local structure of turbulence in incompressible viscous fluid for very large Reynolds numbers,” in Proceedings: Mathematical and Physical Sciences: Turbulence and Stochastic Process: Kolmogorov's Ideas 50 Years On, 9–13.

 Kovach, C. K., Oya, H., and Kawasaki, H. (2018). The bispectrum and its relationship to phase-amplitude coupling. Neuroimage 173, 518–539. doi: 10.1016/j.neuroimage.2018.02.033

 Kropff, E., Carmichael, J., Moser, M., and Moser, E. (2015). Speed cells in the medial entorhinal cortex. Nature 523, 419–424. doi: 10.1038/nature14622

 Lashley, K. S. (1942). “The problem of cerebral organization in vision,” in Visual Mechanisms, Vol. 301, ed H. Klüver (Oxford, UK: Jacques Cattell), 301–322.

 Lashley, K. S. (1958). Cerebral organization and behavior. Res. Publ. Assoc. Res. Nervous Mental Dis. 6, 14–18.

 Lasztóczi, B., and Klausberger, T. (2014). Layer-specific GABAergic control of distinct gamma oscillations in the CA1 hippocampus. Neuron 81, 1126–1139. doi: 10.1016/j.neuron.2014.01.021

 Lisman, J., and Idiart, M. (1995). Storage of 7 +/- 2 short-term memories in oscillatory subcycles. Science 267, 1512–1515.

 Lorente de No, R. (1938). “Architectonics and structure of the cerebral cortex,” in Physiology of the Nervous System, ed J. L. Fulton (Oxford University Press), 291–330.

 Lubenov, E. V., and Siapas, A. (2009). Hippocampal theta oscillations are travelling waves. Nature 459, 534–539. doi: 10.1038/nature08010

 L'vov, V. (1998). Universality of turbulence. Nature 396, 519–520.

 L'vov, V., Nazarenko, S., and Rudenko, O. (2007). Bottleneck crossover between classical and quantum superfluid turbulence. Phys. Rev. B 76:024520. doi: 10.1103/PhysRevB.76.024520

 Maass, W., Natschlager, T., and Markram, H. (2002). Real-time computing without stable states: a new framework for neural computation based on perturbations. Neural Comput. 14, 2531–2560.

 Mante, V., Sussillo, D., Shenoy, K., and Newsome, W. (2013). Context-dependent computation by recurrent dynamics in prefrontal cortex. Nature 503, 78–84. doi: 10.1038/nature12742

 Marder, E., and Bucher, D. (2001). Central pattern generators and the control of rhythmic movements. Curr. Biol. 11, R986–R996. doi: 10.1016/S0960-9822(01)00581-4

 Marder, E., Gutierrez, G., and Nusbaum, M. (2016). Complicating connectomes: Electrical coupling creates parallel pathways and degenerate circuit mechanisms. Dev. Neurobiol. 77, 597–609. doi: 10.1002/dneu.22410

 Marshall, L., Henze, D., Hirase, H., Leinekugel, X., Dragoi, G., and Buzsaki, G. (2002). Hippocampal pyramidal cell–interneuron spike transmission is frequency dependent and responsible for place modulation of interneuron discharge. J. Neurosci. 22, 1–5. doi: 10.1523/JNEUROSCI.22-02-j0001.2002

 Masuda, A., and Kuo, Y.-Y. (1981). A note on the imaginary part of bispectra. Deep Sea Res. 28, 213–222.

 Maurer, A. P., Vanrhoads, S. R., Sutherland, G., Lipa, P., and McNaughton, B. (2005). Self-motion and the origin of differential spatial scaling along the septo-temporal axis of the hippocampus. Hippocampus 15, 841–852. doi: 10.1002/hipo.20114

 Maurer, L. N. A. (2018). Recalling lashley and reconsolidating hebb. Hippocampus. doi: 10.1002/hipo.23027. [Epub ahead of print].

 McNaughton, B. L., Barnes, C. A., and O'Keefe, J. (1983). The contributions of position, direction, and velocity to single unit activity in the hippocampus of freely-moving rats. Exp. Brain Res. 52, 41–49.

 Megías, M., Emri, Z., Freund, T., and Gulyas, A. (2001). Total number and distribution of inhibitory and excitatory synapses on hippocampal CA1 pyramidal cells. Neuroscience 102, 527–540. doi: 10.1016/S0306-4522(00)00496-6

 Meyers, J., and Meneveau, C. (2008). A functional form for the energy spectrum parametrizing bottleneck and intermittency effects. Phys. Fluids 20, 065109–065107. doi: 10.1063/1.2936312

 Morris, R., and Hagan, J. (1983). “Hippocampal electrical activity and ballistic movement,” in Neurobiology of the Hippocampus, ed W. Seifert (London: Academic Press), 321–331.

 Muller, L., Chavane, F., Reynolds, J., and Sejnowski, T. J. (2018). Cortical travelling waves: mechanisms and computational principles. Nat. Rev. Neurosci. 19, 255–268. doi: 10.1038/nrn.2018.20

 Nazarenko, S. (2011). Wave Turbulence. Springer-Verlag.

 Newell, A., Nazarenko, S., and Biven, L. (2001). Wave turbulence and intermittency. Phys. D Nonlinear Phenomena 152-153, 520–550. doi: 10.1016/S0167-2789(01)00192-0

 Newell, A., and Rumpf, B. (2010). Wave turbulence and intermittency. Annu. Rev. Fluid Mech. 43, 59–78. doi: 10.1146/annurev-fluid-122109-160807

 Newell, A. C. (1985). Soltons in Mathemtics and Physics. Soc. for Industrial and App. Mathematics.

 Nolting, W. (2016). Theoretical Physics 3: Electrodynamics. Springer.

 Papoulis, A., and Pillai, S. (2002). Probability, Random Variables, and Stochastic Processes. Tata McGraw-Hill Education.

 Parent, A., and Hazrati, L.-N. (1995). Functional anatomy of the basal ganglia. i. the cortico-basal ganglia-thalamo-cortical loop. Brain Res. Rev. 20, 91–127.

 Passot, T., and Newell, A. (1994). Towards a universal theory for natural patterns. Phys. D 74, 301–352.

 Patel, J., Fujisawa, S., Berenyi, A., Royer, S., and Buzsaki, G. (2012). Traveling theta waves along the entire septotemporal axis of the hippocampus. Neuron 75, 410–417. doi: 10.1016/j.neuron.2012.07.015

 Patel, J., Schomburg, E. W., Berenyi, A., Fujisawa, S., and Buzsaki, G. (2013). Local generation and propagation of ripples along the septotemporal axis of the hippocampus. J. Neurosci. 33, 17029–17041. doi: 10.1523/JNEUROSCI.2036-13.2013

 Pathria, R. K., and Beale, P. D. (2011). Statistical Mechanics, 3rd Edn. Elsevier.

 Percival, D., and Walden, A. (2009). Spectral Analysis for Physical Applications. Cambridge: Cambridge University Press.

 Petsche, H., and Stumpf, C. (1960). Topographic and toposcopic study of origin and spread of the regular synchronized arousal pattern in the rabbit. Electroencephalogr. Clin. Neurophysiol. 12, 589–600.

 Phillips, O. (1977). The Dynamics of the Upper Ocean. Cambridge UK: Cambridge University Press.

 Pollack, G., and Stump, D. R. (2002). Electromagnetism. Addison Wesley.

 Priestley, J. (1981). Spectral Analysis and Time Series. Academic Press.

 Proment, D., Nazarenko, S., and Onorato, M. (2009). Quantum turbulence cascades in the Gross-Pitaevskii model. Phys. Rev. A 80:051603. doi: 10.1103/PhysRevA.80.051603

 Pruessner, G. (2012). Self-Organized Criticality, Theory, Models, and Characterization. Cambridge University Press.

 Rabinovich, M., and Trubetskov, C. (1989). Oscillations and Waves in Linear and Nonlinear Systems. Kluwer Academic Publishers.

 Rabinovich, M. I., Friston, K. J., and Varona, P. (2012). Principles of Brain Dynamics. The MIT Press.

 Richardson, L. (1922). Weather Prediction by Numerical Process. Cambridge University Press.

 Rivas, J., Gatzelu, J., and Garcia-Austt, E. (1996). Changes in hippocampal cell discharge patterns and theta rhythm spectral properties as a function of walking velocity in the guinea pig. Exp. Brain Res. 108, 113–118.

 Rosenblatt, M., and Van Ness, J. (1965). Estimation of the bispectrum. Ann. Math. Stat. 36, 1120–1136.

 Schomburg, E. W., Fernandez-Ruiz, A., Mizuseki, K., Berenyi, A., Anastassiou, C., Koch, C., et al. (2014). Theta phase segregation of input-specific gamma patterns in entorhinal-hippocampal networks. Neuron 84, 470–485. doi: 10.1016/j.neuron.2014.08.051

 Shen, J., Barnes, C., McNaughton, B., Skaggs, W., and Weaver, K. (1997). The effect of aging on experience-dependent plasticity of hippocampal place cells. J. Neurosci. 17, 6769–6782.

 Sheremet, A., Burke, S., and Maurer, A. (2016). Movement enhances the nonlinearity of hippocampal theta. J. Neurosci. 36, 4218–4230. doi: 10.1523/JNEUROSCI.3564-15.2016

 Sheremet, A., Zhou, Y., Kennedy, J., Qin, Y., Burke, S., and Maurer, A. (2018). Theta-gamma coupling: a nonlinear dynamical model. BioRXiv doi: 10.1101/304238

 Siapas, A. G., Lubenov, E., and Wilson, M. (2005). Prefrontal phase locking to hippocampal theta oscillations. Neuron 46, 141–151. doi: 10.1016/j.neuron.2005.02.028

 Sik, A., Pettonen, M., Ylinen, A., and Buzsaki, G. (1995). Hippocampal CA1 interneurons: an in vivo intracellular labeling study. J. Neurosci. 15, 6651–6665.

 Sussillo, D., and Abbott, L. (2009). Generating coherent patterns of activity from chaotic neural networks. Neuron 63, 544–557. doi: 10.1016/j.neuron.2009.07.018

 Swami, A., Mendel, J., and Nikias, C. (2001). Higher Order Spectral Analysis Toolbox: A MATLAB Toolbox for Spectral and Polyspectral Analysis, and Time-Frequency Distributions. United Signals & Systems.

 Toda, M., Kubo, R., and Saito, N. (1983). Statistical Physics 1, Equilibrium Statistical Mechanics. Springer-Verlag.

 Tognoli, E., and Kelso, J. (2014). The metastable brain. Neuron 81, 35–48. doi: 10.1016/j.neuron.2013.12.022

 Troy, W. C. (2008). “Wave phenomena in neuronal networks,” in Dissipative Solitons: From Optics to Biology and Madicine, Lecture Notes in Physics 751, eds N. Akhmediev and A. Ankiewicz (Springer), 431–452.

 Vandecasteele, M., Royer, S. M. S., Belluscio, M., Berrnyi, A., Diba, K., Fujisawa, S., et al. (2012). Large-scale recording of neurons by movable silicon probes in behaving rodents. J. Visual Exp. 61:3568. doi: 10.3791/3568

 Vanderwolf, C. (1969). Hippocampal electrical activity and voluntary movement in the rat. Electroencephal. Clin. Neurophysiol. 26, 407–418.

 Vertes, R. P., and Kocsis, B. (1997). Brainstem-diencephalo-septohippocampal systems controlling the theta rhythm of the hippocampus. Neuroscience 81, 893–926.

 Weber, H. (1860). De pulsa resorptione auditu et tactu. Annot. Anat. Physiol. 4, 176–258.

 Weiland, J., and Wilhelmsson, H. (1977). Coherent Non-linear Interaction of Waves in Plasmas. Pergamon Press.

 Whishaw, I. Q., and Vanderwolf, C. (1973). Hippocampal EEG and behavior: changes in amplitude and frequency of RSA (theta rhythm) associated with spontaneous and learned movement patterns in rats and cats. Behav. Biol. 8:461–484.

 Wilson, H. R., and Cowan, J. D. (1972). Excitatory and inhibitory interactions in localized populations of model neurons. Biophys. J. 12, 1–24.

 Wilson, H. R., and Cowan, J. D. (1973). A mathematical theory of the functional dynamics of cortical and thalamic nervous tissue . Kybernetik 13, 55–80.

 Witter, M., and Amaral, D. (2004). “Chapter 21: Hippocampal formation,” in The Rat Nervous System, 3rd Edn., ed G. Paxinos (Academic Press), 635–704.

 Wright, J. J., and Liley, D. T. J. (1995). Simulation of electrocortical waves. Biol. Cybernet. 72, 347–356.

 Ylinen, A., Bragin, A., Nadasdy, Z., Jando, G., Szabo, I., Sik, A., and Buzsaki, G. (1995). Sharp wave-associated high-frequency oscillation (200 Hz) in the intact hippocampus: network and intracellular mechanisms. J. Neurosci. 15, 30–46.

 Zakharov, V. (1999). Statistical theory of gravity and capillary waves on the surface of a finite-depth fluid. Eur. J. Mech. B/Fluids 18, 327–344.

 Zakharov, V., and Filonenko, N. (1967a). Weak turbulence of capillary waves. J. Appl. Mech. Tech. Phys. 8, 37–42.

 Zakharov, V., L'vov, V., and Falkcovich, G. (1992). Kolmogorov Spectra of Turbulence I. Springer-Verlag.

 Zakharov, V. E., and Filonenko, N. N. (1967b). Energy spectrum for stochastic oscillations of the surface of a liquid. Sov. Phys. Doklady 11, 881–884.

 Zhang, H., Watrous, A. J., Patel, A., and Jacobs, J. (2018). Theta and alpha oscillations are traveling waves in the human neocortex. Neuron 98, 1269–1281. doi: 10.1016/j.neuron.2018.05.019

 Zheng, C., Bieri, K., Hwaun, E., and Colgin, L. L. (2016). Fast gamma rhythms in the hippocampus promote encoding of novel object–place pairings. eNeuro. 3, 1–19. doi: 10.1523/ENEURO.0001-16.2016

 Zheng, C., Bieri, K., Trettel, S., and Colgin, L. (2015). The relationship between gamma frequency and running speed differs for slow and fast gamma rhythms in freely behaving rats. Hippocampus 25, 924–938. doi: 10.1002/hipo.22415

 Zhou, Y., Sheremet, A., Kennedy, J., and Maurer, A. (2018). Linear analysis of hippocampal lfp: slow gamma vs high theta. BioRXiv. doi: 10.1101/428490

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Sheremet, Qin, Kennedy, Zhou and Maurer. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 08 January 2019
doi: 10.3389/fnsys.2018.00065






[image: image2]

Spectral Imprints of Working Memory for Everyday Associations in the Frontoparietal Network

Elizabeth L. Johnson1,2*, David King-Stephens3, Peter B. Weber3, Kenneth D. Laxer3, Jack J. Lin4,5 and Robert T. Knight1,6


1Helen Wills Neuroscience Institute, University of California, Berkeley, Berkeley, CA, United States

2Institute of Gerontology, Wayne State University, Detroit, MI, United States

3Department of Neurology and Neurosurgery, California Pacific Medical Center, San Francisco, CA, United States

4Comprehensive Epilepsy Program, Department of Neurology, University of California, Irvine, Irvine, CA, United States

5Department of Biomedical Engineering, University of California, Irvine, Irvine, CA, United States

6Department of Psychology, University of California, Berkeley, Berkeley, CA, United States

Edited by:
Thomas Wolbers, Deutsche Zentrum für Neurodegenerative Erkrankungen, Germany

Reviewed by:
Natasha Sigala, University of Sussex, United Kingdom
Andreas Nieder, University of Tubingen, Germany

* Correspondence: Elizabeth L. Johnson, eljohnson@berkeley.edu

Received: 28 September 2018
 Accepted: 11 December 2018
 Published: 08 January 2019

Citation: Johnson EL, King-Stephens D, Weber PB, Laxer KD, Lin JJ and Knight RT (2019) Spectral Imprints of Working Memory for Everyday Associations in the Frontoparietal Network. Front. Syst. Neurosci. 12:65. doi: 10.3389/fnsys.2018.00065



How does the human brain rapidly process incoming information in working memory? In growing divergence from a single-region focus on the prefrontal cortex (PFC), recent work argues for emphasis on how distributed neural networks are rapidly coordinated in support of this central neurocognitive function. Previously, we showed that working memory for everyday “what,” “where,” and “when” associations depends on multiplexed oscillatory systems, in which signals of different frequencies simultaneously link the PFC to parieto-occipital and medial temporal regions, pointing to a complex web of sub-second, bidirectional interactions. Here, we used direct brain recordings to delineate the frontoparietal oscillatory correlates of working memory with high spatiotemporal precision. Seven intracranial patients with electrodes simultaneously localized to prefrontal and parietal cortices performed a visuospatial working memory task that operationalizes the types of identity and spatiotemporal information we encounter every day. First, task-induced oscillations in the same delta-theta (2–7 Hz) and alpha-beta (9–24 Hz) frequency ranges previously identified using scalp electroencephalography (EEG) carried information about the contents of working memory. Second, maintenance was linked to directional connectivity from the parietal cortex to the PFC. However, presentation of the test prompt to cue identity, spatial, or temporal information changed delta-theta coordination from a unidirectional, parietal-led system to a bidirectional, frontoparietal system. Third, the processing of spatiotemporal information was more bidirectional in the delta-theta range than was the processing of identity information, where alpha-beta connectivity did not exhibit sensitivity to the contents of working memory. These findings implicate a bidirectional delta-theta mechanism for frontoparietal control over the contents of working memory.

Keywords: working memory, prefrontal cortex, parietal cortex, oscillations, directional connectivity, iEEG, ECoG


INTRODUCTION

The ability to maintain and manipulate information in working memory provides the neurobiological infrastructure for thinking and complex cognition. For 80 years, dominant views of working memory have emphasized the key role of the prefrontal cortex (PFC; Szczepanski and Knight, 2014). However, we previously demonstrated that working memory for everyday associations depends on frequency multiplexing between prefrontal and parieto-occipital regions (Johnson et al., 2017). Delta-theta (2–7 Hz) rhythms were observed in the PFC → parieto-occipital direction in response to a shift in task demands imposed by retrocuing identity, spatial, or temporal information from working memory stores. This oscillatory response was attenuated in individuals with focal lesions to the lateral PFC, resulting in a mean decrease of 8% in task accuracy. In contrast, parallel alpha-beta (9–24 Hz) rhythms were observed in the parieto-occipital → PFC direction, and were neither responsive to shifts in task demands nor affected by PFC lesions, revealing an oscillatory response that was independent of the PFC. These findings challenge dominant models of working memory which attribute function to PFC-dependent systems (Goldman-Rakic, 1995; Miller and Cohen, 2001; Curtis and D’Esposito, 2003; Müller and Knight, 2006; Lara and Wallis, 2014; Sreenivasan et al., 2014; Szczepanski and Knight, 2014; D’Esposito and Postle, 2015; Eriksson et al., 2015), and instead support a model of network-wide frontoparietal control (Wager and Smith, 2003; Duncan, 2010, 2013; Niendam et al., 2012; Cole et al., 2013; Ester et al., 2015, 2016; Sadaghiani and Kleinschmidt, 2016; Christophel et al., 2017).

The frontoparietal network is posited to govern the cascade of attentional processes that underlie complex cognitive functions and fluid intelligence (Duncan, 2010, 2013; Stoewer et al., 2010), including but not limited to working memory. This proposal draws evidence from studies showing flexible coding of task-specific events within prefrontal and parietal regions (Fusi et al., 2016; Stokes et al., 2017), including rapid, task-relevant changes in broadband gamma and higher-frequency power spectra in humans (Guillem et al., 1996; Miller et al., 2014) and single-unit activity in macaques (Balaguer-Ballester et al., 2011; Rigotti et al., 2013; Stokes et al., 2013). Moreover, evidence for these regions acting in concert comes from studies showing robust long-range anatomical tracts between frontal and parietal regions (Goldman-Rakic, 1988; Selemon and Goldman-Rakic, 1988; Cavada and Goldman-Rakic, 1989; Cabeza et al., 2008), as well as functional MRI studies showing that frontoparietal network connectivity is more sensitive to the demands imposed by a given cognitive task than that of other functional networks (Niendam et al., 2012; Cole et al., 2013). Finally, studies conducted in macaques indicate that the strength of frontoparietal network oscillatory synchrony carries information about items stored in working memory (Salazar et al., 2012; Dotson et al., 2014; Antzoulatos and Miller, 2016; Jacob et al., 2018). However, the oscillatory mechanisms of frontoparietal control over the contents of working memory are largely unexplored in humans.

The purpose of this study was to investigate how the frontoparietal network supports the flexible coding of task-specific, ecologically valid events in humans. Simultaneous prefrontal and parietal recordings were obtained directly from the cortices of seven young adults while they performed a visuospatial working memory task that operationalizes the types of associations we encounter every day. Each trial was comprised of five phases: pretrial, encoding, pre-cue delay (“maintenance”), post-cue delay (“processing”), and response (Figure 1A; Johnson et al., 2017, 2018). Following the pretrial central fixation and start screen, two common shapes were presented sequentially in a top/bottom spatial orientation. A test cue was then presented mid-delay to retroactively cue specific information about the items being maintained in working memory: SAME (identities; Figure 1A, top), TOP/BOTTOM [spatial relations (bottom)], or FIRST/SECOND [temporal relations (bottom)]. This critical manipulation permitted us to examine how working memory unfolded over time as task demands shifted within a trial (i.e., maintenance vs. processing), and compare activity during the selection of identity vs. spatial or temporal information between trials. Because the maintenance of information about shape identity was common to all trials (Manohar et al., 2017), identity trials provided an exemplary control condition against which to contrast working memory for spatial and temporal information.


[image: image]

FIGURE 1. Working memory task design and behavior. (A) Single-trial working memory task design. Following a 1-s pretrial fixation interval (−250 to −50 ms pretrial epoch used as baseline), subjects were directed to focus on either IDENTITY or RELATION information. Then, two common shapes were presented for 200 ms each in a specific spatiotemporal configuration (i.e., top/bottom spatial and first/second temporal positions). After a 900- or 1,150-ms jittered pre-cue fixation delay (“maintenance”), the test cue appeared (i.e., one word presented on screen for 800 ms), followed by a post-cue fixation delay of the same length (“processing”). Working memory was tested in a two-alternative forced choice test (0.5 chance rate). In the identity test (top), subjects indicated whether the pair was the SAME pair they just studied (correct response in this example: no). In the spatiotemporal relation test (bottom), subjects indicated which shape fit the TOP/BOTTOM spatial or FIRST/SECOND temporal relation cue (correct response for cue TOP or SECOND: circle). (B) Mean and per-subject task accuracy (top) and response time (RTs; bottom). *Significant result; error bars, SEM; S, subject; orange, spatial trials; blue, identity trials; pink, temporal trials.



We hypothesized that delta-theta oscillations would: (1) be responsive to within-trial shifts in working memory demands, replicating previous work using this task (Johnson et al., 2017, 2018); and (2) differ between trials as a function of the specific information being selected in working memory. Further, if frontoparietal delta-theta oscillations support the flexible coding of task-specific events, then these rhythms will exhibit sensitivity to both within- and between-trial shifts in working memory task demands (Duncan, 2010, 2013). The use of intracranial electroencephalography (iEEG/ECoG) recordings provided a method to assess the per-trial spatial distribution of local and directional delta-theta effects (Johnson and Knight, 2015; Parvizi and Kastner, 2018), and—importantly—test alternative outcomes outside the delta-theta frequency range.



MATERIALS AND METHODS


Subjects

We report data from seven adults, mean ± SD: 25.4 ± 3.3 years of age (four males), who were undergoing intracranial monitoring as part of seizure management. Electrodes were implanted solely on the clinical needs of each patient, and we selected datasets for inclusion via off-site review of individual neuroanatomical coverage. These datasets were collected at 4 sites: University of California (UC), Irvine, Hospital (three subjects with subdural and/or stereotactic implants); California Pacific Medical Center (CPMC; two subjects with subdural implants); UC San Francisco, Hospital (one subject with subdural implants); or Oslo University Hospital (one subject with stereotactic implants). This study was approved by and carried out in accordance with the recommendations of the Institutional Review Board of UC Berkeley, CPMC, UC San Francisco, or Regional Committee for Medical Ethics, Region South. All subjects gave written informed consent in accordance with the Declaration of Helsinki.



Behavioral Task

Working memory was tested in a single-trial task paradigm that has been used previously to study neural networks in patient samples (Figure 1A; Johnson et al., 2017, 2018). After each 1-s pretrial fixation interval, a starting screen (800 ms) indicated whether the upcoming pair of stimuli would be tested for IDENTITY or spatiotemporal RELATION information. Then, following a 100-ms central fixation, two common-shape stimuli were presented for 200 ms each in a specific spatiotemporal configuration (i.e., top/bottom spatial and first/second temporal positions). The test cue was presented (800 ms) after a 900- or 1,150-ms delay interval to elicit information-specific selection mechanisms during a second delay interval of the same length. The length of the delays was randomly jittered to preclude anticipatory mechanisms. Then, two shapes were presented on the horizontal axis and subjects responded in a two-alternative forced choice test, resulting in a 0.5 chance rate. In the identity test, subjects indicated whether the pair was the SAME pair they just studied; half of the pairs show two old shapes (“yes”) and half the pairs show one old shape and one new shape (“no”), using the up and down arrow keys. In the spatial relation test, subjects indicated which shape had been on the TOP or BOTTOM, and in the temporal relation test, which shape had been presented FIRST or SECOND, using the left and right arrow keys.

The task was fully counterbalanced with 120 trials divided evenly between identity, spatial, and temporal conditions, chosen randomly from a pool of 150 trials with unique stimuli. An experimenter went through the experimental task instructions and a set of six practice trials with each subject, who was permitted to repeat the practice trials by request. All subjects completed the working memory task. The task was programmed in E-Prime Professional 2.0 (Psychology Software Tools, Pittsburgh, PA, USA).

Accuracy and correct-trial response time (RT) data were submitted to logit and linear mixed-effects models, respectively, with three condition fixed effects and seven subject random effects (Cramer et al., 2015). In the case of a significant outcome, post hoc testing was repeated between each pair of conditions.



Electrode Localization

Electrodes were localized for each subject based on individual anatomy (Table 1), and then transferred into standard MNI space for presentation across subjects (Figures 2A, 3A). Affine point-based registration was used to co-register post-implantation computed tomography (CT) coordinates to the pre-operative magnetic resonance (MR) images using the FieldTrip toolbox (Oostenveld et al., 2011; Stolk et al., 2018) for MATLAB (MathWorks, Inc., Natick, MA, USA). Subjects were selected based on electrode placement covering both lateral prefrontal and parietal cortices.


TABLE 1. Individual electrode coverage.
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FIGURE 2. Spatial processing power effects. (A) Reconstruction of frontoparietal electrode coverage for all subjects. Electrodes are color-coded according to the results of the per-subject contrast between identity and spatial trials: orange, spatial > identity; blue, identity > spatial; black, no effect. All effects are significant at the cluster-corrected threshold of 0.05. (B) Mean and per-subject time-frequency representations of significant t-statistics (cluster-corrected mask applied) for the electrodes indicated in (A). The black lines to the right of the means indicate the spectral density of the corresponding time-frequency representations (i.e., mean significant t-values per frequency). Frequencies range from 2 Hz to 40 Hz in linearly-spaced steps of 1 Hz. T-statistics are normalized according to the maximum value of each plot (scale: −1 to +1) and color-coded by the direction of effects: cooler, identity > spatial; warmer, spatial > identity. S, subject.
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FIGURE 3. Temporal processing power effects. (A) Reconstruction of frontoparietal electrode coverage for all subjects. Electrodes are color-coded according to the results of the per-subject contrast between identity and temporal trials: pink, temporal > identity; blue, identity > temporal; black, no effect. All effects are significant at the cluster-corrected threshold of 0.05. (B) Mean and per-subject time-frequency representations of significant t-statistics (cluster-corrected mask applied) for the electrodes indicated in (A). The black lines to the right of the means indicate the spectral density of the corresponding time-frequency representations (i.e., mean significant t-values per frequency). Frequencies range from 2 Hz to 40 Hz in linearly-spaced steps of 1 Hz. T-statistics are normalized according to the maximum value of each plot (scale: −1 to +1) and color-coded by the direction of effects: cooler, identity > temporal; warmer, temporal > identity. S, subject.





Data Acquisition and Preprocessing

UC Irvine data were acquired using a Nihon Kohden recording system, sampled at 5 or 10 kHz and resampled offline to 1 kHz. CPMC data were acquired using a Nihon Kohden recording system, sampled at 1 kHz. UC San Francisco data were acquired using a Tucker Davis Technologies recording system, sampled at 1.526 kHz and resampled offline to 1 kHz. Oslo data were acquired using a Nicolet (NicOne) recording system, sampled at 512 Hz. As described below, spectral decomposition was performed up to 40 Hz, and so 512 Hz is well over the minimum Nyquist frequency (2 cycles/frequency = 80 Hz) required for analysis. Preprocessing routines were performed using the FieldTrip (Oostenveld et al., 2011) and EEGLAB (Delorme and Makeig, 2004) toolboxes for MATLAB.

Raw electrophysiology data traces were manually inspected under the supervision of a neurologist (RTK), who was blinded to electrode locations and experimental task parameters. Channels and epochs displaying epileptiform activity or artifactual signal (from poor contact, machine noise, etc.), and those placed on tissue that was later resected were excluded from analysis. Remaining channels were filtered with 1-Hz high-pass and 200-Hz low-pass (165-Hz for Oslo data) finite impulse response filters and demeaned, and 60-Hz line noise harmonics (50-Hz for Oslo data) were removed using discrete Fourier transform. We re-inspected the filtered data to mark any channels or epochs containing residual artifacts for exclusion. Then, every artifact-free electrode within the prefrontal or parietal cortex was re-referenced to the next adjacent electrode, spaced at 4, 5, or 10 mm within that region, using bipolar montages to create virtual electrodes with minimized contamination from volume conduction (Shirhatti et al., 2016; Trongnetrpunya et al., 2016). The final dataset contained 192 virtual electrodes, range (mean) per subject: 4–54 (19) PFC, 2–16 (8) parietal cortex; see Table 1 for per-subject electrode localization information.

We then epoched the continuous data into trials with 1-s buffers (i.e., first stimulus onset −1 s to response screen onset +1 s) and excluded trials overlapping with epochs that had been marked as noisy during inspection, and again manually re-inspected the data to reject any trials with residual noise. The final dataset included an average of 96 correct trials per subject, mean ± SD (range) trials: 32 ± 3 (26–35) identity, 33 ± 4 (27–39) spatial relation, 31 ± 6 (20–39) temporal relation. There were too few incorrect trials for meaningful electrophysiological data analysis, mean ± SD (range) trials: 17 ± 8 (4–25) per subject. Finally, the data were epoched into three segments per trial for analysis (see Figure 1A): (1) 200-ms pretrial baseline interval extending from 250 ms to 50 ms before the start screen; (2) 900-ms pre-cue delay interval extending from the offset of the second stimulus (“maintenance”); and (3) 900-ms post-cue delay interval extending from the offset of the test cue (“processing”). The post-cue processing interval is the critical analysis interval because the subject was actively processing either identity, spatial, or temporal information in working memory (Figure 1A). As described below, the processing interval was analyzed separately for event-related potentials (ERPs), task-induced power, and directional connectivity.



Event-Related Potentials

The correct-trial 200-ms pretrial baseline and 900-ms post-cue processing data segments were zero-padded to 7,500 ms to minimize filtering-induced edge artifacts and passed through a 30-Hz low-pass finite impulse response filter (Johnson et al., 2017, 2018). Task-induced ERPs were computed over the processing interval by absolute baseline-correcting the outputs on the temporal mean of the pretrial baseline (i.e., post-cue processing—pretrial mean).

The outputs were tested per-subject for condition differences between identity and spatial/temporal trials over the processing interval. Within-subjects statistical testing employed a Monte Carlo method (1,000 iterations) with cluster-based maximum correction for multiple comparisons (Maris and Oostenveld, 2007). An independent-samples t-test was used to identify clusters of contiguous data points showing a difference between conditions, thresholded at 0.05, two-tailed, and then the t-statistics were summed over all data points per cluster to calculate cluster size. Effects were clustered on the basis of spatial (i.e., neighboring electrodes) and temporal adjacency. Then, condition labels were randomly shuffled and the same clustering procedure was applied 1,000 times to create a normal distribution of null effects. Observed clusters were considered significant if fewer than 5% of randomizations yielded a larger effect (i.e., cluster-corrected α = 0.05). Statistical testing was performed using FieldTrip functions in MATLAB (Oostenveld et al., 2011).



Spectral Decomposition

Time-frequency representations of power were computed on the correct-trial 200-ms pretrial baseline and 900-ms post-cue processing data segments. Data segments were zero-padded to 7,500 ms and time-frequency representations were computed using an adaptive, frequency-dependent sliding window of 3 cycles’ length (Δt = 3/f) for frequencies from 2 Hz to 40 Hz (1-Hz steps, 2-Hz bandwidth). The time windows were advanced in steps of 10 ms and the data in each window were multiplied with a Hanning taper before calculating power using fast Fourier transforms. For a similar approach, see Johnson et al. (2017).

Task-induced power was analyzed per subject and trial using a statistical bootstrapping procedure. Baseline power values were pooled into a single time-series for each channel and frequency, from which we randomly selected and averaged r data points (r = number of trials in that subject’s dataset). This step was repeated 1,000 times to create normal distributions of electrode and frequency-resolved pretrial baseline data. Delay raw power data were z-scored on the pretrial baseline distributions to assess the significance of task-induced effects. For a similar approach, see Flinker et al. (2015); Johnson et al. (2017) and Johnson et al. (2018).

Within-subjects statistical testing of condition differences between identity and spatial/temporal trials was equivalent to that for ERPs, with clustering on the electrode, time, and frequency dimensions.



Directional Connectivity

Directional connectivity was computed on the correct-trial 900-ms pre-cue maintenance and post-cue processing data segments between signals across each PFC-parietal cortex electrode pair within the same hemisphere using the Phase Slope Index (PSI; Nolte et al., 2008). The PSI metric tracks whether the slope of the phase lag between A and B electrode pairs is consistent across several adjacent frequency bins. Positive PSI indicates that electrode A leads electrode B, negative PSI indicates the reverse, and zero PSI indicates either zero or an evenly balanced lead/lag relationship between electrodes.


Task-Induced PSI

The raw trial-wise mean for correct-trial data segments was first subtracted from each raw correct-trial data segment. Spectral representations were then computed from the outputs using the same parameters described above, but over the full delay interval (i.e., not time-resolved). Importantly, the Hanning taper reduces spectral leakage and allows us to keep the bandwidth constant for computation of PSI. Cross-spectral density was calculated between the complex Fourier outputs, from which PSI was computed separately for the delta-theta (2–7 Hz) and alpha-beta (9–24 Hz) bands (Johnson et al., 2017).

Per-subject statistical analysis of PSI was performed for the delay intervals by standardizing the outputs against frequency-shuffled surrogate distributions via bootstrapping. At each electrode pair and frequency point, we randomly shuffled the frequencies in one signal and re-computed PSI 1,000 times to create normal distributions of electrode-pair and frequency-resolved null PSI data. Raw PSI outputs were z-scored on the null distributions to correct for any spurious results and assess the significance of directional effects. PFC leads were defined as PSI z > 1.96 and parietal leads as z < −1.96 (i.e., α = 0.05); for a similar approach, see Johnson et al., 2017, 2018. PSI data were visualized topographically using the BrainNet Viewer for MATLAB (Xia et al., 2013).

The outputs were submitted to group statistical testing using linear mixed-effects models with 2 task-interval fixed effects (i.e., maintenance vs. processing), and seven subjects and 1,129 electrode pairs as random effects (Johnson et al., 2018).



Time-Resolved PSI

We recomputed time-resolved PSI (10-ms resolution) on the post-cue processing data segments, per condition, for all pairs of electrodes that exhibited significant directionality (PSI |z| > 1.96) over the whole processing interval (Johnson et al., 2018). Spectral decomposition, PSI computation, and per-subject statistical bootstrapping analysis were otherwise identical. By including only directional electrode pairs, this step ensures that the interpretation of output PSI values close to zero (i.e., |z| < 1.96, p > 0.05) would be unambiguous—that is, evidence of evenly balanced lead/lag relationships rather than zero relationship.

The outputs were submitted to group-level statistical testing by sliding the linear mixed-effects model across timepoints. At each 10-ms timepoint, there were two condition fixed effects (identity vs. spatial/temporal), and seven subject and 1,008 (in delta-theta models) or 984 (alpha-beta models) electrode-pair random effects. The outputs were corrected for multiple comparisons on the time dimension using the false discovery rate (FDR) threshold of 0.05. Significant differences were considered sustained if they persisted for at least 100 ms at the FDR-corrected threshold (e.g., Flinker et al., 2015; Foo et al., 2016).




Data Availability

The data and custom-built MATLAB codes that support the current findings are deposited to the University of California, Berkeley, Collaborative Research in Computational Neuroscience database1.




RESULTS


Behavior

We confirmed that all subjects were proficient at the task (accuracy range 0.63–0.98, chance 0.5; Figure 1B, top), and then submitted the accuracy and RT data to mixed-effects models with three condition fixed effects and seven subject random effects. There was a significant effect of condition on RT (F(1,19) > 6.50, p < 0.02, d > 1.47; Figure 1B, bottom), but no effect on accuracy (p > 0.50). Post hoc testing revealed that RTs were longer on identity than spatial (F(1,12) > 13.78, p < 3 × 10−3, d = 2.14) and temporal (F(1,12) > 10.95, p < 7 × 10−3, d = 1.91) trials, with no difference between spatial and temporal trials (p > 0.22).



Cortical Representations

All frontoparietal electrodes (n = 192) were submitted to analyses of ERPs and task-induced power, and the outputs were tested per subject for condition differences between identity and spatial/temporal trials (see Figure 1A) using non-parametric statistics with cluster-based correction for multiple comparisons (Maris and Oostenveld, 2007). We investigated working memory for space and time by comparing spectral activity during the selection of an item in space or time to the ongoing maintenance of item identity (i.e., spatial/temporal > identity effects; Johnson et al., 2018). We further considered sensitivity to task difficulty in cases where those subjects who exhibited both increased RTs and decreased accuracy on identity trials also exhibited identity > spatial/temporal spectral effects.


ERPs

ERPs were quantified (1–30 Hz bandpass) over the 200-ms pretrial baseline and 900-ms post-cue processing intervals for correct trials (see Figure 1A), and then processing outputs were absolute baseline-corrected on the temporal mean of the pretrial baseline. Cluster-based permutation testing of identity vs. spatial/temporal trials indicated that ERPs did not differ between conditions in any subject (all p > 0.10), ensuring that spectral condition effects were not due to exogenous activity from ERPs (Johnson et al., 2018).



Spectral Effects

We then examined the spatio-spectral distributions of condition effects. Time-frequency representations of power were quantified from 2 Hz to 40 Hz (1-Hz steps, 2-Hz bandwidth) for the pretrial baseline and post-cue processing intervals for correct trials, and then processing outputs were standardized on the pretrial baseline via statistical bootstrapping (Flinker et al., 2015; Johnson et al., 2017, 2018).

Per-subject cluster-based permutation testing revealed that information about the contents of working memory was distributed throughout the frontoparietal network (all p < 0.04, cluster-corrected), with the majority of frontoparietal sites exhibiting sensitivity to working memory for spatiotemporal relationships between 2 Hz and 40 Hz. In the contrast between identity and spatial trials (Figure 2), 5/7 (71%) subjects showed significant spatial > identity effects (mean ± SD: 54 ± 22% of electrodes/subject) and 2/7 (29%) showed identity > spatial effects (36 ± 12% of electrodes/subject). In the contrast between identity and temporal trials (Figure 3), 4/7 (57%) subjects showed significant temporal > identity effects (68 ± 30% of electrodes/subject) and 2/7 (29%) showed identity > temporal effects (37 ± 10% of electrodes/subject). Importantly, the subjects who exhibited significant identity > spatial/temporal effects were the same subjects who exhibited both increased RTs and decreased accuracy on identity trials, suggesting that sparsely distributed frontoparietal sites are sensitive to task difficulty.

To examine the spectral components of working memory for space, we utilized the per-subject cluster-thresholded mask to index the power data points that showed significant spatial > identity processing and then averaged them across all electrodes per subject (Figure 2B, left). We repeated this procedure to examine the spectral components for time (temporal > identity processing; Figure 3B, left), as well as difficulty (identity > spatial/temporal processing; Figures 2B, 3B, right). Statistically significant effects were most prominent at lower frequencies, regardless of the exact contrast. Specifically, information about the contents of working memory appeared to be carried at distinct delta-theta (2–7 Hz) and alpha-beta (9–24 Hz) frequency ranges. These are the same frequency ranges previously identified as prefrontal- vs. parieto-occipital-led using scalp EEG on the same working memory task (Johnson et al., 2017).




Directional Connectivity

PSI (Nolte et al., 2008) was computed between signals across each PFC-parietal cortex pair within the same hemisphere (n = 1,129) separately for the delta-theta (2–7 Hz) and alpha-beta (9–24 Hz) frequency ranges. PSI was first computed over the full 900-ms pre-cue maintenance and post-cue processing intervals (see Figure 1A) and not time-resolved. Each subject’s outputs were z-scored against frequency-shuffled reference distributions to assess directionality and then submitted to group-level testing as a function of task interval (Johnson et al., 2017, 2018).

Time-resolved PSI was re-computed per condition over the post-cue processing interval at all electrode pairs that were found to be significantly directional overall during the processing interval (n = 1,008 delta-theta, 984 alpha-beta). By including only directional electrode pairs, this step ensures that net output PSI values close to zero (i.e., |z| < 1.96, p > 0.05) would be considered evidence of bidirectionality. Each subject’s PSI outputs were z-scored per time point and then tested on the group level for differences between identity and spatial/temporal conditions.


Task-Induced Effects

The maintenance interval was characterized by unidirectional parietal → PFC connectivity in both frequency ranges (threshold z < −1.96, p < 0.05), mean ± SD, delta-theta: z < −40.03 ± 8.73; alpha-beta: z < −30.37 ± 2.60. However, following presentation of the test cue to select identity, spatial, or temporal information from working memory stores, delta-theta directionality shifted from a unidirectional to bidirectional frontoparietal network (processing > maintenance, F(1,2256) = 1936.10, p < 8 × 10−306; Figures 4A,B). Within individual subjects, some electrodes shifted in direction from parietal to PFC leads, while others decreased in the strength of parietal lead or did not change, reflecting spatially diverse patterns of bidirectional delta-theta connectivity during information processing (see Johnson et al., 2018). Importantly, the processing interval was characterized by net connectivity greater than zero in 6/7 subjects (86%), mean ± SD: z > 6.01 ± 6.42, revealing a network-wide shift from parietal-led to frontoparietal in the delta-theta range with working memory task demands (see Johnson et al., 2017).
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FIGURE 4. Bidirectional frontoparietal oscillations for information processing. (A) Delta-theta (2–7 Hz) phase slope index (PSI) shifted from a unidirectional, parietal-led network during maintenance to a bidirectional, frontoparietal network during the processing interval (p < 8 × 10−306). Data are represented as mean ± SEM per subject across all trials; positive values indicate that the prefrontal cortex (PFC) leads the parietal cortex and negative values indicate that the parietal cortex leads the PFC. S, subject. (B) Topographical representations of the PSI data depicted in (A) in two subjects. PSI is masked per electrode pair, with significant PFC leads in the top row (z > 1.96, p < 0.05) and parietal leads (z < −1.96, p < 0.05) in the bottom row. S3 was implanted subdurally in the right hemisphere and S5 in the left hemisphere. (C) Equivalent to (A): alpha-beta (9–24 Hz) PSI shifted from a unidirectional, parietal-led network during maintenance to a bidirectional, but still net parietal-led network during the processing interval (p = 0). (D) Equivalent to (B): topographical representations of the PSI data depicted in (C) in two subjects.



All analyses were repeated for PSI in the alpha-beta range. In the alpha-beta range, there was again a shift in directionality with presentation of the test cue (processing > maintenance, F(1,2256) = 2302.30, p = 0; Figures 4C,D). Despite the shift, however, all subjects continued to exhibit net parietal → PFC connectivity at processing, mean ± SD: z < −12.60 ± 7.51 (see Johnson et al., 2017).



Spatiotemporal Processing Effects

Having established that distributed frontoparietal sites coded the contents of working memory (see Figures 2, 3) and that information processing elicited bidirectional frontotemporal interactions (Figure 4), we proceeded to examine rapid, time-resolved network interactions as a function of condition. We observed that delta-theta frontoparietal network connectivity was sensitive to the contents of working memory (Figure 5A). In the contrast between identity and spatial conditions (left), significant differences were sustained at the beginning (0–120 ms) and early in the second half (470–610 ms) of the post-cue processing interval (FDR-corrected p < 0.05, marked in black). In the contrast between identity and temporal conditions (right), significant differences were again sustained at the beginning (0–170 ms) and in the second half (660–860 ms) of the processing interval (FDR-corrected p < 0.05).
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FIGURE 5. Spatiotemporal processing connectivity effects. (A) Grand mean time-resolved delta-theta PSI over the processing interval for the contrast between identity and spatial (left)/temporal (right) conditions. Data are represented as mean ± SEM across subjects; positive values indicate that the PFC leads the parietal cortex and negative values indicate that the parietal cortex leads the PFC. Black marks indicate the timepoints of significant condition effects at the false discovery rate (FDR)-corrected threshold of 0.05. Shaded epochs represent effects that were sustained for >100 ms, color-coded by the direction of effects: cooler, identity > spatial/temporal; warmer, spatial/temporal > identity. Orange, spatial trials; blue, identity trials; pink, temporal trials. (B) Equivalent to (A): alpha-beta PSI did not show sustained effects for one condition or the other in either contrast.



Further examination of the early post-cue processing data (0–120/170 ms) indicated that the PFC led parietal sites during the ongoing maintenance of identity information (mean, identity > spatial: z > 2.62, p < 9 × 10−3; identity > temporal: z > 2.35, p < 0.02). Later in processing (470–610/660–860 ms), however, the parietal cortex led prefrontal sites (mean, identity < spatial: z < −3.04, p < 3 × 10−3; identity < temporal: z < −3.57, p < 4 × 10−4), revealing sub-second shifts in directionality during working memory for information about item identity.

In contrast, the selection of spatial (Figure 5A, left) and temporal (right) information exhibited bidirectionality throughout the processing interval (all |z| < 1.60, p > 0.11). Early in processing (shaded in yellow), this dichotomy demonstrates that the selection of spatiotemporal information was more parietal-led than that for the ongoing maintenance of information about item identity. Later in processing, we observed that the epoch corresponding to the selection of spatial information ended ~50 ms before the start of the epoch corresponding to that of temporal information [shaded in blue (left vs. right)]. These results suggest that working memory for spatial and temporal information is supported by relatively more PFC-led network interactions than for identity information, and that spatial and temporal information selection occurs serially in the delta-theta band. Taken together, these results indicate that delta-theta rhythms exerted bidirectional control between prefrontal and parietal cortices during working memory, coding the contents of working memory with sub-second precision.

All analyses were repeated for PSI in the alpha-beta range. Unlike delta-theta directional connectivity, alpha-beta frontoparietal directionality switched rapidly between parietal-led and bidirectional over the course of the 900-ms post-cue processing interval (Figure 5B). Although there were significant differences between conditions (FDR-corrected p < 0.05, marked in black), the differences were not sustained for one condition or the other during either condition-pair contrast [i.e., identity vs. spatial conditions (left), identity vs. temporal conditions (right)]. Rather, it appears that these effects resulted from per-condition means that differed slightly in the timing of inter-regional connectivity. These results suggest that alpha-beta rhythms did not carry information about the contents of working memory on the network-level between prefrontal and parietal cortices.





DISCUSSION

Our findings demonstrate that low-frequency frontoparietal rhythms support the flexible coding of task-specific events in humans. Using an ecologically valid task of working memory for everyday “what,” “where,” and “when” associations (Johnson et al., 2017, 2018), we show that oscillations between 2 Hz and 24 Hz displayed sensitivity to both within- and between-trial shifts in task demands. First, per-subject analyses of task-induced power in the post-cue processing interval revealed that the majority of frontoparietal sites coded space and time, while a sparse minority also coded task difficulty (Figures 2, 3). This result indicates that spectral imprints of everyday associations in working memory are distributed throughout the frontoparietal network, supporting a network-level model of control (Duncan, 2010, 2013; Stoewer et al., 2010). Furthermore, we observed that this information was carried at distinct delta-theta (2–7 Hz) and alpha-beta (9–24 Hz) frequency ranges—the same frequency ranges previously identified as prefrontal- vs. parieto-occipital-led using scalp EEG on the same task (Johnson et al., 2017). We then proceeded to examine directional connectivity between prefrontal and parietal sites at each frequency range with the high spatial precision afforded by iEEG/ECoG recordings.

Second, analyses of per-subject directional connectivity revealed that maintenance of information in working memory was led by the parietal cortex. This result is consistent with proposals of mnemonic information storage in parietal regions (Bettencourt and Xu, 2015; Ku et al., 2015; Galeano Weber et al., 2017), upon which the PFC interacts in response to task demands (Miller and Cohen, 2001; Lara and Wallis, 2014; Sreenivasan et al., 2014; D’Esposito and Postle, 2015; Eriksson et al., 2015). However, we did not observe a reversal in directionality from parietal- to prefrontal-led with a shift in task demands, as would be expected under PFC-dependent control. Instead, we observed that presentation of the test prompt to retroactively cue and select specific information from working memory stores attenuated the parietal lead over the PFC (Figure 4). In the alpha-beta range, network connectivity remained parietal-led. In the delta-theta range, network connectivity exhibited a within-trial change from parietal-led to bidirectional frontoparietal coordination. These critical results support a network-wide model of control (Duncan, 2010, 2013; Stoewer et al., 2010), and reveal that bidirectional frontoparietal network connectivity is specific to the delta-theta range.

Third, analyses of time-resolved network connectivity revealed that spatiotemporal processing was linked to bidirectional delta-theta interactions (see Johnson et al., 2018), while the processing of identity information shifted from prefrontal- to parietal-led over the course of a 900-ms delay interval (Figure 5). This means that early in the post-cue processing interval, the coding of space and time was more parietal-led and later, that it was more prefrontal-led than that of the ongoing maintenance of identity information. Furthermore, we observed that space and time were processed serially in the PFC → parietal direction, suggesting that delta-theta rhythms flexibly code everyday spatiotemporal associations in quick succession. In contrast, we observed that alpha-beta connectivity was largely parietal-led and did not exhibit network-level, condition-specific coding of the contents of working memory.

These results are consistent with the hypothesis that frontoparietal delta-theta rhythms support the flexible coding of task-events, both locally and on the network level. However, we also observed that alpha-beta rhythms carried information about the contents of working memory at sites distributed across the frontoparietal network (see Salazar et al., 2012; Dotson et al., 2014; Antzoulatos and Miller, 2016; Jacob et al., 2018). These findings suggest that a range of low-frequency spectra carry transient imprints of everyday working memory associations at frontoparietal sites, while delta-theta oscillations selectively guide network communication according to task demands. The generalizability of the current findings is limited by the low number of incorrect trials, preventing direct comparison of correct and incorrect trials, and low number of subjects with simultaneous frontal and parietal cortical implants. However, as all statistical analyses were performed per subject prior to any group modeling, the consistency in results across subjects (Figures 2–4) indicates that the results are reliable.

Finally, we note that another group of iEEG patients displayed a similarly complex pattern of bidirectional interactions between the PFC and medial temporal lobe on the same working memory task, with exceptional patterns of bidirectional communication in the theta band (Johnson et al., 2018). Taken together, the results from these studies indicate that maintenance of information in working memory is linked to unidirectional delta-theta connectivity on a larger scale from parietal → prefrontal → medial temporal regions. Critically, flexible coding demands imposed by retrocuing specific “what,” “where,” or “when” information from working memory stores are sufficient to change the large-scale system from unidirectional to bidirectional, with delta-theta rhythmicity observed in both directions between the PFC and parietal and medial temporal regions during information selection. These findings build on recent work showing that frontoparietal networks are fundamentally rhythmic in nature, with delta-theta rhythms supporting attention-related activity in humans (Helfrich et al., 2018) and macaques (Fiebelkorn et al., 2018). They also apply to memory more generally, building on a recent finding that cued recall likewise fluctuates at theta frequencies in the human EEG (Kerrén et al., 2018).

We argue that, not only do delta and theta oscillations flexibly guide network control across frontoparietal regions, but also globally across multiple neural networks (see Cole et al., 2010) during working memory. These findings add to a growing body of literature proposing that low-frequency rhythms provide the infrastructure for neural communication supporting flexible cognitive processing.
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Norepinephrine (NE) in dentate gyrus (DG) produces NE-dependent long-term potentiation (NE-LTP) of the perforant path-evoked potential population spike both in vitro and in vivo. Chemical activators infused near locus coeruleus (LC), the source of DG NE, produce a NE-LTP that is associative, i.e., requires concurrent pairing with perforant path (PP) input. Here, we ask if LC optogenetic stimulation that allows us to activate only LC neurons can induce NE-LTP in DG. We use an adeno-associated viral vector containing a depolarizing channel (AAV8-Ef1a-DIO-eChR2(h134r)-EYFP-WPRE) infused stereotaxically into the LC of TH:Cre rats to produce light-sensitive LC neurons. A co-localization of ~62% in LC neurons was observed for these channels. Under urethane anesthesia, we demonstrated that 5–10 s 10 Hz trains of 30 ms light pulses in LC reliably activated neurons near an LC optoprobe. Ten minutes of the same train paired with 0.1 Hz PP electrical stimulation produced a delayed NE-LTP of population spike amplitude, but not EPSP slope. A leftward shift in the population spike input/output curve at the end of the experiment was also consistent with long-term population spike potentiation. LC neuron activity during the 10 min light train was unexpectedly transient. Increased LC neuronal firing was seen only for the first 2 min of the light train. NE-LTP was more delayed and less robust than reported with LC chemo-activation. Previous estimates of LC axonal conduction times suggest acute release of NE occurs 40–70 ms after an LC neuron action potential. We used single LC light pulses to examine acute effects of NE release and found potentiated population spike amplitude when a light pulse in LC occurred 40–50 ms, but not 20–30 ms, prior to a PP pulse, consistent with conduction estimates. These effects of LC optogenetic activation reinforce evidence for a continuum of NE potentiation effects in DG. The single pulse effects mirror an earlier report using LC electrical stimulation. These acute effects support an attentional role of LC activation. The LTP of PP responses induced by optogenetic LC activation is consistent with the role of LC in long-term learning and memory.

Keywords: locus coeruleus, dentate gyrus, long-term potentiation, short-term potentiation, norepinephrine, perforant path, hippocampus, optogenetic


INTRODUCTION

The locus coeruleus (LC) has long been implicated in learning and memory and has recently been highlighted as a possible ground zero for Alzheimer’s Disease, a memory pathway selective disease (Braak et al., 2011; Braak and Del Tredici, 2015). One of the changes in learning that is strongly associated with aging (Dillon et al., 2017; Leal and Yassa, 2018) and with LC function (Segal et al., 2012; Bekinschtein et al., 2013) is pattern separation dependent on the dentate gyrus (DG). There is evidence for a special role of norepinephrine (NE), the neurotransmitter released from LC neurons, in network circuit changes in DG. In particular, NE-long term potentiation (NE-LTP) of perforant path (PP) input has been repeatedly demonstrated in vitro (Lacaille and Harley, 1985; Stanton and Sarvey, 1985, 1987) and in vivo (Neuman and Harley, 1983; Harley and Milway, 1986; Harley et al., 1989; Walling and Harley, 2004) in this structure and, more recently, NE-long term depression (NE-LTD; Hansen and Manahan-Vaughan, 2015b) has also been reported. Here, we use optogenetic methods to examine the influence of LC activation on plasticity of PP input to the DG.

The first examination of NE effects on PP-evoked potential in rat DG used iontophoretic NE (Neuman and Harley, 1983) and found both transient, and enduring, population spike potentiation, while the population EPSP slope was rarely increased. NE-population spike potentiation was reproduced in vitro and was β-adrenergic receptor dependent (Lacaille and Harley, 1985; Stanton and Sarvey, 1985). Later experiments demonstrated that glutamatergic (Walling and Harley, 2004) and orexinergic activation of the LC (Walling et al., 2004), evoking natural release of NE in DG, produces both transient and long-lasting PP-spike potentiation that is β-adrenergic-dependent. While most in vivo experiments were conducted under urethane-anesthesia, the same pattern of results is seen with glutamatergic LC activation in awake rats and NE-spike potentiation can last up to 24 h (Walling et al., 2004).

More recently, Hansen and Manahan-Vaughan (2015b) have reported 1 s of 100 Hz LC-electrical stimulation induces, not long-term NE-LTP, but long-term NE-LTD of the PP-evoked potential in DG. Both population EPSP slope and spike were depressed and these changes lasted up to 24 h in their awake rats. The authors note, however, that an earlier study using brief 50 Hz LC electrical stimulation trains in anesthetized rats (Dahl and Winson, 1985) produced, not depression, but potentiation of the PP-population spike without changes in the cell body EPSP slope as reported above for LC chemoactivation. They suggest the differences in outcome with LC activation are likely related to LC electrical stimulation frequencies.

The chemoactivation of LC that appears reliably linked to population spike potentiation provides some degree of spatial selectivity for LC. It does not activate axons of passage, but provides no firm control of firing frequencies and depending on the spread of infusions may also not be spatially selective. Electrical stimulation, in contrast, offers the ability to alter both the strength and frequencies of stimulation, but neither is easily related to LC firing patterns and is always likely to recruit axonal fibers of passage before LC cell bodies.

Here, we use optogenetic methods to selectively activate only LC neurons. We employ temporal parameters that we can demonstrate drive LC firing. We ask whether such activation produces PP-population spike potentiation or depression.



MATERIALS AND METHODS


Animals

Four male and 17 female TH:Cre Sprague-Dawley rats bred from homozygous male TH:Cre rats (Sage Laboratories, MA, USA) and wild-type Sprague-Dawley females (Charles River) were used. The rats were housed in individual cages on a reverse light-dark cycle, and received food and water ad libitum. This study was carried out in accordance with the recommendations of the Canadian Council on Animal Care. The protocol was approved by the Institutional Animal Care Committee.



Surgery and Optogenetic Transduction

Rats were infused between 4 and 6 months of age with a viral vector and photoactivatable channel gene under isofluorane anesthesia. In each hemisphere two 0.5 μL infusions of an AAV8-Ef1a-DIO-eChR2(h134r)-EYFP-WPRE solution of ~512 vg/ml were directed adjacent to the LC using a 33 ga cannula (Plastic Products). The cannula was lowered at an angle of 20° posterior to vertical (to avoid the transverse sinus) at 12.0 mm posterior to, and at both 1.2 mm and 1.3 mm lateral to, bregma to a depth of ~5.5 mm below brain surface. Infusions were made at 0.1 μL/min. The cannula was left in place for 5 min following each infusion. Thus a total of 1.0 μL per hemisphere was infused and both hemispheres received infusions. For 11 rats, in addition to the virus, 0.07 μL of fluorescent beads (1–5 μm; 407–445 nm excitation-emission spectrum; Cospheric, Santa Barbara, CA, USA) were infused at the same coordinates to mark the AAV infusion location. AAV infusion material and associated genes were generously provided by Dr. Karl Deisseroth (Stanford University, CA, USA).



Locus Coeruleus Electrophysiology

Recordings were carried out 1.5 months to 8 months post-viral infusion. Rats were anesthetized with 15% urethane (1 ml/100 g), placed in a stereotaxic apparatus with skull flat and body temperature was maintained at 37°C. A skull screw placed in the contralateral hemisphere anterior to bregma served as ground and the stereotaxic apparatus was also grounded.

The prior LC opening was cleared for placement of an optrode assembly. Optrode assemblies were hand constructed prior to use using a 400 μm glass optic fiber (Thorlabs Inc, Newton, NJ, USA) aligned contiguously and posterior to a tungsten electrode (2–3 μm, 4 MΩ; FHC) with the electrode tip protruding ~50–100 μm ventral to the optic fiber. The optic fiber was connected to a 450 nm laser diode fiber light source (Doric Lenses) via a patch cord, which in turn was connected to a computer running Doric Lenses software to control light parameters. The optrode assembly was slowly lowered toward the LC (12.0–12.8 mm posterior depending on rat size and 1.3 mm lateral to bregma at a 20° angle) to 6.1–6.9 mm below brain surface until putative LC cells could be located. Putative LC neurons were identified by audio-monitor and oscilloscope using several criteria: slow spontaneous firing frequency, broad action potentials and a response to tail or toe pinch. Cells were recorded digitally using SciWorks (DataWave) with input digitized at 20 kHz and band pass filtered from 600 Hz-3 kHz. Data was collected in 10 s sweeps, with an average program processing time of 26 ms between sweeps.

To test light activation of LC neurons, light sequences of 10 Hz, 30 ms pulses of 150 mA light (60–70 mW of light as assessed in optrode tests) were applied for either 5 s or 10 s. Each light test was separated by at least 2 min. Ten Hz had previously been shown to be in an effective range for LC optogenetic activation with a similar channel (Carter et al., 2010) and corresponded to a firing frequency which LC neurons generate under naturalistic conditions linked to a high level of interest for an environmental stimulus (Foote et al., 1980).



Perforant Path (PP)-DG Electrophysiology

Following confirmation of successful viral expression and light activation (see “Results” section), a subset of eight female rats were prepared to collect PP evoked potentials from the DG. For PP stimulation a hole was drilled 7.2 mm posterior to, and 4.1 mm lateral to, bregma and an NE-100 concentric bipolar electrode (Kopf) was directed at the PP ~3 mm below brain surface in the left hemisphere (in these rats putative LC neurons were located in the left hemisphere). For recording, a hole was drilled 3.5 mm posterior to, and 2 mm lateral from, bregma and a tungsten recording electrode (FHC) like that used for LC recording was lowered ~3–4 mm below brain surface.

The depth of the stimulating and recording electrodes were adjusted to maximize the PP-evoked potential population spike amplitude. The PP was stimulated with a 0.2 ms pulse every 10 s for the duration of the experiment. The responses from the recording electrode in DG were collected using SciWorks and the evoked potential was digitized at 10 kHz and band pass filtered from 1 Hz to 3 kHz.

The evoked potential protocol began with input/output stimulation. The PP was stimulated (0.2 ms pulse) over the range of 100–1,000 μA beginning with 100 and continuing in 100 μA steps. At each current level, two pulses were given at three different interstimulus interval (ISI), 30 ms, 70 ms and 200 ms. This permitted determination of an input/output curve for the first pulse while the 2nd pulse probed feedback network effects. A single pulse level was then chosen for the remainder of the experiment, either the current required for a 50% maximal population spike (four animals) or at the first current to give a maximal population spike (four animals). These two stimulation conditions were chosen because tetanic LTP studies normally use a 50% current, while previous NE-LTP studies have used a maximal current and we were interested in whether that choice would affect the percentage potentiation measured. Baseline PP stimulation continued until a stable 30 min had been collected. Then, LC light activation was given to verify an optical LC response, three 10 s trains (see “Locus Coeruleus Electrophysiology” section) separated by at least 2 min each were administered to verify effective activation. Following an additional 2 min without optical activation, a 10 min optical LC train was given. The 0.1 Hz PP stimulation continued throughout these manipulations. PP-evoked potentials were followed for 3 h after the putative 10 min of LC light activation. The 10 min activation protocol was selected based on our previous experience with 10 min of LC electrical stimulation given in bursts (Harley et al., 1989). In the 1989 study, we found the 10 min protocol produced a delayed long-lasting potentiation of PP-population spike amplitude similar in magnitude to that seen with glutamate activation of LC. We had also had extensive experience using a 10 min pairing of olfactory input and activation of LC-NE input to generate odor preference learning in rat pups (Yuan et al., 2014) suggesting that a 10 min period of LC activation might occur in effective naturalistic associative learning settings. In pilot studies for the present experiments, we had found that a 0.5 s train of LC light activation, unlike the glutamate activation protocol we use normally (Harley and Sara, 1992), was unable to initiate LTP effects, possibly due to more limited recruitment of LC neurons and/or to more modest depolarization effects.

At the end of the final 3 h of recording, another LC light subroutine was initiated, in which single LC pulses of either 30 ms or 50 ms duration were given followed 24 ms (the minimum permitted by DataWave programming tools), 30 ms, 40 ms or 50 ms later by a single PP stimulation. Each interval was sampled 10 times in a block. A pseudorandom order was chosen for these probe blocks (pulse width-ISI in ms: 50–50, 30–30, 50–24, 50–30, 30–24, 30–50, 30–40, 50–40.

These probes ascertained whether single LC optical pulses could modulate the DG evoked potential and, if so, was there an optimal latency. Finally, a second input output curve at the 10 current levels used initially with paired pulses at the same three ISI was administered.



Perfusion and Immunohistochemistry

Rats were transcardially perfused with 0.9% saline and 4% paraformaldehyde. Brains were stored in refrigerated 4% paraformaldehyde for at least 24 h, and then refrigerated in 20% sucrose (made in 0.1 M phosphate buffer) for at least three days. Finally, brains were flash frozen in methyl butane, and stored in a −80°C freezer until processed. Brains were sectioned coronally at 30 μm on a Leica CM3050S cryostat and sections were stored in polyvinylpyrrolidone storage solution. Alternate sections were stained using a Nissl procedure for perfused tissue to verify placement of optrodes and electrodes. This procedure entailed dehydrating and rehydrating the tissue with ethanol (100%, 95% and 70%) and xylene, followed by a quick wash in distilled water and then 5 min in 1% cresyl violet. This was subsequently followed by washes in distilled water, 1% acetic acid and distilled water again, before a final series of dehydration steps and cover-slipping with Permount (FisherChemicals).

Using Nissl sections for localization, six LC, as well as two sections with the deepest probe placement, were selected for immunohistochemistry. Cells of the LC were visualized using a monoclonal antibody raised in mouse against dopamine- β-hydroxylase (DBH; Millipore, Burlington, MA, USA). Free-floating sections were washed with Tris buffer (0.1 M, pH 7.6) three times, at 5 min intervals to remove remaining fixative. They were transferred to new wells and washed with 1% hydrogen peroxide in Tris buffer for 30 min. Several washes followed, beginning with Tris for 5 min, Tris A (0.1% Triton X in Tris buffer) for 10 min and Tris B (0.1% Triton X + 0.005% BSA in Tris) for 10 min. The sections were next incubated for 1 h in 10% normal donkey serum (Jackson ImmunoResearch, PA, USA) diluted in Tris B, to bind non-specific antigens. Following the incubation period, sections were again washed in Tris A for 10 min and Tris B for 10 min, and were then incubated in primary antibody at a 1:10,000 dilution in Tris B (2–7 days, ~4°C). Next, sections were again washed in Tris A for 10 min and Tris B for 10 min. Sections were incubated in a 1:400 dilution of Alexa-555 donkey α-mouse (Invitrogen, Carlsbad, CA, USA) in Tris B for 1 h; and finally, washed twice in Tris buffer for 10 min consecutively. Sections were wet mounted onto dipped slides with Tris buffer and cover slipped using Vetashield antifading mounting medium with DAPI (Vector Labs). Localization of beads and optrodes was made on coronal sections and reconstructed using schematics adapted from coronal plates in a Paxinos and Watson atlas (Paxinos and Watson, 1998).



Data analysis for Electrophysiology


LC Cell Responses

Analysis thresholds were set to analyze cells 1.5 × larger in amplitude than background. The relevant features of cell waveforms were extracted by DataWave autosort protocol based on six dimensions: peak time, peak amplitude, valley one amplitude, valley 2 (Brown et al., 2005) amplitude and two principal components. Unique cellular waveforms were then separated and assigned to their own cluster. Frequency histograms were completed within DataWave for each light trial and each unique waveform respectively. These histograms provided a count of cell firing per second with 1-min baselines collected both before and after the light protocol. Frequency histograms were generated to compare the firing rates of LC cells before, during and after each light protocol. A repeated measures analysis of variance (ANOVA) was performed to analyze differences in neuronal firing patterns before, during and after the light protocols. Paired samples t-tests were used to examine specific differences between the neuronal firing patterns just before and during the light protocols as well as in the time just following the light. Criterion was set to p < 0.05 for significance. While control experiments were not carried out here, we have previously published three articles with similar protocols and shown highly stable PP-DG evoked potential responses over 3 h post baseline monitoring for control groups (n = 7–10/rats/group; Walling and Harley, 2004; Walling et al., 2004; Lethbridge et al., 2014).

Putative LC cellular waveforms were analyzed for three parameters: amplitude (μV) defined as the voltage difference between the waveform’s valley (minimum point) and the second maximum; peak latency (μs) defined as the time between those two points; half width (μs) defined by the width of the spike half way between the maximum and minimum points; and asymmetry calculated as the ratio of amplitude of the second maximum point to the amplitude of the first maximum (Weir et al., 2014). These values were then averaged. The specific waveforms selected for inclusion in our analysis reflected at least two characteristics of LC cells: broad action potentials and slow firing rates of <6 Hz.



Evoked Potential Analysis

The PP-evoked potentials recorded in the DG that had been digitally stored were processed by DataWave analysis programs to calculate the population spike latency (ms), EPSP slope (mV/ms) and population spike amplitude (mV) of the PP-evoked potential for each potential. Five-minute averages were computed and graphed for each subject. Absolute values were then normalized as a percentage of the 30-min pre-light baseline. The normalized values were compared over time in repeated measure ANOVAs to determine if there was a change in evoked potential parameters in relation to the light protocol and whether any change later returned to the original baseline values. ANOVAs were also carried out on the input/output curves. The three sets of pre and post PP ISI data were analyzed with separate t-tests while the LC-PP ISI data were analyzed with ANOVAs. Results throughout are reported as means +/− standard error of the mean (SEM).





RESULTS


Co-localization

Twenty-one rats were infused with the virus-channel combination. Eleven rats of those rats were also infused with beads, one with beads directly in the LC was discarded due to damage, and one did not have good channel expression. The left hemisphere LC was counted in three central sections to estimate co-localization. The total number of LC cells counted/section/rat on average was 848 ± 93 (SEM) and did not differ between bead and no-bead groups. Overall co-localization as measured by the proportion of eYFP expressing neurons within the LC borders, as defined by overall DBH reactivity, was 62.4%, see Figure 1 for examples of co-localization. We found eYFP expression could occlude DBH reactivity within the nucleus (white arrows in Figure 1A). Such eYFP occlusion has been observed in other laboratories (Hickey et al., 2014; Soya et al., 2017). There were no differences in channel expression between bead-infused and non bead-infused rats. Histology in bead-infused rats (n = 9) revealed beads located near the anterior border of LC. In depth, beads were typically ventral to LC (n = 5), but were also seen at the level of LC (n = 3) and dorsal to it (n = 1).
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FIGURE 1. (A) Left: dopamine-β-hydroxylase (DBH) staining of locus coeruleus (LC) neurons. Middle: enhanced yellow fluorescent protein (eYFP) expression in TH:Cre LC neurons. Right: merge image of both markers. Arrow indicates an example of occlusion of DBH staining by strong eYFP expression in a TH:Cre neuron. (B) Graph of average co-localization of the channel expression marker eYFP+ in LC neurons sampled in three LC sections from 19 rats. (C) Coronal LC sections from two rats illustrating eYFP+ expression in putative tanycyte cells and processes at the medial ventricular non-neuronal LC margin. White arrows indicate tanycyte exemplars. Note another example of medial eYFP+ cells and processes in the merge panel in (A) under the white arrow stem. Cer = cerebellum with autofluorescing granule cells. IV = adjacent 4th ventricle.



In a majority of rats, we also observed eYFP in processes that extended from the medial LC border to the wall of the IVth ventricle. There are no neuronal processes in this zone, thus the eYFP in these processes likely reflects transfer to, or expression of, channels in glia, probably tanycytes (Burnett and Felten, 1981; Felten et al., 1981; Cabral et al., 2013). We illustrate these observations in Figures 1A,C.



Locus Coeruleus Optical Stimulation With 5 and 10 s light Trains

Optrode histology revealed that only 9 of 20 rats recorded had optrode placements in the LC (see Figure 2). Light stimulation with 5 s 10 Hz trains of 30 ms light pulses was applied in 13 rats. Of those seven had optical probes in LC and responded to the light. Optrode placements outside the LC never responded to the light and are presented as control subjects. The mean baseline firing rate (± SEM in the 5 s prior to light activation for the seven LC rats was 1.89 Hz ± 0.71, during light activation at 10 Hz, firing was an average of 7.60 Hz ± 2.87 and cells returned to 2.94 Hz ± 1.11 after light off. The control rats given the same activation protocol had a 5 s baseline of 1.68 Hz ± 0.059, and firing did not increase during the light (1.53 Hz ± 0.54), while the post light average was 1.55 Hz ± 0.55, see Figure 3. Thus, consistent with the location of channel expression, only cells within the LC showed light activation (F(2,12) = 4.73, p < 0.05).
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FIGURE 2. Schematic representations of LC with optrode placements designated by symbols. Blue/yellow symbols represent optrode placements that successfully produced light activation of the recorded cells. Red symbols indicate optrodes that did not produce light activation of recorded cells. Sites at which long-term potentiation (NE-LTP) experiments were conducted are indicated by stars. The dashed lines indicate the outlines of LC in each respective section.
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FIGURE 3. Light activation of anatomically identified LC neurons. (A) Oscilloscope recording showing LC units during baseline and during light pulse train activation. Note activation continuing between pulses and the recruitment of additional units. (B) LC unit waveform cut by Datawave algorithm (inset) and firing pattern plotted as a histogram before, during and after a 10 s light activation. (C) Group histograms for LC and control units during a 5 s light activation protocol. (D) Group histograms for LC and control units during a 10 s light activation protocol. Single asterisk, p < 0.05; triple asterisks, p < 0.001.



Similar outcomes were seen for the 10 s trains. Ten seconds light trains at 10 Hz were applied in 15 rats. Histology identified nine as recorded in LC (six had also been tested with 5 s trains) and six as recorded outside of LC (four also tested with 5 s trains). The 10 s baseline firing rate of the LC neurons was 2.60 Hz ± 0.87 (SEM) with an increase to 10.62 Hz ± 3.54 with light activation and a post-light frequency of 2.26 Hz ± 0.75. (F(2,16) = 14.07, p < 0.05). The control baseline was 3.40 Hz ± 1.39, during light 4.37 Hz ± 1.78, and in the 10 s following optical stimulation firing was at 3.48 Hz ± 1.42, see Figure 3. Again cell firing at control locations did not change with light stimulation.



Control and Experimental Cell Waveforms

The average waveforms selected by cluster cutting in DataWave for cell firing analyses were evaluated separately for experimental and control optrode placements. In the experimental group the average LC cell waveform in this group (n = 10) had an amplitude of 64.3 μV (±20.3 μV), a half width of 280 μs (±17 μs), a peak latency of 185 μs (±6.6 μs) and an asymmetry ratio of 1.44 (±0.13). The average pre-baseline frequency of the experimental condition was 3.2 Hz ± 0.9). In the control group the average cellular waveform (n = 10) had an amplitude of 44.3 μV (±4.5 μV), a half width of 300 μs (±26.9 μs), a peak latency of 180 μs (±11.7 μs) and an asymmetry ratio of 1.42 (±0.08). The average pre-baseline frequency of the control condition was 3.61 Hz (±.9). On the basis of waveform analysis the experimental (optrode within LC boundaries) and control (optrode outside the LC boundaries), waveforms did not differ.



Locus Coeruleus Optical Stimulation Effects With a 10 min Light Train

Five rats that had all shown the LC cell activation to 10 s light trains as exemplified in Figure 4, showed a biphasic pattern of excitation and then inhibition to LC light activation when given the sustained 10 min train of the same light pattern (see Figure 4). The average baseline for the 2 min preceding the light was 5.84 Hz ± 2.61 (SEM), which increased to 9.83 Hz ± 4.39 during the first 2 min of light stimulation. The response in the first 10 s was also the normal increase, see inset in Figure 4. In the remaining 8-min of the light-on condition there was a significant decline in LC firing to an average of 1.36 Hz ± 0.51. Firing remained lower post-light stimulation. One rat had a PP-DG evoked potential profile that changed shape over time so that for examining 10 min light effects on the PP-DG evoked potential only four rats were included. A sixth rat showed a variant light response over 10 min that increased over time. Optrode placements for all rats in the LTP experiment are shown in Figure 2.
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FIGURE 4. Histogram for LC units during the 10 min light activation protocol in 1-min bins. Inset: histogram for the first 10 s of light activation in the 10 min period. Note similarity to previous 10 s light data. *p < 0.05.





PP-DG Evoked Potential Modulation by 10 min Optical Stimulation

Rats (n = 4) in the 10 min light activation NE-LTP group had an average baseline population spike amplitude of 3.69 mV (±1.2), an EPSP slope averaging 5.8 mV/ms (±1.3) and an average latency of 4.6 ms (±0.4). The average current used for stimulation during the experiment in this group was 650 μA. They exhibited a delayed and modest increase in population spike amplitude observable ~30 min following the 10 min light stimulation protocol. A repeated measures ANOVA confirmed this increase to be significant (F(41,123) = 2.57, p < 0.0001), see Figure 5. The average maximal increase for these rats was 126%±5.3. The percentage increase was similar for the rats given a 50% maximal current (n = 2) and a maximal current (n = 2) for their baseline PP pulses. There were no significant changes in EPSP slope or population spike latency. The occurrence of the spike on the rising portion of the EPSP slope and a latency to spike peak of less than 5 ms suggests a medial PP population spike (Bramham et al., 1991) was evoked.
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FIGURE 5. LTP of population spike for LTP rats with consistent waveforms (n = 4). Inset shows an average waveform during baseline and at the end of the potentiation period from one subject. Note absence of EPSP slope change. The dotted lines indicate light activation. The first three denote 5 or 10 s periods and the last denotes the onset and offset of the 10 min activation period. The LC optrode was adjusted to optimize unit recording for light activation prior to 0.





PP-DG Evoked Potential Input-Output Curves Pre and Post 10 min Light Stimulation

The population spike amplitude was increased over pre-light (baseline) measures for all current intensities higher than 300 μA. A 2 × 10 within ANOVA found a significant interaction between pre/post and current levels F(9, 27) = 2.880, p < 0.05; see Figure 6). There was a leftward shift in responses at the end of the experiment confirming an increase in population spike amplitude to the same current intensity following the 10 min LC stimulation protocol. There were no changes in EPSP slope or population spike latency in the input output curves in comparing beginning and final values.
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FIGURE 6. Input output curves for increasing perforant path currents prior to light activation LTP baseline and after the conclusion of the experiment. (A) A leftward shift for population spike occurs after the experiment for population spike amplitude once threshold is exceeded. (B) There is no change in EPSP slope input/output over the same period.





PP-DG Evoked Potential Paired Pulse Stimulation Effects Pre and Post 10 min Light Stimulation

T-tests were performed on each paired pulse interval data set. Paired pulse ratios were averaged for to determine if the intervals resulted in inhibition (PPR <1) or facilitation (PPR > 1). The average ratios for population spike amplitude at baseline were not significantly different from 1 (Figure 7), but the direction of effect was appropriate at 70 ms (facilitation) and 200 ms (inhibition; Joy and Albertson, 1993). There was no evidence of inhibitory feedback at 30 ms, which suggests that interval was too long to engage rapid GABA-A inhibition. Following NE-LTP the increase in P2 at the 70 ms paired pulse interval was significant, but the direction of effect (facilitation) was unchanged, suggesting a reduction in variability of the predicted response at this interval. This significant effect was seen whether the post-LTP P1 potentials were matched to the pre-LTP baseline with current reduction (matched condition) or whether current was unchanged.
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FIGURE 7. Paired pulse effects at three interstimulus interval (ISI). Example paired pulse waveforms for each interval at baseline are included. Bars = 2 mV, 10 ms. (A) At 30 ms ISI prior to the experiment (Baseline) there was no clear inhibition. This was similar at the end of the experiment (Post-Light) and also seen when P1 sizes were matched by lowering the current (Matched). (B) At 70 ms ISI the expected potentiation occurred land this was unchanged at the end of the experiment. (C) At 200 ms ISI the expected inhibition was observed, but again there was no effect on this paired pulse inhibition of the light manipulation and the enduring NE-LTP.



EPSP slope P2/P1 ratios at baseline (not shown) were 0.86 (±.03) for ISI 30 ms, 0.90 (±.08) for ISI 70 ms, and 0.81 (±.07) for ISI 200 ms. These ratios were similar post NE-LTP with both matched and unmatched P1s. The mild inhibition seen at 30 and 200 ms ISI was significantly (p < 0.05) smaller than in both pre and post LTP testing. This suggests reduction in transmitter release at these two intervals.

These profiles for both population spike and EPSP slope suggest no effect of NE-LTP more than 3 h post-induction on baseline local circuit modulation at the three paired pulse intervals assessed.



LC-PP Evoked Potential Effects for Single Pulse LC Light Pulses as a Function of the LC-PP Interval

Using a 30 ms light pulse 24, 30, 40 or 50 ms prior to the PP pulse produced no significant modulation of population spike amplitude or EPSP slope. However, a repeated measures ANOVA (F(3,9) = 3.982, p < 0.05) was significant when a 50 ms light pulse was given prior to the PP pulse with a significant quadratic trend (F(1,3) = 13.828, p < 0.05) reflecting increased population spike amplitude at 40 and 50 ms after the light pulse, see Figure 8. The largest increase was 117% ± 7.6. There was no modulation of EPSP slope.
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FIGURE 8. (A) Acute single population spike potentiation when a 50 ms LC light pulse is delivered 40–50 ms prior to the perforant path pulse. This single pulse effect is consistent with conduction times for LC fibers. (B) Examples of modulatory effects of single LC light pulses preceding PP input at each of the four intervals tested. Bars = 2 mV; 5 ms.






DISCUSSION


Anatomical Observations

Co-localization was assessed in 20 rats and ChR2 channels were observed in more than 70% of the DBH neurons. These numerical data are consistent with earlier optogenetic images for rats, in which an overshadowing of DBH staining by ChR2-EYFP is also occasionally observed (Hickey et al., 2014; Takeuchi et al., 2016). These outcomes are similar to the range of co-localizations observed in mouse images (see, for example Kempadoo et al., 2016; Soya et al., 2017; Li et al., 2018), but lower than two reported counts in mice (>90%; Carter et al., 2010; Takeuchi et al., 2016).

There was a range of times after infusion before sacrifice in these experiments. The five rats with 2 months or less incubation time to co-localization assay were compared with the five rats with 5.5 months or more incubation time. There was no difference in average co-localization (~63%) or in average LC neurons observed per section (846.5). This suggests channel expression was consistent and well-maintained over time as reported earlier (Zhang et al., 2010). There were also no significant correlations between incubation time and co-localization or cell numbers/section.

In the majority of LC images obtained in our series, we observed ChR2-eYFP expression in a group of cells between the central LC and the 4th ventricle (see Figure 1 for examples). Felten and colleagues (Burnett and Felten, 1981; Felten et al., 1981) identified these cells as LC projecting tanycytes. LC tanycytes locally line the ventricular wall and send their processes deep into the LC where they make contact with DBH cell bodies and dendrites. It was initially proposed that the tanycytes take up substances from the CSF for transport to monoamine neurons.

In avian LC, LC tanycytes take up both nerve growth factor and urotensin-1 (Feng et al., 2011). Nerve growth factor is transferred into LC neurons, which then transport it along their axons to target structures. This transcytosis may be mediated via specialized synaptoid contacts. Ghrelin in mice is also taken up by LC tanycytes (Cabral et al., 2013). Feng proposed the LC tanycyte pathway provides a route for CSF to selectively modulate LC function and, possibly, vice versa.

Our images support the proposed reverse transport of materials from LC cells to tanycytes, since tanycytes themselves could not express the DIO-controlled ChR2-eYFP gene. ChR2-eYFP is larger than the peptides that have so far been studied, but ChR2 subunits are smaller, and could be transcytosed. Images similar to ours for ChR2-eYFP expression in the LC tanycyte region can be observed in other ChR2-eYFP LC optogenetic studies (mice, Soya et al., 2017; Figure 6C; Kempadoo et al., 2016; Figure 2A; rat, Hickey et al., 2014; Figure 1A). Collectively, these images are consistent with the hypothesis that LC may export to, as well as receive material from, its tanyctyes.

LC is selectively vulnerable to early neurodegenerative changes that may initially be environmentally/CSF mediated (Itzhaki et al., 2016; Mather and Harley, 2016) and might have a role in secreting soluble hyperphosphorylated tau back to the CSF (Mufson et al., 2016; Pascoal et al., 2017) as well as in its transport to entorhinal cortex and other modulatory cell groups (Braak and Del Tredici, 2011). Our LC-co-localization images suggest studies targeting LC-tanycyte function may be of value in understanding these effects.



Locus Coeruleus Optogenetic Cell Activation Effects in vivo

Our work with LC optogenetic recording revealed three unexpected features of such recording in vivo. First, using standard approaches to position optrodes near LC neurons for recording were only partially successful as these approaches also selected for non-LC cells. Second, we assumed from in vitro optogenetic activation studies that we would have strong temporal control of LC firing in vivo as well. Multiunit recording suggests this is not the case. Third, we assumed that having established consistent light pulse activation for 5 and 10 s periods, light activation would continue to be effective over minutes. This was also not the case. We will consider each point in turn.

First, of the 20 rats thought to have optrode placements in the LC based on stereotaxic co-ordinates, slow firing rates and a response to foot/tail pinch, only 10 had cell placements that were driven by optogenetic activation. The rats with successful activation had optrodes located in the LC (now called the experimental group), while those that did not show light responses did not have LC optrode localization (control group). Both groups had good LC channel expression. Placements for the optrodes of the two groups were shown in Figure 2.

Thus, despite the fact that all cells met the putative electrophysiological criteria used here for LC neurons during recording and that post hoc waveform analysis did not differentiate the control cells from the LC cells, histological analysis of optrode tip placement revealed two groups: cells within the LC nucleus and those outside it. This argues that one cannot assume slow-firing, pinch-responsive cells at the approximate level of the LC are LC neurons. Importantly, consistent with the spatial selectivity of optogenetics, non-LC neurons did not respond to light activation.

Second, while 5 and 10 s of a 10 Hz train of 30 ms pulses of light activation changed LC firing from an average of ~1.9–2.5 Hz (see Takeuchi et al., 2016 for a similar LC baseline in awake mice) to 7.8–10.6 Hz and might be taken as evidence for near 10 Hz driving by the trains, as in vitro, that was not our impression. As seen in Figure 3, LC activation responses in our experiments occurred over a wide range of frequencies and were not synchronized to the light pulses (see below for other examples in vivo).

In vivo optrode studies are relatively rare in LC. The first LC optogenetic study in mice (Carter et al., 2010) verified light activation in juvenile LC slices using patch recording, reporting one-to-one light pulse to action potential driving, although neurons could not be driven beyond 20 Hz (see also Hickey et al., 2014 in rat) where the driving limit was 10 Hz). Mouse studies since 2010 have typically also provided indirect evidence of LC neuron activation, using either, for example, slice recordings (Wang et al., 2014), post mortem cfos activation (Uematsu et al., 2017; Li et al., 2018), NE/DA release in a target structure (Kempadoo et al., 2016) or desynchronized EEG (Kim et al., 2016) as indicators. Temporal correlation of light activation to behavior change provides another class of indirect evidence, usually demonstrating that behavioral changes vary with light activation parameters (Soya et al., 2017; Glennon et al., 2018).

An exception among mouse studies is the report of McCall (McCall et al., 2015) who undertook in vivo LC optrode recording in a separate group of mice. They found significant increases in population firing rates using 5 Hz 10 ms light pulses for 20 s but again firing increases differed widely among individual neurons and none fired at 5 Hz in the activation period. The differences were explained, in part, by initial baseline firing, with cells more active at baseline being more responsive to light and then firing beyond the driving rate. Other LC cells, which did not appear directly photosensitive, as they failed to respond during the light pulse itself, also increased their firing rate, possibly due to coupling with light-activated neurons. The McCall results suggest one-to-one light pulse action potential driving does not occur in LC in vivo. Rates instead are modulated by an LC neuron’s propensity for firing, by its proximity to light spread, and by activity in neighboring neurons.

Third, we failed to see sustained LC activation when our train was extended to 10 min from 10 s This unexpected result finds support in earlier reports. In experiments using rat LC neurons and optogenetic activation, Hickey et al. (2014), found, both in vitro, and in a heart-brainstem preparation with intact brainstem networks, that short periods of pulse driven LC opto-excitation were followed by periods of LC silence depending on the duration and intensity of train activation. Our average light current (60 mW) was twice that used by Hickey et al. (2014), although the pulse durations and the optogenetic channels expressed are similar. Our intensity is more likely to generate periods of LC silence since depolarization itself is likely to be the critical variable. Recent in vitro experiments have revealed that LC neurons counter depolarizing input with strong activation of intrinsic hyperpolarizing calcium-mediated potassium currents that curtail firing (McKinney and Jiang, 2018). In vivo, in addition to Hickey’s observations in rat LC, the first optogenetic LC activation study in mice reported a significant reduction in cortical NE from LC fibers of train-activated LC neurons when using trains above 5 Hz (Carter et al., 2010), an outcome consistent with LC silencing during the 10 Hz train here. McCall et al. (2015, Figure 2H, in rat) also show examples of LC accommodation to optogenetic activation, and of increasing inhibition of LC firing with repeated 20 s 5 Hz trains.

Besides the new report that depolarization recruits intrinsic hyperpolarizing currents in LC neurons, other mechanisms have been identified that curtail LC firing. Specifically, local release of NE in LC activates inhibitory LC α2-adrenergic receptors (Aghajanian et al., 1977) and late developing inhibition with LC activation via somatodendritic LC α2-adrenergic receptors has been reported in multiple studies (Svensson et al., 1975; Huang et al., 2012). Second, post-activation inhibition driven by an inhibitory AMPA receptor on LC neurons has been shown to be recruited ~2 min after initial AMPA activation (Zamalloa et al., 2009). This mechanism is interesting because of its time frame, but it is not clear if glutamate is increased locally in LC under our conditions.

As a caveat it should be acknowledged that loss of LC recording could be an issue. Local changes in blood pressure or other variables could cause the loss of LC cell monitoring. This seems unlikely in our five experiments as we observed stable multiunit firing over 10 min. We found that light-activated firing for each of the five LTP rats with unit recording was similar in the first 10 s light pulse trial to the first 10 s of the 10 min light train given more than 10 min later. This argues for relatively stable recording. Given the replicated finding of induced LC silence 2 min after train onset, when LC activation was assumed, it is evident that optrode recordings in in vivo optogenetic experiments will be important for accurately interpreting the relation of LC firing patterns to LC functional effects.



PP-DG Evoked Potential Modulation

Using single pulse light activation of LC neurons at specific intervals prior to a PP pulse revealed that population spike potentiation, but not EPSP slope potentiation, could be induced with 50 ms pulses ending 40–50 ms prior to the PP pulse. There was no carry over of the potentiation to subsequent spikes. The spike potentiation effect required strict timing and a longer light pulse than that used for the other experiments (30 ms). The use of both 30 and 50 ms pulses for the single pulse experiments was based on the report (Hickey et al., 2014) that the charge times of rat LC neurons for the channels we used is relatively long and that 50 ms or longer pulses improve spike reliability.

The LC-PP potentiation intervals that we observed are consistent with conduction times estimated from hippocampus and cortex for unmyelinated fibers of rat LC (Nakamura and Iwama, 1975). Electrical LC activation prior to PP pulses also produces single PP-spike potentiation between ~40 (Assaf et al., 1979; Ramírez and Carrer, 1983) and ~50 ms (Dahl and Winson, 1985). Potentiation was larger in these earlier studies with electrical stimulation (117% here vs. 140% earlier), but this may relate to the relatively small volume of LC that our light cone would have reached and the ~62% level of channel co-localization. Using those parameters, we estimate less than 20% of LC neurons would have been engaged by our dorsally located optrodes, although recruitment of neighboring LC neurons would increase that percentage and did appear to occur (see Figure 4 oscilloscope recording).

The finding of LC mediated single pulse potentiation of glutamate PP input argues for an acute LC mechanism for informational input enhancement that is tightly controlled temporally. The transient single pulse effect is different from the more widely studied phenomena of LC-NE priming of learning and memory that can be generated by LC activation manipulations before (Ballarini et al., 2009; Moncada et al., 2011; Viola et al., 2014) or after the learning event (Takeuchi et al., 2016), and with LC’s ability to generate a delayed long-lasting PP-evoked potential potentiation (NE-LTP).

We replicated delayed long-lasting NE-LTP of the PP population spike in DG using 10 Hz optogenetic activation of the LC for only a 2 min period (nominally 10 min). The generation of spike NE-LTP in DG depends on the NE increase measured in DG (Harley et al., 1996). A slow onset of spike potentiation relative to the time of LC activation here parallels what has been observed with glutamate LC activation in awake rats (Walling and Harley, 2004), and with orexinergic LC activation in urethane-anesthetized rats (Walling et al., 2004), although more rapid onsets have also been in vivo (e.g., Harley and Milway, 1986) and in vitro (e.g., Stanton and Sarvey, 1987). Nicotine activation of LC, which is rapid, induces a slow developing potentiation of medial PP EPSP slope that is blocked by silencing the LC (Rajkumar et al., 2013, 2017). Larsen and Redt report continual vagal nerve stimulation also induces late appearing PP-spike potentiation (Larsen et al., 2016). Finally, slowly developing LC-NE potentiation of Schaeffer collateral (SC) EPSP currents in CA1 occurs when CA1 NE axons are optogenetically activated with three trains of 60 brief pulses over a 5 min period (Takeuchi et al., 2016).

Another observation during the PP-evoked potential recording is also of interest. A transient enhancement of population spike amplitude can be observed in the 5 min block preceding the onset of the light activation protocol (0 time point in Figure 5). To optimize the monitoring of LC neurons during the light activation protocol, small changes were made in the stereotaxic localization of the optrode assembly in this interval for each rat. We suggest that direct mechanical activation of LC neurons is the most likely candidate for the mediation of the enhancement seen in this block. LC cfos-indexed activation with mechanical cannula movement among LC neurons has previously been reported (Stone et al., 1995).

The glutamate amplification of NE (GANE) hypothesis links the level and nature of local glutamate events with the level of local NE (“NE hotspots”) and accounts for the varying NE effects on plasticity of glutamate inputs, which can range from NE-LTP to NE-LTD depending on the glutamate and NE inputs and patterns (Mather et al., 2016). As predicted by GANE, a conjunction of LC and PP inputs is required for the enduring PP plasticity effects of LC activation (Reid and Harley, 2010). NE and glutamate levels in DG have recently been shown to interact directly in the successful production of active avoidance learning (Lv et al., 2017). The recruitment of plasticity proteins and epigenetic changes by LC-NE/DA (Moncada et al., 2011; Maity et al., 2015, 2016; Martins and Froemke, 2015) accounts for delayed plasticity and metaplasticity effects when LC activation occurs either prior to, or following, activation of glutamatergic input. We suggest optogenetic LC activation engagement of plasticity proteins supported the late expression of enduring spike potentiation to the continually repeated glutamate PP input.

GANE also explains the new results of Takeuchi in CA1 where strong optogenetic CA1 NE fiber activation produces a delayed and enduring potentiation of SC synaptic input, while a weaker optogenetic train of CA1 NE fiber activation had no effect on SC input unless combined with a weak theta tetanus of the SC input. In the latter case, the weak optogenetic activation protocol significantly increased and prolonged SC potentiation.

In DG, Hansen and Manahan-Vaughan (2015a) observe LC-NE/β-adrenergic dependent potentiation of a weak high frequency PP input to DG following novel holeboard exploration that naturally activates LC. We have also observed holeboard exploration-induced potentiation of single PP inputs that are β-adrenergic dependent consistent with the LC bursts recorded during novelty exploration (Kitchigina et al., 1997). Manahan-Vaughan, however, finds only LTD when intermittent PP input is paired with electrical LC stimulation (Hansen and Manahan-Vaughan, 2015b), while we consistently see LTP of PP input when using continual PP single pulse pairing. These differing results can now be assessed in the context of GANE by directly varying glutamate input patterns, while holding NE input constant or, conversely, by holding glutamate input constant and varying NE input. Adding to the subtlety and complexity of NE neuromodulation in DG, medial and lateral PP inputs compete for potentiation and either pathway can win depending on firing patterns (Edison and Harley, 2012). GANE is an account of the competitive interactions among informational inputs for dominance in cognitive processes.

The present data are congruent with GANE and with the likelihood that the levels and patterns of local NE and glutamate release determine the timing, the magnitude and even the direction of network plasticity that occurs. It will be of interest to explore these critical parameters with optogenetic methods in hippocampus and in other LC target systems. Recent studies further suggest modularity in LC connectivity (Chandler et al., 2014; Chandler, 2016; Uematsu et al., 2017), a facet readily explored with retrograde uptake of optogenetic channels and with the use of varying optrode diameters and their placements in LC. Of particular interest for better understanding the role of the LC in learning and memory is the recent report that optogenetic pairing of LC with activation of auditory tones leads to an enduring enhanced response of LC input to those tones (Martins and Froemke, 2015). The PP system offers an opportunity to ask if the pairing of PP input with optogenetic LC activation also alters the influence of PP inputs on LC firing itself during NE-LTP.
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Exposure to hypobaric hypoxia at high altitude (above 2500 m asl) causes cognitive impairment, mostly attributed to changes in brain perfusion and consequently neuronal death. Enriched environment and voluntary exercise has been shown to improve cognitive function, to enhance brain microvasculature and neurogenesis, and to be neuroprotective. Here we show that high-altitude exposure (3540 m asl) of Long Evans rats during early adulthood (P48–P59) increases brain microvasculature and neurogenesis but impairs spatial and visual memory along with an increase in neuronal apoptosis. We tested whether enriched environment including a running wheel for voluntary exercise (EE) can prevent cognitive impairment at high-altitude and whether apoptosis is prevented. We found that EE retained spatial and visual memory at high altitude, and prevented neuronal apoptosis. Further, we tested whether vascular endothelial growth factor (VEGF) signaling is required for the EE-mediated recovery of spatial and visual memory and the reduction in apoptosis. Pharmacological inhibition of VEGF signaling by oral application of a tyrosine kinase inhibitor (Vandetanib) prevented the recovery of spatial and visual memory in animals housed in EE, along with an increase in apoptosis and a reduction in neurogenesis. Surprisingly, inhibition of VEGF signaling also caused impairment in spatial memory in EE-housed animals reared at low altitude, affecting mainly dentate gyrus microvasculature but not neurogenesis. We conclude that EE-mediated VEGF signaling is neuroprotective and essential for the maintenance of cognition and neurogenesis during high-altitude exposure, and for the maintenance of spatial memory at low altitude. Finally, our data also underlines the potential risk of cognitive impairment and disturbed high altitude adaption from the use of VEGF-signaling inhibitors for therapeutic purposes.

Keywords: neuroprotection, neurogenesis, angiogenesis, tyrosine kinase inhibitor, spatial memory, visual memory


INTRODUCTION

Exposure to hypobaric hypoxia after ascent to high altitude causes cognitive impairment, particularly in spatial and visuospatial information processing (Pagani et al., 1998; Virues-Ortega et al., 2004; Wilson et al., 2009; Nation et al., 2017), which involves the cornu ammonis (CA1) area of the hippocampal formation (Poucet et al., 2010) and the primary visual cortex (Prusky et al., 2004). One of the leading causes of memory dysfunction at high altitude is attributed to reductions in cerebral blood flow via the vascular network (Lawley et al., 2017), and consequently hypoxia, leading to apoptosis and neuronal loss (Titus et al., 2007; Maiti et al., 2008). Indeed, cerebral blood flow disturbances have been associated with decline in cognitive function, as well as with several types of dementia (Duncombe et al., 2017; Xu et al., 2017; Cubinkova et al., 2018; Kalaria, 2018). In a feedforward/feedback loop manner, the brain vascular network interacts with neurons as an organized functional unit, the neurovascular unit, in which cerebral vasculature can modulate neural activity and neural activity can dynamically adjust the cerebral blood flow (Moore and Cao, 2008).

Environmental enrichment and exercise (EE), both have shown to improve neural activity and consequently to enhance cerebral vasculature, and cognitive functions (Kempermann et al., 1997; Brown et al., 2003; Garthe et al., 2016; Ohline and Abraham, 2018). In hippocampus and cortex, EE can lead to secretion of neurotrophic factors such as brain-derived neurotrophic factor (Zoladz et al., 2008) and vascular endothelial growth factor (VEGF), the main hypoxia-inducible pro-angiogenic factor (Shweiki et al., 1992; Ding et al., 2006; Morland et al., 2017). In the central nervous system, VEGF is primarily expressed by astrocytes (Acker et al., 2001; Licht et al., 2011). During development, VEGF is also expressed in neural stem cells and progenitor cells, and is involved in neural stem cell maintenance and neurogenesis (Jin et al., 2002; Schanzer et al., 2004; Udo et al., 2008; Kirby et al., 2015; Licht et al., 2016). VEGF acts on vascular endothelial growth factor receptor-2 (VEGFR-2), expressed in vascular endothelial cells (Zachary and Gliki, 2001) and in neurons subjected to hypoxia, through the MAPK/ERK and PI3K/Akt signaling pathways (Fournier et al., 2012). VEGF has been shown to be neuroprotective in vitro by the enhanced survival of neurons in the presence of VEGF and, on the contrary, by increased apoptosis upon VEGF signaling blockade (Ogunshola et al., 2000). Both, exogenous VEGF administration and endogenous VEGF secretion were reported to restore ischemia-induced cognitive impairment in vivo and in vitro (Ortuzar et al., 2013; Yang et al., 2014). VEGF is also protective for vasculature in diseases such as vascular dementia (Park et al., 2017), Alzheimer’s disease (Religa et al., 2013), and post-focal traumatic brain injury (Ortuzar et al., 2013). Evidence for neuronal protection of VEGF was provided by studies showing that inhibition of VEGF signaling, via either monoclonal antibodies or tyrosine kinase inhibition, which inhibit vascular endothelial growth factor receptor-2 (VEGFR-2) (Noble et al., 2004), leads to impaired spatial memory and to a reduced number of neurons in rats (Pati et al., 2009; Bengoetxea et al., 2018).

Neurogenesis and improved cognition are usually interrelated and are both simulated by different physiological stimuli such as EE and hypoxia (Song et al., 2012; Varela-Nallar et al., 2014; Zhang et al., 2015). Adult neurogenesis in the subgranular layer (SGL) of the dentate gyrus occurs in close proximity to blood vessels (Palmer, 2002), giving rise to granular neurons and glia throughout the adult lifespan. Although a positive correlation between VEGF-induced hippocampal neurogenesis and cognition has been demonstrated previously (Ding et al., 2006; Varela-Nallar et al., 2014), the two are potentially not causally related, since blockade of VEGF signaling leads to impaired memory without reducing neurogenesis (Licht et al., 2011). Additionally, the effect of VEGF overexpression or inhibition on the gain/loss of memory is already measurable a few days after induction/blockade, a time window too short to consider neurogenesis as the factor responsible for improved memory (Foscarin et al., 2011, 2012). Further, hypoxia-induced neurogenesis is not sufficient to prevent cognitive impairment. The complex interplay between high altitude, enriched environment and VEGF signaling on angiogenesis, neurogenesis, neuroprotection and cognition is far from understood.

In the present study we hypothesized that exposure to EE in rats after rapid ascent to high altitude (3450 m asl) is neuroprotective and prevents spatial-visual memory impairment. Further, we hypothesize that EE-mediated VEGF signaling is required for the recovery of memory and neuroprotection, as well as for angiogenesis and neurogenesis. We therefore set out to identify, by the pharmacological inhibition of VEGF signaling, whether the effects of EE on neovasculature, neurogenesis, neuroprotection, and cognition differed between low and high altitude. We combined behavioral tests and morphological analysis of brain vasculature densities, cellular numbers and apoptotic neurons in the dentate gyrus, CA1 hippocampus and visual cortex.



MATERIALS AND METHODS

Animals and Housing Conditions

All animal experiments were performed in accordance with the international guidelines on animal use and care and approved by the Animal Ethics Committee of the Cantonal Veterinary Office of Fribourg, Bern and Zürich (2011_32_FR).

Seventy-two Long Evans juvenile male rats (P40) were purchased from Janvier Labs (France). The experiments were conducted in two phases with 36 animals in each phase. The animals were randomly assigned to six different experimental conditions (n = 6 rats/group) as visualized schematically in Figure 1A. Rats were first housed from P40 to P48 in an animal facility at low altitude (Zürich, 408 m asl) in standard laboratory conditions (SC) at 22°C room temperature with a 12 h light/dark cycle and access to food and water ad libitum. At P48, half of the rats were kept in Zürich (low-altitude group), and the other half transported to the Jungfraujoch High Altitude Research Station on the Jungfraujoch (JFJ, 3450 m asl), (high-altitude group) in a single journey of 250 min duration. Both low- and high-altitude groups were then housed at 22°C room temperature with a 12 h light/dark cycle and access to food and water ad libitum, either in standard laboratory conditions (SC) or in an enriched environment that included voluntary exercise (EE) (Bengoetxea et al., 2013), and received either sucrose, (EE + veh), or the tyrosine kinase inhibitor Vandetanib (EE + inh).
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FIGURE 1. Experimental study design and brain areas of analysis. (A) Experimental study design. First housing: P40 to P48 at low altitude (Zürich, 408 m asl). Second housing: P48 to P59 either at low altitude (Zürich) or transported to the High Altitude Research Station Jungfraujoch (JFJ, 3450 m asl). ODT, Object Displacement Test (P54–P55). ORT, Object replacement test (P57–P58). Tissue collection: P59. Housing conditions: standard conditions (SC), enriched environment receiving sucrose (EE + veh), and enriched environment receiving Vandetanib (EE + inh). (B) ODT diagram for assessing spatial learning and ORT diagram for assessing visual learning tasks. (C) Representative images of coronal rat brain sections stained with DAPI showing in stereotaxic coordinates Bregma –3.3 mm the hippocampus (HP, left) and Bregma –5.8 mm the visual cortex (VC, right) and visualizing the areas used for morphological analysis: dentate gyrus (DG), and cornu ammonis 1 (CA1) in HP and visual area V1–V2 in VC. Scale bar: 1 mm.



Housing conditions:

Standard condition (SC): Cage size 630 mm L × 420 mm W × 220 mm H, with access to food and water ad libitum.

Enriched environment including voluntary exercise (EE): Cage size 800 mm L × 490 mm W × 630 mm H (Cometa Rodent, Imac, Italy). The cage included different shaped objects, bridges and tunnels for play, and one running wheel as a voluntary exercise option (Wodent Wheels Wobust 30 cm), with food and water in different places ad libitum.

Vandetanib Administration

Vandetanib (C22H24BrFN4O2), also known as ZD6474, is an active tyrosine kinase inhibitor which selectively inhibits VEGFR2-dependent angiogenesis (Herbst et al., 2007). Vandetanib was purchased from LC Laboratories, United States (Ref. V9402 Vandetanib, United States) and orally applied daily (30 mg/kg/day). The drug amount was calculated according to the actual body weight of treated rats (EE + inh) and dissolved with the help of a sonicator in saline solution (NaCl 0.9%) that included 1% Tween 80 (Ref. P1754 Sigma-Aldrich) and 5% sucrose (saccharose, Ref. 200-334-9 Sigma). The control rats (EE + veh) received the same volume of saline solution containing 5% sucrose and 1% Tween 80 (sham treatment). Both Vandetanib and sham treatment were administered orally with a 1 ml syringe after an initial training phase with sucrose solution from P40 to P48. The animal’s body weight was recorded every 2nd day from P40 to P59, and additionally at P49, 1 day after changing the housing conditions.

Behavioral Test

From P40, rats were handled daily by the investigator and trained to drink water from a 1 ml syringe for the later oral application of sucrose or Vandetanib.

Spatial and visual learning was assessed in all animals by an object displacement test (ODT) and an object replacement test (ORT) (Griffin et al., 2009) (Figure 1B). Rats were tested in a behavior-testing arena that consisted of a black circular open field (diameter: 1 m; height: 0.90 m) placed in a dimly lit room. Animals that were transported to JFJ were placed in their experimental housing conditions upon arrival and the following 2 days (P48–P50) were reserved for acclimatization. Starting from P50, rats were habituated daily to the empty testing arena, with 20 min of exploration in pairs for three consecutive days. Spatial memory testing (ODT) was performed at P54 and P55 and visual memory testing (ORT) at P57 and P58.

For the spatial test, two visual cues were fixed on the arena walls in quadrant positions north and south. For both tests, three objects (A, B, C) were constructed from toy bricks (Dreamstime) and fixed to the arena floor about 15 cm apart from the walls in three different quadrants. Objects were cleaned thoroughly between each trial to ensure the absence of olfactory cues. During the training phase, each animal was located in the middle of the arena facing the north quadrant and allowed to explore the objects (A, B, and C) for 3 × 5 min. The inter-trial resting phase was 5 min. One day after the training phase, one object (Object C) was moved to the empty quadrant (ODT) or replaced by another object (ORT) and a single trial was performed (5 min) to assess spatial memory retention of the object location or visual recognition of the novel object (Figure 1B). Exploration criteria were based on active exploration of the objects. For a positive count in this task the rats had to either touch the objects with their nose, whiskers or paws. The time spent to explore each different object was measured and the total exploration time calculated accordingly. Animals that explored less than 10 s during the training phase were not included into the test evaluation. The exploration times for the displaced (TD), new (TN), and familiar (TF) objects were measured and the different object discrimination indices (ODITD/ODTTN) were calculated by the following two equations:
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Blood Samples and Hematocrit (Hct) Measurements

Blood samples were taken from anesthetized P59 rats by cardiac puncture with a 30G needle attached to a 1 ml heparinized syringe and the blood was immediately transferred into an Eppendorf tube (1 ml) prior to the transcardial whole-animal perfusion process.

The Hct was measured by use of blood sample-filled heparinized micro capillaries (Micro hematocrit tube 100, Assistant), which were immediately centrifuged for 5 min at 10 × 103 rpm (Hematokrit 20 centrifuge, Hettich).

Tissue Preparation for Immunohistochemistry

Rats were anesthetized by intraperitoneal injection of a lethal dose of sodium pentobarbital (150 mg/kg) and transcardially perfused with ice-cold phosphate-buffered saline solution (PBS) followed by fixation with 4% paraformaldehyde (PFA) in 0.1 M PBS. After perfusion, the brains were dissected and post fixed in 4% PFA overnight at 4°C. Thereafter the brains were stored in 30% sucrose in 0.1 M PBS. Serial 50 μm thick coronal sections (Figure 1C) were cut with a sliding microtome (Leica, Weltzar, Germany) and stored at -20°C in antifreeze solution.

Butyryl Cholinesterase Histochemistry

To visualize and quantify neovascularization, brain tissue sections were histochemically processed with butyryl cholinesterase. Sections were washed twice in 0.1 M Tris-maleate buffer (TMB) (pH 6), acetylcholinesterase was inhibited for 20 min in 0.05 M 1,5-bis(4-allyldimethyl-ammoniumphenyl)-pentan-3-one dibromide (BW284CS1) (Ref: A-9013, Sigma-Aldrich, Spain), and sections were incubated overnight in the following incubation solution: butyryl thiocholine iodide (Ref: 108150250, Acros Organics, Barcelona, Spain) 1 mg/ml, 5% sodium citrate 0.1 M, 10% copper sulfate 30 mM, 10% BW284CS1 0.05 mM, 10% potassium ferricyanide 5 mM and 65% TMB 0.1 M. The next day, sections were washed in TMB, mounted on gelatine-coated slides, dehydrated and covered.

Immunohistochemistry

Immunofluorescence stainings were performed to visualize neurogenesis [rabbit anti-Ki67 proliferation marker, ab15580, Abcam, 1:200 and goat anti-doublecortin X (DCX), SC-8066, Santa Cruz, 1:500], neurons (mouse anti-NeuN, MAB377, Chemicon, 1:1000) and apoptosis (rabbit anti-activated-caspase3, 9661, Cell Signaling Technology, 1:500). Sections were rinsed in 0.1 M PBS (H 7.4) and then incubated for 1 h in blocking solution containing 5% normal serum. Sections were then incubated overnight at 4°C with the corresponding primary antibody in 0.1 M PBS containing 0.3% Triton X-100 and 3% normal serum. The following day, sections were washed in 0.1 M PBS three times for 10 min and incubated for 30 min with the corresponding fluorochrome-conjugated secondary antibodies (donkey anti-rabbit Alexa Fluor 568, donkey anti-goat Alexa Fluor 488, goat anti-mouse Alexa Fluor 568, and goat anti-rabbit Alexa 488, Invitrogen) diluted 1:400 in 0.1 M PBS containing 0.3% Triton X-100 and 3% normal serum. DAPI (Ref. 28718-90-3, Merck) was added to counterstain the nuclei for 3 min before washing the secondary antibody 3 times for 10 min. Sections were mounted on gelatin-coated slides and cover-slipped with fluorescent mounting medium (Dako, Ref.S3023).

For stereological quantification, Ki67 and DCX were visualized by immunoperoxidase staining. Biotinylated secondary antibodies (donkey anti-rabbit IgG (H+L), and donkey anti-goat IgG (H+L)) diluted 1:300 in 0.1 M PBS containing 0.3% Triton X-100 and 3% normal serum were used. After incubation with the secondary antibody, slices were washed three times for 10 min in PBS. Sections were incubated with avidin-peroxidase-complex solution (Vector Labs) for 30 min at room temperature and washed again three times for 10 min in PBS. Sections were pre-incubated in DAB solution (50 mM Tris, 150 mM NaCl, 0.05% Triton X-100, 0.5 g/L DAB, pH 7.7) for 5 min under agitation, and DAB solution containing 0.01% H2O2 was added to sections. The reaction was stopped by washing in ice-cold PBS several times. Sections were mounted on gelatinized slides and dried overnight. After dehydration by immersion in increasingly concentrated ethanol solutions and clearing in xylene, slides were covered with Eukitt (Merck).

Stereology

Neovasculature, Ki67+, and DCX+ cell densities were measured using the optical fractionator method with the help of the Mercator Image Analysis system (Explora Nova, La Rochelle, France). For vascularization, vessel length per unit volume was estimated by counting the number of intersections per unit volume, with the use of space balls (spherical) dissectors with a ratio of 25 μm separated by 120 μm. Ki67+ and DCX+ cell quantification was done in the granular cell layer of the dentate gyrus using grids of 20 μm × 20 μm separated by 40 μm (Figure 1C, left panel). Overall, 10 histological sections per animal were used. Total cell number was calculated with the following formula according to (West, 2012):
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Q = actual number of counted cells in a specimen, N = total estimate number, ssf = section sampling factor of 1/10, asf = area sampling factor, hsf = height of the sampling fraction.

Image Acquisition

Whole-brain images from DAPI-labeled brains (Figure 1C) were taken using the Tiles tool from images acquired at 10×/0.45 NA in an epifluorescence microscope equipped with Apotome technology (Axio Imager Z1, Zeiss). z-stack images (optical sections 1 μm step size, total thickness of 16 mm) from DCX+/Ki67+ and caspase3+/NeuN+ immunofluorescence stainings were acquired with a confocal laser scanning microscope (LSM 700, Zeiss) using a 40×/1.4 NA objective and a pixel size of 112 nm × 112 nm. Four brain sections were imaged per rat and maximum intensity projections were created from z-stacks. Cell densities of caspase 3+/NeuN+ cells were directly quantified from each field of view. All imaging parameters were kept constant between groups. Images were processed with Fiji Image J Software (National Institutes of Health, United States).

Statistical Analysis

Statistical data analysis was performed using SPSS statistical software (version 24.0, IBM). Prior to data analysis, the data sets were tested for normal distribution (Kolmogorov–Smirnov test) and homogeneity of variances (Levene’s test). Afterward, one-way ANOVA or two-way ANOVA with Bonferroni post hoc correction was applied. Data are presented as mean ± SD. Graphs were presented as two separate clusters. We determined on one hand the two independent variables normoxia and hypoxia over the dependent variable housing condition (SC and EE). On the other hand we represented the interaction between the two independent variables normoxia and hypoxia over the dependent variable drug application only in rats housed in enriched environment (EE + Veh and EE + VEGF inhibitor). Significance was declared at P-value < 0.05: ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001, ∗∗∗∗P < 0.0001.



RESULTS

High Altitude Exposure in Juvenile Rats Increases Brain Microvasculature but Impairs Cognition and Causes Neuronal Apoptosis

Physiological, cognitive and brain vascular and neuronal changes caused by high-altitude exposure in Long Evans juvenile rats was assessed (Figure 2).
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FIGURE 2. Physiological, cognitive, microvascular and neuronal survival changes caused by exposure to high altitude in Long Evans rats. (A) Body weight monitored every 2nd day between postnatal days 42 and 58 in rats exposed to low altitude (LA) or high altitude (HA), under SC and in enriched environment receiving either sucrose (EE + veh) or the inhibitor of VEGF signaling (EE + inh). (B) Hematocrit (Hct) values (in %), measured at the end of the experiment in rats exposed to low or high altitude kept either in SC, enriched environment receiving sucrose (EE + veh) or enriched environment receiving the inhibitor of VEGF signaling (EE + inh). (C,D) Changes in spatial memory tested by the Object Displacement Test (ODT) in rats exposed to low and high altitude kept in standard conditions. Shown is total exploration time (C) and object displacement discrimination index (D) during training and test. (E,F) Changes in visual memory tested by the Object Replacement Test (ORT) in rats exposed to low and high altitude kept in standard conditions. Shown is total exploration time (E) and object replacement discrimination index (F) during training and test. (G) Changes in microvasculature in brain DG, cornu ammonis (CA1) and visual cortex (VC) of rats exposed to low and high altitude kept in standard conditions. (H) Changes in neuronal apoptosis in brain DG, cornu ammonis (CA1) and visual cortex (VC) of rats exposed to low and high altitude kept in standard conditions. Statistics (A,C–F): 2-way ANOVA and (B,G,H): 1-way ANOVA (∗∗∗∗P < 0.0001) with n = 12; error bars indicate standard deviation (SD).



As changes in body weight and hematocrit (Htc) are known to be influenced by high-altitude exposure, we first evaluated the impact of high altitude on these two factors. All groups of rats had similar body-weight gain at low altitude from P40 to P48. After fast ascent to high altitude all rats, independent of their housing condition, had a slower body-weight gain than rats at low altitude {2-way ANOVA [F5,72 (131.5), ∗∗∗∗P < 0.0001], Figure 2A}. Food consumption was measured by taking the food initial weight at P48, and then at P50 and P59. All rats at high altitude continued to eat less than low-altitude rats, resulting in a slower weight gain. No difference in body-weight gain was observed between housing conditions at high altitude. However, in the low-altitude groups, although food intake was similar throughout all the groups, rats kept in EE showed a slower weight gain than rats kept in SC, reaching statistical significance from day P52 to P59 {2-way ANOVA [F2,72 (58.47), ∗∗∗∗P < 0.0001], Figure 2A}. High-altitude exposure significantly increased the Hct from 43.6 ± 2.4 to 62.9 ± 1.9 in rats kept in SC, from 40.6 ± 1.6 to 60.5 ± 2.5 in rats kept in EE, and from 52.4 ± 5.1 to extremely high levels of 81.7 ± 2.4 in rats kept in EE receiving VEGF inhibitor (EE + inh) (ANOVA, ∗∗∗∗P < 0.0001, Figure 2B). In rats kept in EE receiving VEGF inhibitor (EE + inh), Hct increased significantly even in low-altitude reared rats {2-way ANOVA [F1,44 (319), ∗∗∗∗P < 0.0001], not shown}.

We assessed the impact of high altitude on spatial hippocampus-dependent memory and visual memory using an object-displacement test (ODT) and object-replacement test (ORT), respectively, in SC-housed rats. High altitude did not affect the total exploration time of rats during ODT training and test (Figure 2C). During training all rats explored the three objects equally (not shown), but failed to recognize the displacement of the object {2-way ANOVA [F1,24 (12.06), ∗∗∗P = 0.001], Figure 2D}. Similarly, the total exploration time of rats during ORT training and test did not differ between low and high altitude (Figure 2E). Rats spent the same time exploring all three objects during training (not shown), but rats at high altitude failed to recognize the object replacement {2-way ANOVA [F1,24 (22.77), ∗∗∗∗P < 0.001], Figure 2F}.

A significant increase in vessel density in the dentate gyrus, the CA1 area of the hippocampus, and in the visual cortex was observed in SC rats exposed to high altitude (ANOVA, ∗∗∗∗P < 0.0001, Figures 2G, 4A,D,G left panels). Thus it appears that the cognitive impairment caused by high altitude in rats was not prevented by enhanced vascular density.

Finally, we evaluated the effect of high-altitude exposure on neuronal apoptosis in the CA1 area of the hippocampus and the visual cortex in SC-housed rats. Neuronal apoptosis was enhanced in both areas (ANOVA, ∗∗∗∗P < 0.0001, Figures 2H, 6A). This suggests that neuronal apoptosis is likely to account for the cognitive impairment, with CA1 hippocampal apoptosis affecting mainly spatial memory, and visual cortex apoptosis affecting visual memory.

Enriched Environment Including Voluntary Exercise (EE) During High-Altitude Exposure Prevents Impairment of Spatial and Visual Memory via VEGF Signaling

We determined the impact of environmental enrichment including exercise (EE) in recovering spatial hippocampus-dependent memory (ODT) and visual memory (ORT) in high-altitude exposed rats (Figure 3).
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FIGURE 3. Effect of enriched environment (EE) and the inhibitor of VEGF signaling on spatial and visual memory in high-altitude exposed rats. (A,C,E) Spatial memory tested by the ODT. Shown is total exploration time during training in low altitude and high altitude exposed rats (A) as well as the object displacement discrimination index during test (C,E) in rats housed in standard conditions (SC, white bar) or in enriched environment (EE, patterned bar) (C), as well as in rats in enriched environment receiving either sucrose (EE + veh, black patterned bar) or the inhibitor of VEGF signaling (EE + inh, red patterned bar) (E). (B,D,F) Visual memory tested by the ORT. Shown is total exploration time during training in low altitude and high altitude exposed rats (B) as well as the object replacement discrimination index during test (D,F) in rats housed in standard conditions (SC, white bar) or in enriched environment (EE, patterned bar) (D), and in rats housed in enriched environment receiving sucrose (EE + veh, patterned bar) or in enriched environment receiving the inhibitor of VEGF signaling (EE + inh, red patterned bar) (F). Statistics 2-way ANOVA (∗∗∗∗P < 0.0001, ∗∗∗P < 0.001, ∗∗P < 0.01, ∗P < 0.05) with n = 12; error bars indicate SD.



Rats reared in EE at low altitude explored generally less than SC animals during ODT training {2-way ANOVA [F2,72 (5.21), ∗∗P < 0.01], Figure 3A} as well as during ORT training {2-way ANOVA [F2,72 (4.51),∗P < 0.05], Figure 3B}. The total exploration time during test was equal in all animals groups (not shown). During training for both tests, all three objects were equally explored across the groups (not shown). During test, low altitude rats housed in SC and EE were able to recognize the displaced object (ODT) as well as the replaced object (ORT). Although the total exploration time was significantly shorter in EE rats, it was sufficient for correct object recognition during the test, reflecting the pro-plasticizing effect of EE. Rats kept in EE at high altitude were also able to recognize the displaced object (ODT) {2-way ANOVA [F1,48 (9.7), ∗∗∗P < 0.001], Figure 3C} as well as the replaced object (ORT) {2-way ANOVA [F1,48 (27.5), ∗∗∗∗P < 0.0001], Figure 3D}. Thus, EE appears to prevent the loss in cognition caused by high altitude.

We next evaluated the possible involvement of VEGF signaling in the EE-mediated recovery of memory after high-altitude exposure. EE-housed rats that received the inhibitor of VEGFR-2 (EE + inh) daily, spent the same time exploring during training and test as EE rats receiving sucrose (EE + veh) did (Figures 3A,B), but they failed to recognize the ODT at either altitude {2-way ANOVA [F1,48 (20.2), ∗∗∗∗P < 0.0001], Figure 3E}, and failed to recognize the ORT at high altitude {2-way ANOVA [F1,48 (28.48), ∗∗∗∗P < 0.0001], Figure 3F}. Thus, it appears that VEGF signaling is required to preserve spatial memory at low altitude and to prevent the impairment of spatial and visual memory caused by high altitude.

Inhibition of VEGF Signaling Prevents the EE-Mediated Increase in Brain Microvasculature at Low and High Altitude

We assessed the effect of EE on vascularization in the dentate gyrus (Figures 4A–C), CA1 hippocampus (Figures 4D–F) and the visual cortex layer 4 microvasculature (Figures 4G–I) after ascent to high altitude, as well as the impact of inhibition of VEGF (Figures 4C,F,I).
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FIGURE 4. Microvascular changes caused by enriched environment, and the inhibitor of VEGF signaling in DG, cornu ammonis (CA1) hippocampus and VC of rats exposed to high altitude. (A) Representative images of vessels stained with butyrylcholinesterase (BChE) in the hippocampus DG area of rats exposed to low (upper panel) or high altitude (lower panel) under SC and in enriched environment receiving either sucrose (EE + veh) or the inhibitor of VEGF signaling (EE + inh). (B,C) Blood vessel densities in the DG area of low- and high-altitude exposed rats kept in standard conditions (SC, white bar) or in enriched environment (EE, patterned bar) (B) as well as in enriched environment receiving either sucrose (EE + veh, black patterned bar) or the inhibitor of VEGF signaling (EE + inh, red patterned bar) (C). (D) Representative images of vessels stained with butyrylcholinesterase (BChE) in the hippocampus cornu ammonis (CA1) area of rats exposed to low (upper panel) or high altitude (lower panel) under SC and in enriched environment receiving either sucrose (EE + veh) or the inhibitor of VEGF signaling (EE + inh). (E,F) Blood vessel densities in the cornu ammonis (CA1) area of low- and high-altitude exposed rats kept in standard conditions (SC, white bar) or in enriched environment (EE, patterned bar) (E) as well as in enriched environment receiving either sucrose (EE + veh, black patterned bar) or the inhibitor of VEGF signaling (EE + inh, red patterned bar) (F). (G) Representative images of vessels stained with BChE in the layer 4 VC of rats exposed to low (upper panel) or high altitude (lower panel) under SC and in enriched environment receiving either sucrose (EE + veh) or the inhibitor of VEGF signaling (EE + inh). (H,I) Blood vessel densities in the layer 4 VC of low and high altitude exposed rats kept in standard conditions (SC, white bar) or in enriched environment (EE, patterned bar) (H) as well as in enriched environment receiving either sucrose (EE + veh, black patterned bar) or the inhibitor of VEGF signaling (EE + inh, red patterned bar) (I). Scale bar (A,D,G): 50 mm. Statistics (B,C,E,F,H,I): 2-way ANOVA (∗∗∗∗P < 0.0001, ∗∗∗P < 0.001, ∗∗P < 0.01, ∗P < 0.05) with n = 12; error bars indicate SD.



As reported above, a significant increase in vessel density was observed in dentate gyrus, CA1 hippocampus and visual cortex of all rats exposed to high altitude (Figures 4A,B,D,E,G,H). Also rats kept in EE receiving sucrose (EE + veh) showed significantly higher blood vessel densities in dentate gyrus, CA1 hippocampus and visual cortex than SC rats at both low and high altitude (Figures 4A,B,D,E,H). 2-way ANOVA: [F1,48 (42.6), ∗∗∗∗P < 0.0001, Figure 4B], [F1,48 (43.7), ∗∗∗∗P < 0.0001, Figure 4E], and [F1,48 (742), ∗∗∗∗P < 0.0001, Figure 4H]. The effect of EE on increasing vessel densities was reduced by inhibition of VEGF signaling in all areas at both low and high altitudes (Figures 4A,C,D,F,G,I). 2-way ANOVA: [F1,48 (94.53), ∗∗∗∗P < 0.0001, Figure 4C], [F1,48 (24.98), ∗∗∗∗P < 0.0001, Figure 4F], and [F1,48 (229), ∗∗∗∗P < 0.0001, Figure 4I]. Therefore, the EE-mediated increase in microvasculature is VEGF dependent. By contrast, the increase in vessel densities caused by high altitude was only prevented by inhibition of VEGF signaling in the dentate gyrus (Figure 4C), indicating that proliferative (neurogenic) brain areas require VEGF signaling to increase vascular densities in hypoxia. However, in CA1 hippocampus and visual cortex, other oxygen-dependent factors might be involved.

Inhibition of VEGF Signaling Prevents Dentate Gyrus Neurogenesis at High Altitude

Considering that VEGF signaling is required to maintain vascular densities in the dentate gyrus at high altitude, we evaluated the impact of high altitude and EE in neurogenesis, i.e., proliferating cells (Ki67), and neuronal differentiation (DCX) in the internal granular cell layer of the dentate gyrus. Representative images were taken from double-immunofluorescence labeling (Figure 5A) and quantification was done in sections processed for immunoperoxidase staining (Figures 5B–E).
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FIGURE 5. Effect of EE and VEGF signaling inhibitor in DG neurogenesis in rats exposed to high altitude. (A) Confocal representative images of proliferation (Ki67, red) and mitotic neurons (doublecortin, DCX, green) in rats exposed to low altitude (upper panel) or high altitude (lower panel) kept under SC or in enriched environment either receiving sucrose (EE + veh) or the inhibitor of VEGF signaling (EE + inh). (B,C) Quantification of Ki67+ cells in the granular cell layer (GCL) of rats exposed to low or high altitude under standard conditions (SC, white bar) or in enriched environment (EE, patterned bar) (B) as well as in enriched environment receiving either sucrose (EE + veh, black patterned bar) or the inhibitor of VEGF signaling (EE + inh, red patterned bar) (C). (D,E) Quantification of doublecortin (DCX) positive cells of rats exposed to low or high altitude under standard conditions (SC, white bar) or in enriched environment (EE, patterned bar) (D) as well as in enriched environment receiving either sucrose (EE + veh, black patterned bar) or the inhibitor of VEGF signaling (EE + inh, red patterned bar) (E). Scale bar (A): 100 mm. Statistics (B–E): 2-way ANOVA (∗∗∗∗P < 0.0001, ∗∗∗P < 0.001, ∗∗P < 0.01, ∗P < 0.05) with n = 12; error bars indicate SD.



Exposure to high altitude increased the number of proliferating (Ki67+) cells by 69% in SC-housed rats. Likewise, at both low and high altitude, EE-housed rats receiving sucrose (EE + veh) showed 55% (low altitude) and 100% (high altitude) more Ki67+ cells than SC rats {2-way ANOVA [F1,48 (13.86), ∗∗∗P < 0.001], Figure 4B}. High altitude also caused a 1.2-fold increase in DCX+ cells in SC rats. At both low and high altitude, EE-housed rats receiving sucrose (EE + veh) showed a 30% increase in DCX+ cells. High altitude and EE caused an equal increase in DCX+ cell numbers.

When the inhibitor of VEGF signaling was given to EE-housed rats at low-altitude, the number of Ki67+ cells remained 67% higher than SC rats. In high-altitude rats, however, the number was reduced, and equal to that of the low-altitude SC-housed rats {2-way ANOVA [F1,48 (17.24), ∗∗∗P < 0.001], Figure 5D}. Also, DCX+ cells were reduced only in high-altitude exposed rats, while rats at low altitude kept a 30% increase {2-way ANOVA [F1,48 (9.3), ∗∗P < 0.01], Figure 5E}. This indicates that EE-mediated VEGF signaling is required to maintain neurogenesis at high altitude.

EE-Mediated VEGF Signaling Is Neuroprotective at High Altitude

Next we analyzed the neuroprotective effect of EE at high altitude as well as the impact of inhibition of VEGF signaling. Neuronal apoptosis was assessed by immunofluorescence analysis of activated caspase 3 expression in neurons (NeuN+) in the dentate gyrus (Figure 6A) and the visual cortex (Figure 6B).
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FIGURE 6. Effect of enriched environment and VEGF signaling inhibition in neuronal apoptosis in DG, cornu ammonis (CA1) of the hippocampus and VC in rats exposed to high altitude. (A) Confocal representative images of neurons (NeuN, red) and apoptotic cells (activated caspase 3, green) in the dentate gyrus of rats exposed to low and high altitude kept under SC or in enriched environment either receiving sucrose (EE + veh) or the inhibitor of VEGF signaling (EE + inh). (B) Confocal representative images of apoptotic cells (activated caspase 3, green) in the layers 1–6 of the VC (upper panel), and of apoptotic neurons [NeuN (red) colocalized to caspase 3 (green)] in the layer 4 of the VC (lower panel, arrows) of rats exposed to high altitude kept under SC or in enriched environment either receiving sucrose (EE + veh) or the inhibitor of VEGF signaling (EE + inh). (C) Quantification of caspase 3+ apoptotic cells in DG, cornu ammonis (CA1) and VC of rats exposed to high altitude under standard conditions (SC, white bar) and in enriched environment (EE, patterned bar). (D) Quantification of caspase 3+ apoptotic cells in DG, cornu ammonis (CA1) and VC of rats exposed to high altitude under enriched environment receiving either sucrose (EE + veh, black patterned bar) or the inhibitor of VEGF signaling (EE + inh, red patterned bar). Scale bar (A,B): 100 mm. Statistics (C,D): 2-way ANOVA (∗∗∗∗P < 0.0001) with n = 12; error bars indicate SD.



As shown above, high-altitude exposure increased neuronal apoptosis in rats housed in SC. In contrast, EE reduced the number of apoptotic neurons at high altitude (ANOVA, ∗∗∗∗P < 0.0001, Figure 6C). In EE-housed rats at high-altitude the number of CA1 hippocampus and visual cortex NeuN+ neurons was 18% higher compared to SC-housed rats {2-way ANOVA [F1,48 (24.41), ∗∗∗∗P < 0.0001], CA1 hippocampus, and [F1,48 (26.64), ∗∗P < 0.01], visual cortex}. This indicates that EE is neuroprotective and prevents neuronal loss caused by high altitude.

When the inhibitor of VEGF signaling was given to EE-housed rats, neuronal apoptosis was significantly increased in high-altitude exposed rats {2-way ANOVA [F1,48 (61.99), ∗∗∗∗P < 0.0001], Figure 6D}, causing a significant reduction in dentate gyrus granule cells and NeuN+ cells in CA1 hippocampus and visual cortex, to values similar to SC {2-way ANOVA [F1,48 (45.7), ∗∗∗∗P < 0.0001]}. Taken together, our results clearly showed that VEGF signaling is required to mediate the neuroprotective effects of EE against neuronal loss caused by exposure to high altitude.



DISCUSSION

We evaluated the impact of EE and VEGF signaling on spatial and visual memory, as well as on neovascularization, neurogenesis, and neuronal apoptosis after prolonged exposure to high altitude. In order to address this, we have interfered with VEGF signaling by blocking its receptor pharmacologically with Vandetanib. The main findings of our study are summarized in Table 1. Briefly, VEGF signaling is required for the adaptation of the brain to high altitude by reducing neuronal apoptosis, maintaining the neurogenic pool and preserving cognition.

TABLE 1. Summary of brain changes caused by high altitude exposure, enriched environment and inhibition of VEGF.
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High-altitude and EE both stimulate neurogenesis and angiogenesis. Yet, in high-altitude, the increase in neurogenesis and angiogenesis is not a causal link to memory improvement. We instead postulate that a secondary effect on neuronal networks might be implicated in the cognitive improvement and that the preservation of cognition at high-altitude is due, at least in part, to the pro-survival effect of EE-mediated VEGF. We also showed that neurogenesis, angiogenesis and cognition are differently affected by inhibition of VEGF signaling in EE-housed rats at low and high altitude. At low altitude inhibition of VEGF signaling impairs spatial memory and angiogenesis without affecting neurogenesis. Conversely, at high altitude inhibition of VEGF signaling impairs spatial and visual memories as well as angiogenesis and neurogenesis. In the CA1 hippocampus and visual cortex, high altitude-induced angiogenesis is only partially reduced by inhibition of VEGF signaling, suggesting the involvement of other hypoxia-inducible factors. Inhibition of VEGF signaling also prevented the decrease in apoptosis caused by EE, and caused impairment in spatial and visual memory. Therefore, we were able to show a positive impact of EE-mediated VEGF signaling in preventing high altitude-induced memory impairment and neuronal loss, and discovered a pivotal role of VEGF signaling in the maintenance of neurogenesis after high-altitude exposure.

Effect of High Altitude, EE and Inhibition of VEGF Signaling on Body Weight Gain and Hematocrit

We evaluated the longitudinal impact of prolonged high altitude exposure on body weight gain and on hematocrit levels. Rats exposed to high altitude, independent of their housing conditions, showed reduced weight gain, which was primarily attributed to the reduced food intake potentially caused by hypoxia-induced anorexia (Py et al., 2005). The loss in body weight could reflect impairment in normal development; however, cognitive impairment was not causally related.

Hypoxia and inhibition of VEGF signaling both led to an increase in hematocrit, probably due to loss of plasma volume (not measured) and an increase in red blood cells (stress erythropoiesis). It is well known that exposure to chronic continuous hypoxia causes an increase in hematocrit to ensure a higher systemic vascular conductance of oxygen (O2) (Martinez-Bello et al., 2011). The effect of VEGF signaling inhibition on hematocrit has already been reported in human trials, where an increase in red blood cells and erythropoietin production occurred upon antiangiogenic treatments with VEGF inhibitors (Bhatta et al., 2013).

Effect of High Altitude, EE and Inhibition of VEGF Signaling on Angiogenesis and Neurogenesis

The vascular network of the body is in charge of maintaining metabolic homeostasis by supplying oxygen and nutrients. Angiogenesis is one of the key mechanisms of high-altitude adaptation (Gassmann et al., 2016), and it is believed that cognitive function can be preserved by this mechanism (Ding et al., 2006). We found a significant neovascularization in all analyzed brain areas of high-altitude exposed rats. We further suggest that the dentate gyrus is a brain area in which VEGF signaling is of particular importance for hypoxia-induced angiogenesis. The inhibition of VEGF signaling completely prevented changes in vessel density in the dentate gyrus. Indeed, stem cells and neural progenitor cells in the dentate gyrus are VEGF secretory cells and may therefore locally stimulate angiogenesis and neovascularization (Kirby et al., 2015). In the visual cortex and CA1 hippocampus, inhibition of VEGF signaling only partially blocked neovascularization caused by hypoxia, suggesting the involvement of other hypoxia-inducible factors such as erythropoietin (Ribatti et al., 1999). EE-induced angiogenesis in high-altitude housed rats and inhibition of VEGF signaling blocked the EE-mediated angiogenic action in all evaluated brain areas, indicating that EE-mediated angiogenesis is exclusively VEGF-mediated.

Angiogenesis and neurogenesis are closely related processes, since neural stem cells are able to secrete VEGF, which allow these cells to regulate neurogenesis in their own niche (Kirby et al., 2015). In our setting, both high altitude and EE increased neurogenesis. However, inhibition of VEGF signaling blocked the neurogenic action only in high-altitude exposed rats, suggesting that the auto regulatory effect of VEGF was lost, and a paracrine signaling of VEGF is required for the maintenance of the neurogenic pool at high altitude. Indeed, high levels of VEGF are found mainly in astrocytes upon hypoxic exposure (Ortuzar et al., 2013), indicating that astrocyte-derived VEGF signaling potentially regulates neurogenesis. The current results suggest a different dependency of the neurogenic niche on VEGF signaling at low and high altitude.

Although a positive correlation between neurogenesis and cognition was previously demonstrated (Ding et al., 2006), the effect of VEGF on neurogenesis and memory are not causally related. For example, VEGF-induced angiogenesis per se does not necessarily predict an increase in neurogenesis, and inhibition of VEGF signaling has been shown to impair memory without affecting neurogenesis (Licht et al., 2011). Additionally, the effect of VEGF overexpression or blockade on memory gain/loss can be measured a couple of days after the initial induction/blockade, a time window considered to be too short to account for neurogenesis being the main responsible factor (Foscarin et al., 2011, 2012).

The possibility of activating hippocampal progenitor cells by hypoxia and subsequently boosting neurogenesis in the adult brain is being postulated as an exciting therapeutic strategy to ameliorate cognitive impairment in neurodegenerative diseases like Alzheimer’s, Parkinson’s and ischemic stroke (Han et al., 2016). Importantly, our results suggest that hypoxia-induced neurogenesis alone is not sufficient to improve cognition. But when combined with enriched environment and exercise, it is conducive to preventing neuronal apoptosis and stimulating brain network activity. Further evidence that neurogenesis is not the main factor responsible for cognitive improvement is provided by our low-altitude results, where blocking VEGF did not affect neurogenesis but impaired spatial memory. Our findings indicate that VEGF signaling in the dentate gyrus of the adult brain is crucial for the adaptation to high altitude and to preserve hippocampus-related memory at low altitude. These results highlight the risk of VEGF inhibitors usage in cancer therapy by providing evidence that inhibition of VEGF signaling impairs hypoxia-induced neurogenesis and angiogenesis as well as causing cognitive impairment. The dysfunction in VEGF signaling caused by VEGF inhibitors, and its potential adverse consequences on cognition, should therefore be taken into consideration when patients receive this kind of treatment, and ascent to high altitude should probably not be recommended, at least not during the VEGF inhibition treatment phase.

Effect of High Altitude, EE and Inhibition of VEGF Signaling on Neuroprotection and Cognition

High-altitude exposure caused an increase in neuronal apoptosis, which was correlated with a reduction in neurons in the CA1 hippocampus and visual cortex in SC rats. EE reduced neuronal apoptosis, and inhibition of VEGF signaling prevented the anti-apoptotic effect of EE conditions, which indicates a pivotal role of VEGF signaling in EE-induced neuroprotection. It was previously shown that VEGF exerts neuroprotective actions directly through VEGFR-2 receptors expressed on neurons subjected to hypoxia, activating the phosphatidylinositol 3-kinase (PI3K)/Akt signal transduction system, which leads to the inhibition of proapoptotic signaling effectors such as Bad, caspase-9 and caspase-3 (Gora-Kupilas and Josko, 2005). We observed an increase in neuronal cells in the dentate gyrus, CA1 hippocampus and visual cortex under EE, suggesting that increased neuronal activity under EE and exercise induces cerebral VEGF expression, which exerts an acute effect on survival of neurons and on angiogenesis and neurogenesis. Furthermore, we could show that blocking VEGFR-2 led to a decreased learning capacity. Thus, the detrimental effect of high altitude in cognition is attributed, at least in part, to neuronal apoptosis which can be prevented by EE and exercise. Exercise in humans is also a potential therapeutic strategy to counteract cognitive impairment. Indeed, cognitive performance improves during exercise under both normoxic and hypoxic conditions (Komiyama et al., 2017). Thus, similarly to cerebrally expressed erythropoietin (Schuler et al., 2012), also VEGF might counteract the reduced cognition capacity at high altitude, allowing better chances of survival in hypoxic conditions.

The hippocampus is one of the most hypoxia-sensitive areas of the brain and it is a crucial region for spatial memory formation (Kandel, 2001). The cause of hippocampal memory impairment at high altitude is less well understood but, as previously mentioned, the integrity of brain function depends on a continuous and sufficient oxygen supply (Komiyama et al., 2017), and therefore the brain vascular network plays an essential role in balancing oxygen availability versus energy demands in hypoxic stress conditions. Indeed, EE prevented the loss of spatial and visual memory caused by exposure to high altitude in rats. By contrast, VEGF inhibition in EE-housed rats caused spatial memory impairment, indicating that VEGF is important in preserving hippocampal-dependent memory. Importantly, it has been shown that VEGF promotes memory and increases synaptic strength independently of its effects on neurogenesis and angiogenesis (Licht et al., 2011). Thus, enrichment-induced improvement of hippocampal-mediated memory has been related, among other effects, to increased synaptic plasticity (Kempermann et al., 1997). The positive effect of EE on survival and synaptic strength could also be attributed to the observed improvement in visual memory.



CONCLUSION

We conclude that the exposure to an enriched environment including exercise is advantageous to the recovery of impaired cognitive function at high altitude. We further propose that VEGF signaling is crucial to the preservation of neurons and neovascularization, and also to maintaining neurogenesis at high altitude. Overall, our findings extend the knowledge of the complex response of the neurovascular unit to high-altitude stress and furthermore show the importance of VEGF signaling for angiogenesis, neurogenesis, neuroprotection, and spatio-visual memory in hypoxic conditions.
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Memory requires similar episodes with overlapping features to be represented distinctly, a process that is disrupted in many clinical conditions as well as normal aging. Data from humans have linked this ability to activity in hippocampal CA3 and dentate gyrus (DG). While animal models have shown the perirhinal cortex is critical for disambiguating similar stimuli, hippocampal activity has not been causally linked to discrimination abilities. The goal of the current study was to determine how disrupting CA3/DG activity would impact performance on a rodent mnemonic discrimination task. Rats were surgically implanted with bilateral guide cannulae targeting dorsal CA3/DG. In Experiment 1, the effect of intra-hippocampal muscimol on target-lure discrimination was assessed within subjects in randomized blocks. Muscimol initially impaired discrimination across all levels of target-lure similarity, but performance improved on subsequent test blocks irrespective of stimulus similarity and infusion condition. To clarify these results, Experiment 2 examined whether prior experience with objects influenced the effect of muscimol on target-lure discrimination. Rats that received vehicle infusions in a first test block, followed by muscimol in a second block, did not show discrimination impairments for target-lure pairs of any similarity. In contrast, rats that received muscimol infusions in the first test block were impaired across all levels of target-lure similarity. Following discrimination tests, rats from Experiment 2 were trained on a spatial alternation task. Muscimol infusions increased the number of spatial errors made, relative to vehicle infusions, confirming that muscimol remained effective in disrupting behavioral performance. At the conclusion of behavioral experiments, fluorescence in situ hybridization for the immediate-early genes Arc and Homer1a was used to determine the proportion of neurons active following muscimol infusion. Contrary to expectations, muscimol increased neural activity in DG. An additional experiment was carried out to quantify neural activity in naïve rats that received an intra-hippocampal infusion of vehicle or muscimol. Results confirmed that muscimol led to DG excitation, likely through its actions on interneuron populations in hilar and molecular layers of DG and consequent disinhibition of principal cells. Taken together, our results suggest disruption of coordinated neural activity across the hippocampus impairs mnemonic discrimination when lure stimuli are novel.
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INTRODUCTION

The neurobiological basis of how distinct events with overlapping features are disambiguated remains a central question in neuroscience. Theory and computational models have often attributed this function to the dentate gyrus (DG) of the hippocampus, based on its densely packed granule cell population in which a small number of afferent neurons project onto many more granule cells (Amaral et al., 1990, 2007; Patton and McNaughton, 1995; Amaral and Lavenex, 2007; Treves et al., 2008), as well as its relatively sparse neural activity (McNaughton and Morris, 1987; Treves and Rolls, 1992; O’Reilly and McClelland, 1994; Rolls and Kesner, 2006; Leutgeb and Leutgeb, 2007; Treves et al., 2008; Schmidt et al., 2012; Santoro, 2013; Kesner and Rolls, 2015; Knierim and Neunuebel, 2016).

Hippocampal contributions to the orthogonalization of similar inputs have been assessed with tasks that require discrimination of a previously viewed target image from lure images, which range in similarity to the target. These paradigms are now commonly referred to as ‘mnemonic similarity’ tasks (Stark et al., 2013, 2015; Huffman and Stark, 2017; Stark and Stark, 2017). Functional neuroimaging studies using these tasks support earlier predictions that the ability to accurately resolve a target from similar lures is linked to activation in the DG and CA3 sub-regions of the hippocampus (Kirwan and Stark, 2007; Bakker et al., 2008; Lacy et al., 2011; Kirwan et al., 2012; Motley and Kirwan, 2012; Reagh and Yassa, 2014; Reagh et al., 2017). Furthermore, mnemonic discrimination deficits in older adults and individuals with amnestic mild cognitive impairment (aMCI) correlate with altered activation of CA3/DG (Yassa et al., 2010, 2011a,b; Bakker et al., 2012, 2015; Reagh et al., 2018), decreased integrity of perforant path fiber tracts, which provide direct inputs from parahippocampal cortical structures to DG (Bennett et al., 2015; Bennett and Stark, 2016), and changes in CA3/DG volume (Doxey and Kirwan, 2015).

We have recently validated a rodent version of the mnemonic similarity task (Johnson et al., 2017), in which elevated activity in CA3 or lesions of the perforant path are linked to impaired performance (Maurer et al., 2017; Burke et al., 2018). Discrimination performance in this continuous, forced-choice paradigm is contingent on the proportion of visible features shared between the learned target object and lure objects. Additionally, aged rats are impaired in distinguishing the target from similar lures, but not distinct lures, which directly parallels previous findings from older adults (Toner et al., 2009; Yassa et al., 2011a,b; Ryan et al., 2012; Holden et al., 2013; Stark et al., 2013, 2015; Pidgeon and Morcom, 2014; Reagh et al., 2016, 2018; Huffman and Stark, 2017; Stark and Stark, 2017; Trelle et al., 2017).

Based on models of hippocampal network function (O’Reilly and McClelland, 1994; Yassa and Stark, 2011; Kesner and Rolls, 2015; Knierim and Neunuebel, 2016; Leal and Yassa, 2018), and data from neuroimaging studies mentioned above, we hypothesized that disrupting neural activity in CA3/DG would selectively impair discrimination of a learned target object from similar lure objects, when the target and lures share a relatively high percent feature overlap (i.e., more than 70%; Johnson et al., 2017). We tested this prediction in the current experiments by infusing the GABAA agonist muscimol through guide cannulae targeting the dorsal CA3/DG of young adult rats prior to mnemonic discrimination testing. At the completion of behavioral testing, the effects of muscimol in the hippocampus were examined by labeling mRNA transcripts of the activity dependent immediate-early genes Arc and Homer1a. A previous study showed that muscimol infusions into the medial prefrontal and perirhinal cortices blocks expression of Arc, verifying the efficacy of neural inactivation through GABAA agonism (Hernandez et al., 2017). Surprisingly, in the current study, muscimol infusions centered on dorsal CA3/DG did not block immediate-early gene expression, but rather led to increased activity within the DG. This likely occurred through inactivation of adjacent interneuron populations in the hilus and DG molecular layers, which in turn disinhibited DG granule cells. Thus, a critical conclusion of these studies is that it is essential to confirm the effects of pharmacological agents or other functional manipulations using both behavioral and neural read-outs (Allen et al., 2015; Smith et al., 2016). Importantly, this hyperactivity within DG, which is comparable to changes in neurophysiological activity and sub-convulsive seizures observed in Alzheimer’s disease (Palop and Mucke, 2009, 2010; Vossel et al., 2013, 2016), impaired mnemonic discrimination performance across all target-lure pairs irrespective of their similarity. Additional testing revealed that muscimol infusions impaired mnemonic discrimination performance only when lure objects were novel.



MATERIALS AND METHODS

Animals

A total of 38 young adult male Fischer 344 × Brown Norway F1 hybrid rats (NIA colony, Taconic; 4–6 months of age at arrival) were used as subjects (Experiment 1: 10 rats; Experiment 2: 20 rats, 3 excluded due to blocked or misplaced cannulae; Verification of neural effects of muscimol: 8 rats, 2 excluded due to misplaced cannulae). Rats were single-housed in standard Plexiglas cages and maintained on a 12-h reverse light/dark cycle (lights off 8:00 am). All manipulations took place in the dark phase, 5–7 days per week at approximately the same time each day. Rats received 20 ± 5 g moist chow (∼39 kcal; Teklad LM-485, Harlan Labs) daily and drinking water ad lib. Shaping began once they reached 85% of their initial body weights on restricted feeding, which provided appetitive motivation in behavioral tasks. All procedures were carried out in accordance with the NIH Guide for the Care and Use of Laboratory Animals and approved by the Institutional Animal Care and Use Committee at the University of Florida.

Verification of Cannulae Placements and Neural Effects of Muscimol

After completing infusions and mnemonic discrimination testing in Experiments 1 and 2 (Figure 1A), brain tissue was collected for histological verification of cannulae placements. Effects of muscimol on neural activity within the diffusion radius of the drug were also assessed by visualizing mRNA of the immediate-early gene Arc with fluorescence in situ hybridization (FISH). All rats from Experiments 1 and 2 received intra-hippocampal muscimol infusions (1 μL, 1 mg/mL; see subsequent sections for details) and were returned to their home cages for 30 min. Rats performed a 10-min mnemonic discrimination test, were transferred to a glass bell jar for deep anesthesia with isoflurane (Isothesia, Henry Schein), and were sacrificed by rapid decapitation. Brains were extracted and snap-frozen in chilled isopentane (Acros Organics, Fisher Scientific, Pittsburgh, PA, United States). Tissue blocks containing 2–4 brains each were sectioned (20 μm) on a cryostat (Microm HM550; Thermo Fisher Scientific, Waltham, MA, United States), thaw-mounted on Superfrost Plus slides (Fisher Scientific), and stored at -80°C in sealed slide boxes. Dorsal hippocampal sections were DAPI-stained (Thermo Fisher Scientific) and imaged with fluorescence microscopy (Keyence; Itasca, IL, United States) to map position of guide cannulae (Figures 1B–D). Slides with visible cannulae tracks were then processed with FISH to verify effects of muscimol on neural activity at the infusion site.
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FIGURE 1. (A) Timeline of experimental manipulations and histological assessment of dorsal CA3/DG cannulae placements from Experiments 1 and 2. (B) Representative images show DAPI-stained sections (converted to grayscale) with tracts of 22G stainless steel guide cannulae positioned above the dorsal CA3/DG at target coordinates, relative to Bregma: AP –4 mm, ML ±3mm, DV –2.6 mm from skull surface. While no visible damage was observed in most rats, 28G microinjectors protruded an additional 1 mm below cannulae tips, centering the infusion between DG upper and lower blades. (C) Representative image from Experiment 1 brain section processed with fluorescence in situ hybridization (FISH) to label Arc mRNA (Cy3; red channel), counter-stained with DAPI. Strong induction of the immediate-early gene Arc is evident in both upper and lower blades of DG. (D) Schematics show position of foci of infusions based on cannulae tracts in each rat from Experiment 1 (n = 10), Experiment 2 (n = 17), and separate study carried out to verify effects of vehicle vs. muscimol infusion on Arc mRNA expression as a read-out of neural activity (n = 6). Numerical values on brain sections indicate AP coordinate, relative to Bregma.



FISH for Arc mRNA was carried out as previously described (Guzowski et al., 1999; Guzowski and Worley, 2001; Burke et al., 2012; Hernandez et al., 2017, 2018; Maurer et al., 2017). Briefly, digoxigenin (DIG)-labeled riboprobes were generated with a commercial transcription kit (Riboprobe System, P1440; Promega, San Luis Obispo, CA, United States) and DIG RNA labeling mix (Roche REF# 11277073910; MilliporeSigma, St. Louis, MO, United States) from a plasmid template containing full-length 3.0 kb Arc cDNA under the T7 promoter (generously provided by Dr. A. Vazdarjanova; Augusta University, Augusta, GA, United States). Slides were hybridized overnight, then incubated with anti-Digoxigenin-POD (Roche REF# 11207733910, MilliporeSigma) overnight. Arc-labeled transcripts were visualized with Cy3 (TSA Cyanine 3 System, NEL744A001KT; PerkinElmer, Waltham, MA, United States) and sections were counter-stained with DAPI. Stitched low magnification flyover images were collected by fluorescence microscopy (Keyence) with a 2× objective. Initial inspection of Arc mRNA labeling in tissue from Experiments 1 and 2 rats revealed strong induction of neuronal activity in the DG (Figure 1C).

An additional experiment was therefore designed to explicitly test the effect of muscimol infusions in dorsal CA3/DG on neuronal activity in surrounding hippocampal sub-regions. Rats (n = 8) were placed on a restricted feeding schedule to match conditions of prior experiments. After reaching 85% of their initial body weights (∼2 weeks), rats were surgically implanted with bilateral guide cannulae targeting dorsal CA3/DG (see subsequent sections for details) and allowed 1 week post-op recovery. Throughout this period from arrival to complete recovery, rats were handled extensively by experimenters during daily weighing and feeding to match conditions of prior experiments. Rats were acclimated to infusion procedures for 3 consecutive days (days 1–3). This acclimation included transport to the procedure room, gentle restraint and handling by experimenters during the infusion, removal and cleaning of dummy stylets, and insertion of microinjectors. On day 4, all rats received a vehicle infusion to provide habituation to the infusion procedure. Handling continued for an additional 2 days (days 5–6), then on day 7 rats were randomized to receive either vehicle or muscimol. Infusions were given as for previous experiments, and rats were returned to their home cage for 40 min prior to collection of brain tissue. Blocks containing brains from each infusion condition were processed as in previous experiments. To provide a read-out of baseline neural activity in addition to activity induced by muscimol infusions, a dual-label FISH protocol was used to visualize both Homer1a and Arc mRNAs. The temporal dynamics of Homer1a transcription following neuronal activity are offset from those of Arc, which allows identification of cells active approximately 60 min (Homer1a cytoplasm labeling) versus 30 min (Arc cytoplasm labeling + Homer1a foci labeling) prior to tissue collection (Vazdarjanova et al., 2002; Marrone et al., 2008). Probes were generated from plasmids containing the full-length Homer1a cDNA under the T7 promoter (provided by Dr. A. Vazdarjanova; Augusta University, Augusta, GA, United States) and Arc cDNA (as for Experiments 1 and 2), then visualized with Cy3 (Homer1a; as for Experiments 1 and 2, PerkinElmer) and fluorescein (Arc; TSA Fluorescein System, NEL701A001KT; PerkinElmer). Stitched flyover images of the dorsal hippocampus and z-stacks from regions of interest were collected by fluorescence microscopy (Keyence) with 2× and 40× objectives, respectively. Cannulae placements were verified from flyover images (Figure 1D; 2 vehicle rats excluded due to cannulae posterior to desired target). Neurons of CA1 and CA3 showing immediate-early gene localization indicative of baseline activity (Homer1a cytoplasm) versus infusion-induced activity (Arc cytoplasm + Homer1a nuclear foci) were counted manually using ImageJ software and a custom plug-in. Given clear patterns of expression observed on first pass, and challenges posed to manual counting by the densely packed granule cell layer, DG mRNA expression was quantified with densitometry, also using ImageJ.

Habituation and Procedural Training

In Experiments 1 and 2, object discrimination tasks were carried out in an L-shaped maze bounded by a start area and choice platform, as previously described (Figure 2A; Johnson et al., 2017; Maurer et al., 2017). Procedures for shaping and object discrimination training were identical to those described previously (Johnson et al., 2017). Briefly, rats were habituated to the maze over the course of 1–3 days by free-foraging for scattered pieces of Froot Loop cereal (Kellogg’s; Battle Creek, MI, United States), which served as the food reward throughout experiments. Rats were next shaped to alternate between the start area and choice platform by providing food reward in each location. After reaching a criterion of 32 alternations within 20 min, rats were trained on procedural aspects of the forced-choice object discrimination task with a pair of ‘standard’ unrelated objects, followed by two pairs of LEGO objects (Figure 2B). Objects of one LEGO pair were perceptually distinct, sharing 38% front-facing visible features, while the other pair were perceptually similar, sharing 63% front-facing features. Detailed descriptions of these stimuli and calculations of their feature overlap are provided in Johnson et al. (2017). For each pair, rats learned to identify one object as the target (S+), placed over the food well baited with food reward, while the alternate object was a ‘lure’ (S-), placed over the empty food well. Training proceeded in daily sessions of 32 trials. In each trial, rats exited the start area, traversed the maze to the choice platform, and opted to displace one of the two objects covering the food wells. If the target object (S+) was selected, rats consumed the revealed food reward and returned to the start area to receive a second food reward. If the lure object (S-) was selected, both objects and the food reward were quickly removed from the choice platform and the rat did not receive a food reward in the start area. The side of the baited food well on the choice platform was pseudo-randomized across trials to provide an equal number of left- and right-rewarded trials in each session. Further, the object serving as the target for each pair and the order in which LEGO pair training took place (distinct vs. similar) were counterbalanced across rats. Training on each pair was considered complete when rats reached a criterion of ≥26 correct responses out of 32 trials (≥81.3%) on a single training session. A subset of rats from Experiment 1 completed this training as part of a prior study (n = 5, Johnson et al., 2017).
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FIGURE 2. Apparatus and object stimuli used in procedural training and the rodent version of the mnemonic similarity task, as previously described by Johnson et al. (2017). (A) Object discrimination training and testing were carried out in an L-shaped maze. Food rewards were hidden in recessed wells in the choice platform, covered by object stimuli. Rats alternated between the start area and choice platform on each discrimination trial. (B) Object pairs used in procedural training. All rats were first trained to criterion of ≥81.3% (≥26/32 correct trials) in distinguishing a pair of standard unrelated objects that shared no feature overlap, then were trained to the same criterion on a distinct pair of LEGO objects that shared 38% visible front-facing features, and a similar pair of LEGO objects that shared 63% visible front-facing features. The object of each pair serving as the target (S+) and the order of training on distinct vs. similar LEGO pairs was counter-balanced across rats in each experiment. (C) Objects used in the rodent version of the mnemonic similarity task. Left side of panel shows target (S+) object and LEGO pre-training lure object (S–) that shared 38% front-facing visible features. Rats were trained to discriminate this target from the pre-training lure to a criterion of ≥81.3% (≥26/32 correct trials) before moving on to mnemonic discrimination tests. Right side of panel shows each of 4 LEGO test lure objects in order of increasing similarity, or percent visible feature overlap: a distinct, standard lure object that shared 0% overlap with the target, and LEGO lure objects that shared 50, 70, and 90% overlap with the target.



Surgery

After completing procedural training, rats were surgically implanted with bilateral guide cannulae in the dorsal hippocampus, targeting the pyramidal cell layer of proximal CA3 and the surrounding DG. While maintained on 1–3% isoflurane anesthesia (Isothesia, Henry Schein, Dublin, OH, United States), a longitudinal incision was made to expose and clean the skull surface. Four stainless steel bone screws were placed (flat point, #000-120, 1/8; Antrin Miniature Specialties) and stainless steel guide cannulae (22 gauge; Plastics One, Roanoke, VA, United States) were positioned at, relative to Bregma, AP -4 mm, ML ±3 mm, DV -2.6 mm from skull surface. The dorsal-ventral positions of cannulae tips were 1 mm above the ultimate infusion sites, as microinjectors protruded 1 mm below this coordinate. Cannulae were secured to the skull surface and anchor screws with dental cement (Teets, Patterson Dental, Tampa, FL, United States). Dummy stylets (Plastics One) were secured to prevent contamination and maintain patency. Meloxicam (1–2 mg/kg s.c.; Metacam, Boehringer Ingelheim, Vetmedica Inc., St. Joseph, MO, United States) was given for pre- and post-op analgesia. Rats were allowed a recovery period of 1 week prior to resuming behavioral experiments.

Intra-Hippocampal Infusions

Infusions of the GABAA receptor agonist muscimol (1 mg/mL; Sigma-Aldrich, St. Louis, MO, United States) or vehicle (0.9% sterile physiological saline) were given in a 1 μL volume at a rate of 0.25 μL/min. Internal stainless steel microinjectors (28 gauge, Plastics One) protruding 1 mm below implanted guides were connected via polyethylene tubing (PE50, Plastics One) to 10 μL syringes (Hamilton, Franklin, MA, United States) mounted in a microinfusion pump (Harvard Apparatus, Holliston, MA, United States). Tubing was backfilled with autoclaved water. A 1-μL bubble was aspirated to create a barrier between backfill and infusate, and permit confirmation by visual inspection that the correct volume of infusate had been delivered. Microinjectors were left in place for 2 min after the infusion to allow dispersion of the drug. Rats were then returned to the home cage for 30 min prior to beginning behavioral testing.

Mnemonic Discrimination Task

After their 1-week recovery period, rats were trained to identify a new LEGO object that would serve as the target (S+) throughout mnemonic discrimination testing (Figure 2C). Pre-training was carried out with this target and a perceptually distinct LEGO lure object (S-; Figure 2C). This pair shared 38% front-facing features, comparable to the distinct LEGO pair used in procedural training. After reaching criterion of ≥81.3% correct responses on a single session, rats were given 2 days off before their first mnemonic discrimination test. Tests then proceeded every 3 days (day 1 test, days 2–3 off) to provide a drug wash-out period between infusions (Bañuelos et al., 2014; McQuail et al., 2016).

Experiment 1 was designed to determine if intra-hippocampal muscimol infusions selectively impaired rats’ abilities to discriminate a known target object from similar lure objects. Infusions and tests proceeded over three blocks. Each rat completed one test with vehicle and one test with muscimol in each block, with order of infusion conditions pseudo-randomized across subjects in a Latin square design (Figure 5A). As results of Experiment 1 revealed muscimol differentially influenced performance across test blocks, Experiment 2 was designed to probe this interaction. Infusions and tests were given in two blocks, with three tests per block. In the first block, separate groups of rats received infusions of vehicle or muscimol on all three tests. In the second block, rats received the reverse infusion condition on all three tests (Figure 6A).

Mnemonic discrimination tests were carried out as previously described (Johnson et al., 2017). Each session comprised 50 trials: 10 with an entirely distinct standard lure object (frog figurine, 0% feature overlap), 10 with each of 3 perceptually similar LEGO lure objects, sharing 50, 70, and 90% front-facing features, respectively, and 10 with an identical copy of the target object (Figure 2C). Trials with the identical target were included as a control condition, to verify rats were not using olfactory cues from the maze, objects, or food rewards to guide response selection. Test sessions were recorded with a webcam mounted above the choice platform. Response selection behavior and reaction times were then scored offline with custom software (Collector/Minion; Burke/Maurer Labs, Gainesville, FL, United States).

In Experiment 2, a behavioral control task was included following mnemonic discrimination tests to assess patency of guide cannulae and continued effectiveness of muscimol in altering behavior after repeated infusions. Rats were trained to spatially alternate on a figure-8 maze to a criterion of 10 consecutive correct alternations, then were infused immediately with 1 μL muscimol (1 mg/mL) and re-tested for spatial alternation abilities after 30 min. Three days later, rats were returned to the maze, pre-trained to the same criterion, immediately infused with 1 μL vehicle, and tested after 30 min. Infusions were given in this sequence for all rats as spatial alternation abilities are most reliant on neural activity in the dorsal hippocampus prior to over-training and automation of responding (Stevens and Cowey, 1973; Rawlins and Olton, 1982).

Statistical Analyses

Analyses were performed with the Statistical Package for the Social Sciences (SPSS) v25 for Windows. Immediate-early gene data were analyzed with repeated measures ANOVA, with gene, region, and time point as within subjects factors, and infusion condition as a between subjects factor. Behavioral data were also analyzed with repeated measures ANOVA, with test block, test day, and lure object as within subjects factors. Infusion condition was assessed within subjects in Experiment 1, and between subjects in Experiment 2. Significant effects and interactions were followed with simple contrasts. When relevant, performance was compared to chance levels (i.e., 50% correct responses) with one-sample t-tests. Choice of statistical test was dictated by assumptions of normality, assessed with Shapiro–Wilk tests, and homogeneity of variances, assessed with Levene’s tests. P-values < 0.05 for ANOVA or Bonferroni-corrected based on the number of comparisons performed were considered statistically significant.



RESULTS

Muscimol Increased Neural Activity in DG

After noting in Experiments 1 and 2 that muscimol appeared to induce, rather than silence, DG neural activity, a study verifying expression of activity-dependent immediate-early genes Arc and Homer 1a was carried out to clarify the effect of GABAA agonism in dorsal CA3/DG on neural activity across hippocampal subregions. For analyses, image stacks were captured at high magnification from CA1 and CA3 near the site of cannulae implantation (Figure 3A), and stitched flyover images were captured at low magnification of the entire DG (Figure 3B). Representative z-stacks that reflect the distribution of Arc and Homer1a signal after vehicle versus muscimol infusion are shown in Figures 3C–E. For CA1 and CA3, all DAPI-labeled neuronal nuclei present in the median 20% of z-stacks were counted, then classified based on sub-cellular distribution of mRNA as active at baseline or activated by infusion. Percentages of active neurons at each of these time points are shown in Figure 3F. For DG, circular cursors spanning the width of the granule cell layer were placed along upper and lower blades (Figure 3B) and mean Integrated density values were averaged across each blade (Figure 3G).
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FIGURE 3. Verification of the effect of muscimol infusions on neural activity across hippocampal subregions with fluorescence in situ hybridization (FISH) for the immediate-early genes (IEGs) Arc and Homer 1a. (A) Regions of interest from which z-stacks were captured in CA1 and CA3 for quantification of IEGs by manual counting in ImageJ. (B) Representative images from a muscimol-infused rat (left) and vehicle-infused rat (right) show schematic of cursors aligned across upper and lower blades of DG for densitometric quantification of IEGs using ImageJ software. (C–E) Representative z-stacks show Arc (fluorescein; green channel) and Homer1a (Cy3; red channel) labeling from a vehicle (veh)-infused and muscimol (mus)-infused rat; (C) CA1, (D) CA3, and (E) DG. (F) Plots show mean ± SEM percent IEG-positive DAPI-stained neuronal nuclei reflecting cells active at baseline (base), 60 min prior to sac (Homer1a cytosol), versus cells activated by the infusion (INF), 30 min prior to sac (Homer1a nuclear foci + Arc cytosol). Both infusion conditions increased percent neurons active in CA1 and CA3 relative to baseline [main effect time point: F(1,4) = 24.3, p < 0.008; no main effect infusion condition: F(1,4) = 0.39, p = 0.565]. (G) Mean ± SEM integrated density of Arc mRNA signal quantified in DG upper and lower blades. Muscimol infusion led to greater Arc expression in both DG subregions [main effect infusion condition: F(1,3) = 16.7, p < 0.027].



Inspection of DG images confirmed muscimol, but not vehicle, generated excitation of granule cells (Figures 3B,E). While immediate-early gene expression was also evident in CA1 and CA3 principal cells (Figures 3C,D), neural activity in these sub-regions did not differ based on the infusate delivered. Repeated measures ANOVA with hippocampal subregion and time point entered as within subjects factors and infusion condition as a between subjects factor revealed a statistically significant effect of time point on proportion of neurons active [F(1,4) = 24.3, p < 0.008]. Specifically, receiving an intra-hippocampal infusion of vehicle or muscimol increased the percent of neurons active in both CA1 and CA3 relative to baseline [Figure 3F, no main effect of infusion condition: F(1,4) = 0.39, p = 0.565]. All other main effects and interactions were not statistically significant (p’s > 0.19).

Given the timing of the infusion (40 min before sacrifice), IEG expression attributable to the infusion would correspond to cytoplasmic Arc and nuclear Homer1a. However, in DG, nuclear Arc foci may also be present and captured in densitometric measurements, as Arc transcription is known to be prolonged in this region relative to CA1 and CA3 (Ramirez-Amaya et al., 2013). These distinct transcriptional kinetics in DG preclude a subcellular compartment analysis of IEG-positive cells. For this reason, DG Arc and Homer1a expression were analyzed with densitometry, and statistical comparisons are made between infusion conditions without respect to baseline activity. In DG, initial comparison of Arc and Homer1a signals sampled on green and red channels showed no difference between levels of the two mRNA transcripts [no main effect of IEG: F(1,7) = 1.08, p = 0.334], therefore only the Arc data were analyzed within this subregion (upper vs. lower blade) for an effect of infusion condition. Repeated measures ANOVA revealed a significant main effect of infusion condition [F(1,3) = 16.7, p < 0.027], indicating that muscimol infusion led to greater Arc expression in both upper and lower blades of DG, compared to rats with vehicle infusion (no main effect of subregion or infusion × subregion interaction, p’s > 0.328). Together these data indicate that muscimol infusions at the coordinates used in the current study produced DG hyperexcitation, while not altering proportions of active principal neurons in CA1 and CA3. Thus, the results of behavioral experiments must be considered in a framework of aberrant granule cell firing rather than the silencing of hippocampal principal cells.

Procedural Training

Figure 4 shows the number of incorrect trials completed by rats in each experimental group prior to reaching criterion in procedural training (Figure 4A), and pre-training with the target object used in mnemonic discrimination tests (Figure 4B). Rats from Experiment 1 and both infusion groups in Experiment 2 did not differ in the amount of training required [F(2,25) = 0.79, p = 0.46, no group × object pair interaction: F(6,75) = 1.24, p = 0.30]. The main effect of object pair (standard versus LEGO objects), however, significantly affected the number of incorrect trials made prior to criterion [F(3,75) = 68.6, p < 0.001]. Consistent with our prior studies (Johnson et al., 2017), rats required fewer trials to reach criterion on the standard object pair versus all other pairs (simple contrasts, α = 0.05/6 = 0.008, p’s < 0.001), but a greater number of trials to reach criterion on the similar LEGO pair versus all other pairs (p’s < 0.001). Critically, rats reached criterion performance for the distinct LEGO pair used in initial procedural training, before surgery, and the mnemonic discrimination task pre-training pair, after surgery, in a comparable number of incorrect trials [F(1,29) = 0.28, p = 0.60]. This indicates hippocampal cannulation and post-op recovery did not reduce procedural knowledge of the discrimination task, or rats’ abilities to learn a new target object.
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FIGURE 4. Procedural object discrimination training required to reach a criterion performance level of ≥81.3% (≥26/32 correct responses) on a single daily session in Experiments 1 and 2. (A) Number of incorrect responses required to reach criterion on object pairs used for procedural discrimination training in rats from Experiment 1, and rats assigned to groups that received vehicle infusions first (veh) or muscimol infusions first (mus) across two test blocks in Experiment 2. Irrespective of experiment or group, all rats learned to accurately identify the target of the standard object pair after fewer incorrect trials, relative to all other pairs (simple contrasts, p’s < 0.001). Conversely, all rats required a greater number of incorrect trials to reach criterion on the similar LEGO pair (simple contrasts, p’s < 0.001). (B) Number of incorrect responses made prior to reaching criterion in identifying the target (S+) object relative to the distinct lure object in pre-training for mnemonic discrimination tests. Amount of training required did not differ by experiment or group. Additionally, amount of training required to reach criterion on this pair, after cannulation surgery, did not differ from that required to reach criterion on the distinct LEGO pair prior to surgery (p = 0.60).



Experiment 1: Muscimol Impaired Discrimination, Irrespective of Target-Lure Similarity

Target-lure discrimination tests included a control object pair, consisting of 2 identical target objects, to ensure that rats were not smelling the food reward or using another latent variable to solve discrimination problems. Rats performed at chance levels (i.e., 50% correct) on these control trials. A repeated measures ANOVA comparing performance on these trials indicated no significant difference across infusion conditions [F(2,18) = 0.16, p = 0.85]. Further, one-sample t-tests against a hypothetical mean of 50% showed performance did not differ from chance levels [veh: t(9) = 0.51, p = 0.62; mus: t(9) = -0.05, p = 0.96]. Control trials were therefore excluded from all subsequent analyses.

Performance on mnemonic discrimination tests for target-lure problems with ≤90% feature overlap is shown in Figure 5. A timeline of Experiment 1 infusions and tests given across three test blocks is shown in Figure 5A. When performance values were collapsed across test blocks (Figure 5B), a repeated measures ANOVA with infusion condition and lure as within subjects factors revealed a significant main effect of lure [F(3,27) = 44.1, p < 0.001]. Specifically, rats made fewer correct responses on trials with LEGO lures (50–90% overlap), relative to the standard object lure (0% overlap; simple contrasts: p’s < 0.01). However, performance across lure objects did not differ based on infusion condition [main effect of infusion: F(1,9) = 2.73, p = 0.13, lure x infusion interaction: F(3,27) = 0.38, p = 0.77].
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FIGURE 5. (A) Timeline of infusions and mnemonic discrimination tests administered in Experiment 1. All rats (n = 10) received a vehicle (veh) and muscimol (mus) infusion in each of three tests blocks. Order of veh and mus infusions in each test block was randomized across rats with a Latin square design, therefore this timeline shows one example permutation of infusion order. Tests took place every 3 days, with 2 wash-out days on which rats remained in their home cages and did not complete any behavioral training or testing. Infusions were administered 30 min prior to the beginning of each test. (B,C) Performance (% correct trials) on mnemonic discrimination tests in Experiment 1 plotted by trial type, with each of the 4 lure objects sharing 0, 50, 70, or 90% visible front-facing features (target-lure overlap). Test performance on days with vehicle infusions (veh) designated by open circles, and on days with muscimol infusions (mus) by filled circles. (B) Mean ± SEM performance on mnemonic discrimination tests collapsed across 3 test blocks, to a total of 30 trials with each lure object under each infusion condition. Rats made fewer correct responses on trials with LEGO lures (50–90% target-lure overlap), relative to the standard object lure [0% overlap; main effect lure: F(3,27) = 44.1, p < 0.001; simple contrasts: p’s < 0.01]. (C) Mean ± SEM performance plotted for each of the 3 test blocks (10 trials/lure object/infusion condition). Muscimol impaired discrimination when lure objects were novel, in block 1, across all lures [main effect infusion: F(1,7) = 16.7, p < 0.005]. By block 2, muscimol impaired performance only on the 70% target-lure overlap problem [infusion × lure: F(3,27) = 2.95, p < 0.05]. No difference in performance between infusion conditions was observed in block 3.



Follow-up analyses compared discrimination performance across test blocks to determine if the effect of muscimol varied with increasing task experience (Figure 5C). Repeated measures ANOVA revealed significant main effects of block [F(2,14) = 21.4, p < 0.001], lure [F(3,21) = 37.1, p < 0.001], and infusion condition [F(1,7) = 10.9, p < 0.013], in addition to a significant block × lure interaction [F(6,42) = 3.67, p < 0.005] and 3-way interaction [F(6,42) = 3.05, p < 0.01]. Block × infusion and infusion × lure interactions were not statistically significant [F(2,14) = 1.39, p = 0.28 and F(3,21) = 0.80, p = 0.51].

To further probe effects of muscimol after increased experience with mnemonic discrimination task procedures and stimuli, data for each test block were analyzed with separate repeated measures ANOVAs. The main effect of infusion condition was statistically significant in block 1 [F(1,7) = 16.7, p < 0.005], though not in blocks 2 or 3 (p’s = 0.06 and 0.31, respectively). The interaction effect of infusion condition × lure, however, did not reach statistical significance for block 1 [F(3,21) = 1.77, p = 0.18] indicating that the impairment following muscimol infusion when lure objects were novel was similar across all lure problems. The infusion × lure interaction did reach statistical significance for block 2 [F(3,27) = 2.95, p < 0.05], and it is evident in Figure 5C that muscimol infusions during block 2 selectively impaired performance on the 70% target-lure overlap problem. During block 3, there was not a significant interaction effect of infusion condition and target-lure overlap [F(3,27) = 0.78, p = 0.52]. This was likely due to comparable performance following vehicle or muscimol infusion across all levels of target-lure overlap. As in prior analyses, significant main effects of lure were observed across all blocks (p’s < 0.001), such that performance decreased as feature overlap between target and lure increased.

Experiment 2: Muscimol Impaired Discrimination Only When Lures Were Novel

Discrimination Performance

Given the finding that muscimol infusions in dorsal CA3/DG did not disrupt object discrimination performance by the final test block of Experiment 1, we sought to determine if experience with lure objects on vehicle infusion days rendered the behavior resilient to disrupted hippocampal activity. Namely, did task performance become independent of dorsal hippocampus as animals accrued experience with the lures? To address this question, separate groups of rats received either a first block of three tests with hippocampal neural activity intact (veh-first, n = 9), or with hippocampal neural activity disrupted (mus-first, n = 8; Figure 6A). Rats then received a second block of three tests with the reverse infusion condition (Figure 6A). Lure object stimuli were therefore comparatively novel in the first block of tests, and became increasingly familiar across the second block of tests. As for Experiment 1, analyses revealed rats performed at chance on control trials with identical copies of the target object. A repeated measures ANOVA showed no difference in performance on these trials between veh-first and mus-first groups [F(1,15) = 1.60, p = 0.23], across test blocks [F(1,15) = 0.97, p = 0.34], and no group × block interaction [F(1,15) = 3.10, p = 0.10]. One-sample t-tests also confirmed no difference from chance performance levels of 50% (p’s > 0.32). Data from these trials were thus excluded from subsequent analyses.
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FIGURE 6. (A) Timeline of infusions and mnemonic discrimination tests administered in Experiment 2. Rats were randomly assigned after surgery to either receive vehicle infusions in the first test block (veh-first group; n = 9) or muscimol infusions in the first test block (mus-first group; n = 8). Each test block comprised 3 tests with the same infusion condition. In block 1, veh-first rats received vehicle and mus-first rats received muscimol prior to tests 1–3. In block 2, infusion conditions reversed; veh-first rats received muscimol and mus-first rats received vehicle prior to tests 4–6. (B–E) Performance (% correct trials) on mnemonic discrimination tests in Experiment 2 plotted by trial type, with objects sharing 0, 50, 70, or 90% target-lure overlap. Test performance on days with vehicle infusions (veh) designated by open circles, and on days with muscimol infusions (mus) by filled circles. Data for block 1 are shown in (B,C). Data for block 2 are shown in (D,E). (B,D) Mean ± SEM performance on mnemonic discrimination tests collapsed across blocks 1 and 2, with a total of 30 trials per lure object for each infusion group. As in Experiment 1, performance decreased as target-lure overlap increased [main effect lure: F(3,45) = 61.8, p < 0.001]. Muscimol impaired discrimination across all lures in block 1 (B), but did not impair discrimination in block 2 (D) [main effect block: F(1,15) = 41.2, p < 0.001; block × group: F(1,15) = 116.3, p < 0.001]. (C) Mean ± SEM performance plotted for each test of block 1 (tests 1–3; 10 trials/lure object/infusion group). Muscimol infusions impaired discrimination across all tests of block 1, when lures were relatively novel [main effect group: F(1,16) = 27.2, p < 0.001]; however, rats in the mus-first group showed selective improvement across tests on trials with the more distinct lure objects [main effect test: F(2,32) = 11.2, p < 0.001; test × lure: F(6,96) = 6.13, p < 0.001; 3-way interaction: F(6,96) = 2.86, p < 0.013]. (E) Mean ± SEM performance plotted for each test of block 2 (tests 4–6; 10 trials/lure object/infusion group). Muscimol infusions did not impair discrimination across tests of block 2, when rats of the veh-first group had gained prior experience with lure objects [main effect lure: F(3,45) = 58.5, p < 0.001; all other effects: p’s > 0.11].



Performance on mnemonic discrimination tests in Experiment 2 is shown in Figures 6B–E. Data collapsed across tests of blocks 1 and 2 are shown in Figures 6B,D, respectively. A repeated measures ANOVA with infusion group (veh-first, mus-first) as a between subjects factor, and test block and lure object as within subjects factors showed a significant main effect of lure [F(3,45) = 61.8, p < 0.001]. This analysis also revealed a significant main effect of test block [F(1,15) = 41.2, p < 0.001] and block × group interaction [F(1,15) = 116.3, p < 0.001], but no significant main effect of group, block × lure interaction, or 3-way interaction (p’s > 0.08). Rats that received muscimol infusions in block 1 showed improved discrimination in block 2 when they received vehicle infusions (mus-first group; within subjects contrasts, α = 0.006; all p’s < 0.002). Conversely, rats that received vehicle in block 1 and muscimol in block 2 showed no change in performance between blocks (veh-first group; p’s > 0.05).

To clarify the improvement in discrimination performance observed with greater test experience and increasing familiarity of lure objects, data from individual tests of blocks 1 and 2 were compared with separate repeated measures ANOVAs (Figures 6C,E). Infusion group was entered as a between subjects factor, and test number (tests 1–3 for block 1, tests 4–6 for block 2), and lure object as within subjects factors. For tests of block 1 (Figure 6C), this analysis revealed significant main effects of lure object [F(3,48) = 25.4, p < 0.001], test [F(2,32) = 11.2, p < 0.001], and a test × lure interaction [F(6,96) = 6.13, p < 0.001]. Critically, discrimination performance differed between infusion groups on these first 3 tests [main effect of group: F(1,16) = 27.2, p < 0.001; 3-way interaction: F(6,96) = 2.86, p < 0.013]. In contrast, for tests of block 2 (Figure 6E), only a significant main effect of lure was detected [F(3,45) = 58.5, p < 0.001]. All other effects and interaction terms did not reach statistical significance (p’s > 0.11).

In block 1, muscimol infusions impaired performance of mus-first rats relative to veh-first rats (Figure 6C). Specifically, on test 1, muscimol impaired performance on trials with 0% target-lure overlap [simple contrasts, α = 0.05/12 = 0.004; 0%: F(1,16) = 29.1, p < 0.001; all other p’s > 0.008]. On test 2, muscimol impaired discrimination on trials with each of the LEGO lure objects [50% overlap: F(1,16) = 18.6, p < 0.001; 70% overlap: F(1,16) = 22.0, p < 0.001; 90% overlap: F(1,16) = 14.7, p < 0.001], though not the standard object [0% overlap: F(1,16) = 6.67, p = 0.02]. However, by test 3, no statistically significant differences were observed between infusion groups on any trial type (p’s > 0.008). In block 2, with infusion conditions reversed, muscimol did not impair performance in rats from the veh-first group (Figure 6E). No statistically significant differences in performance on trials with any lure were detected on test 4 (p’s > 0.04), test 5 (p’s > 0.09), or test 6 (Figure 6E; p’s > 0.01). Together, these data indicate the ability of intra-hippocampal muscimol infusions to impair mnemonic discrimination performance depends on relative novelty of the lure objects.

Response Strategy and Reaction Latencies

Rats default to an egocentric side-biased response strategy (i.e., perseverative selection of the left- or right-presented object) during initial learning on object discrimination tasks (Lee and Solivan, 2008; Jo and Lee, 2010; Lee and Byeon, 2014; Hernandez et al., 2015, 2017; Johnson et al., 2017). While this effect is particularly pronounced in aged relative to young adult rats, it also emerges in young adult rats when tested with lure objects that share greater feature overlap with a previously learned target (Johnson et al., 2017). To determine if disruption of neural activity in dorsal CA3/DG influenced rats’ abilities to suppress this perseverative response strategy, side bias index values were compared across test sessions from Experiment 2 (Figure 7A). This index is calculated as the absolute value of (total number of left well choices - total number of right well choices)/total number of trials completed. An index of 1 therefore reflects behavior governed entirely by a side bias, while an index of 0 reflects an equal number of responses made to each side. In block 1, mean side bias index values were greater in rats that received muscimol infusions, relative to those that received vehicle [main effect of infusion condition: F(1,15) = 33.4, p < 0.001]. However, side bias decreased across tests of this block irrespective of infusion condition, as rats gained experience with lure objects and test procedures [main effect of test: F(2,30) = 6.38, p < 0.005; no infusion x test interaction: F(2,30) = 2.41, p = 0.11]. Conversely, in block 2, mean side bias index values did not differ based on infusion condition or test (p’s > 0.25). Within subjects contrasts showed side bias decreased from block 1 to 2 in rats that initially received muscimol infusions [F(1,7) = 67.7, p < 0.001], but remained consistent across block 1 and 2 in rats that first received vehicle [F(1,8) = 0.07, p = 0.80]. Additional analyses confirmed greater side bias on trials with lures that shared greater feature overlap, as observed in prior studies (data not shown; main effects of lure: p’s < 0.001; Johnson et al., 2017). Nonetheless, side bias index values of rats that received muscimol in block 1 tests were greater across all trial types (tests 1–3, main effects of infusion condition: p’s < 0.04). This consequence of muscimol was not observed when rats received vehicle in block 1, gaining experience with task conditions and lure objects with hippocampal neural activity intact (tests 4–6, main effects of infusion condition: p’s > 0.11).
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FIGURE 7. Measures of response selection behavior in Experiment 2. Data from days with vehicle infusions (veh) designated by open circles, and on days with muscimol infusions (mus) by filled circles. Data are plotted by test day (tests 1–6; t1–t6) across each of the two test blocks. (A) Mean ± SEM side bias index values across tests. A side bias index of 1 reflects a complete bias to select the object presented on either the left or right side of the choice platform, while a side bias of 0 reflects no side bias and an equal number of responses made to the left and right sides. In block 1, side bias index values were greater after muscimol relative to vehicle [main effect infusion: F(1,15) = 33.4, p < 0.001], though decreased across tests as rats gained experience with lure objects and were increasingly able to suppress their inherent bias to correctly select the target object [main effect test: F(2,30) = 6.38, p < 0.005]. Conversely, in block 2, mean side bias index values did not differ based on infusion condition or test (p’s > 0.25). (B) Mean ± SEM response latency values for correct discrimination responses made to rats’ inherently biased side. Latencies did not differ by infusion condition [main effect infusion: F(1,9) = 0.61, p = 0.455] or across test days [main effect test: F(5,45) = 0.81, p = 0.547; infusion × test: F(5,45) = 0.21, p = 0.956].



To determine if muscimol infusions led to general behavioral slowing, or otherwise affected the duration of response selection, reaction latencies on correct trials were scored for each test session. Rats that received muscimol infusions in block 1 made few if any responses to their non-biased side, therefore data for correct responses to the non-biased side were not analyzed due to missing values. Mean reaction latencies for correct responses to the biased side were compared across test sessions (Figure 7B). These latencies to displace the target object when presented on the rats’ biased side did not differ by infusion condition [main effect of infusion: F(1,9) = 0.61, p = 0.455] or across test days [main effect of test: F(5,45) = 0.81, p = 0.547; infusion × test interaction: F(5,45) = 0.21, p = 0.956]. Together, these data suggest that muscimol infusions in block 1 led rats to default to their inherent side-biased response strategy when faced with the relatively challenging task of differentiating the known target from novel lure objects. However, accurate performance of muscimol-infused rats in block 2, that had prior experience on the task with hippocampal neural activity intact, corresponded with suppression of the inherent side bias. In addition, muscimol infusions did not lead to behavioral slowing when administered in either test block.

Muscimol Impaired Spatial Alternation Performance After Prior Repeated Infusions

One potential explanation for the behavioral results of Experiments 1 and 2 is that a tolerance to the pharmacological actions of muscimol emerged after multiple infusions of the drug. Our analyses of Arc mRNA expression within the hippocampus subsequently confirmed this was not the case; excitation of DG was indeed noted in rats from Experiments 1 and 2 infused with muscimol after they completed multiple rounds of behavioral testing and infusions (Figure 1C), and this same pattern of Arc expression was also observed in rats following a first and single infusion of muscimol relative to vehicle (Figure 3). Nevertheless, we sought to test the possibility that hippocampal muscimol infusions became less effective in modulating behavior over time in rats from Experiment 2. Rats were trained on a spatial alternation task to a criterion of 10 consecutive correct alternations, then tested following a muscimol infusion, and tested once more following a vehicle infusion (Figure 8). Muscimol increased rats’ number of spatial errors within test day 1, relative to their pre-infusion baseline [paired samples t-test, t(7) = -3.22, p < 0.01]. In contrast, vehicle infusions did not alter rats’ alternation performance on test day 2 relative to pre-infusion baseline [t(7) = -0.15, p = 0.86]. Critically, comparisons confirmed performance did not significantly improve on pre-infusion baseline trials from test day 1 to day 2 [t(7) = -0.52, p = 0.62], but was significantly impaired following muscimol infusion relative to vehicle infusion [t(7) = -2.60, p < 0.04].
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FIGURE 8. Effect of dorsal CA3/DG muscimol infusions on spatial alternation performance, as a behavioral control condition in rats from Experiment 2 (n = 8). Plots show the total number of spatial memory errors (i.e., return to same arm of the figure-8 maze on 2 consecutive laps, rather than alternating between the two arms) on 10 pre-training trials and 10 post-infusion trials on test day 1 (all rats infused with muscimol; mus) and test day 2 (all rats infused with vehicle; veh). Mean ± SEM number of errors for pre-training and post-vehicle trials designated by open circles, and for post-muscimol trials with filled circle. Muscimol impaired alternation performance, even after completing all infusions and mnemonic discrimination tests of Experiment 2 [t(7) = –3.22, p < 0.01]; vehicle did not alter rats’ alternation performance [t(7) = –0.15, p = 0.86].





DISCUSSION

The current studies were designed to test the role of CA3/DG in object discrimination in young adult rats. In particular, based on human neuroimaging data linking CA3/DG activity to accuracy in distinguishing highly similar visual stimuli (Kirwan and Stark, 2007; Bakker et al., 2008; Yassa and Stark, 2011; Reagh and Yassa, 2014; Reagh et al., 2018), we sought to determine if disrupting neural activity in the rodent CA3/DG with intrahippocampal infusions of muscimol would selectively impair discrimination of a target object from highly similar lure objects. However, in verifying the effects of muscimol on neural activity, we discovered infusion of this GABAA agonist at the coordinates used here produced excitation throughout the DG granule cell layer (Figure 1C), which typically shows sparse levels of activation assessed with the same methods (Small et al., 2004; Marrone et al., 2011, 2012; Penner et al., 2011; Satvat et al., 2011; Gheidi et al., 2013). A subsequent experiment confirmed that, relative to vehicle, muscimol infusions robustly increased expression of the activity-dependent immediate-early genes Arc and Homer1a in DG (Figure 3). Intriguingly, despite likely diffusion of the 1 μL dose of muscimol across CA3 and as far as CA1 (Martin, 1991; Edeline et al., 2002; Corcoran et al., 2005; Allen et al., 2008), muscimol infusions did not lead to differential proportions of cells active in CA1 and CA3. We have previously found that muscimol infusions in the perirhinal and prefrontal cortices reduced Arc expression (Hernandez et al., 2017), yet this was clearly not the pattern observed in the current experiments. A previous study that infused muscimol into the hippocampus at different coordinates than those used here reported a reduction in Arc expression in CA1 (Kubik et al., 2012). The apparent discrepancy between this earlier result and the current experiments could be explained by the position of infusions, both more anterior and lateral to the DG (Kubik et al., 2012). The hyperexcitation of DG granule cells observed here most likely arose through muscimol’s actions on the dense populations of interneurons present in the hilus and DG molecular layers, which when inactivated by muscimol released the DG granule cell population from what is normally strong inhibition (Amaral and Lavenex, 2007; Amaral et al., 2007; Treves et al., 2008). Though it is difficult to say whether previous studies using the same approach may have unintentionally brought about similar patterns of DG excitation, our results underscore the importance of verifying both the behavioral consequences of drug infusions as well as the effects on neural activity.

Although muscimol infusions led to hyperexcitation in dorsal DG granule cells, the results of Experiments 1 and 2 revealed a clear effect of disrupting hippocampal neural activity in this manner on discrimination performance. Theory and computational models have proposed that one critical role of the DG is to support orthogonalization of inputs from parahippocampal cortical regions, minimizing interference (McNaughton and Morris, 1987; Treves and Rolls, 1992; O’Reilly and McClelland, 1994; Rolls and Kesner, 2006; Treves et al., 2008; Yassa and Stark, 2011; Santoro, 2013; Kesner and Rolls, 2015; Rolls, 2016). This function is historically attributed to relatively sparse activity in DG, through tight inhibitory control from adjacent interneuron populations, and to anatomical organization of projections from the entorhinal cortex, where few afferent neurons project onto many granule cells (Witter et al., 1989; Amaral and Lavenex, 2007; Amaral et al., 2007; Treves et al., 2008). Based on these assumptions, it is plausible that increasing excitability of DG granule cells would have an equivalent if not greater impact on rats’ abilities to distinguish similar stimuli than silencing DG. This prediction was in part borne out, as hyperexcitability of granule cells impaired target-lure discrimination performance across all levels of target-lure overlap (including the 0% overlap problem). Moreover, impairments were most profound when lures were novel, and increasing experience with target-lure discrimination problems led to behavioral improvements even when DG activity was disrupted. These observations suggest that, contrary to prevailing models of DG function, computational contributions of DG granule cells extend beyond the orthogonalization of similar inputs and may be modulated by stimulus novelty. In fact, recent neurophysiology data provide evidence questioning the role of granule cells for performing pattern separation computations. Specifically, in optogenetically verified neuron populations, DG granule cells have been shown to not exhibit updated activity patterns when the testing arena in a common room is changed (Senzai and Buzsáki, 2017). These data suggest DG granule cells may not support the disambiguation of overlapping sensory input, but instead help discriminate novel stimuli from those that are familiar across all levels of sensory overlap. A potential role for the DG in discriminating between novel and familiar stimuli may not be surprising considering the strong input this region receives from the locus coeruleus (Blackstad et al., 1967; Haring and Davis, 1985; Amaral and Witter, 1995). Locus coeruleus neuron firing is modulated by novelty (Vankov et al., 1995), and noradrenaline modulates the excitability (Kitchigina et al., 1997) and plasticity (Harley, 1991) of DG granule cells. Under this framework, when a lure is novel, functional connectivity between the locus coeruleus and DG would be critical for discrimination. As the lure is learned, however, other networks can support the behavior independent of DG.

Another potential explanation for the current data are that disruption of hippocampal neural activity impeded general behavioral performance or procedural knowledge of the task. This was particularly concerning given the possibility that rats may have been experiencing sub-convulsive seizures following infusions with muscimol. Importantly, during behavioral experiments, in which performance was video recorded and scored offline, no rats displayed overt seizures and all rats performed normally on task procedures. Moreover, analyses of reaction times showed no effect of hippocampal muscimol on general activity or sensorimotor abilities. After muscimol infusions rats were in fact quicker to select responses and showed less deliberation between objects. Intriguingly, similar speeding of responses has been previously reported in a spatial discrimination task following fimbria-fornix lesions (Olton and Werz, 1978). Calculation of side bias index across test days revealed that, when infused with muscimol, rats defaulted to a side-biased strategy. This recapitulates the suboptimal response strategy employed by aged rats when distinguishing lures that share greater feature overlap (Johnson et al., 2017), and by young adult rats when hippocampal or medial temporal lobe activity is disrupted in similar forced-choice object discrimination tasks (Lee and Solivan, 2008; Jo and Lee, 2010; Hernandez et al., 2017). Effects of disrupting hippocampal activity in the current studies also parallel observations that fornix lesions facilitate stimulus-response learning driven by a single conditioned cue, at the expense of learning that requires attention to detailed contextual or stimulus-specific information (Packard et al., 1989). Taken together, these data confirm muscimol and its actions in the DG did not result in gross behavioral impairment, but rather led to selective deficits in discriminating a target object from novel lures.

Findings of the current experiments differ from those of previous studies using rodent models to investigate the contributions of DG to stimulus discrimination. One key difference is in methodology; prior experiments have disrupted hippocampal activity by lesioning DG granule cells with the neurotoxin colchicine (Gilbert et al., 2001; Morris et al., 2012; Weeden et al., 2014; Oomen et al., 2015). Colchicine lesions produce permanent neuronal damage, precluding the possibility of gaining experience in behavioral tasks post-op with DG activity intact. Prior investigations adopting this approach have shown colchicine lesions of the dorsal DG cause sustained impairments in tasks that involve discrimination of spatial locations on an open platform maze (Gilbert et al., 2001) or a two-dimensional touchscreen (Oomen et al., 2015). Gilbert et al. (2001) found that rats previously trained to resolve target locations from lure locations were impaired in distinguishing locations separated by 60 cm or less when re-tested after DG lesions. Rats were not impaired in distinguishing locations with greater spatial separation, 82.5–105 cm apart (Gilbert et al., 2001). It is interesting to note that a subsequent study using identical apparatus and procedures showed ibotenic acid lesions of dorsal CA3 impaired discrimination of locations across all spatial separations (Gilbert and Kesner, 2006). Given these data, it is conceivable that DG granule cell hyperactivity disrupted neural firing in CA3, without altering Arc expression, and combined CA3/DG dysfunction following muscimol led to the observed behavioral impairment.

Using an automated touchscreen non-match to location task, Oomen et al. (2015) found DG lesions produced greater impairments on a version that posed a greater working memory burden, with variable intra-trial delay within sessions or requiring selection of the target location from 3 versus 2 choices (Oomen et al., 2015). Moreover, DG lesions slowed acquisition of the 3-choice version of the task, and impaired performance on probe tests in which the distance between target (S+) and lure (S-) locations was manipulated. Similar to the current studies, target-lure discrimination across all distances was impaired following DG lesions (Oomen et al., 2015). One other study has investigated the effect of dorsal DG lesions on spatial discrimination, though without pre-surgical training (Morris et al., 2012). Morris et al. (2012) found DG lesions impaired acquisition of reward-place associations on a radial arm task when reward and non-reward arms were adjacent to each other, but not when separated by multiple arms. In addition, employing stimuli from a different sensory modality, Weeden et al. (2014) found ventral DG lesions impaired olfactory discrimination, though only for similar odorants and at longer intra-trial delays. A pronounced difference of our results from prior studies is that disrupting DG activity with muscimol infusions did not impair discrimination performance in rats that gained prior experience with task stimuli. This finding suggests that as the lures become familiar, neural activity across a broader cortico-hippocampal network is able to support task performance when DG function is disrupted, possibly through direct projections from entorhinal, perirhinal, and postrhinal cortex to CA3 and CA1 (Burwell et al., 1995).

Neuroimaging data have shown that increased activity in CA3/DG in aged relative to young subjects correlates with impaired mnemonic discrimination performance (Yassa et al., 2011a,b; Reagh et al., 2018). While it may appear in the current studies that muscimol infusions recapitulated this effect of age, hippocampal hyperactivity observed in older adults is largely believed to arise from CA3. For instance, though fMRI does not afford the spatial resolution to isolate BOLD signals from DG versus CA3, invasive recordings in rats (Wilson et al., 2005, 2006; Robitsek et al., 2015) and monkeys (Thomé et al., 2016), slice recordings in rats (Simkin et al., 2015), and imaging of Arc-positive cells in rats (Maurer et al., 2017) have shown CA3 pyramidal neurons are hyperactive in aged animals. This is consistent with age-associated dysfunction within hilar interneurons (Spiegel et al., 2013; Koh et al., 2014). In contrast, DG is less active in aged humans, monkeys and rats (Small et al., 2002, 2004, 2011), which may relate to decreased integrity of perforant path fiber tracts (Bennett et al., 2015; Bennett and Stark, 2016). In the current data, Arc and Homer1a levels in CA3 were comparable following vehicle and muscimol infusions, and it was only DG granule cells that exhibited hyperactivity. Thus, the muscimol infusions used here produced a pattern of neural activity that was more consistent with sub-convulsive temporal lobe seizures, and not with neuroanatomical and functional changes observed with aging. Intriguingly, we have recently found that unilateral transection of the perforant path in young rats, a lesion that recapitulates medial temporal lobe dysfunction associated with aging, selectively impairs the discrimination of similar object pairs in the mnemonic discrimination task (Burke et al., 2018). In contrast, sub-convulsive seizures associated with granule cell discharges (Dengler et al., 2017; Bumanglag and Sloviter, 2018) have been observed in individuals with Alzheimer’s disease (Palop and Mucke, 2009, 2010; Vossel et al., 2013, 2016). Although repeated granule cell discharges and resultant epileptogenesis could potentially produce hippocampal sclerosis, current findings that performance improved over repeated tests and that CA3 activity was not elevated suggest that acute granule cell hyperactivity induced by muscimol did not propagate or elicit a chronic imbalance between excitation and inhibition.



CONCLUSION

The current studies emphasize the importance of verifying effects of experimental manipulations with both behavioral and neural read-outs. By assessing the expression of activity-dependent immediate-early gene transcripts after muscimol infusions for routine histology, we found these infusions targeting dorsal CA3/DG led to widespread hyperexcitation of the DG granule cell layer. Nonetheless, disrupting DG activity in young adult rats with this approach impaired discrimination of a target object from novel lure objects in a rodent version of the mnemonic similarity task (Stark et al., 2015; Huffman and Stark, 2017; Johnson et al., 2017; Stark and Stark, 2017). Repeated testing across multiple infusion blocks showed muscimol profoundly impaired mnemonic discrimination when object stimuli were novel, but no longer impaired discrimination when stimuli became familiar despite continued disruption of DG function. These findings suggest intact hippocampal function is most critical to mnemonic discrimination when faced with new information, while, with learning, other networks are capable of supporting these abilities independent of DG (Stern et al., 2001). Recent fMRI data indicate activity in parahippocampal, retrosplenial, and occipito-temporal cortical regions can be linked to accurate mnemonic discrimination (O’Neil et al., 2009; Ryan et al., 2012; Reagh and Yassa, 2014; Bakker et al., 2015; Pidgeon and Morcom, 2016; Reagh et al., 2017, 2018). Furthermore, reduced integrity of the hippocampal cingulum bundle, which connects medial temporal and frontal cortical regions, is associated with impaired mnemonic similarity task performance in older adults (Bennett and Stark, 2016). To our knowledge, frontal cortical contributions to similarity-dependent object discrimination have not yet been assessed in animal models. It will be of interest to delineate in future studies how relative contributions of medial temporal, frontal, and hippocampal regions shift with increasing experience.
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We recently proposed that retrograde amnesia does not result from a disruption of the consolidation/reconsolidation processes but rather to the integration of the internal state induced by the amnesic treatment within the initial memory. Accordingly, the performance disruption induced by an amnesic agent does not result from a disruption of the memory fixation process, but from a difference in the internal state present during the learning phase (or reactivation) and at the later retention test: a case of state-dependency. In the present article, we will review similarities and differences these two competing views may have on memory processing. We will also consider the consequences the integration concept may have on the way memory is built, maintained and retrieved, as well as future research perspectives that such a new view may generate.
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THE CONSOLIDATION HYPOTHESIS


Original Findings and Interpretation

There have been hundreds of publications describing the findings that treatments delivered after training or after the reactivation of a memory disrupt the retention performance. The disruption is time dependent: greater when the treatments are delivered shortly after training or reactivation rather than long after. These findings have been reported in many species, and after various tasks. Treatments used to disrupt the retention performance have changed over time. Initially disruptive treatments were severe treatments delivered systemically because they were believed to alter brain functioning. These included manipulations such as electroconvulsive shock, hypothermia, hypercapnia, anesthesia, spreading cortical depression…. Simultaneously, and at approximately the same period, other treatments were shown to increase the retention performance with similar time dependent effects. In that case, treatments such as strychnine, amphetamine were presumably stimulating brain functioning. All these results have been interpreted as resulting from effects on a time-dependent process required to progressively fix the memory in a stabilized form that has been termed consolidation (Glickman, 1961; McGaugh, 1966). This view supported previous suggestions such as those proposed by Hebb (1949) who proposed that reverberating circuits may take place when a new information is presented. Such a notion was close to the idea previously developed by Müller and Pilzecker (1900) whose work on retroactive interference led them to suggest that new memories are fragile, requiring time to undergo a consolidation phase before being fixed.

Disrupting this process by treatments interfering with the normal brain functioning was thus supposed to prevent memory formation and to lead to amnesia. Mirroring this logic, facilitative treatments were supposed to strengthen this process. The length of the consolidation period was thus defined by the time after which the administration of the treatment no longer affected the retention performance. Depending on numerous parameters such as the task, the strength of initial training, and intensity of the amnesic treatment, the duration largely varied, but was considered to be roughly between 30 min and 2 h.

According to that scheme, memory should be permanently established and should no longer be susceptible to an amnesic treatment. However both of these assertions have been demonstrated to be wrong. First, several studies reported that amnesia may spontaneously recover (Cooper and Koppenaal, 1964; Squire and Barondes, 1972). Some other studies indicated that memory impairments induced by some amnesic treatments can be reversed by other drugs administered near the time of training (Martinez et al., 1981). Finally, there is extensive evidence, much of it before 1980, showing that delivering reminder cues such as the unconditioned stimulus used during initial training or even the motivational state, shortly before the retention test, were able to abolish retrograde amnesia (Misanin et al., 1968; Robbins and Meyer, 1970; Miller and Springer, 1972; Mactutus et al., 1979). More intriguingly, some studies even reported that the re-administration of the “amnesic” treatment before the retention test could also alleviate or reverse the memory loss. This has been demonstrated with several of them, including ECS, hypothermia, protein synthesis inhibition and cortical spreading depression (Thompson and Neely, 1970; Greenwood and Singer, 1974; Hinderliter et al., 1975; Bradley and Galal, 1988). Up to now, these results have never been satisfactorily explained by the consolidation hypothesis.

Second, during the same period, research showed that retrograde amnesia could be obtained on an already fixed memory, provided that animals were previously exposed to a “reminder” that served to reactivate the stored information (Miller and Springer, 1972; Gordon and Mowrer, 1980). Such a result gave rise to an important notion introduced by Lewis (1969, 1979), namely that the memory may exist in two different forms. One would be an active form characterizing newly acquired information or old but reactivated, memory, susceptible to external alterations. The other would be an inactive form, typical of stored but potentially accessible memories, that would not be affected by any amnesic treatments.

Another finding, also published around the same time, indicated that the disruption of performance was not detectable during the first few hours, but occurred only later (Geller et al., 1970; Miller and Springer, 1971, 1972; Hinderliter et al., 1975). Such a delayed onset of amnesia forced people supporting the consolidation hypothesis to suggest new trainings were stored both in a short and in a long-term store, and that consolidation process only concerns with only the long-term one (McGaugh, 1966; Miller and Matzel, 2000). The same should be proposed after memory reactivation.



An Alternative Interpretation

In fact there is another way to explain the results supporting the consolidation hypothesis. We recently proposed that the performance disruption resulting from various treatments delivered after a new learning does not result from a storage alteration but from the integration within the memory of the internal state induced by the treatment (Gisquet-Verrier and Riccio, 2018). Since “amnesic” treatments are always severe, the resulting alteration of the internal state constitutes a very salient cue. The absence of this cue at the time of testing would be responsible for retrieval difficulties. However, helping the retrieval processes, through the exposure to reminders (with reintroducing the state induced by the amnesic treatment being a very effective cue) could compensate for the impairment. Such an explanation in terms of state dependency, which had been proposed as soon as in 1975 (Hinderliter et al., 1975), can account for all the results previously reported, including those that do not fit with the consolidation view, previously noted. State dependent retention has long been recognized but has been experimentally investigated extensively following a study reported in 1964 by Overton (1964). The term refers to a performance disruption resulting from a change in experimental conditions between training and testing. State-dependency has been demonstrated with different types of changes including either the external or the internal context, but mainly with various kinds of drugs, including alcohol, morphine, amphetamine…. always delivered before training (see Radulovic et al., 2017, for a review). The main difference between the traditional state dependency view and retrograde amnesia is that in this latter situation, the treatment is delivered after training and not before.

It is noteworthy that when “amnesic” treatments are delivered before training, a time-dependent disruption of performance, termed anterograde amnesia, is also observed (Gruber et al., 1967; Kesner, 1971) and state dependency has been considered as responsible for anterograde amnesia (e.g., Richardson et al., 1984).

Hence, there is evidence indicating that the state induced by treatments delivered just before or after a training episode is integrated within the memory of that episode and becomes part of the retrieval cues for that episode. We thus propose that the newly formed memory is malleable and susceptible to the integration of new information during a time window overlapping the time of training itself (see Gisquet-Verrier and Riccio, 2018).



Current Views on the Consolidation Hypothesis

We have briefly presented evidence indicating that state-dependency may well explain the first results supporting the consolidation hypothesis as well as those which were not predicted by the hypothesis. Of course, during the period following 1975–1980, the consolidation hypothesis largely evolved but remained based on the same findings, mainly retrograde amnesia. The consolidation hypothesis has been compared with the phenomenon of long-term potentiation (LTP), a model of synaptic plasticity supposed to play a determinant role in memory formation. Similarities between consequences of learning and LTP, which drove research interests toward cellular and molecular explanations of learning and memory, appeared to strengthen the consolidation hypothesis and overshadowed the serious criticisms concerning the consolidation hypothesis (Bruel-Jungerman et al., 2007; Takeuchi et al., 2013; but see Shors and Matzel, 1997). These studies led to the contention that new connections within the neuronal network involved during training constituted the support for the memory, suggesting that the synthesis of new protein synthesis was essential for the formation of new memories. As a consequence, treatments used to induce retrograde amnesia were essentially protein synthesis inhibitors or substances interfering with the molecular cascades leading to protein synthesis (Nader and Hardt, 2009; Hardt et al., 2010; Lee et al., 2017). However, it has been shown that re-administering a protein synthesis inhibitor before the retention test is able to abolish retrograde amnesia (Briggs and Olson, 2013; Gisquet-Verrier et al., 2015). The way treatments were delivered also changed, as they are now frequently directly injected within brain structures such as the amygdala or the hippocampus, which have been shown to be important for the establishment of memory. However, state dependency is a very sensitive phenomenon and can be obtained with drugs delivered not only systemically but also with drugs delivered in a small amount, within specific brain regions (Jamali-Raeufy et al., 2011; Rossato et al., 2015; Radulovic et al., 2017).

In 2000, a famous study re-introduced the finding discovered 30 years before, namely that remote memory can be made susceptible again to an amnesic agent provided that the initial memory was previously reactivated. However, this experiment was performed in a more sophisticated analytic way than earlier studies and gave rise to the reconsolidation hypothesis (Nader et al., 2000; see also Przybyslawski and Sara, 1997; Sara, 2000). Memory reconsolidation presumably consists of two phases, a reactivation-dependent destabilization process, followed by the protein synthesis-dependent restabilization phase. According to this hypothesis, retrieved memories can re-enter into a state of lability, requiring processes close to those involved during the consolidation, in order to re-stabilize the memory. Such an assertion is based on studies showing that reactivated memories are susceptible again to the same treatments as newly acquired memories. Is this phenomenon possibly due to a state-dependency? Two different studies support this position. First, it has been shown that the retention of a contextual fear can be affected by the internal state in which the reactivation occurs. When the reactivation cue is presented while the animals are water deprived, the retention performance is disrupted unless the same sate is re-introduced at the time of testing (Sierra et al., 2013). Also, in a recent study we showed that the administration of cycloheximide, a protein synthesis inhibitor, or of lithium chloride, a substance inducing strong nausea, delivered just after the reactivation of an inhibitory avoidance memory, induced a strong performance disruption, which was abolished by delivering again the same treatment before the retention test (Gisquet-Verrier et al., 2015). These studies indicated that the malleability period, which characterized newly formed memories, can be reinstated during memory reactivation. These findings strongly suggest that after reactivation, just as after training, new information can be inserted into a memory.




STATE DEPENDENCY TO EXPLAIN RETROGRADE AMNESIA


How State Dependency Can Explain Delayed Onset of Retrograde Amnesia

According to the state dependency hypothesis, retention performance should not be affected when the subject is in the same internal state than the one prevailing at the time of training or shortly thereafter. As a consequence, the disruption of performance would only appear when the internal state returns to a basal level, i.e., several hours after the administration of the treatment. Such a view nicely accounts for the delayed onset of amnesia, which has been evidenced after training and after memory reactivation.



How State Dependency Can Explain Recovery of Amnesia

As previously mentioned, state-dependency disrupts retrieval because some of the main cues triggering retrieval processes are not present at the time of testing. Such a view explains why providing help for retrieval in the form of exposure to reminders may abolish the performance disruption. It is noteworthy that the most efficient cue is to re-introduce the drug state (or state induced by amnesic treatments) before testing.



Relationship of Certain Training Conditions to State Dependency

Several other findings that seem inconsistent with the consolidation view may in fact be compatible with that state dependent interpretation. For instance, it has been noted that several factors, including a strong training reinforcer, overtraining, pre-exposure to the conditioning context, or weak amnestic treatments, can reduce the susceptibility to retrograde amnesia (Geller et al., 1970; Miller, 1970; Mactutus et al., 1982; Parent and McGaugh, 1994; Garín-Aguilar et al., 2014). We suggest that when the information acquired during initial training is unusually strong, due to the use of numerous training trials or of a strong reinforcer, the internal state produced by the amnestic agent is less salient than the training state. Thus, its absence at testing would not affect retrieval. Similarly, if the treatment itself induces only a slight alteration of the internal state, the absence of that context at the time of testing would be irrelevant to the retrieval process.




THE CONCEPT OF MEMORY INTEGRATION

We have provided evidence indicating that state dependency can explain retrograde amnesia. However, state dependency cannot be considered as an alternative to the consolidation hypothesis, because as previously noted by several authors, state dependency cannot account for all the results supporting the consolidation view. These results include the effects of treatments enhancing the retention performance and those interfering with the initial training, which have been frequently used to support the existence of reconsolidation in humans (Nader and Hardt, 2009; Lee et al., 2017).

However, we must emphasize that state dependency in experiments on retrograde amnesia is the result of the integration of a modified state within the initial memory, while in an active state, that is malleable1. Thus, it is the integration concept, which actually challenges the consolidation hypothesis.


Memory Integration: The Concept

Memories are dynamic and must be able to be modified over time in order to be updated. This process must be easy and rapid. Every time we need to update a memory, a reactivation of that memory takes place, putting it in an active state (Lewis, 1979; Gisquet-Verrier and Riccio, 2012). The main characteristic of an active memory is its malleability, i.e., its ability to integrate new information. The malleability window extends over a period running from shortly before to shortly after reactivation. Any information presented during that time window can be integrated with that memory. The new information does not replace the previous information because it is important to keep track of our memories along a time scale. However, it may happen that the new information prevails over an older one. While it is the case that many memory investigators would agree with the concepts of malleability and integration, our issue here is with respect to the venerable consolidation hypothesis.

The role of memory integration is mainly to update memories, a process required to actualize our knowledge about the world during the lifespan. However, the basic and fundamental process can be hijacked in some circumstances, as in the case of retrograde amnesia (Gisquet-Verrier and Riccio, 2018).



Case of Facilitative Treatments

The fact that some treatments administered soon after an experience enhance the retention performance and do so in a retrograde time-dependent manner, has been taken as evidence supporting the consolidation hypothesis (McGaugh, 1966; Hardt et al., 2009; Lee et al., 2017). It is generally considered that these treatments have the opposite effects of those attributed to the amnesic treatment: to strengthen the consolidation process. However, the way by which these treatments may operate still remains an open question. Broadly speaking, treatments leading to an improvement of the retention performance are less numerous than those disrupting the retention performance. The more usual are treatments known to stimulate the nervous system such as glucose, amphetamine, strychnine, and reticular activation (Gold and Van Buskirk, 1975; McGaugh, 1966). Accordingly, one may consider that all these treatments stimulate brain activity, while the memory is in an active state. Interestingly, some of these treatments have been successfully administered after amnesic treatments to decrease the memory impairment (Martinez et al., 1981). We propose that treatments known to improve the subsequent retention are likely to do so by enhancing arousal, a technique well known to produce such an outcome (Bloch et al., 1970). Since these effects are more pronounced when the increase of arousal occurs closely in time with training, such a view may account for the time dependent effects of the promnesic treatments. Some studies support this assertion; for instance, it has been reported that an electrical stimulation of the reticular formation, known to induce arousal, was able to facilitate the retention performance in a time-dependent fashion, when delivered both after training and after memory reactivation (Deweer et al., 1968; DeVietti and Kirkpatrick, 1977). Accordingly, unlike the consolidation hypothesis which analyses retrograde amnesia and facilitative effects as resulting from two opposite causes, namely disrupting or enhancing the consolidation process, we propose that both effects result from the same process: the integration of a new information within the memory which leads to two opposite outcomes.



Memory Interference

Since 2000, the question of whether reconsolidation could be evidenced in human has become an important issue. Since, due to their toxicity, most of the agents blocking reconsolidation cannot be used in humans, the idea of disrupting the reconsolidation processes in a more acceptable way emerged. This has been achieved by the use of retroactive interference. Learning a task shortly after the acquisition of a similar one generally induces performance disruption in the retention of the former one. Since interaction between the initial memory while in an active state and the new one is analyzed as responsible for the disruption, retroactive interference has been taken has a possible way to disrupt reconsolidation process and hence to provide experimental support for the existence of this process in humans. First demonstrated for procedural memory (Walker et al., 2003), retroactive interference has also been demonstrated for episodic memory with the use of a paradigm based on lists of words (Hupbach et al., 2007). However, these studies have been recently brought into question (Hardwicke et al., 2016; Klingmüller et al., 2017), and it should be emphasized that in the paradigm introduced by Hupbach et al. (2007) the disruption of performance mainly results from the intrusion of items of the second list into the memory of the first list, and not from a forgetting of the first list of words (see Scully et al., 2017). This finding is thus more in agreement with the integration concept than with the consolidation hypothesis.



Boundary Conditions

Despite the fact that the state dependency hypothesis has not often been systematically tested in studies reporting retrograde amnesia, we must acknowledge that some studies failed to find the state dependency effect (Thompson and Neely, 1970; DeVietti and Larson, 1971; Lee et al., 2004; Garín-Aguilar et al., 2014). However, negative results are difficult to interpret unless a wide range of parameters (e.g., dosage, time between 2nd administration and testing, etc.). Moreover, it should be noted that cases of state dependency have been reported for almost of types of amnesic agents, even occasionally by people failing to obtain it in other circumstances.

The integration concept proposes to account for the promnesic effect of drugs by their arousal properties. Although this seems to be the case for many of them, we acknowledge that others such as acetylcholine, serotonin, estradiol and melanocortin peptides (de Wied, 1997; ter Horst et al., 2012), are not classically considered as arousal enhancers. More investigations are thus required to extend our hypothesis to all facilitative treatments.

State dependency is a hypothesis which can be considered for any treatment delivered before or after training. Taking this possibility into account may introduce important changes in our understanding of memory processes. In cases where the memory was never acquired (stored) initially, as with pre-training lesions, the concept of state dependency would not be relevant, but it can be evoked for post training lesions as well as for transitory blockade delivered either shortly before or shortly after training.

There are a few findings in the literature showing that more than one period is sensitive to disruption of memory formation after acquisition (Bernabeu et al., 1997; Bourtchouladze et al., 1998; Trifilieff et al., 2006). Other studies mention that memory disruption can be obtained by treatments delivered long after training (several hours), within specific brain regions such as insular cortex. We agree that these results cannot be explained in terms of state dependency, but they also cannot be explained by the traditional consolidation hypothesis.




INTEGRATION VS. CONSOLIDATION: WHAT CHANGES?

A question often raised with respect to the integration concept is: but what is really new with the integration concept? Basically, our answer is that integration leads to a very different conception of memory and it is thus important to elaborate that particular topic.


Malleability of Active Memory

The proponents of the two positions both consider that memory can be defined as existing in one of two different states. The active state, which characterizes the memory at the time of training and during the reactivation of the memory, and the inactive state during which the information is present but not directly accessible. They also agree on the assertion that, when active, the information content of a memory is available and malleable. However, for people supporting the consolidation hypothesis, malleability means fragility, that is, the failure to encode memory as the result of an amnesic treatment. On the other hand, malleability for us refers to flexibility, to the capacity to integrate new information. In addition, we have provided evidence indicating that the period of malleability is not restricted to the time just after conditioning/reactivation, but can be extended to a longer time period, which includes (backwards) times preceding training/reactivation (Miller et al., 1989). Following reactivation, the memory becomes less and less malleable. This progressive period of deactivation is responsible for the progressively decreasing effects of interfering treatments, including amnesic and promnesic treatments (see Figure 1). According to the integration concept, there is no stabilization or destabilization but there are circumstances during which a memory is malleable and others where it is not. There is no time-dependent process beginning immediately after learning during which a memory is susceptible to disruption, but there is a period of malleability during which all the information present in the environment can be combined to form a modified memory. Such a point of view has been illustrated some years ago by a series of experiments indicating the possibility of strengthening a memory by delivering a novel and unrelated experience during a time window extending from before to after training. This process had been termed behavioral tagging and is thought to be supported by synaptic tagging (Moncada and Viola, 2007; Redondo and Morris, 2011). More recently, the same idea has resurfaced in convincing studies demonstrating the possibility of linking two unrelated memories, provided that they were delivered closely in time to each other (Cai et al., 2016; Rashid et al., 2016). Hence, the malleability of active memory appears to be the very basis of the dynamic quality of memories, allowing the possibility to link, to complete, to modify and to update recent and remote memories.


[image: image]

FIGURE 1. Comparison of the consolidation/reconsolidation hypothesis and the integration concept. (A) Consolidation/reconsolidation hypothesis: when reactivated, the memory is in an active state. When active, memories are labile/fragile and can be disrupted. Consolidation or reconsolidation process is required to fix/stabilize new and reactivated memories and to update remote memories. These processes take time and require new protein synthesis. Disruption of these processes leads to retrograde amnesia. (B) Integration concept: when reactivated, the memory is in an active state. When active, memories are labile and can integrate new information. Depending on the information content, integration could either result in updating (new/complementary information), strengthening (trials, “promnesic” treatments), disrupting (“amnesic” treatment, interference), or distorting (counterconditioning, false information) the initial memory.





Processing of New Information

Following their initial acquisition, memories should be able to be modified through further experience. Consolidation and integration hypotheses both consider that updating requires the reactivation of the initial memory. However, for the tenets of the consolidation hypothesis, updating occurs through a time-dependent reconsolidation process (Lee, 2008; Hardt et al., 2010). They further hold that two different types of information must be considered. First, treatments delivered when a memory is malleable are presumed to interfere with the consolidation/reconsolidation process, preventing (or strengthening) the stabilization of the memory and leading to a performance disruption (or enhancement). Second, information such as exposure to contextual or sensory stimuli, electrical shocks, or new trials can potentially integrate the active memory for an updating.

According to the integration concept, the establishment of the memory itself is very rapid and all information, provided it is salient enough, presented when a memory is active can be integrated into that memory. However, depending on its content, the consequence of that integration may have different outcomes (see Figure 1). It may lead to a disruption of the retention performance, when the added information introduces new cues that will not be present at the time of testing (such as amnesic treatments), or cues that are sources of confusion through competing memories (interference). New information can also distort the initial memory when incorrect information is presented (false memory). However, new information can also improve the memory when consistent information is presented (retraining), or lead to the formation of a new memory (rule shifting, extinction, new association). The integration concept proposes that when malleable, all significant information surrounding an event will be part of that memory, with various consequences depending on the information content.



Memory Is Not Erased but Can Be Modified

According to the consolidation/reconsolidation hypothesis, treatments delivered just after training/reactivation interfere with the stabilization/re-stabilization processes, preventing the storage/re-storage of information. As a consequence, new memories and reactivated memories are considered “lost” or prevented from being established (Dudai and Eisenberg, 2004; Hardt et al., 2010; Lee et al., 2017). The clear implication is that the information has, in some sense, been “erased.” This is in contrast with the integration concept, which considers that memories are not eliminated but can be modified with the help of new information proposed while the memory is in an active state. Most of the time, new information is used to update memory, an essential process in actualizing our current knowledge. However, the updating process can be diverted from its normal objective for other purposes and may lead to the formation of false memories. It seems relatively easy to change people’s memory of the details of an event that they have actually experienced. Research showed that creating false memories of a relatively benign childhood experience, such as becoming lost in a shopping mall as a young child, can be induced (Loftus, 1996, 2005). We propose that memories can easily be modified, enlarged with new components and that this basic updating process can be diverted to implant false memory.



Do Memories Require New Protein Synthesis?

The consolidation hypothesis emphasizes the central role of new protein synthesis in the stabilization or the re-stabilization of memories, a view that has been extensively documented in the literature (Abel and Lattal, 2001; Tronson and Taylor, 2007; Besnard et al., 2012). However, the role of new proteins in the formation of memories has often been questioned in the past (Squire and Barondes, 1972; Gold, 2008). But since it has been considered that the neural network activated by an event constitutes the support of its representation in the brain, the implication of new protein synthesis in memory formation seems mandatory. Nevertheless, numerous findings indicate that behavioral, electrophysiological and pharmacological manipulations can rescue memory (and LTP) from the disruption induced by protein synthesis inhibition (see Gold, 2008, for more details). We recently showed that even when more than 80% of the protein synthesis is blocked, new memories can be formed and retrieved, provided that some help for retrieval is provided (Gisquet-Verrier et al., 2015). Interestingly in another study published the same year, Tonegawa’s lab, using optogenetic techniques targeting directly the neural network involved during conditioning came to the same conclusion (Ryan et al., 2015). However, they did not rule out the participation of new protein synthesis and proposed that, contrary to what is generally considered, new proteins might not be necessary for memory formation but rather for memory retrieval (Ryan and Tonegawa, 2016). Nevertheless, this position seems unlikely for two main reasons. First, because this hypothesis does not explain why delivering again a protein synthesis inhibitor before testing could help for retrieval. Second, this hypothesis seems also unable to explain why the inhibition of protein synthesis after reactivation may prevent successful retrieval since protein synthesis presumably occurred at the time of original training (Gisquet-Verrier and Riccio, 2016). So we propose that encoding and retrieving memories properly do not require new protein synthesis.



Neuronal Networks May Not Constitute the Support of Memory Traces

There is substantial evidence indicating that training induces alterations within the neuronal network activated by the training situation. Activated neurons have been found to undergo chemical changes, through complex molecular cascades, increasing the synaptic strength and leading to the formation of new synaptic connections and reorganization of existing ones (Tronson et al., 2006). These synaptic and the cellular changes, which obviously depend on the training episode and occur during the consolidation time period, have thus been considered as demonstrating that the neuronal network engaged during training supported the memory. If we consider that new memories do not require new protein synthesis, as proposed by several authors (Gold, 2008; Gisquet-Verrier et al., 2015; Ryan et al., 2015), the hypothesis that the neuronal network engaged during training may constitute the support of the memory trace is seriously questioned. Here again the results supporting the initial proposition are not called into question, but their interpretation can be revised. This raises the question of knowing what is responsible for synaptic changes in an activated network. It is generally thought that the changes result from training, that is from the information content, but there is another possibility: the changes could be due to the activation of the network per se, irrespective of what circumstances activated the network. If this is correct, synaptic changes should be obtained after any event stimulating the brain, even those not related to a training episode. Although this proposal needs further investigation, it has been shown that changes similar to those seen after training can be obtained after an electroconvulsive shock (Stewart and Reid, 1994; Reid and Stewart, 1997), after an epileptic crisis (Meador, 2007) or after a specific or non-specific brain stimulation (Ma et al., 2013; Lee et al., 2014). In other words, it appears that synaptic plasticity may result from the activation of the network rather than by the sources of the activation. Recent findings obtained with techniques such as optogenetic manipulations seem to support the notion that the associated neural network supports the memory trace. It has been repeatedly shown that the stimulation of a particular part of the brain circuit, such as the hippocampal engram cells, can trigger the reactivation of a complex memory such as a contextual fear memory in which these neurons have been involved (Ryan et al., 2015; Tonegawa et al., 2018). This finding, however, cannot be taken as the demonstration that the tagged neurons are part of the memory representation. We have known for a long time that delivering a shock has the same effect as stimulating brain regions eliciting pain (Maho and Bloch, 1992) and that central stimulation concerning sensory or associative structures can substitute for a CS (Mouly et al., 1990; Doyère and Laroche, 1992). Since memory reactivation can be triggered by the exposure to a reminder cue, it is likely that a similar effect could be obtained by the stimulation of the brain circuit activated by these cues, or even by the stimulation of brain structures involved in the association between cues. Hence, we suggest that memory representations are not supported by the neural network activated by the training episode (see Queenan et al., 2017 for other alternatives).



Memories Are Rapidly Formed and Can Be Rapidly Modified

According to the consolidation hypothesis, the fixation of a new memory requires time. The length of the consolidation process has been estimated by the duration of the susceptibility to amnesic treatments. This length appears to be highly variable but can range from minutes to hours depending on numerous factors such as the task, the treatment, the level of training, etc. (e.g., Dudai, 2012). However, some studies suggested that consolidation may extend over much more longer periods of time (see comments under boundary conditions above). It may seem curious that our sophisticated brain takes so much time to register information that may be critical for the survival of individuals. It is also surprising that memories are fragile for an extended period of time, not only during their initial formation, but also every time memories are retrieved. Finally, it is very surprising that such a scheme does not result in more frequent amnesia than those generally observed in human. The integration concept does not consider that the formation or encoding of a new memory relies on a time dependent process and implicitly supposes that the memory fixation occurs simultaneously with the training episode (Miller et al., 1986). Once again, this particular point needs further investigation but there are findings in the literature, obtained both in human and animals, which indicate that integration of new information can be seen very rapidly (Gordon and Feldman, 1978; Stark et al., 2010). According to what can be expected from brain performance, the integration concept suggests that memories are rapidly formed.



State at the Time of Testing Determines Retrieval

The consolidation/reconsolidation hypothesis focuses almost entirely on the encoding phase and on the underlying process. The quality of the retention performance is mainly considered to be determined by the degree of success of this first stage. The consolidation hypothesis can take into account events delivered before training, such as those responsible for state dependency. However, events delivered after training which alter retention performance, are always considered to act on the consolidation processes.

According to the integration view, the quality of the retention performance depends on the matching between the training and the testing conditions. The matching not only refers to what occurs during training and testing, but also to experiences occurring around these critical periods. These periods are susceptible to the introduction of non-related information during encoding (such as amnesic agents), and thus affect the ability to retrieve the initial memory at the time of testing. Hence, the state prevailing at the time of testing largely determines the quality of the retention performance. From personal experience we all know that a specific memory might be inaccessible at a time and easily retrieved at another one. Hence the quality of the retention performance does not only rely on encoding processes but also largely on retrieval processes (Bartlett, 1932; Sara, 2000). It has been shown that memories of life experiences that are consistent in emotional quality with an individual’s mood state are more accessible to retrieval; that is, they have a higher probability of retrieval in free recall or can be retrieved more quickly (Bower, 1981; Greenberg et al., 2012). We have discussed in the above section how the internal state may affect the quality of the retention performance. The state at the time of retrieval is thus a determinant orienting our retrieval process towards memories that are more compatible with the present situation of the individual. Such a basic and implicit process could be very helpful to sort out memories and to target the most appropriate one to be reactivated in that particular circumstance. According to the integration view, the retention performance is largely determined by the congruency of the individual’s state at the time of testing with that at encoding.



Memory Integration for New Therapeutic Approaches

The consolidation/reconsolidation hypothesis theoretically offers the possibility to erase remote memories. However, as previously mentioned, attempts to achieve that aim are worrisome and the findings remain inconclusive. The integration concept provides two different possibilities that may be useful for therapy: state dependency, and emotional remodeling.


State Dependency

Interestingly, the capacity of memory to integrate new information in a memory in order to render it less retrievable can possibly be used for therapeutic purpose. We have seen that modifying the internal state of a subject at the time of reactivation of a remote memory can induce difficulties to retrieve this memory when the subject returns to its original state. Substantial evidence indicates that this effect can induce strong performance disruption in rats. We can imagine that similar procedure might be very effective in disrupting the retrieval of pathological memories. To be effective, changes of state must be relatively important and thus the treatment should induce a highly salient internal milieu. For example, delivering treatments inducing nauseous feelings just before the reactivation of the pathological memory would be one strategy (Gisquet-Verrier et al., 2015). Indeed, the unintended amnesic effects reported after chemotherapy for cancer treatments in humans might be explained by this idea (Lindner et al., 2017). One may also propose administering drugs or treatments that very temporarily (during the reactivation of the pathological memory) modify the state of consciousness. This approach is currently being investigated for post traumatic stress disorder (PTSD) using MDMA (Feduccia and Mithoefer, 2018; Mithoefer et al., 2018). Furthermore we suggest that the altered state of consciousness may also account for the efficacy of treatments such as hypnosis, EMDR and perhaps for the dissociative amnesia often reported following extreme situations (Radulovic et al., 2018).



Emotional Remodeling

The malleability of memory might be used clinically to decrease the emotional value of pathological memories. This possibility was recently used to treat PTSD in an animal model by reactivating the trauma memory while the possibility of expressing an emotional response was reduced by a pharmacological treatment, a paradigm that we termed “emotional remodeling.” More specifically, we showed that delivering drugs such as amphetamine or oxytocin, before the reactivation of the trauma memory, may abolish PTSD symptoms in trauma vulnerable rats (Toledano and Gisquet-Verrier, 2014; Le Dorze et al., submitted). We proposed that, when administered prior to a reactivation of the trauma experience, these treatments strongly reduced the emotional component of that memory. Due to the malleability of the reactivated memory, this reduced emotional valence could be integrated within the trauma memory, decreasing its negative consequences. Emotional remodeling may also explain the effects of propranolol on PTSD or on drug-related memories. Researchers supporting the consolidation hypothesis proposed that propranolol induces a reconsolidation blockade (Dębiec and Ledoux, 2004; Soeter and Kindt, 2010; Brunet et al., 2018). However, since propranolol is also well known as an anxiolytic (Granville-Grossman and Turner, 1966; Tyrer and Lader, 1972), this drug can reduce the emotional response elicited by the reactivation of pathological memories, thereby decreasing its pathological aspect. We did obtain some encouraging results with an emotional remodeling under propranolol on a cocaine patient (Chopin et al., 2016). However, our prediction is that more definitive results could be obtained with a treatment that is more strongly targeted on the emotional component of the memory.

It must be mentioned that emotional remodeling is in fact not so new, as it is close to other therapeutic approaches, exploiting other processes, but based on relatively similar paradigms such as counterconditioning, exposure therapy, false memory, hypnosis, and neurolinguistic programming therapy (Bouton, 2002; Loftus and Davis, 2006; Foa, 2011; Sturt et al., 2012; Lee et al., 2017).

Hence the integration concept proposes new ways to treat pathological memories, which, may also help explain the efficacy of already used treatments. It also suggests the possibility of considering new treatments such as the use of the combinations of reactivation and drugs that may be more effective than those currently used.





CONSEQUENCES AND PERSPECTIVE

The integration concept is a new hypothesis, which seems to account well for numerous results. This view proposes a more dynamic conception of memory than the consolidation/reconsolidation hypothesis and appears to be more in agreement with what we could expect about brain functioning. However, this view indicates limits in our current knowledge and requires further experimental support.

In the next few years we will have to address a series of questions that remain open for investigation. In particular, we have to understand the processes, by which a memory goes from an active to inactive state (and the reverse), to determine other forms of potential support of memories, and to learn more about the nature of the integration process, among other things.

In conclusion, we hope that this article will stimulate research to test the validity of the integration concept and to answer some of the different points raised above.
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FOOTNOTES

1^Recent views on the consolidation hypothesis also consider that reactivated memories are malleable, but in a quite different way, as integration is restricted to new information allowing the updating of the remote memory.
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Precise temporal and spatial regulation of gene expression in the brain is a prerequisite for cognitive processes such as learning and memory. Epigenetic mechanisms that modulate the chromatin structure have emerged as important regulators in this context. While posttranslational modification of histones or the modification of DNA bases have been examined in detail in many studies, the role of ATP-dependent chromatin remodeling factors (ChRFs) in learning- and memory-associated gene regulation has largely remained obscure. Here we present data that implicate the highly conserved chromatin assembly and remodeling factor Chd1 in memory formation and the control of immediate early gene (IEG) response in the hippocampus. We used various paradigms to assess short-and long-term memory in mice bearing a mutated Chd1 gene that gives rise to an N-terminally truncated protein. Our data demonstrate that the Chd1 mutation negatively affects long-term object recognition and short- and long-term spatial memory. We found that Chd1 regulates hippocampal expression of the IEG early growth response 1 (Egr1) and activity-regulated cytoskeleton-associated (Arc) but not cFos and brain derived neurotrophic factor (Bdnf), because the Chd1-mutation led to dysregulation of Egr1 and Arc expression in naive mice and in mice analyzed at different stages of object location memory (OLM) testing. Of note, Chd1 likely regulates Egr1 in a direct manner, because chromatin immunoprecipitation (ChIP) assays revealed enrichment of Chd1 upon stimulation at the Egr1 genomic locus in the hippocampus and in cultured cells. Together these data support a role for Chd1 as a critical regulator of molecular mechanisms governing memory-related processes, and they show that this function involves the N-terminal serine-rich region of the protein.
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INTRODUCTION

Eukaryotic chromatin, which consists of nuclear DNA complexed with the conserved histone proteins H2A, H2B, H3, H4 and H1 as well as many additional architectural proteins, is a highly dynamic structure that changes in response to external and internal cues as well as during developmental and differentiation-related processes. DNA methylation, histone modification and the incorporation of histone variants strongly affect the functional and structural properties of chromatin (Maison and Almouzni, 2004; Piatti et al., 2011; Zeilner et al., 2012). In addition, the activity of ATP-dependent chromatin remodeling factors (ChRFs) that modulate the interaction between histones and DNA causes the loss or gain of nucleosomes, altered rotational and translational positioning of a nucleosome, histone exchange or changes in nucleosomal structure (Lusser and Kadonaga, 2003; Clapier and Cairns, 2009). Thus, ChRFs are critically involved in controlling access to the DNA for protein machineries that act on DNA as their substrate, such as the transcription apparatus. Establishment and maintenance of a certain transcriptional activity state is typically achieved by a close cooperation between transcription factors and cofactors with the machinery that modulates chromatin structure including ChRFs, histone- and DNA-modifying activities. The importance of these epigenetic regulatory mechanisms for cognitive processes has been increasingly recognized in recent years (Sweatt, 2013; Rudenko and Tsai, 2014; López and Wood, 2015; Grigorenko et al., 2016; Iwase et al., 2017; Schmauss, 2017; Gallegos et al., 2018; Wood, 2018).

Learning and memory formation require changes in gene expression programs and new protein synthesis, which in turn results in long-lasting forms of synaptic plasticity, such as long-term potentiation (LTP) and long-term depression (LTD; Howland and Wang, 2008). Epigenetic mechanisms have been proposed to act as a “gating” mechanism coordinating gene expression changes important for learning on one hand, and on the other hand to serve a “stabilizing” role by controlling transcriptional changes important for memory consolidation (Guan et al., 2015). To date, most studies have focused on the roles of DNA methylation, histone acetylation and methylation in cognitive processes (Rudenko and Tsai, 2014; Grigorenko et al., 2016), while very little is known about the contribution of ATP-dependent ChRFs. A notable exception is the nBAF complex with its catalytic subunit Brg1, which belongs to the SWI/SNF subfamily of ChRFs. nBAF was shown to play an important part in memory formation and consolidation (Vogel-Ciernia et al., 2013, 2017; White et al., 2016; Yoo et al., 2017). Recently, a study using heterozygous female mice with a brain-specific deletion of the ChRF ATRX implicated also this ChRF in spatial, contextual fear and novel object recognition (NOR) memory (Tamming et al., 2017).

ChRFs belong to the SNF2 superfamily of ATPases that comprises 23 structurally distinct subfamilies in mammals (Flaus et al., 2006). The most well-studied subfamilies are the SWI/SNF, the ISWI, the INO80 and the CHD subfamilies (Becker and Workman, 2013). Chromodomain-helicase-DNA binding protein 1 (Chd1) is the name-giving member of the CHD subfamily. At the biochemical level, it can assemble the four core histones but not linker histone H1 into regularly spaced nucleosomal arrays (Lusser et al., 2005; Torigoe et al., 2013; Lieleg et al., 2015), and it can slide nucleosomes along the DNA (Stockdale et al., 2006; Rippe et al., 2007; Levendosky et al., 2016; Qiu et al., 2017). Chd1 has two chromodomains that, in the case of the human protein, recognize methylated lysine four at histone H3 (Flanagan et al., 2005; Sims et al., 2005). Several recent structural studies provided detailed mechanistic insights into these properties of Chd1 (Farnung et al., 2017; Nodelman et al., 2017; Sundaramoorthy et al., 2017). On the cellular level, Chd1 was found to have transcription-independent functions, such as in global histone H3.3 incorporation into paternal chromatin in flies (Konev et al., 2007) or in DNA damage repair (Kari et al., 2016; Rüthemann et al., 2017; Shenoy et al., 2017). Importantly, Chd1 also is a critical regulator of transcription initiation and elongation (Marfella and Imbalzano, 2007; Mills, 2017). For example, Chd1 promotes RNAP II promoter escape by remodeling the +1 nucleosome at the transcriptional start site (TSS; Skene et al., 2014). Knock-out of Chd1 in the mouse is lethal due to a requirement of Chd1 for epiblast growth, and endothelia-specific deletion of Chd1 severely impairs hematopoiesis. Both phenotypes appear to be due to a global reduction in transcriptional output (Guzman-Ayala et al., 2015; Koh et al., 2015). Interestingly, missense mutations in several human patients have recently linked CHD1 to a genetic disorder characterized by autism, speech apraxia, developmental delay and facial dysmorphic features (Pilarowski et al., 2018). The role of CHD1 in the disease mechanism, however, has not been studied.

We have previously generated a mouse line that carries a deletion of exon 2 of the Chd1 gene (Chd1Δ2/Δ2). The Chd1 protein expressed in mutant mice (Chd1ΔSRR) lacks 100 amino acids of a serine-rich region in the N-terminus but still contains the chromo-, ATPase and DNA-binding domains and is active in in vitro chromatin assembly assays (Piatti et al., 2015). The N-terminal region is subject to extensive phosphorylation (Piatti et al., 2015) and can serve as an interaction module for other proteins (Kelley et al., 1999). Thus, lack of the N-terminus may lead to deficits in Chd1 function. In contrast to Chd1−/− mice (Guzman-Ayala et al., 2015), Chd1Δ2/Δ2 mice are viable and fertile. Embryonic stem cells derived from these mice, however, exhibited aberrant preferential differentiation into neuronal cells under ex vivo conditions (Piatti et al., 2015). Our previous study has shown that Chd1 is broadly expressed in the adult mouse brain; during fear extinction learning, it is dysregulated in the ventral hippocampus of the extinction-deficient mouse strain 129S1/SvImJ (Wille et al., 2015) indicating a possible involvement in learning and memory mechanisms.

Because the Chd1Δ2 mutation causes no obvious developmental defects, we reasoned that the Chd1Δ2/Δ2 mouse is a suitable model to study a potential involvement of Chd1 in transcription regulatory processes that occur during memory formation and maintenance in the adult brain. Using a series of tests for object recognition and spatial memory, analysis of expression profiles of several critical immediate early genes (IEG) and chromatin immunoprecipitation (ChIP), we discovered that Chd1 is important in particular for spatial memory formation, which correlates with transcriptional dysregulation of the IEGs early growth response 1 (Egr1) and activity-regulated cytoskeleton-associated (Arc) in Chd1-mutant hippocampi suggesting that the N-terminal serine-rich domain of Chd1 is necessary for the transcription-regulatory properties of Chd1 in this context.



MATERIALS AND METHODS


Animals and Husbandry

Young (10 ± 2 weeks) male mice of C57BL/6N (obtained from Charles River and Taconic, Germany), Chd1flox/flox and Chd1Δ2/Δ2 (Piatti et al., 2015) strains bred in the animal facility of the Medical University of Innsbruck were used for this study. The animals were housed in groups of 2–3 per cage with a 12-h light/dark cycle (lights on at 7:00 AM) under temperature—(22 ± 2°C) and humidity—(50%–60%) controlled conditions and ad libitum access to food and water. Chd1flox/flox and Chd1Δ2/Δ2 strains were bred separately and back-crossed to C57BL/6N mice after 5–7 generations. Sibling mating was strictly avoided. Nevertheless, this strategy harbors the theoretical possibility that second site mutations other than the intended might account for the phenotypical differences observed. However, since the first memory tests were performed within four generations of establishing the lines in late 2013, we consider this possibility extremely unlikely. Moreover, the results of the analyses did not change over a time span of almost 4 years (last memory test was performed in June 2017). This study was carried out in accordance with national Austrian law. The protocol was approved by the Austrian Animal Experimentation Ethics Board (Bundesministerium für Wissenschaft Forschung und Wirtschaft, Kommission für Tierversuchsangelegenheiten). Every effort was taken to minimize the number of animals used in the experiments.



Behavior and Cognition Experiments


Object Location and Novel Object Recognition Paradigms

For both paradigms, mice were handled for 1–2 min and then habituated to the experimental apparatus (41 × 41 × 41 cm open field arena containing home-cage floor bedding and illuminated to 150 Lux; Tru Scan, Coulbourn Instruments, Holliston, MA) devoid of objects for 5 min during three consecutive days. Training in the object location memory task (OLM) was conducted by placing the animals into the experimental apparatus containing two identical objects (blue colored Lego Duplo blocks 2.5 × 2.5 × 5 cm) and allowing them to explore for 10 min before returning to the home cage. During the short-term (1 h after training) or long-term (24 h after training) memory retrieval tests, mice were placed in the experimental apparatus for 5 min. For assessment of OLM, one object was placed in the same location as during the training trial, and one object was placed in a new location in the middle of the box (Marschallinger et al., 2015). For the NOR test one familiar object and a new object (100 ml glass beaker) were placed in the same locations as during the training trial (Jaitner et al., 2016). Exploration was scored when the mouse’s nose touched the object. All training and testing trials were videotaped and analyzed by individuals blind to the genotype of the subjects. The time of object exploration was recorded and is expressed as percent exploration time of each object out of total exploration time. A discrimination index was calculated by subtracting the time spent exploring the familiar object (tfam) from the time spent exploring the novel object or the object in the novel location (tnov) and dividing by total exploration time [DI = (tnov − tfam)/(tnov + tfam)]. Animals that explored less than 3 s total for both objects during either training or testing were removed from the analysis (Vogel-Ciernia et al., 2013). Two out of 30 Chd1flox/flox, 2 out of 29 Chd1Δ2/Δ2 and 0 out of 9 C57BL/6N mice were excluded according to this criterium.



Barnes Maze

The Barnes Maze (BM) test was carried out with 60 lux illumination on a flat circular table (100 cm diameter; 120 cm height) with 20 circular holes (3.5 cm diameter) that were equally distributed around the perimeter. Only one hole allowed the mouse to exit the maze into a dark escape box, the position of which was kept constant during the entire experiment. Four visual cues were positioned around the maze at an interval of 90°. Mice were transferred into the anteroom of the testing facility 24 h before habituation to the maze. During habituation on day 1, each mouse was placed onto the maze for 5 min to explore the maze with the target hole open. During acquisition trials at days 2–5, the animal was placed into the maze for a maximum of 3 min. If the mouse found the target hole, the escape box was closed and the animal was kept in there for 2 min to let it associate the escape box as a secure place. If the animal did not find the target hole during the allotted time, it was gently guided to the hole. Three trials a day were conducted with 20–30 min inter-trial intervals when mice were returned to the home cage. On day 6 (assessment of short-term memory) and on day 13 (long-term memory), respectively, all holes were closed and the mouse was free to explore the maze for 5 min. Between the two test sessions animals were kept in their home cages. All trials were recorded by a camera and evaluated by an experimenter blinded to the genotype of the animals using Videomot (TSE) software. For evaluation, the number of primary errors (visits to wrong holes before finding the target hole) and the primary latency were determined. For the latter, the board was divided into quadrants, and the time spent in each was measured. The quadrant containing the previously open escape hole is referred to as q1, which is flanked by q2 and q4, while q3 is opposing q1.



Visual-Cliff and Light-Dark Test

Overall visual ability was tested in both genotype groups using a visual cliff test (as described in Crawley, 1999). The number of mice stopping or not stopping at the cliff was used as the defining variable for each genotype (n = 13/group). Explorative behavior in a brightly lit area (400 lux) was investigated with a light-dark apparatus (Crawley, 1999): a black box was inserted into the open field arena covering one third of the space. Time spent and distance traveled were measured over a 10 min period in the open area. To reach the larger bright compartment defined as open area, the mouse had to leave the dark area completely and one small field at the entrance of the black box was defined as transition zone. The entire session was recorded with a video camera on top of the apparatus, and the times spent in each zone were analyzed using a tracking program (Videomot, TSE).



Spontaneous Alternation Test (Y-Maze)

The test was conducted using a symmetrical Y-maze. The dimensions of each arm were 35 × 5 × 10 cm, and the walls of each arm were decorated with different black and white patterns. Illumination in the testing area was 50 lux. The test was carried out in a single trial of 8 min, in which the mouse was allowed to explore all three arms. An alternation was defined as a triplet of sequential entries into a different arm (ABC). The alternation score was calculated by dividing the number of correct triplets by the total number of alternations.




Histology

Chd1Δ2/Δ2 (n = 5) and Chd1flox/flox (n = 5) mice were sacrificed and brains were fixed by transcardial perfusion with 4% paraformaldehyde in phosphate buffered saline (PBS pH 7.2). The brains were kept in Tris-buffered saline (TBS) + 0.1% sodium azide until embedding into 10% gelatin. Slices of the entire dorsal hippocampus (40 μm) were cut using a vibratome, mounted on gelatin coated slides and subjected to Nissl staining. Pictures were taken at 1.25× and 5× magnification and overall hippocampal anatomy was evaluated by an experimenter blinded to the genotype of the animals.



Tissue Sampling

Chd1Δ2/Δ2 and Chd1flox/flox mice were sacrificed 30 min after exposure to the OLM test arena, OLM training session or the long-term OLM test trial, respectively, and brains were removed. Dorsal hippocampi (dHC) of both hemispheres were dissected, snap frozen and stored at −80°C. Whole hippocampi were dissected for Western blot analyses.



Reverse Transcription Real-Time PCR (RT-qPCR)

Quantitative RT-PCR was performed as described before (Wille et al., 2015). Briefly, frozen hippocampus samples were pulverized using the Cryoprep system (Covaris), and total RNA was extracted using Tri Reagent (Sigma Aldrich) according to manufacturer’s instructions followed by DNase I digestion and spin column clean-up (Jena Analytik). Up to 5 μg of RNA were reverse-transcribed using the GoScript Reverse Transcription System (Promega). Real time PCR was performed in triplicate using Luna® Universal qPCR Master Mix (New England Biolabs) with 25 ng cDNA and 0.4 μM of target-specific primers in a StepONE Plus instrument (Applied Biosystems). Primer sequences are shown in Table 1. ΔCt values (using TBP transcripts as the reference) were calculated and results are presented as 2−ΔΔCt ± SEM.


TABLE 1. Sequences of primers used in reverse transcription quantitative PCR (RT-qPCR) and ChIP-qPCR.
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ChIP Assays

For ChIP assays using the mouse progenitor hepatocyte cell line MLP29, cells were cultured and treated with 50 nM 12-O-tetradecanoylphorbol-13-acetate (TPA) for 30 min as described previously (Tur et al., 2010). Cells were crosslinked with 1% formaldehyde in PBS for 6 min at room temperature with constant shaking, and the crosslinking reaction was stopped with 0.125 M glycine in PBS. Cells were collected, washed with PBS and suspended in cell lysis buffer (5 mM HEPES, 85 mM KCl, 0.5% NP40, pH 8.0) containing 2 μl/ml protease inhibitor cocktail (Sigma). Samples were then incubated on ice for 15 min, and nuclei were recovered by centrifugation at 3500×g for 5 min at 4°C. The sediment was gently resuspended in nuclear lysis buffer (50 mM Tris-HCl, 10 mM EDTA, 1% SDS pH 8.1). For fragmentation chromatin was subjected to 3 cycles of 5 min sonication (30 s on, 30 s off) in a Bioruptor Plus instrument (Diagenode). Under these conditions, the average size of chromatin fragments was 300 ± 200 bp. ChIP analyses as well as the qPCR amplification of the DNA recovered from the immunoprecipitates were carried out essentially as described by Riffo-Campos et al. (2015), with the primers shown in Table 1.

For ChIP from hippocampus, C57BL/6N male mice were either taken directly from the home cage (n = 4) or subjected to the training session for the OLM test (n = 4). Twenty minutes after completion of the training session, the animals were sacrificed and hippocampi were dissected and flash frozen. Hippocampi from each mouse were processed separately for crosslinking and chromatin preparation using the Zymo-Spin ChIP Kit (Zymo Research) exactly following the manufacturer’s ChIP protocol for mouse tissue. Before the IP, sheared chromatin from the four mice of each group was pooled to obtain enough material, the samples were precleared for 60 min at 4°C with ZymoMag Protein A magnetic beads (Zymo Research), followed by incubation of 15 μg chromatin with 5 μl α-CHD1 antibody or no antibody (NA) over night at 4°C. Incubation of antibody and NA IP samples with magnetic beads, stringency washes and DNA purification was performed according to the Zymo-Spin ChIP Kit protocol. The antibody used for ChIP assays was α-CHD1 (D8C2-4351, Cell Signaling Technology). To correct for potentially different amounts of input chromatin, we measured β-actin and adjusted the signals in the IP fractions using the antibody or the non-antibody (NA) control accordingly. IP signals were corrected for background (NA) and normalized to the input.



Protein Extract Preparation and Immunoblotting

Preparation of nuclear protein extracts and immunoblotting were performed exactly as described in Wille et al. (2015). Chd1 was detected using a commercially available antibody at 1:1,000 dilution (Proteintech 20576-1AP). Recombinant purified full-length Chd1 and Chd1ΔSRR proteins (Piatti et al., 2015) were used as size references on Western blots.



Statistics


NOR and OLM Tests

Initially all data were tested for normal distribution (using Shapiro-Wilk test) followed by testing for homoscedasticity. As parametric distributions were revealed for all data, exploration time data (expressed as %) was further subjected to an outlier analysis using Grubb’s test resulting in the exclusion of one Chd1flox/flox animal from the short-term NOR group from further analysis. All other data were statistically analyzed using two-way ANOVA with genotype and object/position as independent variables and exploration time as dependent variable. A Duncan’s post hoc comparisons test was applied whenever possible (Sigmaplot 12.0, UK). For the discrimination index, an unpaired two-tailed student’s t-test was used. All data are presented as mean ± SEM. Statistical significance was set at p < 0.05.



Visual Cliff, Light-Dark Test, Barnes Maze Test, Y-Maze Test

Data obtained from visual cliff and Y-maze tests were analyzed using Chi-squared test and Mann-Whitney t-test, respectively, comparing the two genotype groups. The total times spent in light or dark compartments of the light-dark test were compared using 2-way ANOVA (genotype and preferred area). The learning curves during the BM were analyzed with 2-way ANOVA for repeated measures (genotype and trials). The time spent in each quadrant during the short-term and long-term memory tests (BM) were analyzed for the two genotypes separately using a 1-way ANOVA and Dunnett’s multiple comparisons. All data are given as mean ± SEM and were analyzed using GraphPad Prism 7 with a significance threshold of p < 0.05.



RT-qPCR

Mean 2−ΔΔCt ± SEM values of the indicated genes were calculated for the different test groups (n values are given in the caption of Figure 6) and analyzed by multiple pairwise t-test with Holm-Sidak correction for multiple testing using GraphPad Prism 7. Correlations between discrimination index and gene expression were calculated using the built-in correlation function of Prism 7. Significance threshold was p < 0.05 for all calculations.
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FIGURE 1. Chd1-mutant mice have normal vision, anxiety, working memory and motivation to explore the environment. (A) Visual ability was tested by the visual cliff test. The number of mice stopping (colored) or not stopping (white) at the cliff is shown for each genotype. No statistically significant difference was detected (Chi-squared test, p > 0.05; n = 13/group). (B) Results of light/dark test for visual ability and anxiety are expressed as time spent in either the light or the dark compartment of the test set-up. Both groups preferred the dark compartment without differences between them (two-way ANOVA; compartment effect: F(1,48) = 231.8, p < 0.0001; genotype effect: F(1,48) = 0, p > 0.05; n = 13/group). (C) Working memory and motivation to explore were tested by a spontaneous alternation test using a Y-maze. An alternation was defined as a triplet of sequential location visits. Results are expressed as the fraction of “correct” triplets (sequential visits to three unique locations; left graph) out of all alternations and total number of triplets (right graph). No significant difference was detected for the two genotypes (Mann-Whitney test, p > 0.05 for left graph; p > 0.05 for right graph, n = 8/group). Results were considered significant at p < 0.05 (****p < 0.0001; ns, non-significant). Means ± SEM are shown.
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FIGURE 2. Dysfunctional long-term object recognition memory in Chd1Δ2/Δ2 mice. (A) Experimental setup for the Novel Object Recognition (NOR) test. Mice were tested either for short-term memory (1 h) or long-term memory (24 h). (B) Exploration time of both objects during the test session for short-term memory was measured and is expressed in % of total exploration time. The dashed line indicates the chance level (50%). Two-way ANOVA revealed a significant object effect (F(1,20) = 27.993, p < 0.001) for both Chd1flox/flox and Chd1Δ2/Δ2 mice. Duncan’s post hoc test revealed that both Chd1flox/flox (p < 0.05) and Chd1Δ2/Δ2 (p < 0.001) preferred the novel object instead of the familiar object. (C) The discrimination index for the novel object was calculated (see “Materials and Methods” section) and plotted for each animal. Statistical significance was calculated by unpaired t-test. (D) In the long-term memory test (24 h), a significant genotype × object interaction effect was observed (F(1,24) = 12.355, p < 0.01). Post hoc analysis revealed that while Chd1flox/flox preferred the novel object instead of the familiar object (p < 0.001), Chd1Δ2/Δ2 displayed similar preference for both objects (p > 0.05). (E) Same as in (C) for long-term memory (24 h) testing. Significance threshold was set to p < 0.05 (*p < 0.05, **p < 0.01, ***p < 0.001, ns, non-significant). For (B,C) n = 5 (Chd1flox/flox) and 7 (Chd1Δ2/Δ2), respectively. For (D,E) n = 8 (Chd1flox/flox) and 6 (Chd1Δ2/Δ2), respectively. Means ± SEM are shown.
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FIGURE 3. Chd1Δ2/Δ2 mice show deficits in short and long-term spatial memory. (A) Experimental setup for the Object Location Memory (OLM) test. Mice were tested either for short-term (1 h) or long-term spatial memory (24 h). (B) Exploration time of both objects during the test session for short-term memory was measured and is expressed in % of total exploration time. The dashed line indicates the chance level (50%). Two-way ANOVA revealed a significant genotype × position interaction effect (F(1,28) = 17.578, p < 0.001). Duncan’s post hoc test revealed that while Chd1flox/flox mice preferred the object at the novel position instead of the familiar position (p < 0.001), Chd1Δ2/Δ2 animals displayed similar preference for both the positions (p > 0.05). (C) The discrimination index for the object in the novel location was calculated (see “Materials and Methods” section) and plotted for each animal. Statistical significance was calculated by unpaired t-test. (D) In the long-term memory test (24 h), a significant genotype × position interaction effect (F(2,46) = 9.7144, p < 0.001) was observed. Post hoc test revealed that while both C57BL/6N and Chd1flox/flox preferred the object at the novel position instead of the familiar position (p < 0.01 and p < 0.001 respectively), Chd1Δ2/Δ2 displayed similar preference for both positions (p > 0.05). C57BL/6N mice were used as an additional control group. (E) Same as in (C) for long-term memory (24 h) testing. C57BL/6N mice were used as an additional control group. Significance threshold was set to p < 0.05 (*p < 0.05, **p < 0.01, ***p < 0.001, ns, non-significant). For (B,C) n = 8 for both groups. For (D,E) n = 9 (C57BL/6N), n = 9 (Chd1flox/flox) and 8 (Chd1Δ2/Δ2), respectively. Means ± SEM are shown.
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FIGURE 4. Learning and long-term memory deficits of Chd1Δ2/Δ2 mice in the Barnes Maze (BM) test. (A) Schematic representation of BM experimental set-up. Animals were trained during 4 days with three training trials on each day to find the target hole (black circle). On day 6, all holes were closed and animals were tested for short-term memory. On day 13, animals were tested for long-term memory. (B,C) Learning was monitored by recording the time required to find the target hole (latency; B) and by determining the number of errors before finding the target hole (C) during each training trial. Statistical analysis was performed by two-way repeated measures ANOVA (n = 8/group). (D,E) Short term memory (D) and long-term memory (E) were assessed by recording the time spent in each quadrant in the test trial at day 6 (D) and 13 (E). Statistical analysis in (D,E) was performed by one-way ANOVA for each genotype (n = 8 per group). q1–4, quadrants 1–4; q1 is the target quadrant. Means ± SEM are shown. Statistical significance threshold was set to p < 0.05 (*p < 0.05, **p < 0.01, ***p < 0.001, ns, non-significant).
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FIGURE 5. Dysregulation of immediate early genes (IEG) in the hippocampus of Chd1Δ2/Δ2 animals. (A) Reverse transcription real-time PCR was performed on RNA from dorsal hippocampi (dHC) isolated from Chd1Δ2/Δ2 and Chd1flox/flox mice kept in their home cage (“naïve”; n = 4/4), mice from both groups that were habituated to the test arena but not trained or tested (“handled”; n = 3–4/group), animals that were sacrificed 30 min after long-term OLM training (“OLM trained”; n = 4/4) or 30 min after long-term OLM testing (“Post LT OLM”; Chd1flox/flox n = 9, Chd1Δ2/Δ2 n = 8). (B) Expression of Egr1 and Arc correlates with the performance (discrimination index) of the respective Chd1flox/flox mice in the OLM test, while no such correlation was detected for Chd1Δ2/Δ2 animals. Correlation coefficients (r) and p values are shown in the figure legends. Statistical analysis was performed by pairwise t-test with Holm-Sidak correction for multiple testing for (A) and using the built-in correlation analysis tool of GraphPad Prism 7 for (B). p < 0.05 was considered significant (*p < 0.05).
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FIGURE 6. Chd1 accumulates at the Egr1 gene locus upon stimulation. (A) Egr1 expression was induced with 12-O-tetradecanoylphorbol-13-acetate (TPA) in MLP29 cells, and chromatin immunoprecipitation (ChIP) analysis was performed with an antibody against Chd1 before and at 30 min after induction. (B) Hippocampi were isolated from naïve C57BL/6N mice and from mice 20 min after completion of the training session in the OLM paradigm, and ChIP analysis was performed on chromatin pools from HC of four mice per group. Antibody-bound DNA was detected by qPCR with primers spanning the indicated positions at the Egr1 genomic locus (numbering relative to the transcriptional start site, TSS). Enrichment of signals from TPA induced vs. non-induced conditions (A) and naïve vs. trained animals (B), respectively, is shown for amplicons located in the promoter and coding region, respectively.







RESULTS


Mutation of Chd1 Does Not Affect Vision, Motivation to Explore, Anxiety or Working Memory

Although Chd1Δ2/Δ2 mice do not have any obvious phenotypes and appear healthy, we first examined brain (in particular hippocampus) morphology by Nissl staining of mutant mouse brain sections. As expected, morphology appeared normal (Supplementary Figure S1) suggesting that any results obtained from the following experiments were likely not affected by neurodevelopmental aspects. To study a potential involvement of Chd1 in learning and memory processes, we used several established cognition and behavior tests, including the NOR test, the OLM test and the BM paradigm with Chd1Δ2/Δ2 and the corresponding Chd1flox/flox control mice. To ensure validity of the results obtained from the cognition tests, we first examined potential confounding phenotypes, such as poor visual abilities, reduced motivation to explore an environment, impaired working memory or elevated anxiety. To this end, the mice were subjected to a visual cliff test, light/dark test and a spontaneous alternation test based on the Y-maze. The performance of Chd1Δ2/Δ2 mice in visual cliff and light/dark tests was indistinguishable from Chd1flox/flox control animals (Figures 1A,B) indicating that vision is not impaired by the N-terminal truncation of Chd1. The light/dark test also measures trait anxiety of animals, as anxious mice tend to spend increased amounts of time in the dark area of the arena (Crawley and Goodwin, 1980). Thus, the results suggest that Chd1Δ2/Δ2 mice do not suffer from elevated anxiety. Finally, in the Y-maze, the mice were allowed to explore the arms of a three-armed symmetrical maze for 8 min. Normal working memory is reflected by a high frequency of subsequent entries into each different arm (ABC; “correct triplet”), while motivation to explore is measured in the total number of entries into any arm. Both Chd1Δ2/Δ2 and Chd1flox/flox mice behaved similarly with respect to these criteria suggesting functional working memory and motivation to explore for Chd1Δ2/Δ2 mutant animals (Figure 1C).



N-Terminally Truncated Chd1 Causes Defects in Long-Term Memory

To study the learning and short-term memory abilities of Chd1Δ2/Δ2 mice, we used the NOR test, in which the mouse is placed into an arena containing two different objects and allowed to explore these objects for 10 min, before being transferred back to the home cage. After a delay of 1 h, the animal was returned to the arena in which one of the objects had been exchanged for a new one to assess short-term memory (Figure 2A). Functional short-term memory is reflected by the fact that the animal spends more time exploring the new object than it does with the familiar one. Chd1Δ2/Δ2 and Chd1flox/flox mice showed significant preference for the new object over the familiar one, and exploration time was higher than the chance value of 50% (Figure 2B). There was no significant difference with respect to the genotype indicating that learning and short-term memory abilities were normal in Chd1-mutant mice (Figures 2B,C). The results further imply that there is no difference in exploratory drive between the two strains (see Table 2 for total exploration times). By contrast, when the mice were returned to the arena 24 h after the training, only control but not Chd1Δ2/Δ2 mice displayed novel object preference (Figure 2D, Table 2). This difference was also evident when comparing discrimination indices of Chd1-mutant and control mice (Welch’s test, p < 0.05; Figure 2E). Hence, these results point toward a deficit in long-term memory in Chd1Δ2/Δ2 mice.


TABLE 2. Total exploration times (seconds) of animals subjected to novel object recognition (NOR) and object location memory (OLM) tests.
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Chd1 Mutation Severely Impairs Short- and Long-Term Spatial Memory

Next, we investigated if spatial memory is affected in Chd1Δ2/Δ2 animals. To this end, we subjected the mice to an OLM task. The training phase of this paradigm uses the same set-up as the NOR test, but upon testing, the second object is not replaced but moved to a different location within the arena (Figure 3A). Mice with intact spatial memory will spend more time exploring the object in the new location compared to the object in the familiar location. Interestingly, Chd1-mutant animals were unable to remember the location of the object in the short-term OLM test as they spent equal time with both objects when placed back into the arena 1 h after the training trial, while Chd1flox/flox control mice showed clear preference for the newly positioned object (Figures 3B,C, Table 2). We obtained similar results when we tested for long-term spatial memory by returning the mice into the test arena 24 h after training illustrated by the exploration time (Figure 3D, Table 2) and discrimination index data (Figure 3E) of control and mutant animals. In this experiment, a group of C57BL/6N mice was included as an additional wild-type control confirming that the Chd1flox/flox strain behaves like wild type (Figures 3D,E, Table 2). These results indicate that Chd1 is involved in the formation of short and long-term spatial memory and that the N-terminal serine-rich region is necessary for this function.

To further corroborate a role for Chd1 in spatial memory formation and/or consolidation, we examined spatial reference learning and memory using the BM (Sunyer et al., 2007), which in contrast to the OLM involves an extended acquisition period (Figure 4A). During the 4 days of training, primary latency to find the escape hole and the number of errors before finding the escape hole were recorded at each trial (3 trials per day). Monitoring primary latency during the training period showed progressive and significant decrease in latency across trials for both Chd1Δ2/Δ2 and Chd1flox/flox mice (two-way ANOVA repeated measures: training effect: F(11,154) = 2.807, p < 0.01). Although Chd1Δ2/Δ2 animals appeared to require more time to find the target hole during the first 2 days of training than Chd1flox/flox mice, they reached similar performance during later trials, overall resulting in no statistically significant differences between the strains (two-way ANOVA repeated measures: genotype effect: F(1,14) = 3.1, p > 0.05; time effect: F(11,154) = 2.807, p = 0.0023, interaction: F(11,154) = 0.909, p = 0.534; Figure 4B). By contrast, Chd1Δ2/Δ2 mice made significantly more errors before finding the target hole than Chd1flox/flox mice across most of the training trials (two-way ANOVA repeated measures: genotype effect: F(1,14) = 18.83, p = 0.001; time effect: F(11,154) = 1.249, p = 0.2597; interaction: F(11,154) = 0.6108, p = 0.8177; Figure 4C) suggesting a mild impairment of acquisition of spatial memory in Chd1Δ2/Δ2 mice. On day 6, short-term spatial memory was tested by measuring the time the animals spend in the target quadrant (escape hole closed). Both Chd1-mutant and wild-type mice exhibited clear preference for the target quadrant q1 compared to the other quadrants (one-way ANOVA: F(3,28) = 19.26, p < 0.0001) indicating successful retrieval of short term spatial memory (Figure 4D). When we evaluated long-term memory at day 13 by returning the animals to the BM under the same conditions as in the short-term memory test, Chd1flox/flox control animals again spent significantly more time in q1 than in the other quadrants (one-way ANOVA: F(3,28) = 6.28, p < 0.01; Figure 4E) demonstrating intact spatial long-term memory. In sharp contrast, Chd1Δ2/Δ2 mice exhibited complete loss of recall as they no longer preferred q1 to the other quadrants (one-way ANOVA: F(3,28) = 0.99, p > 0.05; Figure 4E).

Taken together, the results from evaluation of object recognition and spatial memory indicate that Chd1 is involved in the formation/recall of memory. Both NOR and OLM tests show that long-term memory is impaired. Moreover, spatial memory appears to be particularly sensitive to Chd1 mutation, because also short-term memory was affected in the OLM test. Upon increasing stimulation of (spatial) memory formation, such as in the BM when training proceeds over several days, short term recall is possible, while long-term memory is still deficient.



Dysregulation of IEGs in the Hippocampus of Chd1-Mutant Mice

As a ChRF, Chd1 is a central component of the transcription regulatory machinery. Given that we observed impaired memory, in particular, spatial memory abilities of Chd1-mutant mice, we sought to determine if the activity of genes linked to learning and memory is disturbed in the dHC, which is the central region for spatial memory processing (Fanselow and Dong, 2010). First, we confirmed by Western blot that wild-type Chd1 is present in the hippocampus of floxed animals (Supplementary Figure S2A). Chd1 protein was also detected in a quantitative mass spectrometry analysis of hippocampal proteins in C57/BL6N mice as a protein with average abundance (Supplementary Figure S2C). Likewise, we detected the Chd1ΔSRR mutant protein in hippocampal extracts of Chd1Δ2/Δ2 mice (Supplementary Figure S2B).

We then analyzed the expression of the IEGs cFos, Egr1 and Arc as well as of TrkB receptor ligand brain derived neurotrophic factor (Bdnf) and Grin2a (encoding N-methyl-D-aspartate receptor subunit 2a) by reverse transcription quantitative PCR (RT-qPCR) analysis. Expression analysis of these genes revealed that in HC of naïve mice, i.e., mice taken from the home cage, the transcript levels of Egr1 and its direct target gene Arc were significantly lower in Chd1Δ2/Δ2 compared to Chd1flox/flox animals, while Bdnf, cFos and Grin2a expression was similar (Figure 5A). When animals from both groups were habituated to a new environment, i.e., the OLM test arena (Figure 5A “handled”), again Egr1 and Arc transcript levels were the only ones that were significantly affected in the dHC, in this case they were increased in mutant vs. control animals (Figure 5A). These results point towards a defect in the regulation of Egr1 and Arc1 in the absence of fully functional Chd1. We then assessed Egr1 and Arc expression in mice that underwent training for OLM as described in Figure 3 to determine whether the observed long-term memory deficit of Chd1Δ2/Δ2 animals involved a potential dysregulation of the IEGs at the stage of memory formation. However, expression levels of Egr1 and Arc did not differ between Chd1Δ2/Δ2 and Chd1flox/flox animals (Figure 5A “OLM trained”). This suggests that if failure to form an OLM in Chd1Δ2/Δ2 animals is the cause for the observed long-term memory defect, this process is not affected by altered regulation of Egr1 and Arc, because their expression at the training stage is essentially the same in mutant and control animals. Somewhat unexpectedly, we also did not detect expression differences of IEGs in dHC when both groups were analyzed after completion of the long-term OLM paradigm (i.e., at the stage of memory retrieval, Figure 5A “post LT OLM”) although the Chd1Δ2/Δ2 animals clearly displayed loss of long-term memory in the OLM test (Figures 3D,E). Wild-type mice have been shown to exhibit induction of learning and memory-associated IEGs, such as Egr1 and Arc, upon undergoing memory retrieval in different memory tasks (Minatohara et al., 2015). We therefore examined if there was a correlation between Egr1 and Arc expression levels and the performance of the respective mice in the long-term OLM task in the Chd1flox/flox and Chd1Δ2/Δ2 animals. We found a clear and significant positive correlation of Egr1 and Arc expression with the discrimination index in the OLM task of the respective Chd1flox/flox control mice (Figure 5B). By contrast, no correlation between IEG expression and cognitive performance was observed among Chd1Δ2/Δ2 animals (Figure 5B).

Taken together, the data point towards a role for Chd1 in the regulation of Egr1 and Arc in the HC. This role is not restricted to a particular stage of stimulation, such as exposure to a new environment or memory retrieval, but is already evident in naïve unstimulated animals.



Chd1 Binds to the Egr1 Promoter and Coding Region

To determine whether Chd1 regulates Egr1 in a direct manner, we analyzed if Chd1 is physically present at the Egr1 gene. To this end, we used the MLP29 cell line, in which the Egr1 promoter had been extensively characterized with respect to chromatin changes and factor binding in response to transcriptional induction (Tur et al., 2010; Riffo-Campos et al., 2015) to perform ChIP assays for Chd1. These experiments revealed that in the absence of transcription induction, no or very low levels of Chd1 were detectable at different positions within the Egr1 promoter region (Supplementary Figure S3). By contrast, we observed clear enrichment of Chd1 upon induction of transcription by TPA (Figure 6A, Supplementary Figure S3). Moreover, consistent with a role for Chd1 in transcription elongation (Simic et al., 2003; Lee et al., 2017), TPA also induced accumulation of Chd1 in the gene body of the Egr1 gene (Figure 6A). Because it is possible that the molecular machinery regulating Egr1 expression differs between MLP29 cells and the mouse brain, we also performed ChIP assays with HC tissue isolated from naïve wild-type mice and animals that were subjected to the OLM training paradigm described in Figure 3 to induce Egr1 expression. Due to the limited amount of material available from the tissue samples, we only assessed Chd1 presence at three out of the seven locations shown in Figure 6A. Our data demonstrate that training indeed induces accumulation of Chd1 at the promoter and coding region of Egr1 in hippocampal tissue (Figure 6B). From these results, we conclude that Egr1 is a direct target for regulation by Chd1 in cultured cells as well as in the hippocampus. Because Egr1 and Arc are tightly associated with neuronal activity, their dysregulation may underlie the learning and memory defects observed in Chd1-mutant mice.




DISCUSSION

One of the salient features of establishment and consolidation of memory is a change in gene expression programs in various regions of the brain. Synaptic input results in the activation of cellular signaling cascades leading to transcriptional activation of IEGs that in turn orchestrate molecular changes required for synaptic plasticity and neuronal activity (Minatohara et al., 2015). Transcriptional activation (or repression) requires the remodeling of chromatin structure at the promoters and, to some extent, in the coding regions of target genes. Posttranslational modification of histones is intimately linked to activation or repression of transcription. While posttranscriptional modification operates via affecting electrostatic interactions between neighboring nucleosomes (e.g., acetylation) or by creating binding sites for the recruitment of transcriptional co-activators/co-repressors (e.g., methylation), transcriptional activation generally requires yet more profound chromatin structure changes, such as repositioning and/or eviction of nucleosomes around the TSS. The latter is elicited by ChRFs that hydrolyze ATP to slide nucleosomes to new positions or to remove them from the TSS allowing access of the RNA polymerase holoenzyme to the promoter and subsequent promoter escape of elongating polymerase, respectively (Venkatesh and Workman, 2015).

In this work, we studied whether mutation of the ATP-dependent remodeling and assembly factor Chd1 interfered with transcription in the brain to an extent that would negatively affect cognitive functions. Our results show that Chd1 is indeed involved in the molecular machinery regulating memory formation. In three different forms of learning, the single trial NOR and OLM tasks as well as in the BM involving extended training, Chd1Δ2/Δ2 mice exhibited severely impaired long-term memory. By contrast, short term memory was only impaired for object location but not for NOR, spatial navigation (BM) or spontaneous alternation (Y-maze). These results suggest that Chd1 is required for memory retrieval and/or for consolidation of memory during or after the learning process. The fact that in the BM task Chd1Δ2/Δ2 animals required more training trials to reach the same performance as Chd1flox/flox mice (Figure 4C) support a role for Chd1 in memory consolidation. A similar phenotype with respect to short- and long-term memory abilities has been reported for mice lacking the IEG Egr1 (Jones et al., 2001). Similar to Egr1, Arc is known to be required for the formation of long-term spatial and fear memories (Plath et al., 2006; Minatohara et al., 2015). Together, these data provide evidence that Chd1 functions in the same pathway as Egr1 and Arc to orchestrate downstream effects necessary for memory formation.

Expression of the transcription factor Egr1 is regulated by input from various signaling cascades, including p38, MAPK or PI3K pathways (Veyrac et al., 2014; Duclot and Kabbaj, 2017). Temporally controlled binding of transcription factors activated by these pathways (e.g., ELK1, CREB, Sp1, Ap1) at the Egr1 promoter, recruitment of cofactors, some of which modulate histone methylation, acetylation and phosphorylation patterns at promoter nucleosomes, and dynamic nucleosome positioning have been shown to result in stimulus-dependent activation of the gene (Tur et al., 2010; Riffo-Campos et al., 2015). In turn, Egr1 protein is able to bind to its own promoter upon nucleosome remodeling. Interaction of Egr1 with co-repressors, such as Nab1 and Nab2, and potentially the nucleosome remodeling and deacetylase complex NuRD, causes the subsequent downregulation of its own transcription (Tur et al., 2010; Riffo-Campos et al., 2015; Duclot and Kabbaj, 2017). In light of the finding that Egr1 transcription regulation involves the repositioning of nucleosomes at its promoter (Riffo-Campos et al., 2015), a possible explanation for the observed dysregulation of Egr1 in the absence of a fully functional Chd1 is that Chd1 is directly involved in nucleosome remodeling at the Egr1 promoter. Indeed, our data show that Chd1 becomes enriched in the promoter region of Egr1 upon stimulation of transcription. Potentially, truncated Chd1 protein expressed in the mutant animals might no longer be able to stably associate with the promoter or, alternatively, might not be able to interact via its N-terminus with critical promoter-bound co-regulators resulting in insufficient remodeling and, consequently, in a lack of transcriptional activation. This idea is consistent with the observed decreased basal levels of Egr1 and Arc in the HC of naïve Chd1Δ2/Δ2 compared to control Chd1flox/flox mice. By contrast, stimulation by exposure to a new environment caused significantly increased Egr1 levels in mutant compared to wild-type dHC indicating that activation of Egr1 transcription in response to a stimulus is not fully dependent on Chd1. Moreover, because Chd1 is known to also function in transcription elongation by reassembling nucleosomes in the wake of RNA polymerase II (Skene et al., 2014), enhanced Egr1 transcript levels in Chd1-mutant HC may be due in part to inappropriate reconstitution of the transcribed chromatin, which in turn increases transcriptional output by promoting RNA polymerase II elongation efficiency.

The observed overactivation in response to a new environment in Chd1Δ2/Δ2 mice on one hand, and the underactivation in the situation of deficient long-term memory retrieval on the other hand provide support for a model in which Chd1 and in particular its N-terminal phosphorylatable domain may be required for fine-tuning the extent of transcription at the Egr1 gene locus in a way that can be modulated by the type of stimulatory input.

It is known for many genes that regulation is achieved by opposing actions of activating and repressive chromatin regulatory forces (e.g., Morris et al., 2014; de Dieuleveult et al., 2016). Loss of fully functional Chd1 might tip the balance in favor of repressive chromatin remodeling by, for instance, the NuRD chromatin remodeling complex. While at this point the regulatory activity of NuRD at the Erg1 promoter is inferred from the ability of Nab1/2 to associate with NuRD (Duclot and Kabbaj, 2017), it is tempting to speculate that an imbalance of activating and repressive chromatin remodeling activities may alter transcriptional programs upon neuronal stimulation and thereby interfere with higher order processes, such as learning and memory.

In this study we showed for the first time that the chromatin remodeler Chd1 is involved in the regulation of memory, in particular, spatial memory, and we identified the N-terminal serine-rich region as a critical domain in this process. An interesting question for future studies will be to elucidate the exact functional position of Chd1 in the complex interplay of factors regulating the activity of learning and memory genes, such as Egr1 and Arc.



AUTHOR CONTRIBUTIONS

IS, AM, AS, CS and AL conceived the study and designed the experiments. IS, AM, AS, AW FG-V, PP, JJL, MK and AL performed the experiments. IS, AM, AS, AW, LT, GL-R, JJL, NS, CS and AL analyzed the data and wrote the manuscript.



FUNDING

This work was supported by the Austrian Science Fund (FWF) grants F4408-B19 and P31377-B30 and Tiroler Wissenschaftsfonds (TWF) GZL 0404 2279 to AL, Austrian Science Fund (FWF) grants W1206-B05 to CS, SFB F4410 and DK W-1206-B18 to NS and the network grant F4401.



ACKNOWLEDGMENTS

We thank Manuela Zinni, Manuel Trebo and Petra Merschak for technical help and Galina Apostolova and Francesco Ferraguti for discussion and advice.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fnmol.2019.00003/full#supplementary-material



REFERENCES

Becker, P. B., and Workman, J. L. (2013). Nucleosome remodeling and epigenetics. Cold Spring Harb. Perspect. Biol. 5:a017905. doi: 10.1101/cshperspect.a017905

Clapier, C. R., and Cairns, B. R. (2009). The biology of chromatin remodeling complexes. Annu. Rev. Biochem. 78, 273–304. doi: 10.1146/annurev.biochem.77.062706.153223

Crawley, J. N. (1999). Behavioral phenotyping of transgenic and knockout mice: experimental design and evaluation of general health, sensory functions, motor abilities, and specific behavioral tests. Brain Res. 835, 18–26. doi: 10.1016/s0006-8993(98)01258-x

Crawley, J., and Goodwin, F. K. (1980). Preliminary report of a simple animal behavior model for the anxiolytic effects of benzodiazepines. Pharmacol. Biochem. Behav. 13, 167–170. doi: 10.1016/0091-3057(80)90067-2

de Dieuleveult, M., Yen, K., Hmitou, I., Depaux, A., Boussouar, F., Bou Dargham, D., et al. (2016). Genome-wide nucleosome specificity and function of chromatin remodellers in ES cells. Nature 530, 113–116. doi: 10.1038/nature16505

Duclot, F., and Kabbaj, M. (2017). The role of early growth response 1 (EGR1) in brain plasticity and neuropsychiatric disorders. Front. Behav. Neurosci. 11:35. doi: 10.3389/fnbeh.2017.00035

Fanselow, M. S., and Dong, H.-W. (2010). Are the dorsal and ventral hippocampus functionally distinct structures? Neuron 65, 7–19. doi: 10.1016/j.neuron.2009.11.031

Farnung, L., Vos, S. M., Wigge, C., and Cramer, P. (2017). Nucleosome-Chd1 structure and implications for chromatin remodelling. Nature 550, 539–542. doi: 10.1038/nature24046

Flanagan, J. F., Mi, L.-Z., Chruszcz, M., Cymborowski, M., Clines, K. L., Kim, Y., et al. (2005). Double chromodomains cooperate to recognize the methylated histone H3 tail. Nature 438, 1181–1185. doi: 10.1038/nature04290

Flaus, A., Martin, D. M. A., Barton, G. J., and Owen-Hughes, T. (2006). Identification of multiple distinct Snf2 subfamilies with conserved structural motifs. Nucleic Acids Res. 34, 2887–2905. doi: 10.1093/nar/gkl295

Gallegos, D. A., Chan, U., Chen, L.-F., and West, A. E. (2018). Chromatin regulation of neuronal maturation and plasticity. Trends. Neurosci. 41, 311–324. doi: 10.1016/j.tins.2018.02.009

Grigorenko, E. L., Kornilov, S. A., and Naumova, O. Y. (2016). Epigenetic regulation of cognition: a circumscribed review of the field. Dev. Psychopathol. 28, 1285–1304. doi: 10.1017/s0954579416000857

Guan, J.-S., Xie, H., and Ding, X. (2015). The role of epigenetic regulation in learning and memory. Exp. Neurol. 268, 30–36. doi: 10.1016/j.expneurol.2014.05.006

Guzman-Ayala, M., Sachs, M., Koh, F. M., Onodera, C., Bulut-Karslioglu, A., Lin, C.-J., et al. (2015). Chd1 is essential for the high transcriptional output and rapid growth of the mouse epiblast. Development 142, 118–127. doi: 10.1242/dev.114843

Iwase, S., Bérubé, N. G., Zhou, Z., Kasri, N. N., Battaglioli, E., Scandaglia, M., et al. (2017). Epigenetic etiology of intellectual disability. J. Neurosci. 37, 10773–10782. doi: 10.1523/JNEUROSCI.1840-17.2017

Howland, J. G., and Wang, Y. T. (2008). Synaptic plasticity in learning and memory: stress effects in the hippocampus. Prog. Brain Res. 169, 145–158. doi: 10.1016/s0079-6123(07)00008-8

Jaitner, C., Reddy, C., Abentung, A., Whittle, N., Rieder, D., Delekate, A., et al. (2016). Satb2 determines miRNA expression and long-term memory in the adult central nervous system. Elife 5:e17361. doi: 10.7554/elife.17361

Jones, M. W., Errington, M. L., French, P. J., Fine, A., Bliss, T. V., Garel, S., et al. (2001). A requirement for the immediate early gene Zif268 in the expression of late LTP and long-term memories. Nat. Neurosci. 4, 289–296. doi: 10.1038/85138

Kari, V., Mansour, W. Y., Raul, S. K., Baumgart, S. J., Mund, A., Grade, M., et al. (2016). Loss of CHD1 causes DNA repair defects and enhances prostate cancer therapeutic responsiveness. EMBO Rep. 17, 1609–1623. doi: 10.15252/embr.201642352

Kelley, D. E., Stokes, D. G., and Perry, R. P. (1999). CHD1 interacts with SSRP1 and depends on both its chromodomain and its ATPase/helicase-like domain for proper association with chromatin. Chromosoma 108, 10–25. doi: 10.1007/s004120050347

Koh, F. M., Lizama, C. O., Wong, P., Hawkins, J. S., Zovein, A. C., and Ramalho-Santos, M. (2015). Emergence of hematopoietic stem and progenitor cells involves a Chd1-dependent increase in total nascent transcription. Proc. Natl. Acad. Sci. U S A 112, E1734–E1743. doi: 10.1073/pnas.1424850112

Konev, A. Y., Tribus, M., Park, S. Y., Podhraski, V., Lim, C. Y., Emelyanov, A. V., et al. (2007). CHD1 motor protein is required for deposition of histone variant H3.3 into chromatin in vivo. Science 317, 1087–1090. doi: 10.1126/science.1145339

Lee, Y., Park, D., and Iyer, V. R. (2017). The ATP-dependent chromatin remodeler Chd1 is recruited by transcription elongation factors and maintains H3K4me3/H3K36me3 domains at actively transcribed and spliced genes. Nucleic Acids Res. 45, 7180–7190. doi: 10.1093/nar/gkx321

Levendosky, R. F., Sabantsev, A., Deindl, S., and Bowman, G. D. (2016). The Chd1 chromatin remodeler shifts hexasomes unidirectionally. Elife 5:e21356. doi: 10.7554/eLife.21356

Li, L., Carter, J., Gao, X., Whitehead, J., and Tourtellotte, W. G. (2005). The neuroplasticity-associated arc gene is a direct transcriptional target of early growth response (Egr) transcription factors. Mol. Cell. Biol. 25, 10286–10300. doi: 10.1128/mcb.25.23.10286-10300.2005

Lieleg, C., Ketterer, P., Nuebler, J., Ludwigsen, J., Gerland, U., Dietz, H., et al. (2015). Nucleosome spacing generated by ISWI and CHD1 remodelers is constant regardless of nucleosome density. Mol. Cell. Biol. 35, 1588–1605. doi: 10.1128/mcb.01070-14

López, A. J., and Wood, M. A. (2015). Role of nucleosome remodeling in neurodevelopmental and intellectual disability disorders. Front. Behav. Neurosci. 9:100. doi: 10.3389/fnbeh.2015.00100

Lusser, A., and Kadonaga, J. T. (2003). Chromatin remodeling by ATP-dependent molecular machines. Bioessays 25, 1192–1200. doi: 10.1002/bies.10359

Lusser, A., Urwin, D. L., and Kadonaga, J. T. (2005). Distinct activities of CHD1 and ACF in ATP-dependent chromatin assembly. Nat. Struct. Mol. Biol. 12, 160–166. doi: 10.1038/nsmb884

Maison, C., and Almouzni, G. (2004). HP1 and the dynamics of heterochromatin maintenance. Nat. Rev. Mol. Cell Biol. 5, 296–304. doi: 10.1038/nrm1355

Marfella, C. G. A., and Imbalzano, A. N. (2007). The Chd family of chromatin remodelers. Mutat. Res. 618, 30–40. doi: 10.1016/j.mrfmmm.2006.07.012

Marschallinger, J., Sah, A., Schmuckermair, C., Unger, M., Rotheneichner, P., Kharitonova, M., et al. (2015). The L-type calcium channel Cav1.3 is required for proper hippocampal neurogenesis and cognitive functions. Cell Calcium 58, 606–616. doi: 10.1016/j.ceca.2015.09.007

Mills, A. A. (2017). The chromodomain helicase dna-binding chromatin remodelers: family traits that protect from and promote cancer. Cold Spring Harb. Perspect. Med. 7:a026450. doi: 10.1101/cshperspect.a026450

Minatohara, K., Akiyoshi, M., and Okuno, H. (2015). Role of immediate-early genes in synaptic plasticity and neuronal ensembles underlying the memory trace. Front. Mol. Neurosci. 8:78. doi: 10.3389/fnmol.2015.00078

Morris, S. A., Baek, S., Sung, M.-H., John, S., Wiench, M., Johnson, T. A., et al. (2014). Overlapping chromatin-remodeling systems collaborate genome wide at dynamic chromatin transitions. Nat. Struct. Mol. Biol. 21, 73–81. doi: 10.1038/nsmb.2718

Nodelman, I. M., Bleichert, F., Patel, A., Ren, R., Horvath, K. C., Berger, J. M., et al. (2017). Interdomain communication of the Chd1 chromatin remodeler across the DNA gyres of the nucleosome. Mol. Cell 65, 447.e6–459.e6. doi: 10.1016/j.molcel.2016.12.011

Piatti, P., Lim, C. Y., Nat, R., Villunger, A., Geley, S., Shue, Y. T., et al. (2015). Embryonic stem cell differentiation requires full length Chd1. Sci. Rep. 5:8007. doi: 10.1038/srep08007

Piatti, P., Zeilner, A., and Lusser, A. (2011). ATP-dependent chromatin remodeling factors and their roles in affecting nucleosome fiber composition. Int. J. Mol. Sci. 12, 6544–6565. doi: 10.3390/ijms12106544

Pilarowski, G. O., Vernon, H. J., Applegate, C. D., Boukas, L., Cho, M. T., Gurnett, C. A., et al. (2018). Missense variants in the chromatin remodeler CHD1 are associated with neurodevelopmental disability. J. Med. Genet. 55, 561–566. doi: 10.1136/jmedgenet-2017-104759

Plath, N., Ohana, O., Dammermann, B., Errington, M. L., Schmitz, D., Gross, C., et al. (2006). Arc/Arg3.1 is essential for the consolidation of synaptic plasticity and memories. Neuron 52, 437–444. doi: 10.1016/j.neuron.2006.08.024

Qiu, Y., Levendosky, R. F., Chakravarthy, S., Patel, A., Bowman, G. D., and Myong, S. (2017). The Chd1 chromatin remodeler shifts nucleosomal DNA bidirectionally as a monomer. Mol. Cell 68, 76.e6–88.e6. doi: 10.1016/j.molcel.2017.08.018

Riffo-Campos, Á. L., Castillo, J., Tur, G., González-Figueroa, P., Georgieva, E. I., Rodríguez, J. L., et al. (2015). Nucleosome-specific, time-dependent changes in histone modifications during activation of the early growth response 1 (Egr1) gene. J. Biol. Chem. 290, 197–208. doi: 10.1074/jbc.M114.579292

Rippe, K., Schrader, A., Riede, P., Strohner, R., Lehmann, E., and Längst, G. (2007). DNA sequence- and conformation-directed positioning of nucleosomes by chromatin-remodeling complexes. Proc. Natl. Acad. Sci. U S A 104, 15635–15640. doi: 10.1073/pnas.0702430104

Rudenko, A., and Tsai, L.-H. (2014). Epigenetic regulation in memory and cognitive disorders. Neuroscience 264, 51–63. doi: 10.1016/j.neuroscience.2012.12.034

Rüthemann, P., Balbo Pogliano, C., Codilupi, T., Garajovà, Z., and Naegeli, H. (2017). Chromatin remodeler CHD1 promotes XPC-to-TFIIH handover of nucleosomal UV lesions in nucleotide excision repair. EMBO J. 36, 3372–3386. doi: 10.15252/embj.201695742

Schmauss, C. (2017). The roles of class I histone deacetylases (HDACs) in memory, learning, and executive cognitive functions: a review. Neurosci. Biobehav. Rev. 83, 63–71. doi: 10.1016/j.neubiorev.2017.10.004

Shenoy, T. R., Boysen, G., Wang, M. Y., Xu, Q. Z., Guo, W., Koh, F. M., et al. (2017). CHD1 loss sensitizes prostate cancer to DNA damaging therapy by promoting error-prone double-strand break repair. Ann. Oncol. 28, 1495–1507. doi: 10.1093/annonc/mdx165

Simic, R., Lindstrom, D. L., Tran, H. G., Roinick, K. L., Costa, P. J., Johnson, A. D., et al. (2003). Chromatin remodeling protein Chd1 interacts with transcription elongation factors and localizes to transcribed genes. EMBO J. 22, 1846–1856. doi: 10.1093/emboj/cdg179

Sims, R. J. III., Chen, C.-F., Santos-Rosa, H., Kouzarides, T., Patel, S. S., and Reinberg, D. (2005). Human but not yeast CHD1 binds directly and selectively to histone H3 methylated at lysine 4 via its tandem chromodomains. J. Biol. Chem. 280, 41789–41792. doi: 10.1074/jbc.c500395200

Skene, P. J., Hernandez, A. E., Groudine, M., and Henikoff, S. (2014). The nucleosomal barrier to promoter escape by RNA polymerase II is overcome by the chromatin remodeler Chd1. Elife 3:e02042. doi: 10.7554/elife.02042

Stockdale, C., Flaus, A., Ferreira, H., and Owen-Hughes, T. (2006). Analysis of nucleosome repositioning by yeast ISWI and Chd1 chromatin remodeling complexes. J. Biol. Chem. 281, 16279–16288. doi: 10.1074/jbc.M600682200

Sundaramoorthy, R., Hughes, A. L., Singh, V., Wiechens, N., Ryan, D. P., El-Mkami, H., et al. (2017). Structural reorganization of the chromatin remodeling enzyme Chd1 upon engagement with nucleosomes. elife 6:e22510. doi: 10.7554/eLife.22510

Sunyer, B., Patil, S., Höger, H., and Lubec, G. (2007). Barnes maze, a useful task to assess spatial reference memory in the mice. Protoc. Exc. doi: 10.1038/nprot.2007.390 [Epub ahead of print].

Sweatt, J. D. (2013). The emerging field of neuroepigenetics. Neuron 80, 624–632. doi: 10.1016/j.neuron.2013.10.023

Tamming, R. J., Siu, J. R., Jiang, Y., Prado, M. A. M., Beier, F., and Bérubé, N. G. (2017). Mosaic expression of Atrx in the mouse central nervous system causes memory deficits. Dis. Model. Mech. 10, 119–126. doi: 10.1242/dmm.027482

Torigoe, S. E., Patel, A., Khuong, M. T., Bowman, G. D., and Kadonaga, J. T. (2013). ATP-dependent chromatin assembly is functionally distinct from chromatin remodeling. Elife 2:e00863. doi: 10.7554/eLife.00863

Tur, G., Georgieva, E. I., Gagete, A., López-Rodas, G., Rodríguez, J. L., and Franco, L. (2010). Factor binding and chromatin modification in the promoter of murine Egr1 gene upon induction. Cell. Mol. Life Sci. 67, 4065–4077. doi: 10.1007/s00018-010-0426-3

Venkatesh, S., and Workman, J. L. (2015). Histone exchange, chromatin structure and the regulation of transcription. Nat. Rev. Mol. Cell Biol. 16, 178–189. doi: 10.1038/nrm3941

Veyrac, A., Besnard, A., Caboche, J., Davis, S., and Laroche, S. (2014). The transcription factor Zif268/Egr1, brain plasticity, and memory. Prog. Mol. Biol. Transl. Sci. 122, 89–129. doi: 10.1016/b978-0-12-420170-5.00004-0

Vogel-Ciernia, A., Kramár, E. A., Matheos, D. P., Havekes, R., Hemstedt, T. J., Magnan, C. N., et al. (2017). Mutation of neuron-specific chromatin remodeling subunit BAF53b: rescue of plasticity and memory by manipulating actin remodeling. Learn. Mem. 24, 199–209. doi: 10.1101/lm.044602.116

Vogel-Ciernia, A., Matheos, D. P., Barrett, R. M., Kramár, E. A., Azzawi, S., Chen, Y., et al. (2013). The neuron-specific chromatin regulatory subunit BAF53b is necessary for synaptic plasticity and memory. Nat. Neurosci. 16, 552–561. doi: 10.1038/nn.3359

White, A. O., Kramár, E. A., López, A. J., Kwapis, J. L., Doan, J., Saldana, D., et al. (2016). BDNF rescues BAF53b-dependent synaptic plasticity and cocaine-associated memory in the nucleus accumbens. Nat. Commun. 7:11725. doi: 10.1038/ncomms11725

Wille, A., Maurer, V., Piatti, P., Whittle, N., Rieder, D., Singewald, N., et al. (2015). Impaired contextual fear extinction learning is associated with aberrant regulation of CHD-type chromatin remodeling factors. Front. Behav. Neurosci. 9:313. doi: 10.3389/fnbeh.2015.00313

Wood, I. C. (2018). The contribution and therapeutic potential of epigenetic modifications in Alzheimer’s disease. Front. Neurosci. 12:649. doi: 10.3389/fnins.2018.00649

Yoo, M., Choi, K.-Y., Kim, J., Kim, M., Shim, J., Choi, J.-H., et al. (2017). BAF53b, a neuron-specific nucleosome remodeling factor, is induced after learning and facilitates long-term memory consolidation. J. Neurosci. 37, 3686–3697. doi: 10.1523/jneurosci.3220-16.2017


Zeilner, A., Piatti, P., and Lusser, A. (2012). “Chromatin dynamics and higher-order chromatin organization,” in Advances in Molecular Biology and Medicine: Epigenetic Regulation and Epigenomics, ed. R. A. Meyers (Weinheim, Germany), 631–656.


Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Schoberleitner, Mutti, Sah, Wille, Gimeno-Valiente, Piatti, Kharitonova, Torres, López-Rodas, Liu, Singewald, Schwarzer and Lusser. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 28 January 2019
doi: 10.3389/fnhum.2019.00002






[image: image]

A Privileged Working Memory State and Potential Top-Down Modulation for Faces, Not Scenes

Hai Lin1,2,3, Wei-ping Li1,2* and Synnöve Carlson3,4*

1Zhongshan School of Medicine, Sun Yat-sen University, Guangzhou, China

2Department of Neurosurgery, Shenzhen Second People’s Hospital, The First Affiliated Hospital of Shenzhen University, Shenzhen, China

3Department of Neuroscience and Biomedical Engineering, Advanced Magnetic Imaging Centre, Aalto NeuroImaging, Aalto University School of Science, Espoo, Finland

4Neuroscience Unit, Department of Physiology, Faculty of Medicine, University of Helsinki, Helsinki, Finland

Edited by:
Seiki Konishi, Juntendo University, Japan

Reviewed by:
Weizhen Xie, National Institutes of Health (NIH), United States
Junichi Chikazoe, National Institute for Physiological Sciences (NIPS), Japan

*Correspondence: Wei-ping Li, wpli@szu.edu.cn Synnöve Carlson, synnove.carlson@aalto.fi

Received: 17 July 2018
Accepted: 04 January 2019
Published: 28 January 2019

Citation: Lin H, Li W-p and Carlson S (2019) A Privileged Working Memory State and Potential Top-Down Modulation for Faces, Not Scenes. Front. Hum. Neurosci. 13:2. doi: 10.3389/fnhum.2019.00002

Top-down modulation is engaged during multiple stages of working memory (WM), including expectation, encoding, and maintenance. During WM maintenance period, an “incidental cue” can bring one of the two items into a privileged state and make the privileged item be recalled with higher precision, despite being irrelevant to which one to be probed as the target. With regard to the different representational states of WM, it’s unclear whether there is top-down modulation on earth sensory cortical areas. Here, We used this behavioral paradigm of “incidental cue” and event-related fMRI to investigate whether there were a privileged WM state and top-down modulation for complex stimuli including faces and natural scenes. We found that faces, not scenes, could enter into the privileged state with improved accuracy and response time of WM task. Meanwhile, cue-driven baseline activity shifts in fusiform face area (FFA) were identified by univariate analysis in the recognition of privileged faces, compared to that of non-privileged ones. In addition, the functional connectivity between FFA and right inferior frontal junction (IFJ), middle frontal gyrus (MFG), inferior frontal gyrus, right intraparietal sulcus (IPS), right precuneus and supplementary motor area was significantly enhanced, corresponding to the improved WM performance. Moreover, FFA connectivity with IFJ and IPS could predict WM improvements. These findings indicated that privileged WM state and potential top-down modulation existed for faces, but not scenes, during WM maintenance period.

Keywords: top-down modulation, face recognition, FFA, functional connectivity, working memory


INTRODUCTION

Working memory (WM) is a cognitive system of temporarily holding information available for processing with a limited capacity (Baddeley, 2003). When several items are maintained in WM simultaneously, they can be kept in different representational states (Larocque et al., 2014). If one item is more relevant to the WM task or more likely to be probed than others, it can be brought into a privileged state and be easier to be retrieved (Pertzov et al., 2013). By the introduction of “retro-cue” during the WM maintenance period, different representational states can be manipulated for items in WM (Lepsien et al., 2011; Berryhill et al., 2012). Specifically, a retro-cue will give participants a knowledge or expectation about which items to be relevant to the subsequent probed target. And then the cued item will be recalled with higher precision than other uncued items. Interestingly, no matter whether the retro-cue is valid or not, the benefit always exists for the cued item (Gunseli et al., 2015). The neural underpinnings of the retro-cue effect have been investigated in some fMRI studies (Lepsien and Nobre, 2007; Nelissen et al., 2013). In an event-related fMRI study, a retro-cue informed participants the category information of the probed target in a WM task to remember from two categories of faces and scenes (Lepsien and Nobre, 2007). The improved recall precision of the cued item was accompanied with the increased activity in the category-specific brain region involved in object recognition: fusiform face area (FFA) for faces and parahippocampal place area (PPA) for scenes.

Another tool of manipulating different representational states in WM is presenting items in series, with the last item naturally getting into the privileged state, which is known as the “recency effect” (Allen et al., 2014). The last item is recalled with higher accuracy and shorter response time than all previous items. The recency effect is volatile and susceptible to some attention interference such as presenting irrelevant information (Manohar and Husain, 2016). And its magnitude is dependent on the number of items in all. By fMRI, an increased activity in the inferior temporal cortex was found in the recognition of the last item compared to that of previous items in a words-remembered task (Nee and Jonides, 2008). In addition, Oztekin et al. (2009) further identified a decreased activity in hippocampal along with prioritized memory of the last item. These studies suggested differences in both behavioral WM states and neural representations due to the recency effect.

Similar to the invalid retro-cue, an “incidental cue” could bring one of the two items into a privileged state and make the privileged item be recalled with higher precision, despite being irrelevant to which one to be probed as the target (Zokaei et al., 2014). In a WM experiment by Zokaei et al. (2013) participants were required to remember the motion directions of two groups of dots in two different colors, simultaneously appearing above and below a fixation cross. The incidental cue is the colored fixation cross during maintenance period, the color of which was the same to one group of dots. And Participants were required to answer whether the cued group of dots was above or below the fixation cross right after the appearance of the incidental cue. Although the incidental cue was completely irrelevant to which group of dots to be probed, the direction of the cued group was recalled with higher precision compared to that of the other group. Furthermore, by TMS applied to motion sensitive area MT+ after the incidental cue during maintenance period, the benefit of the cued group was impaired along with the improvement in the retrieval of the uncued group, which provided causal evidence about different representational states in WM. This finding is a bit similar to the phenomenon or experience in our life where the memory in the natural visual world can be incidentally enhanced by some associated information. However, with the effect of incidental cue proved on motion direction as a low-level feature of object, it’s unclear whether the same effect would exist for high-level complex objects such as faces and natural scenes.

Different representational states in WM are accompanied with sensory cortical activity biasing, which is mediated via top-down control (Gazzaley and Nobre, 2012). Top-down modulation on early sensory brain areas, from prefrontal and parietal control regions, influences WM performance during both stimulus-present and stimulus-absent stages of WM tasks, to focus our cognitive resources on goal-relevant information (Gazzaley and Nobre, 2012). During WM encoding period, cortical control regions involved in top-down modulation were investigated in fMRI studies (Gazzaley et al., 2007; Chadick and Gazzaley, 2011). Functional connectivity between left middle frontal gyrus (MFG) and a scene-selective visual region was enhanced when scenes were remembered compared to that when scenes were ignored in an object delayed-response task (Gazzaley et al., 2007). In addition, the strength of this coupling correlated with the magnitude of activated enhancement for relevant stimuli and suppression of irrelevant ones in the scene-selective visual region, which suggested that top-down modulation worked via functional couplings. Similarly, another fMRI study revealed visual cortical areas that selectively processing relevant information were functionally connected with the frontal-parietal network including intraparietal sulcus (IPS), inferior frontal junction (IFJ) and MFG, while those processing irrelevant information were coupled with the default network (Chadick and Gazzaley, 2011). Interestingly, the degree of couplings between visual cortices and default network regions predicted the WM performance. During WM maintenance period, the mechanisms of top-down modulation are similar to that during perception, but possibly with additional regulatory functions (Kuo et al., 2011, 2012). By fMRI, a common set of frontal and parietal control areas are involved in mediating sensory cortical activity for different representational states. In a feature delayed-response task, functional connectivity between frontal and posterior visual areas increased after the effective retro-cue and had a relationship with WM performance (Kuo et al., 2011). Besides, a particular brain area, in ventrolateral prefrontal cortex and around inferior frontal gyrus (IFG) and IFJ, has been implicated in regulating the dynamic of neural representations during WM maintenance period (Kuo et al., 2012). A TMS-fMRI study provided causal evidence for the effect of this area on regulating the level of activity of representations in posterior brain areas to guide perception and action (Higo et al., 2011).

With regard to the effect of incidental cue during WM maintenance period, we supposed top-down modulation played a role in mediating the activity of early sensory areas, which would be investigated in our study. We added an incidental cue in a WM task for two categories of complex objects including faces and natural scenes, to study the privileged WM state and underlying top-down modulation.



MATERIALS AND METHODS

Participants

Eighteen right-handed volunteers (mean age, 27.4 ± 6.6 years; eight females) were recruited from universities with pays. This study was approved by the local ethics committee of our institute and informed consent was obtained from all participants. All participants had normal or corrected-to normal vision and were screened to make sure they had no history of neurological or psychiatric diseases and were not taking any psychotropic medications. All participants were naive regarding the purpose of the study.

Stimuli

Stimuli consisted of grayscale images of 50 neutral faces (half male and half female) on a gray background and 50 natural scenes (3.2° horizontal and 4.5° vertical visual angles, respectively; Figure 1A). Using MATLAB (MathWorks, Natick, MA, United States), all stimuli were grayscale filtered and Gaussian band-pass filtered for spatial frequency with a center spatial frequency of 0.5 cycles/pixel and a Gaussian function sigma value of 0.2 cycles/pixel. The face stimuli were edited so that the main features fit inside an oval window, with the outlines of the stimuli (the edges of the faces) not visible. All images were adjusted to have the same luminous flux.
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FIGURE 1. Experimental stimuli and paradigm. (A) The stimuli (a face and a scene) and mask presented as an example. Stimuli consisted of grayscale images of 50 neutral faces (half male and half female) on a gray background and 50 natural scenes (3.2° horizontal and 4.5° vertical visual angles, respectively). (B) The procedure of WM task. Before the WM task (task 2), participants were required to complete a cue-responding task (task 1). The cue type (arrows pointing to right or left) and category of the probed target (face or scene) were counterbalanced across trials.



WM Task With an Incidental Cue

An event-related fMRI experiment was performed with the behavioral paradigm of incidental cue. The procedure was displayed in Figure 1B. Each trial started with a fixation cross (500 ms), followed by two pictures (one is a face and the other is a scene; 300 ms) and masks (100 ms) on both sides of the fixation cross. The mask consisted of small grids with random gray values and had the same size with stimuli (Figure 1A). The locations of face and scene pictures (left or right) were random across trials. After a 300 ms unfilled delay, two arrows pointing to either the right or the left appeared above and below the fixation cross, which served as the incidental cue. If the arrows pointed to the left, participants were required to recall and answer whether the previous left picture is a face or a scene with a key press. And if the arrows pointed to the right, participants made a response to the previous right picture, correspondingly (Task 1). After a 4400 ms unfilled delay, a face or scene picture (same or different to the previous one) was randomly chosen to appear at the center for 300 ms, regarded as the WM target. Participants were instructed to make a response about whether the target is same or different to the previous picture of the same category, as accurately and soon as possible (Task 2). The target was followed by a 6400 ms intertrial interval during which a blank screen was presented. The category of the picture that the arrows pointed to was irrelevant to the category of the target. That is to say, the incidental cue was uninformative about which category of the picture would be probed. There were 30 trials per block and 6 blocks, separated by a 2-min break.

Eye Movement Recordings

To ensure that participants’ eyes were fixating on the fixation cross when the two pictures of a face and a scene appeared on both sides of the fixation cross, eye movements were recorded at sampling rate of 1000 Hz with an MRI compatible Eyelink 100 eye-tracker (SR Research, Ottawa, Canada) during scanning. A 9-point calibration and validation were performed before each block of the WM task. The criteria for saccade onset were considered an eye movement velocity of 30°/s and an acceleration of 4000°/s2. The trials in which participants didn’t keep the fixation within the 2°× 2° region centered on the fixation cross during the appearance of the two pictures would be discarded, to prevent participants from spontaneously making saccade to one of two pictures with better perception of one picture than the other one.

Localizer Task

An independent functional localizer task was performed to identify the face-selective region of FFA and the scene-selective region of PPA for each participant. The localizer scan consisted of 2 blocks of fixation (rest), viewing faces and viewing scenes (task), respectively, with the duration of 20 s for each block. Each task block contained 20 stimuli, with the stimulus duration of 300 ms and the inter-stimulus interval of 500 ms. During the task block, participants were instructed to pay attention to the stimuli and press the button when they noticed a stimulus appearing twice non-intermittently (a one-back task). The order of different kinds of blocks was counterbalanced within and across scans. Participants performed three localizer scans for a total of 6 blocks of each type, lasting for 7 min.

fMRI Data Acquisition and Preprocessing

Scanning was performed using a 3T Siemens MAGNETOM Skyra MRI system (Erlangen, Germany) with a whole head coil. A high-resolution 3D T1-weighted MRI scan was acquired using a magnetization-prepared rapid gradient-echo sequence. Functional images were obtained using a gradient-echo planar imaging sequence (TR 2500 ms, TE 30 ms, flip angle 75°, FOV 220 mm, matrix size 64 × 64, in plane resolution 3.5 × 3.5 mm). Each functional volume consisted of 45 axial slices of 3.4 mm with no inter-slice gap and covered the whole cerebrum and cerebellum.

Preprocessing of the imaging data as performed in FSL, consisted of brain extraction, slice timing correction, motion correction, and spatial smoothing (6 mm FWHM Gaussian kernel). Differently, the functional data of the localizer task remained in subject-specific space for the definition of ROIs (FFA and PPA). The functional images of the WM task were registered to the individual’s structural scan and the MNI152 standard space template with a 2 mm resolution using FMRIB’s Linear Image Registration Tool (FLIRT). Low frequencies (cutoff 128 s) were removed from the functional data of two tasks by a high-pass filter.

Analysis of Event-Related fMRI Experiment

The WM task was a 2 × 2 experimental design, with two factors of cue type (face or scene) and target category (face or scene). There were four conditions of trials (Fcue_Ftarget denoting the cue type of face and target category of face, Scue_Ftarget, Fcue_Starget, and Scue_Starget). For the analysis of behavioral data, WM performance was evaluated by accuracy and response time (RT) of those trials in which participants made correct answers in Task 1. Statistical significance of behavioral differences was separately assessed on accuracy and RT, using repeated-measures ANOVAs and paired two-tailed t-tests.

For individual analyses of fMRI data, cue-related activity was identified by convolving a vector of maintenance period (from the onset of the cue to the onset of the probe stimulus) with the canonical synthetic hemodynamic response function (HRF) and its temporal derivative. The general linear model (GLM) as performed in FSL, was used to model the effects including main effect of two factors, interaction effect and pairwise effects (Fcue_Ftarget > Scue_Ftarget and Scue_Starget > Fcue_Starget). Motion parameters were included in the GLM to account for motion-related variance. Group analyses were conducted on Montreal Neurological Institute (MNI) normalized data, using random effects model to assess each effect. Statistical threshold was set at Z > 2.3 and p < 0.05, FDR corrected at cluster level.

ROI-Based Univariate Analysis

According to the localizer task, the FFA of each participant was defined as the activated area in the fusiform gyrus for the contrast of viewing faces > viewing scenes (p < 10−4; Kanwisher et al., 1997). And the PPA was identified as the activated region in the posterior parahippocampal cortex for the contrast of viewing scenes > viewing faces (p < 10−4; Epstein and Kanwisher, 1998). Given that the right FFA and left PPA have been shown to be more strongly activated by faces and scenes, respectively (Kanwisher et al., 1997), they were chosen as the ROIs for all participants.

The main trial stages were modeled as stick functions (events) convolved with the canonical HRF in a GLM by FSL. The onset of the maintenance regressor was time-locked with the cue onset, and the onset of the probe regressor was time-locked with target-stimulus onset. Moreover, motion parameters were considered as the covariates in the GLM. The regressor vector eventually resulted in scalar β weights, measuring the relative changes of signal strength during each trial stage. The mean β values of the maintenance stage were calculated in each ROI (FFA and PPA) across the trials of each condition (Fcue_Ftarget, Scue_Ftarget, Fcue_Starget and Scue_Starget). Group differences of univariate effects were evaluated using paired two-tailed t-tests with p < 0.05 for statistical significance.

Functional Connectivity

ROI-based functional connectivity maps of the whole brain were estimated for each participant, as described previously using a β-series correlation analysis approach (Gazzaley et al., 2004; Rissman et al., 2004). Mean β values of each ROI (FFA, PPA) were correlated with every brain voxel in subject’s native space for each participant and each condition (Fcue_Ftarget, Scue_Ftarget, Fcue_Starget and Scue_Starget). Single-participant functional connectivity maps were then normalized to the standardized MNI space and spatially smoothed (6 mm FWHM Gaussian kernel) for group analysis. Non-parametric permutation tests were performed to estimate whole-brain contrast maps between the conditions of Fcue_Ftarget and Scue_Ftarget for the ROI of FFA, and between the conditions of Scue_Starget and Fcue_Starget for the ROI of PPA. Statistical threshold was set at p < 0.01, FDR corrected at cluster level.

Neurobehavioral Correlation Analysis

Correlation analysis was performed between functional connectivity differences (Fcue_Ftarget – Scue_Ftarget) based on the ROI of FFA and the WM performance improvements (Fcue_Ftarget – Scue_Ftarget; for accuracy and RT, respectively), and between functional connectivity differences (Scue_Starget – Fcue_Starget) based on the ROI of PPA and the WM performance improvements (Scue_Starget – Fcue_Starget). Statistical threshold of neurobehavioral correlations was set at p < 0.05, after Bonferroni correction for multiple comparisons. Furthermore, the Pearson–Filon statistic based on Fisher’s r-to-Z transformation (ZPF) was used to compare these two kinds of neurobehavioral correlations based on FFA and PPA, respectively (Raghunathan et al., 1996).



RESULTS

Behavioral Performance

For the two factors of cue type (face or scene) and target category (face or scene) in WM task, a 2 × 2 repeated-measures ANOVA was separately performed on WM accuracy and RT. There was statistical significance of interaction effect and main effect of two factors for WM accuracy [F(1,17) = 9.81, p < 0.005 for interaction effect; F(1,17) = 4.71, p < 0.05 for main effect of cue type; F(1,17) = 5.78, p < 0.05 for main effect of target category]. And there was statistical significance of interaction effect and main effect of target category for RT [F(1,17) = 16.9, p < 0.001 for interaction effect; F(1,17) = 2.66, p > 0.1 for main effect of cue type; F(1,17) = 28.36, p < 0.001 for main effect of target category]. By paired two-tailed t-tests, if the target was a face, the accuracy in Fcue_Ftarget was significantly higher and RT was significantly shorter, compared to the corresponding values in Scue_Ftarget (p = 0.003 and 0.005, respectively; Figures 2A,B). However, if the target was a scene, there were no significant differences of accuracy or RT between groups of different cue types (both p-values > 0.1; Figures 2C,D). Therefore, only faces were recalled with improved WM performance due to the effect of incidental cue, which indicated that the incidental cue could bring faces into a privileged WM state during WM maintenance period, but not scenes.
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FIGURE 2. Behavioral performance. (A,B) Comparisons of WM accuracy and RT between Fcue_Ftarget and Scue_Ftarget. By paired two-tailed t-tests, if the target was a face, the accuracy in Fcue_Ftarget was significantly higher and RT was significantly shorter, compared to the corresponding values in Scue_Ftarget (p = 0.003 and 0.005, respectively). (C,D) Comparisons of WM accuracy and RT between Fcue_Starget and Scue_Starget. If the target was a scene, there were no significant differences of accuracy or RT between groups of different cue types (both p-values > 0.1). The symbols (∗) and (n.s.) indicate being and not being significant, respectively.



fMRI Results

To investigate neural underpinnings of the incidental cue’s effect, the conventional 2-stage random effects model was performed for fMRI analysis. A significantly activated region in the fusiform gyrus was identified for the contrast of Fcue_Ftarget > Scue_Ftarget (Figure 3A). And this region was completed covered by the significant activations for interaction effect (Supplementary Figure S1). Moreover, no activation was observed in the posterior parahippocampal cortex for the contrast of Scue_Starget > Fcue_Starget, which was consistent with the behavioral results. To confirm whether the significantly activated region in the fusiform gyrus was in FFA, a ROI-based univariate analysis was performed to investigate cue-driven baseline activity shifts in FFA. As we expected, univariate FFA activity during WM maintenance period was increased when the cue pointing to a face, compared to that when the cue pointing to a scene (Fcue_Ftarget > Scue_Ftarget; p = 0.022; Figure 3B). The similar analysis, based on PPA, failed to identify a significant difference between groups of Scue_Starget and Fcue_Starget (Scue_Starget > Fcue_Starget; p = 0.16; Figure 3C). These results indicate that neural representations of the cue effect are dependent on the category of stimuli, comparable with the WM performance discrepancy.
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FIGURE 3. Event-related fMRI results. (A) A significantly activated region in the fusiform gyrus for the contrast of Fcue_Ftarget > Scue_Ftarget. Statistical threshold was set at Z > 2.3 and p < 0.05, FDR corrected at cluster level. (B,C) Univariate activities of FFA and PPA in different conditions. Univariate FFA activity during WM maintenance period was increased when the cue pointing to a face, compared to that when the cue pointing to a scene (Fcue_Ftarget > Scue_Ftarget; p = 0.022). For univariate PPA activity, there was no significant difference between groups of Scue_Starget and Fcue_Starget (p = 0.16). The symbols (∗) and (n.s.) indicate being and not being significant, respectively.



Function Connectivity Results

Given that cue-driven memory benefits and baseline activity shifts were found only on faces and FFA, respectively, the ROI-based functional connectivity analysis focused on the trials in which the target was a face. FFA connectivity maps of the whole brain were estimated by the β-series correlation method for each participant. A non-parametric analysis was used to compare FFA connectivity maps during WM maintenance period of different cue types. The FFA connectivity with right IFJ, MFG, IFG, right IPS, supplementary motor area (SMA) and right precuneus were significantly increased in Fcue_Ftarget, in contrast to that in Scue_Ftarget (Figure 4 and Table 1), which suggested these frontal and parietal regions might be engaged in potential top-down modulation of FFA activity.
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FIGURE 4. Comparisons of FFA functional connectivity for the contrast of Fcue_Ftarget > Scue_Ftarget. The FFA connectivity with right IFJ (A), right MFG (B), right IFG (C), right IPS (D), SMA (E), and right precuneus (F) were significantly increased in Fcue_Ftarget, in contrast to that in Scue_Ftarget. Statistical threshold was set at p < 0.01, FDR corrected at cluster level. Stereotaxic MNI coordinated and mean p-values for significant regions are shown in Table 1. The symbol (∗) indicates being significant.



TABLE 1. FFA connectivity comparisons (contrast: Fcue_Ftarget > Scue_Ftarget).
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Neurobehavioral Correlations

The incidental cue brought faces into a privileged state and resulted in a benefit on WM performance. To investigate whether cue-driven FFA connectivity changes were associated with the behavioral benefit, correlation analysis was conducted between differences of FFA connectivity with those frontal and parietal regions (Fcue_Ftarget – Scue_Ftarget), and the WM improvements (Fcue_Ftarget – Scue_Ftarget; for accuracy and RT, respectively). Significant correlations were revealed between accuracy increase and connectivity differences of FFA-IFJ (r = 0.74; p = 0.003; Figure 5A), and between RT decrease and connectivity difference of FFA-IPS (r = −0.63; p = 0.035; Figure 5B), after Bonferroni correction for multiple comparisons. All the results of neurobehavioral correlations were shown in Supplementary Figure S2. What’s more, by the Pearson-Filon statistic, the correlation between accuracy increase and connectivity differences of FFA-IFJ was significantly higher than the correlation between accuracy increase and connectivity differences of PPA-IFJ (ZPF = 2.01, p = 0.022, one-tailed), and the same result was obtained for the correlation between RT decrease and connectivity difference of FFA-IPS (ZPF = 1.84, p = 0.033, one-tailed). These results suggested that top-down modulation might be involved in cued-driven WM benefits for faces, but not scenes.
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FIGURE 5. Neurobehavioral correlations. Significant correlations were revealed between WM accuracy increase and connectivity differences of FFA-IFJ (r = 0.74; p = 0.003; A), and between WM RT decrease and connectivity difference of FFA-IPS (r = –0.63; p = 0.035; B), after Bonferroni correction for multiple comparisons.





DISCUSSION

By the behavioral paradigm of incidental cue, our study provides initial evidence that there is a privileged WM state on complex objects of faces, but not scenes during WM maintenance period. fMRI analysis revealed an activated brain region in FFA underlying memory benefits of faces, which was potentially modulated by a frontoparietal network of regions (right IFJ, MFG, IFG, right IPS, right precuneus and SMA) via their functional couplings with FFA. Furthermore, FFA connectivity with IFJ and IPS could predict cue-driven improvements of WM performance.

The effect of the incidental cue during WM maintenance period was first found in orientation-discriminating WM task, which provided direct evidence for the existence of at least two different representational states of WM (Zokaei et al., 2013, 2014). The incidental cue, different from the valid retro-cue, was completely uninformative about which object or which category of objects would be probed. For complex objects such as faces and natural scenes, the incidental cue behaved variously for different categories of stimuli. In this study, we revealed that the incidental cue could bring faces into a privileged WM state, but not scenes. The similar phenomenon was found in the effect of the category-predictive cue during WM expectation period, which only worked for faces, not scenes (Bollinger et al., 2010). One explanation in the paper was that the diversity of scenes features makes it difficult to generate a robust template and faces are more stereotyped than scenes. We provided another explanation that faces, as the most important and salient visual stimuli a human encounters, are a special kind of objects, which are thought to be processed and represented in a holistic manner (Tanaka and Farah, 2003). In our situation, the holistic representational state of faces in WM possibly made them easy to be prioritized by the incidental cue, just as the basic feature of orientation. And our results indicate that the incidental cue during WM maintenance period enhances memory of both low-level elementary features and high-level complex faces.

In current study, we could measure the WM performance of both cued and uncued stimuli with the behavioral paradigm of incidental cue. In addition, we could distinguish and determine category-selective neural underpinnings of the incidental cue’s effect for the contrast of cued > uncued stimuli, using two categories of stimuli (faces and scenes) in the event-related fMRI experiment. As we expected, we found consistent results in behavioral performance and fMRI analysis. There were significant differences of WM accuracy and RT, between cued faces and uncued faces. Meanwhile, A significantly activated region in the fusiform gyrus was revealed for the contrast of cued > uncued faces, and cue-driven baseline activity shifts were identified in the face-selective region of FFA. However, all these corresponding results failed to be found on scenes and the scene-selective region of PPA. Besides, the neurobehavioral correlations based on FFA were significantly higher than those based on PPA. Thus, as the complex objects, faces and natural scenes are not only processed in different brain regions, but also possibly stored in WM of different patterns.

Different representational states of faces in WM were accompanied with sensory activity biasing in FFA, which was potentially mediated via top-down control from a frontoparietal network. Our study proved that FFA connectivity with right IFJ, MFG, IFG, right IPS, SMA and right precuneus were significantly increased for cued faces during WM maintenance period, in contrast to that of uncued faces. What’s more, FFA connectivity with IFJ and IPS could predict WM improvements. The top-down modulation involved with a frontoparietal network of regions was studied not only during WM maintenance period, but also in other WM periods (Gazzaley and Nobre, 2012). During WM expectation period, Bollinger et al. (2010) found the effect of predictive category cueing for faces in an object delayed-response task and the degree of functional connectivity between FFA and brain regions of prefrontal and parietal cortex (right IFJ, MFG, IFG, and IPS) correlated with the magnitude of pre-stimulus activity modulation in FFA. Particularly, IFJ, defined by Brass and von Cramon (2004), is located at the intersection of the inferior frontal sulcus and precentral sulcus. It’s proved to be a functionally discrete region and a key node connecting the dorsal and the ventral attention networks (Szczepanski et al., 2010). During WM encoding period, a fMRI study revealed visual cortical areas that selectively processing relevant information were functionally connected with the frontal-parietal network including IPS, IFJ and MFG, while those processing irrelevant information were coupled with the default network (Chadick and Gazzaley, 2011). Interestingly, the degree of coupling between visual cortices and default network regions predicted the WM performance. During WM maintenance period, Kuo et al. (2018) found that the retro-cues modulated the strength of functional connectivity between the frontoparietal and early visual areas in favor of the most relevant information. Previous studies and our findings indicated top-down modulation might play an important part in multiple stages of representations supporting WM performance.

About neural circuit mechanisms of WM, recent neurophysiological studies revealed stable population coding within a specific subspace coexisting with heterogeneous neural dynamics in prefrontal cortex during WM maintenance period (Murray et al., 2017). Our finding about the coexistence of at least two different representational states of WM was possibly explained by neural population coding within different subspaces. However, it’s unclear whether the incidental cue, similar to an uninformative retro-cue, has an effect to strengthen the WM representation of cued item or inhibit the WM representation of uncued item to protect the selected representation from interference (Souza and Oberauer, 2016). Bays and Taylor (2018) presented a population coding model suggesting retro-cue can’t increase the total information stored about a stimulus and protects items from time-based decay instead, which are supportive for the latter explanation. In this study, for different categories of complex objects, the privileged WM state was only found for faces due to the incidental cue, not natural scenes, which suggested different patterns of neural population coding for faces and scenes, with different responses to the incidental cue. Thus, this kind of behavioral discrepancy could have some implications for neural circuit mechanisms and proper computational models of WM.



CONCLUSION

In conclusion, under the effect of the incidental cue, the privileged WM state and potential top-down modulation existed for faces, but not scenes, during WM maintenance period.
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Autobiographical memory retrieval involves constructing mental representations of personal past episodes by associating together an array of details related to the retrieved event. This construction process occurs flexibly so that the event details can be associated together in different ways during retrieval. Here, we propose that differences in how this association occurs support a division in autobiographical remembering. We first review theories of autobiographical memory organization that suggest that episodic details of an experience are processed along a gradient of abstraction. This organization allows for the same autobiographical event to be recalled as either a conceptualized or perceptually-based episodic memory. We then use neuroimaging evidence to show how this division within episodic autobiographical memory is also present in the brain, both at a network level and within the hippocampus. Specifically, we suggest that the anterior and posterior hippocampus are obligatorily tuned towards constructing conceptual vs. perceptual episodic representations of autobiographical memories. Finally, we discuss the directive purpose of this proposed division of episodic remembering by reviewing decision scenarios that benefit from recalling the past as a conceptual vs. a perceptual episode. Conceptual remembering is useful to guide ambiguous decisions that have yet to be encountered whereas perceptual remembering is useful to guide decisions for well-structured tasks that have been previously experienced. We emphasize that the ability to shift between conceptual and perceptual forms of remembering, by virtue of hippocampal specialization, during decision-making and other memory-guided actions is the key to adaptive behavior.
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INTRODUCTION

Autobiographical memory is often described in terms of two types of long-term memory, semantic (knowledge about the self) and episodic (event-specific knowledge related to past personal experiences) memory (Tulving, 2002). The episodic memory component is considered the defining feature of autobiographical memory retrieval as it allows for past events to be remembered in rich detail (Conway, 2001; Rubin, 2005). When remembering, episodic memory processes actively reconstruct an autobiographical experience by associating together different experiential details, including the perceptual and conceptual elements (Bartlett, 1932; Schacter and Addis, 2007; Schacter et al., 2011; Sheldon and Levine, 2016). Here, we propose that this reconstructive characteristic of episodic memory allows for different forms of autobiographical remembering by constructing memory representations with different combinations of details. Specifically, we suggest that autobiographical events can be represented and remembered as conceptual or perceptual experiences and that these forms: (a) rely on different neural mechanisms; and (b) contribute to different functions of memory, particularly when memory is used to solve a current problem or direct a future action (e.g., Vandermorris et al., 2013; Madore et al., 2016; Schacter et al., 2017; Mar and Spreng, 2018).

In the sections to follow, we expand on these two points by exploring the nature and reasons for a perceptual/conceptual division within episodic autobiographical memory. We first review how these different episodic autobiographical representations (a conceptual and a perceptual representation) emerge from theories of autobiographical memory organization. We then describe neuroimaging findings that suggest that these forms of remembering map onto dissociable information processing systems in the brain. We also review work that shows how the anterior and posterior hippocampus facilitates activity within these large-scale processing systems. Finally, inspired by research on how episodic autobiographical memory serves a variety of non-memorial functions, including directing decisions and future behaviors (e.g., Pillemer, 2003; Alea and Bluck, 2007), we discuss decision-making scenarios that benefit from taking a perceptual vs. conceptual form of remembering. Here, we also note how distinctions in remembering may extend to other non-directive (self and social) autobiographical functions.



THEORIES OF AUTOBIOGRAPHICAL MEMORY ACCESS AND ORGANIZATION

When retrieving autobiographical experiences, episodic memory supports the ability to richly recall an experience as it occurred during a specific time and place (Tulving, 2002; Szpunar and McDermott, 2009). During retrieval, these episodic memory processes construct a detailed memory representation by associating different types of event information processed by disparate component systems (e.g., visual details, auditory details, conceptualized information; Greenberg and Rubin, 2003; Rubin, 2005; Moscovitch et al., 2016). This constructive feature of episodic memory means that multiple types of autobiographical memory representations can be formed by engaging different combinations—and relative weightings—of the component processes (Rubin, 2006; St. Jacques et al., 2011; Cabeza and Moscovitch, 2013; Moscovitch et al., 2016).

A theory of autobiographical knowledge organization suggests that one distinction in how autobiographical memory representations are formed is as primarily conceptual or perceptual episodic events. According to this theory, autobiographical event information is stored in a hierarchy, at different levels of abstraction (lifetime periods, general events, specific event, event-specific knowledge; Conway and Pleydell-Pearce, 2000; Conway, 2005). One possibility is that episodic information (i.e., details) about an event is simultaneously stored at different levels within this organization structure, with the conceptualized details (e.g., “I remember this event fondly as I was falling in love right then and there”) and contextualized perceptual details of the same memory stored separately (e.g., “We sat arm-in-arm on a picnic bench in Paris”; Conway and Pleydell-Pearce, 2000; Conway et al., 2016). This possibility leads to the theory that, depending on the reason for remembering the past (i.e., whether the conceptual vs. perceptual elements are emphasized at retrieval), disparate component processes will be engaged to activate the associated details (Burt et al., 2003).

In other words, a person can take different remembering strategies for autobiographical memory retrieval, an idea supported by classic research (e.g., Schank and Abelson, 1977; Reiser et al., 1985) as well as more recent findings (Brown, 2005; Ford et al., 2011; D’Argembeau et al., 2013; Sheldon and Chu, 2017). More specifically, we propose that there are different collections of component processes that will be activated and emphasized to different degrees to enable a conceptual or perceptual form of remembering. In the next section, we propose how this cognitive division is also reflected in patterns of neural activation (Figure 1).
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FIGURE 1. An illustration of the neural networks that support conceptual vs. perceptual forms of autobiographical remembering. The conceptual remembering network (depicted in green) is proposed to involve brain regions that are implicated in schematic (dorsal and ventral medial PFC), emotion-based (amygdala), reward and value-based (ventral striatum), and knowledge-based (anterior and lateral temporal cx, perirhinal cx) processing. This network is engaged via activation in the anterior hippocampus. The perceptual remembering network (depicted in blue) is proposed to involve brain regions that are implicated in contextual (retrosplenial cx, parahippocampal cx), somatosensory and spatial (somatosensory cx, anterior precuneus), visual (occipital cx) processing as well as regions implicated in multimodal sensory integration (inferior parietal lobule). This network is engaged via activation in the posterior hippocampus. Abbreviations: PFC, prefrontal cortex; cx, cortex.





DISTINCT NEURAL SYSTEMS FOR FORMS OF EPISODIC AUTOBIOGRAPHICAL REMEMBERING

Autobiographical memory research has noted neural distinctions between remembering episodic (That time I was funny) or semantic (I am funny) autobiographical knowledge (Tulving, 1972; for more recent examples, see Burianova et al., 2010; Brown et al., 2018), yet fewer studies have looked at distinctions in different forms of episodic autobiographical memory. Our proposed division between conceptual and perceptual remembering assumes that different episodic memory details of a recalled event are used to form the underlying representation, which is reflected in the brain. Evidence for how this division is reflected in the brain come from a reported division within the default network—a collection of brain regions that overlaps considerably with the autobiographical memory network—that resembles conceptual and perceptual remembering (Buckner et al., 2008; Spreng et al., 2009; Andrews-Hanna et al., 2014). This research has described two cortical subsystems of the default network that access and process different types of self-generated information. One circuit, labeled the dorsal-medial subsystem, is involved in processing stored conceptual and schematic information related to a person’s experiences. The dorsal-medial subsystem is comprised of brain regions implicated in evaluative, schematic and gist-based processing [e.g., anterior and lateral temporal cortex, lateral orbitofrontal and anterior prefrontal cortex (PFC)], and is used to form abstracted representations of perceptual experiences (e.g., Yarkoni et al., 2008; Binder et al., 2009; Binder and Desai, 2011; Lin et al., 2016). Another circuit, labeled the medial-temporal subsystem, is involved in processing perceptual and imagery-based self-generated information. The brain regions involved in this circuit are those implicated in perceptual and context-based processing (e.g., retrosplenial cortex, parahippocampal cortex, inferior parietal lobule), allowing this subsystem to form mental event representations by reactivating what was externally experienced (seen, heard) during the event.

Other neural evidence for a neural division between conceptual and perceptual remembering comes from a model of memory that proposes similar subsystems to the default network for forms of recognition memory retrieval. This model proposes two mnemonic subsystems that emerge from the medial temporal lobes (MTLs) for accessing different episodic content (Ranganath and Ritchey, 2012; Ritchey et al., 2015; Reagh and Ranganath, 2018). There is an anterior temporal lobe subsystem that connects the region of the MTL implicated in conceptual processing (i.e., perirhinal cortex) to some of the regions found within the dorsal-medial subsystem for retrieving conceptual knowledge and those important for evaluating information [e.g., amygdala, ventromedial (vm) PFC]. There is also a posterior medial network that connects the region of the MTL implicated in processing external contextual information (i.e., parahippocampal cortex) to regions found within the medial-temporal subsystem that support retrieving specific situational elements of an encountered event (e.g., retrosplenial cortex) as well as perceptual processing (e.g., visual cortex).

We suggest that a similar subsystem division exists for retrieving the conceptual or perceptual episodic details of autobiographical memories and research has already begun to provide supporting evidence (Figure 1). There are studies comparing neural activity during different stages of autobiographical memory retrieval: during an early access vs. later elaboration stage of autobiographical memory. During the early access stage, higher-order information about an event is retrieved and evaluated, requiring the “conceptual system” of autobiographical remembering. During the later elaboration stage, the perceptual and experiential details of an event are accessed, requiring the “perceptual system” (Addis et al., 2007; St. Jacques et al., 2011; McCormick et al., 2015). Other autobiographical memory research has looked at neural regions that support retrieving general vs. specific autobiographical events, reminiscent of our proposed division between conceptual and perceptual remembering (Addis et al., 2004; Levine et al., 2004). One such study reported that retrieving autobiographical memories as specific events vs. personal knowledge commonly activated a number of regions, including the MTL, but that specific events recruited regions implicated in the perceptual subsystem (precuneus and superior parietal lobe) as well as self-reference regions (anteromedial PFC; Ford et al., 2011). Finally, in one of our recent experiments, we directly tested how the conceptual and perceptual subsystems would support remembering the same autobiographical memory in different ways. We ran a functional magnetic resonance imaging (fMRI) study in which participants focused on either the conceptual (the thematic or action details) or perceptual (the visual and contextual event details) elements of an autobiographical memory. Our key finding was that different neural networks, that aligned with what is presented in Figure 1, uniquely supported recollecting an event as a concept or percept (Gurguryan and Sheldon, submitted; for a related finding, see Martial et al., 2018). In the next section, we propose that these large-scale networks are systematically engaged by the anterior and posterior hippocampus to cue these details, determining if a memory is recalled conceptually or perceptually.



HIPPOCAMPAL CONTRIBUTIONS TO FORMS OF EPISODIC AUTOBIOGRAPHICAL REMEMBERING

During autobiographical memory retrieval, the hippocampus associates and integrates information from larger processing systems to access memory details to form a coherent mental representation (Nadel and Moscovitch, 1997; Hassabis and Maguire, 2009; Winocur and Moscovitch, 2011; Maguire and Mullally, 2013; Moscovitch et al., 2016; Sheldon and Levine, 2016; Sekeres et al., 2018). Traditionally, this role of the hippocampus in retrieval has been studied by considering the hippocampus as a homogenous structure, yet, there is mounting evidence that the anterior and posterior hippocampus perform distinct memory retrieval functions (Poppenk et al., 2013; Strange et al., 2014). For autobiographical memory, these functional distinctions along the hippocampal longitudinal axis are often interpreted with the gradient theory, such that the anterior and posterior hippocampus support accessing the coarse-grained vs. fine-grained details of a memory, respectively (Evensmoen et al., 2013; Collin et al., 2015; McCormick et al., 2015; Sheldon and Levine, 2015). The anterior hippocampal activity is thought to track accessing conceptual details of past personal memories (e.g., remembering that a conference took place at a waterfront Hotel) whereas posterior hippocampal activity tracks accessing and elaborating on fine-grained event details (e.g., recalling sitting next to Phife at the conference). There is other evidence that the anterior and posterior hippocampus are differently tuned towards representing novel vs. familiar (perceptual or experiential) mnemonic information. The anterior hippocampus is the center of a larger-scale novelty network for memory and responds to new interpretations of old events (Poppenk et al., 2010; Kafkas and Montaldi, 2018) whereas the posterior hippocampus is situated to respond to familiar perceptual and experiential information of an event (see Kondo et al., 2008; McCormick et al., 2015; Zeidman et al., 2015).

These discrepancies in hippocampal function allow for an event to be recalled for different reasons. Moreover, the reason for remembering an experience (expanded upon in the next section), signaled by prefrontal brain regions, is what determines the placement of activity along the hippocampal longitudinal axis to direct autobiographical memory retrieval (Preston and Eichenbaum, 2013; Rajasethupathy et al., 2015). If the purpose is to retrieve an episodic autobiographical memory conceptually, the anterior hippocampus will be preferentially activated to recruit the associated details via connected regions that process higher-order or coarse-grained information (e.g., the temporal cortices; gradient theory) as well as regions important for evaluative processing (vmPFC, ventral striatum). As such, the resulting memory representation will deviate from the initial encoding experience (a novel representation). If the purpose is to retrieve an episodic autobiographical memory perceptually, the posterior hippocampus will be activated so that the details from a memory are reinstated as they were initially experienced. Finer-grained perceptual details (gradient theory) that represent a close approximation of the encoded experience (a familiar representation) will be accessed via direct connections to regions that process and integrate somatosensory and perceptual information (e.g., parahippocampal, retrosplenial cortices, visual and somatosensory cortex).

Our model assumes that the anterior and posterior hippocampus—and the larger neural networks—are interconnected so there is an obligatory interaction between these processing systems when constructing an episodic memory representation (Sheldon and Levine, 2016; for related ideas, see Burke et al., 2018). In addition to suggesting that an autobiographical memory is not remembered as either/or a conceptual or perceptual episodic event, this idea also raises questions about the directionality of the functional connections between the hippocampal segments when remembering. There is a growing body of work suggesting that the anterior hippocampus plays a directive role in memory retrieval compared to the posterior hippocampus, particularly when forming complex mental event representation. For example, there is evidence that the anterior hippocampus is necessary for tasks that involve the online flexible construction of mental representations, including autobiographical experiences (McCormick et al., 2015; Ito and Lee, 2016; Mack et al., 2018; Monge et al., 2018), but not more rigid semantic memories that do not require this flexibility (e.g., Manns et al., 2003a,b; Winocur et al., 2010). With respect to our framework, it could be that a higher-order conceptual construct is a necessary framework for recalling autobiographical representations since recalling these events as episodic memories always require manipulating existing event-based knowledge (Nadel and Moscovitch, 1997; Moscovitch et al., 2006, 2016; Sekeres et al., 2018). This idea, however, is highly speculative and we bring it forward to stimulate research on understanding the ubiquitous role of the anterior hippocampus in the forms and functions of memory.



THE FUNCTIONS OF CONCEPTUAL AND PERCEPTUAL AUTOBIOGRAPHICAL REMEMBERING

To this point, we have discussed how our model proposes that episodic representations of autobiographical experiences can be formed with predominately conceptual or perceptual information. Another chief element of our model is that the ability to form these different representations is to serve disparate functions outside the domain of remembering (Alea and Bluck, 2007; Vandermorris et al., 2013; Madore et al., 2016; Schacter et al., 2017; Mar and Spreng, 2018). One well-studied function for autobiographical memory is to direct future behavior, which includes cognitive tasks such as problem-solving, future thinking, and decision-making (Pillemer, 2003; Bar, 2009; Schacter, 2012).

An example of such a directive function is making memory-based decisions: problems that require accessing information from an associated past memory. These decision problems can present as open-ended or close-ended tasks (Simon et al., 1987). Open-ended tasks are those with uncertain decision outcomes and/or multiple ways for an outcome to be reached, such as deciding on home renovations or how to plan a party. Close-ended tasks are those that have a set path that indicates a certain outcome, such as a plumber relying on a structured set of actions to decide how to fix a broken toilet. One key difference between these decision scenarios is that open-ended tasks are less reliant on the situation (i.e., environment) they occur in than close-ended tasks. Open-ended tasks will vary across situations (how you renovate a home will change as a function of the home) whereas close-ended decisions are more likely to occur similarly across situations (i.e., the way you fix a toilet is similar across bathrooms). This distinction is important for understanding when perceptual vs. conceptual remembering will be most effective in guiding decision-making.

Since closed-ended decisions are more structured and tied to the environment, perceptual remembering will be effective to use information from a person’s current surrounding as a cue to access a relevant past memory. This is helpful to make rapid decision about encountered stimulus (e.g., “Is this animal or food safe or dangerous?”), navigation tasks (recalling the precise path to get from point A to B) or recalling the location of a lost item (e.g., “Where did I put my keys?”). Using perceptual remembering for these decisions will recruit the posterior hippocampus to activate perceptual and experience-based processes to mentally reinstate a past experience and apply it to the current situation. Perceptual remembering, however, will be less useful for open-ended decisions. This is because external (perceptual) cues from a person’s current surrounding may not re-activate the correct past memory to gather information needed to make a decision. In these cases, conceptual remembering is better suited because this form allows an individual to access generalized memory representations and evaluate them as they apply to the new, open-ended decision situation. Examples of such decisions are novel and “noisy” problems that first require generating a desired outcome (e.g., “How should I redecorate this bathroom?”), and then using this internally represented goal/outcome (concept) to retrieve relevant past memories (e.g., other home improvement project undertaken in the past). In some of our previous work, we found that open-ended social problems (e.g., making new friends) require episodic simulation to construct solutions to these problems (Sheldon et al., 2011; Vandermorris et al., 2013), which we posit is based on conceptual remembering creating new outcomes to these problems. Using conceptual remembering will call upon the anterior hippocampus during remembering which will stimulate activity in brain regions implicated in schematic and evaluative processes (e.g., vmPFC; Euston et al., 2012).

Although there may be certain situations that benefit from representing our past as primarily concepts or percepts for directive functions of autobiographical memory, the ability to dynamically shift between these forms of remembering is likely what underlies the optimal use of memory (also see, Richards and Frankland, 2017; Duncan and Schlichting, 2018). This idea becomes clear when thinking about the potential errors during decision-making that would arise if only one method of remembering were used, which is illustrated in Figure 2. Following this figure, relying primarily on conceptual remembering can lead to applying autobiographical memories too broadly (i.e., liberally) because other pertinent details from an experience are ignored (e.g., meeting a short-haired and bearded individual at a conference who told funny jokes). This can lead to information from past experiences to be incorrectly applied to a current decision-making scenario and a poor outcome (e.g., mistakenly identifying other funny, short-haired, and bearded individuals as that person from the conference). On the other hand, an over-reliance on perceptual remembering can cause autobiographical knowledge to be applied too conservatively (i.e., rigidly), leading also to decision-making errors. If a person is searching for information from a past experience to decide solely by focusing only on specific perceptual details may obscure the ability to correctly locate a memory to inform their decision (e.g., deciding that the funny individual you are speaking to, whom you did meet at a previous conference, is not that individual because they changed their hair-style). In other words, rigidly adhering to only one form of remembering can lead to information from the past to be incorrectly applied to a current decision-making scenario. Instead, shifting the relative contributions of how we remember is ultimately what allows autobiographical memories to serve several adaptive functions. Given the central role of the hippocampus in these forms of episodic remembering, it is likely that this brain region is the key to this adaptivity.
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FIGURE 2. A schematic depicting an example of decision-making scenarios in which using only conceptual or perceptual forms of remembering lead to a correct (but uncertain) or faulty outcome. In this example, a “decision-maker” met a funny individual with short hair and a beard, named Alan, at a conference (left panel). In one scenario, the decision-maker later encounters someone who looks like Alan but with a different hairstyle (top row). The decision-maker must use their memory of Alan from the autobiographical event to decide if this encountered individual is him. If they recall the autobiographical event via perceptual remembering, by rigidly retrieving every detail about how Alan looked, they will not correctly identify this individual as Alan because his hairstyle (i.e., a perceptual detail) has changed. If they recall the autobiographical event via conceptual remembering, they will more likely be able to identify him as Alan, even with his new hairstyle; however, this decision will lack certainty (i.e., this is maybe Alan). In another scenario, the decision-maker later encounters a man with a similar beard and hairstyle to Alan (bottom row). Like above, if they recall meeting Alan via perceptual remembering, they will correctly decide that this new man is not Alan. If they recall this event conceptually (i.e., only recalling they met a funny man the conference), they may accidentally identify this new man as Alan because of one overlapping feature (being funny) represented at the concept level.



In this final section, we emphasized how our framework describing different forms of remembering impact memory-based decision-making, however we predict that this impact would present similarly for other directive functions of autobiographical memory, including planning future behaviors and solving personal problems. Outside the directive functions of autobiographical memory are those that relate to the self and to social functions. Existing research has provided views on how accessing autobiographical memories at different levels, similar to conceptual and perceptual remembering, can benefit and impair these functions (e.g., Pillemer, 2003; Alea and Bluck, 2007; Prebble et al., 2013). Although beyond the scope this article, it is worthwhile to pursue research aimed at understanding how different forms of remembering operate across these functions.



CONCLUSIONS

Autobiographical memories are complex constructs that encompass a rich array of information, including conceptual and perceptual episodic details. A single past experience can be represented at retrieval in a variety of ways, depending on how these details are accessed, and this is determined by the goal of remembering. Here, we provided a brief overview of theoretical accounts and empirical findings on autobiographical memory organization and retrieval to suggest a new division in the episodic autobiographical remembering. We proposed two forms for remembering the past—as a concept or as a percept—and provided a neural account for these different forms of remembering, emerging from disparate hippocampal-cortical networks. We defined the reason for these forms of remembering by describing their functional roles in decision making, providing a new outlook on the way the goals of a current task benefit from the flexibility of the episodic autobiographical memory. Finally, we proposed that the ability to shift between different forms of remembering, specified by the relative contribution of the outlined hippocampal-cortical networks, is the key to adaptive memory.
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Previous studies have reported conflicting results regarding the effect of direct electrical stimulation of the human hippocampus on memory performance. A major function of the hippocampus is to form associations between individual elements of experience. However, the effect of direct hippocampal stimulation on associative memory remains largely inconclusive, with most evidence coming from studies employing non-invasive stimulation. Here, we therefore tested the hypothesis that direct electrical stimulation of the hippocampus specifically enhances hippocampal-dependent associative memory. To test this hypothesis, we recruited surgical patients with implanted subdural electrodes to perform a word pair memory task during which the hippocampus was stimulated. Our results indicate that stimulation of the hippocampus during encoding helped to build strong associative memories and enhanced recollection in subsequent trials. Moreover, stimulation significantly increased theta power in the lateral middle temporal cortex during successful memory encoding. Overall, our findings indicate that hippocampal stimulation positively impacts performance during a word pair memory task, suggesting that successful memory encoding involves the temporal cortex, which may act together with the hippocampus.
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INTRODUCTION

The hippocampus plays a pivotal role in associative memory (Olsen et al., 2012; Yonelinas, 2013), serving as a hub that supports the binding of information (Battaglia et al., 2011); it is thus regarded as a core region for stimulation in attempts to manipulate the memory circuit (Eichenbaum et al., 2007). Some previous studies have reported that direct hippocampal stimulation exerts negative effects (Coleshill et al., 2004; Lacruz et al., 2010; Jacobs et al., 2016; Goyal et al., 2018) or no effect (Suthana et al., 2012) on memory, whereas others have reported positive effects (Berger et al., 2011; Hampson et al., 2012; Fell et al., 2013). However, several non-invasive stimulation studies have reported that hippocampal stimulation enhances paired associative memory (Wang et al., 2014; Wang and Voss, 2015). In one recent study, hippocampal-targeted TMS enhanced associative memory. In contrast, item memory was unaffected, demonstrating a selective influence on associative memory vs. item memory (Tambini et al., 2018). Specifically, multiple-day electromagnetic stimulation has been shown to enhance memory recollection, by exerting network-level effects on memory precision (Nilakantan et al., 2017). However, as current evidence mostly comes from indirect stimulation of the hippocampus, the effect of direct hippocampal stimulation on associative memory has yet to be determined.

Recollection is defined as the retrieval of contextual details associated with a previously experienced event (Yonelinas, 2013). The cognitive process of recollection involves a set of brain regions termed the “recollection network” (Rugg and Vilberg, 2013). Numerous studies have shown both critical and necessary roles for structures outside of the medial temporal lobe (MTL) in memory (Buzsáki, 1996; Eichenbaum, 2000; Poldrack et al., 2001; Ritchey et al., 2015; Moscovitch et al., 2016). In particular, the lateral temporal cortex plays a key role in episodic memory processing (Chao et al., 1999). A recent study using lateral temporal cortical stimulation demonstrated enhanced verbal memory performance, presenting it as a viable target for exploring memory enhancement (Kucewicz et al., 2018). Furthermore, functional imaging changes have been observed in this region during the encoding stage of explicit verbal memory (Casasanto et al., 2002; Fletcher and Tyler, 2002). Indeed, neuronal activity in the human lateral temporal cortex has been shown to increase during the learning of associations between word pairs, suggesting that human associative learning is related to the activity of a specific population of “association” neurons (Ojemann and Schoenfield-McNeill, 1998; Ojemann et al., 2002, 2009).

Previous human intracranial electroencephalogram (iEEG) studies have reported that neural oscillatory changes in memory-related neocortical regions are accompanied by successful memory formation relative to unsuccessful encoding (Burke et al., 2013; Watrous et al., 2013; Lega et al., 2016). Specifically, low-frequency oscillations entrain the rhythm of behavioral tasks to optimize energy-efficient performance (Lakatos et al., 2008; Daitch et al., 2013), while changes in theta power enhance episodic memory (Rutishauser et al., 2010; Addante et al., 2011; Lega et al., 2012; Backus et al., 2016; Sweeney-Reed et al., 2016). In the present study, we sought to investigate changes in activity within the neocortical region (i.e., the lateral temporal cortex) during encoding. We presumed that low-frequency activity in the temporal neocortex reflects the effects of stimulation-induced activity, indicating that verbal episodic memory encoding involves a network of neocortical structures that may act interdependently with the hippocampus.

To test this hypothesis, we applied direct hippocampal stimulation in surgical patients with epilepsy based on methods described in previous studies (Suthana et al., 2012; Jacobs et al., 2016; Hansen et al., 2018). However, we utilized a stimulation current with a higher amplitude (2 mA) than that used in the aforementioned studies (0.1–1.5 mA). In addition, we adopted a word pair memory task that involved recruitment of the hippocampus during encoding (Axmacher et al., 2008; Hamani et al., 2008). To the best of our knowledge, the present study is the first of its kind utilizing a word pair memory task, which enabled us to compare the ability to remember a learning episode (recollection) with the capacity to judge items as familiar (familiarity; Manns et al., 2003; Mickes et al., 2010).



MATERIALS AND METHODS


Patients

The present study included six patients (four women; mean age: 33.6 ± 10.8 years) with drug-resistant epilepsy who had been implanted with intracranial electrodes to determine the area of the seizure onset zone. Human subjects: this study was approved by the Institutional Review Board of Seoul National University Hospital (H-1407-115-596). All subjects provided written informed consent to participate in the study. A single mid-hippocampal electrode had been implanted in each patient based on the expertise of neuroradiologists experienced in neuroanatomy (Table 1).


TABLE 1. Patient demographics, clinical characteristics, electrode locations, and stimulation parameters.
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Electrode Localization

Electrodes were implanted for clinical purposes only. Depending on clinical need, electrodes (AdTech Medical Instrument Corporation, Racine, WI, USA) were either placed at depth within the MTL (platinum, surface area of 0.059 cm2, placed 6 mm apart) or positioned for subdural electrocorticography (ECoG) on the cortical surface (diameter of 4 mm, placed 10 mm apart) with stainless steel contacts. Prior to electrode implantation, each patient underwent an magnetic resonance imaging (MRI) scan. Additional MRI and CT scans were performed following electrode implantation. Patients underwent preoperative MR imaging in a Magnetom Trio, Magnetim Verio 3-tesla (Siemens, München, Germany) or Signa 1.5-tesla scanner (GE, Boston, MA, USA). CT images were recorded using a Somatom sensation device (64 eco; Siemens München, Germany). Each patient had at least one hippocampal electrode in the region of interest. Target hippocampal electrodes for stimulation (anode) were inserted into the mid-body of the hippocampus gray matter using a temporo-lateral approach. Given the electrode contact space within the MTL, the pairing electrode (cathode) of stimulation was identified in the temporal white matter (Figure 1A). A neuroradiologist and neurosurgeon experienced in neuroanatomical localization identified bipolar pairs of electrodes within medial lobe sites, including the hippocampus, based on thin-section post-implantation CT scans and cross-sectional images. For visualization, individual preoperative MR images and postoperative CT images were co-registered as previously described (Avants et al., 2008), using CURRY software version 7.0 (Compumedics Neuroscan, Charlotte, NC, USA). In addition, the hippocampal subregions were localized using a manual segmentation process (Boccardi et al., 2015; Figure 1B).
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FIGURE 1. (A) Location of stimulation. The green crosshair denotes the location of the stimulation electrode in the right mid-hippocampus (sagittal and coronal, respectively) in Patient 1 (left two panels, anode and cathode, respectively) and in the left mid-hippocampus in Patient 2 (right two panels). (B) The hippocampal subregions in each patient and one hippocampal electrode in the region of interest.





Stimulation Procedure

Stimulation was only administered during the encoding phase, as in previous studies (Suthana et al., 2012; Jacobs et al., 2016). During the task, the stimulation was configured to provide a bipolar stimulation between a pair of neighboring electrodes. Stimulation was delivered with a Grass S12X cortical stimulator (Natus, Warwick, RI, USA), using the following parameters: a frequency of 50 Hz, a balanced biphasic squared-wave pulse of 300 μs per phase, a 2-mA current, and total energy between 30 and 57 μC/cm2/phase. These parameters have been demonstrated to be safe and well-tolerated in patients with epilepsy (Kuncel and Grill, 2004; Boon et al., 2007), and the energy level was kept well below the safe maximum used for long-term and short-term stimulation (30 and 57, respectively; Agnew and McCreery, 1990; Gordon et al., 1990). The impedance of the depth electrode was always between 1 and 10 KΩ. Patients could not indicate when stimulation was applied.



Verbal Associative Memory Task

All stimuli were presented on a laptop computer, with Stim 2 Gentask (Neuroscan, Charlotte, NC, USA) used to present the word stimuli. We used a word pair memory task (Figure 2), which has been associated with recruitment of the MTL during memory encoding (Axmacher et al., 2008; Hamani et al., 2008). All word pairs consisted of two concrete Korean nouns with a mean frequency value of 105.11 (SD = 3.35, IQR = 122.5) according to the Korean Category Norms: Survey on Exemplar Frequency Norm, Typicality, and Features (Rhee, 1991) and the 2nd version of the Modern Korean Words database (Kim, 2005). Prior to the experimental session, a brief practice block of trials was administered to ensure that patients understood the task. For encoding, patients were asked to study 120 pairs over two sessions. Each word-pair trial began with a fixation cross appearing on the screen for 1 s, followed by the pair that was displayed for 4 s. Each session consisted of two blocks. The stimulation was randomized to one of the two blocks in each session. To ensure deep encoding, patients were instructed to report, by pressing a keyboard button with their index finger, whether they judged the word on the screen as “pleasant” or “unpleasant” (de Vanssay-Maigne et al., 2011). Following the encoding period, patients rested for 10 min and watched a 4-min video for distraction, to prevent inner rehearsal. During the retrieval period, patients were presented with 160 word pairs, including 40 new word pairs, 60 intact word pairs, and 60 rearranged word pairs. No word appeared twice, and patients were not exposed to the same experimental task more than once. Patients were asked to respond, by pressing one of three keyboard buttons, as accurately and quickly as possible depending on the presentation of the pairing options: same pairing (“intact”), altered word pairing (“rearranged”), or new pairing (“new”).
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FIGURE 2. Timeline of the memory paradigm. The whole task consisted of three study periods: encoding, rest (distractor), and retrieval. Stimulation was delivered on-and-off at 50 Hz for 5 s during the encoding phase only and was randomly assigned to one of the two blocks in a single session. Lightning bolts denote periods of stimulation. In the encoding phase, the first word pair on the screen denotes “glass” (left) and “mirror” (right).





Data Acquisition and Analysis

We recorded iEEG data including depth and ECoG using a 64-channel digital video monitoring system (Telefactor Beehive Horizon with an AURA LTM 64- and 128-channel amplifier system; Natus Neurology, West Warwick, RI, USA) digitized at a sampling rate of 1,600 Hz and filtered from 0.1 to 60 Hz. These iEEG data were analyzed using MATLAB software (version 2015b, Mathworks, Natick, MA, USA). We first performed manual artifact rejection of the signal for every electrode. Channels affected by artifacts were excluded from subsequent analyses. For example, individual stimulus response trials were precluded if there were any motion artifacts. Signals exhibiting stimulation artifacts and epileptic-form spikes were also excluded from further analyses. The recorded data were re-referenced to the common average reference (CAR). To quantify specific changes in theta rhythm during stimulation for the encoding period of the memory task, we applied time-frequency analysis and used Morlet wavelet transformation (wave number: 2.48) to obtain a continuous-time complex value representation of the signal. Transformed data were squared to calculate power and normalized by the mean and standard deviation of the pre-stimulus baseline power (i.e., resting periods prior to the task) of each frequency. Data were then epoched with a window of 0–4 s from the onset of paired-word trials and aligned with 50-Hz stimulation, beginning at the onset of the memory task. In our experiment, stimulation “on” and “off” blocks were conducted separately. To avoid direct stimulation artifacts, the OFF periods of trials in the stimulation “on” block were used for the stimulation trials (Figure 2). Stimulation trials thus included 30 stimulation trials from the total 60 word pairs across the two stimulation “on” blocks, while the non-stimulation trials included 60 word pairs across the two stimulation “off” blocks. We compared the averaged power of each condition across a frequency range of 3–7 Hz for correctly and incorrectly encoded memory items. For visualization, normalized data were averaged across all trials for correct and incorrect trials, according to each condition. We extracted t-scores to perform independent two-sample t-tests.



Statistical Analysis

Statistical tests were performed using the Statistical Package for Social Sciences v12.0 K (SPSS) and MATLAB (Mathworks). Our primary measurement of memory performance was the percentage of correctly recognized trials in each block. Paired non-parametric rank-sum t-tests were used to compare behavioral performance between conditions. The level of statistical significance was set at p < 0.05. For activity in the lateral temporal cortex, independent two-sample t-statistics (***p < 0.01 or **p < 0.05) were used to compare the average power amplitudes of iEEG waveforms between correctly and incorrectly recognized trials during the stimulation “on” and “off” periods. Prior to significance testing, normality was assessed using the Lilliefors test (p > 0.01, for all datasets). For multiple comparisons among theta power levels, the Bonferroni correction procedure was employed.




RESULTS


Enhancement of Memory Recollection

In the behavioral analysis, we quantified the effect of stimulation on memory performance in two ways: first, we determined the hit rate of associative memory; second, we examined whether stimulation affected the ability to remember a learning episode (recollection) or the capacity to judge items as familiar (familiarity). At the behavioral level, individual memory performance was measured during the encoding phase of the word pair memory task during “on” and “off” hippocampal stimulation. The proportion of intact word pairs correctly identified as intact and rearranged word pairs correctly identified as rearranged were regarded as correct responses. The average accuracy values for all patients suggested that stimulation induced overall improvements in pair recognition memory (Figure 3A, Wilcoxon rank sum test, p = 0.027). Consistent increases in total raw scores and word accuracy were observed during the “on” period. The stimulation order was randomized across the six patients and we could not find any behavioral tendency regarding stimulation order (Table 2).
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FIGURE 3. Memory performance. (A) Lines connect each patient’s “on” and “off” data point (left); data from all six patients were averaged (right). Accuracy refers to the proportion of correctly recognized words during the stimulation “on” and stimulation “off” periods. (B) Lines connect each patient’s “on” and “off” data for the recollection index (left); data were averaged across all six patients (right). (C) Familiarity index (D). Difference scores of the stimulation effect of the two conditions. FAM indicates the familiarity index and REC indicates the recollection index. *p < 0.05. Error bars indicate the standard error of the mean (SEM). n.s., not significant.




TABLE 2. Word pair memory task behavioral results.
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As word-to-word associations may reflect one of two independent types of retrieval (recollection of a specific experience or a sense of familiarity; Giovanello et al., 2006; Quamme et al., 2007), we used a similar procedure to measure hippocampal-dependent memory to obtain pure estimates of general memory and familiarity (Yonelinas and Jacoby, 1995; Cohn and Moscovitch, 2007; Hamani et al., 2008).

We calculated the recollection index, which reflects the hit rate of associative memory (i.e., intact pairs correctly identified as intact and rearranged pairs correctly identified as rearranged) minus the false alarm rate in associative memory (i.e., rearranged pairs identified as intact). The familiarity index was calculated by dividing the false alarm rate in associative memory (i.e., rearranged pair identified as intact) by 1 minus the recollection index. Comparisons between the recollection and familiarity indices revealed that only recollection was markedly and consistently increased in all patients during the stimulation “on” period (Figures 3B,C, Wilcoxon rank sum test, p = 0.027 and p = 0.068, respectively; Table 3). We observed significant differences in recollection but not familiarity indices; based on the stimulation, the difference index for the two conditions showed statistical significance (Wilcoxon rank sum test, p = 0.028, Figure 3D).


TABLE 3. Recollection vs. familiarity index for stimulation “on” and “off”.
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Stimulation Induces Theta Increases in the Lateral Middle Temporal Cortex During Correctly Remembered Encoding Trials

To assess whether neural population signals from the temporal neocortex regions change depend on the episodic memory changes, we performed time-frequency analyses for each stimulation condition. We tested whether the lateral middle temporal cortex displayed stimulation-induced theta activities; as indication of the role of theta activation in memory performance, we compared oscillatory power between correctly encoded trials and incorrectly encoded trials.

We found that the baseline corrected theta power (3–7 Hz) in the middle temporal cortex averaged across trials for each patient was greater during the “on” period than during the “off” period. Corrections for multiple comparisons revealed that the theta amplitude in the lateral temporal cortex significantly increased during the presentation of word stimuli (4 s) during the “on” period in all five patients for which data from lateral temporal recording electrodes were available (two-sample t-test, Bonferroni-corrected: p = 0.035; p = 0.002; p = 0.032; p = 0.008; p = 0.042, for patients 1–5, respectively, Figure 4A). Patient 6 did not have lateral temporal electrodes. We also compared incorrectly remembered encoding trials between “on” and “off” stimulation periods. There was no significant increase in theta power in the lateral temporal cortex during the stimulation “on” period (p = 0.040; p = 0.089; p = 0.075; p = 0.051; p = 0.067, for patients 1–5, respectively, Figure 4B).


[image: image]

FIGURE 4. (A) Individual differences in theta power in the middle temporal cortex over 4 s for correctly remembered words during the “on” and “off” periods. (B) Individual differences in theta power in the middle temporal cortex over 4 s for incorrectly remembered words during the “on” and “off” periods. ***p < 0.01, **p < 0.05, corrected. Error bars indicate the standard error of the mean (SEM).



Next, we confirmed that these theta power differences could only be detected in the temporal cortex. We extracted the theta power from all electrodes during the memory encoding phase of the “on” and “off” stimulation periods, and then tested for differences (Figure 5A). Topographical maps were constructed to visualize differences in theta power between the correct and incorrect responses for both the “on” and “off” conditions for each patient’s electrodes. The results show that prominent theta power differences are only found in the middle temporal cortex. The individual normalized time-frequency topographical maps for the stimulation “on” period showed an overall increase in theta power in the middle temporal cortex (two-sample t-test, Bonferroni-corrected: p < 0.05, Figure 5B, upper panel). Conversely, no significant increase in theta power was observed for the contrast map in the middle temporal cortex during the stimulation “off” period (two-sample t-test, Bonferroni-corrected: p > 0.05, Figure 5B; bottom panel).
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FIGURE 5. (A) Location of the target in the lateral temporal cortex in the sagittal plane following co-registration of preoperative high-resolution MRI and postoperative CT images (not illustrated), for patients 1–5, respectively. Spheres indicate the location of the recording site. Topographical maps of differences in theta power between the correct and incorrect responses during both the “on” and “off” condition. The yellow sphere denotes locations in which significant increases in theta power were observed in the “on” condition that were higher than those observed in the “off” condition. The yellow sphere indicates the region for the time-frequency map in panel B. Some electrode grids/strips were excluded because they were not visible. (B) Time-frequency map comparing correctly and incorrectly remembered pairs during the “on” and “off” period for five patients. On the x-axis, 0 s indicates the onset of the memory task. During the “on” condition, theta (3–7 Hz) power was significantly increased during the 4 s of word presentation (p < 0.05, corrected) for successfully recognized trials. In contrast, no significant increases in theta power were observed during the “off” condition (p > 0.05, corrected).






DISCUSSION

In the present study, we examined the effect of hippocampal stimulation on a word pair memory task. Our findings indicate that such stimulation enhanced memory performance in individual patients, and that this increase in pair recognition was reflected in recollection estimates rather than familiarity estimates. Furthermore, our findings show that theta power increased in the middle temporal cortex during the stimulation condition (i.e., during encoding)—an effect that was not observed in the stimulation “off” condition, suggesting that direct stimulation involves the middle temporal cortex during successful memory encoding.

Although the present study utilized stimulation parameters (i.e., frequency and pulse characteristics) similar to those used in previous studies (Suthana et al., 2012; Jacobs et al., 2016; Hansen et al., 2018), there are some discrepancies between the present and earlier work; these can probably be attributed to minor differences in stimulation parameters (i.e., increased duration and intensity) as well as different memory paradigms. While our study tested associative word-pair memory, an earlier study tested single-word item memory (Jacobs et al., 2016).

There is thus the possibility that task-related differences in hippocampal activity have affected the behavioral outcome of the hippocampal stimulation. A robust body of evidence indicates that the hippocampus supports the encoding of associative or relational information (Davachi, 2006; Diana et al., 2007; Mayes et al., 2007; Battaglia et al., 2011; Olsen et al., 2012; Yonelinas, 2013). Moreover, selective hippocampal lesions severely impaired associative memory rather than item memory itself in humans (Turriziani et al., 2004) as well as in primates (Zola-Morgan et al., 1986; Pascalis and Bachevalier, 1999). Differences in excitability of neurons could also play a key role in determining the behavioral outcome of stimulation effects. Indeed, neuronal activity in the human hippocampus is significantly higher for associative paired-item memory than for single-item memory (Cameron et al., 2001).

As mentioned earlier, previous studies using non-invasive stimulation have described the role of the hippocampus in associative memory (Wang et al., 2014; Wang and Voss, 2015) and memory precision (Nilakantan et al., 2017), and demonstrated its selective influence on associative vs. item memory (Tambini et al., 2018). However, these studies did not provide confirmatory evidence of hippocampal-dependent functions, since non-invasive stimulation is limited to delivering stimulation specifically to the hippocampus itself. Our current findings, however, provide direct evidence for a causal role of the human hippocampus in associative memory. Further expanding the knowledge provided by prior studies, our results suggest that direct hippocampal stimulation can enhance hippocampal-dependent associative binding.

Stimulation intensity and duration may be important regarding whether memory will be disrupted or enhanced by the activity in the hippocampus. A previous study suggested that optimal stimulation is based upon the current level, rather than the frequency of stimulation (Hescham et al., 2013). Furthermore, the duration of stimulation may lead to changes in the total energy delivered to the tissues (Moro et al., 2002). Additionally, different stimulation parameters have been associated with both increases and decreases in downstream brain activity in previous electrophysiology and functional MRI (fMRI) studies (Logothetis et al., 2010). We speculate that the positive effect of stimulation on behavior in the present study may be due to both the memory task and the precision of the stimulation parameters. As we were unable to directly address the controversy presented in the literature, further studies are required to explore the precise effect of stimulation on neural activity and variations in behavioral outcomes.

Our behavioral results indicate that hippocampal stimulation enhances memory performance, particularly recollection ability that retains specificity, and that the level of detail depends on the hippocampus. The hippocampus integrates elements of memory representations associated with the qualitative aspects of an event during encoding (Yonelinas, 2013), and it is known to be crucial for recollection, but not for familiarity (Davachi and Wagner, 2002; Giovanello et al., 2003; Addis et al., 2004). Previous neurophysiological and neuroimaging studies have indicated that the hippocampus is an essential region for remembering context-specific details (recollection; Eldridge et al., 2000; Moscovitch and McAndrews, 2002). One non-invasive stimulation study reported that hippocampus-targeted cortical stimulation enhances highly specific memory recollection (Nilakantan et al., 2017). Taken together, these findings demonstrate that direct stimulation of the hippocampus during encoding boosts memory recollection.

Furthermore, our results reveal that hippocampal-dependent memory is correlated with the theta activity of the lateral temporal cortex during memory encoding in the stimulation “on” condition. A previous functional MRI (fMRI) study investigating associative memory tasks indicated that the hippocampus supports strong recollection, with additional contributions from several neocortices (Wais, 2011). There is growing consensus that direct electrical stimulation regulates the physiology across a network connected to the stimulation site (McIntyre and Hahn, 2010; Kim et al., 2016; Ezzyat et al., 2017). Stimulation may thus be mediated via cortico-hippocampal communication (Acheson and Hagoort, 2013; Wang et al., 2014).

The present study focused on activity changes in the low-frequency band (i.e., theta rhythm), for several reasons. For example, low-frequency power may maximize excitability and enhance subsequent memory encoding in cortical regions in the presence of word pairs (Lakatos et al., 2008; Haque et al., 2015). Theta rhythms generate large and synchronous membrane-potential fluctuations in many neurons throughout brain-wide networks (He et al., 2008; Buzsáki et al., 2013). Hence, the rhythm may be propagated to distant brain regions via long-range communication (Gloveli et al., 2005). Accordingly, our data revealed a concomitant increase in theta power in the temporal cortex during correctly remembered trials in stimulation “on” conditions. In particular, the hippocampal stimulation enhanced recollection ability. Although recollection was not specifically tested as in the present study, a previous study pointed out orchestration in theta phase-synchrony between the MTL and a distributed neocortical memory network for vividly remembered experiences (Fuentemilla et al., 2014).

Despite their critical role in human cognition, distributed networks of oscillatory activity in memory have remained largely uncharacterized. Our findings reveal stimulation-mediated theta oscillatory changes in the human temporal neocortex, thereby broadening our understanding of stimulation-induced neural correlates in one of the distributed networks that may act together with the hippocampus.

The present study has some limitations that should be noted, including the limited range of targets and parameters explored. Furthermore, as we only investigated six patients, we cannot claim with any certainty that the statistical power was sufficient. Despite these limitations, however, we observed a consistent positive effect of stimulation in all six patients, using a verbal associative memory paradigm. Further studies involving larger samples of patients are required and more in-depth analyses considering variable stimulation parameters are warranted.



AUTHOR CONTRIBUTIONS

SJ, JK, and CC contributed to the study design and wrote the article. SJ and CC performed the study. SJ and JK analyzed the data. JK and CC obtained funding.



FUNDING

This research was supported by grants (2018M3C1B8013690 and 2018R1A4A1025616) from the Basic Science Research Program through the National Research Foundation (NRF), funded by the Ministry of Science & ICT, South Korea.



ACKNOWLEDGMENTS

We thank the patients and their families for their participation and support. We thank Kisun Kim, Woorim Jeong, and Dahye Kim for assistance with the iEEG experiments, and Seung-Hyun Jin for valuable comments on the analysis.



REFERENCES

Acheson, D. J., and Hagoort, P. (2013). Stimulating the brain’s language network: syntactic ambiguity resolution after TMS to the inferior frontal gyrus and middle temporal gyrus. J. Cogn. Neurosci. 25, 1664–1677. doi: 10.1162/jocn_a_00430

Addante, R. J., Watrous, A. J., Yonelinas, A. P., Ekstrom, A. D., and Ranganath, C. (2011). Prestimulus theta activity predicts correct source memory retrieval. Proc. Natl. Acad. Sci. U S A 108, 10702–10707. doi: 10.1073/pnas.1014528108

Addis, D. R., Moscovitch, M., Crawley, A. P., and McAndrews, M. P. (2004). Recollective qualities modulate hippocampal activation during autobiographical memory retrieval. Hippocampus 14, 752–762. doi: 10.1002/hipo.10215

Agnew, W. F., and McCreery, D. B. (1990). Considerations for safety with chronically implanted nerve electrodes. Epilepsia 31, S27–S32. doi: 10.1111/j.1528-1157.1990.tb05845.x

Avants, B. B., Epstein, C. L., Grossman, M., and Gee, J. C. (2008). Symmetric diffeomorphic image registration with cross-correlation: evaluating automated labeling of elderly and neurodegenerative brain. Med. Image Anal. 12, 26–41. doi: 10.1016/j.media.2007.06.004

Axmacher, N., Schmitz, D. P., Weinreich, I., Elger, C. E., and Fell, J. (2008). Interaction of working memory and long-term memory in the medial temporal lobe. Cereb. Cortex 18, 2868–2878. doi: 10.1093/cercor/bhn045

Backus, A. R., Schoffelen, J. M., Szebenyi, S., Hanslmayr, S., and Doeller, C. F. (2016). Hippocampal-prefrontal theta oscillations support memory integration. Curr. Biol. 26, 450–457. doi: 10.1016/j.cub.2015.12.048

Battaglia, F. P., Benchenane, K., Sirota, A., Pennartz, C. M., and Wiener, S. I. (2011). The hippocampus: hub of brain network communication for memory. Trends Cogn. Sci. 15, 310–318. doi: 10.1016/j.tics.2011.05.008

Berger, T. W., Hampson, R. E., Song, D., Goonawardena, A., Marmarelis, V. Z., and Deadwyler, S. A. (2011). A cortical neural prosthesis for restoring and enhancing memory. J. Neural Eng. 8:046017. doi: 10.1088/1741-2560/8/4/046017

Boccardi, M., Bocchetta, M., Morency, F. C., Collins, D. L., Nishikawa, M., Ganzola, R., et al. (2015). Training labels for hippocampal segmentation based on the EADC-ADNI harmonized hippocampal protocol. Alzheimers Dement. 11, 175–183. doi: 10.1016/j.jalz.2014.12.002

Boon, P., Vonck, K., De Herdt, V., Van Dycke, A., Goethals, M., Goossens, L., et al. (2007). Deep brain stimulation in patients with refractory temporal lobe epilepsy. Epilepsia 48, 1551–1560. doi: 10.1111/j.1528-1167.2007.01005.x

Burke, J. F., Zaghloul, K. A., Jacobs, J., Williams, R. B., Sperling, M. R., Sharan, A. D., et al. (2013). Synchronous and asynchronous theta and gamma activity during episodic memory formation. J. Neurosci. 33, 292–304. doi: 10.1523/jneurosci.2057-12.2013

Buzsáki, G. (1996). The hippocampo-neocortical dialogue. Cereb. Cortex 6, 81–92. doi: 10.1093/cercor/6.2.81

Buzsáki, G., Logothetis, N., and Singer, W. (2013). Scaling brain size, keeping timing: evolutionary preservation of brain rhythms. Neuron 80, 751–764. doi: 10.1016/j.neuron.2013.10.002

Cameron, K. A., Yashar, S., Wilson, C. L., and Fried, I. (2001). Human hippocampal neurons predict how well word pairs will be remembered. Neuron 30, 289–298. doi: 10.1016/s0896-6273(01)00280-x

Casasanto, D. J., Killgore, W. D., Maldjian, J. A., Glosser, G., Alsop, D. C., Cooke, A. M., et al. (2002). Neural correlates of successful and unsuccessful verbal memory encoding. Brain Lang. 80, 287–295. doi: 10.1006/brln.2001.2584

Chao, L. L., Haxby, J. V., and Martin, A. (1999). Attribute-based neural substrates in temporal cortex for perceiving and knowing about objects. Nat. Neurosci. 2, 913–919. doi: 10.1038/13217

Cohn, M., and Moscovitch, M. (2007). Dissociating measures of associative memory: evidence and theoretical implications. J. Mem. Lang. 57, 437–454. doi: 10.1016/j.jml.2007.06.006

Coleshill, S. G., Binnie, C. D., Morris, R. G., Alarcon, G., van Emde Boas, W., Velis, D. N., et al. (2004). Material-specific recognition memory deficits elicited by unilateral hippocampal electrical stimulation. J. Neurosci. 24, 1612–1616. doi: 10.1523/jneurosci.4352-03.2004

Daitch, A. L., Sharma, M., Roland, J. L., Astafiev, S. V., Bundy, D. T., Gaona, C. M., et al. (2013). Frequency-specific mechanism links human brain networks for spatial attention. Proc. Natl. Acad. Sci. U S A 110, 19585–19590. doi: 10.1073/pnas.1307947110

Davachi, L. (2006). Item, context and relational episodic encoding in humans. Curr. Opin. Neurobiol. 16, 693–700. doi: 10.1016/j.conb.2006.10.012

Davachi, L., and Wagner, A. D. (2002). Hippocampal contributions to episodic encoding: insights from relational and item-based learning. J. Neurophysiol. 88, 982–990. doi: 10.1152/jn.2002.88.2.982

de Vanssay-Maigne, A., Noulhiane, M., Devauchelle, A. D., Rodrigo, S., Baudoin-Chial, S., Meder, J. F., et al. (2011). Modulation of encoding and retrieval by recollection and familiarity: mapping the medial temporal lobe networks. Neuroimage 58, 1131–1138. doi: 10.1016/j.neuroimage.2011.06.086

Diana, R. A., Yonelinas, A. P., and Ranganath, C. (2007). Imaging recollection and familiarity in the medial temporal lobe: a three-component model. Trends Cogn. Sci. 11, 379–386. doi: 10.1016/j.tics.2007.08.001

Eichenbaum, H. (2000). A cortical-hippocampal system for declarative memory. Nat. Rev. Neurosci. 1, 41–50. doi: 10.1038/35036213

Eichenbaum, H., Yonelinas, A. P., and Ranganath, C. (2007). The medial temporal lobe and recognition memory. Annu. Rev. Neurosci. 30, 123–152. doi: 10.1146/annurev.neuro.30.051606.094328

Eldridge, L. L., Knowlton, B. J., Furmanski, C. S., Bookheimer, S. Y., and Engel, S. A. (2000). Remembering episodes: a selective role for the hippocampus during retrieval. Nat. Neurosci. 3, 1149–1152. doi: 10.1038/80671

Ezzyat, Y., Kragel, J. E., Burke, J. F., Levy, D. F., Lyalenko, A., Wanda, P., et al. (2017). Direct brain stimulation modulates encoding states and memory performance in humans. Curr. Biol. 27, 1251–1258. doi: 10.1016/j.cub.2017.03.028

Fell, J., Staresina, B. P., Do Lam, A. T., Widman, G., Helmstaedter, C., Elger, C. E., et al. (2013). Memory modulation by weak synchronous deep brain stimulation: a pilot study. Brain Stimul. 6, 270–273. doi: 10.1016/j.brs.2012.08.001

Fletcher, P., and Tyler, L. (2002). Neural correlates of human memory. Nat. Neurosci. 5, 8–9. doi: 10.1038/nn0102-8

Fuentemilla, L., Barnes, G. R., Duzel, E., and Levine, B. (2014). Theta oscillations orchestrate medial temporal lobe and neocortex in remembering autobiographical memories. Neuroimage 85, 730–737. doi: 10.1016/j.neuroimage.2013.08.029

Giovanello, K. S., Keane, M. M., and Verfaellie, M. (2006). The contribution of familiarity to associative memory in amnesia. Neuropsychologia 44, 1859–1865. doi: 10.1016/j.neuropsychologia.2006.03.004

Giovanello, K. S., Verfaellie, M., and Keane, M. M. (2003). Disproportionate deficit in associative recognition relative to item recognition in global amnesia. Cogn. Affect. Behav. Neurosci. 3, 186–194. doi: 10.3758/cabn.3.3.186

Gloveli, T., Dugladze, T., Rotstein, H. G., Traub, R. D., Monyer, H., Heinemann, U., et al. (2005). Orthogonal arrangement of rhythm-generating microcircuits in the hippocampus. Proc. Natl. Acad. Sci. U S A 102, 13295–13300. doi: 10.1073/pnas.0506259102

Gordon, B., Lesser, R. P., Rance, N. E., Hart, J. Jr., Webber, R., Uematsu, S., et al. (1990). Parameters for direct cortical electrical stimulation in the human: histopathologic confirmation. Electroencephalogr. Clin. Neurophysiol. 75, 371–377. doi: 10.1016/0013-4694(90)90082-u

Goyal, A., Miller, J., Watrous, A. J., Lee, S. A., Coffey, T., Sperling, M. R., et al. (2018). Electrical stimulation in hippocampus and entorhinal cortex impairs spatial and temporal memory. J. Neurosci. 38, 4471–4481. doi: 10.1523/JNEUROSCI.3049-17.2018

Hamani, C., McAndrews, M. P., Cohn, M., Oh, M., Zumsteg, D., Shapiro, C. M., et al. (2008). Memory enhancement induced by hypothalamic/fornix deep brain stimulation. Ann. Neurol. 63, 119–123. doi: 10.1002/ana.21295

Hampson, R. E., Song, D., Chan, R. H., Sweatt, A. J., Riley, M. R., Gerhardt, G. A., et al. (2012). A nonlinear model for hippocampal cognitive prosthesis: memory facilitation by hippocampal ensemble stimulation. IEEE Trans. Neural Syst. Rehabil. Eng. 20, 184–197. doi: 10.1109/tnsre.2012.2189163

Hansen, N., Chaieb, L., Derner, M., Hampel, K. G., Elger, C. E., Surges, R., et al. (2018). Memory encoding-related anterior hippocampal potentials are modulated by deep brain stimulation of the entorhinal area. Hippocampus 28, 12–17. doi: 10.1002/hipo.22808

Haque, R. U., Wittig, J. H. Jr., Damera, S. R., Inati, S. K., and Zaghloul, K. A. (2015). Cortical low-frequency power and progressive phase synchrony precede successful memory encoding. J. Neurosci. 35, 13577–13586. doi: 10.1523/jneurosci.0687-15.2015

He, B. J., Snyder, A. Z., Zempel, J. M., Smyth, M. D., and Raichle, M. E. (2008). Electrophysiological correlates of the brain’s intrinsic large-scale functional architecture. Proc. Natl. Acad. Sci. U S A 105, 16039–16044. doi: 10.1073/pnas.0807010105

Hescham, S., Lim, L. W., Jahanshahi, A., Blokland, A., and Temel, Y. (2013). Deep brain stimulation in dementia-related disorders. Neurosci. Biobehav. Rev. 37, 2666–2675. doi: 10.1016/j.neubiorev.2013.09.002

Jacobs, J., Miller, J., Lee, S. A., Coffey, T., Watrous, A. J., Sperling, M. R., et al. (2016). Direct electrical stimulation of the human entorhinal region and hippocampus impairs memory. Neuron 92, 983–990. doi: 10.1016/j.neuron.2016.10.062


Kim, H. S. (2005). Modern Korean Words version 2. 780p (National Institute of Korean Language).


Kim, K., Ekstrom, A. D., and Tandon, N. (2016). A network approach for modulating memory processes via direct and indirect brain stimulation: toward a causal approach for the neural basis of memory. Neurobiol. Learn. Mem. 134, 162–177. doi: 10.1016/j.nlm.2016.04.001

Kucewicz, M. T., Berry, B. M., Miller, L. R., Khadjevand, F., Ezzyat, Y., Stein, J. M., et al. (2018). Evidence for verbal memory enhancement with electrical brain stimulation in the lateral temporal cortex. Brain 141, 971–978. doi: 10.1093/brain/awx373

Kuncel, A. M., and Grill, W. M. (2004). Selection of stimulus parameters for deep brain stimulation. Clin. Neurophysiol. 115, 2431–2441. doi: 10.1016/j.clinph.2004.05.031

Lacruz, M. E., Valentin, A., Seoane, J. J., Morris, R. G., Selway, R. P., and Alarcon, G. (2010). Single pulse electrical stimulation of the hippocampus is sufficient to impair human episodic memory. Neuroscience 170, 623–632. doi: 10.1016/j.neuroscience.2010.06.042

Lakatos, P., Karmos, G., Mehta, A. D., Ulbert, I., and Schroeder, C. E. (2008). Entrainment of neuronal oscillations as a mechanism of attentional selection. Science 320, 110–113. doi: 10.1126/science.1154735

Lega, B., Burke, J., Jacobs, J., and Kahana, M. J. (2016). Slow-theta-to-gamma phase-amplitude coupling in human hippocampus supports the formation of new episodic memories. Cereb. Cortex 26, 268–278. doi: 10.1093/cercor/bhu232

Lega, B. C., Jacobs, J., and Kahana, M. (2012). Human hippocampal theta oscillations and the formation of episodic memories. Hippocampus 22, 748–761. doi: 10.1002/hipo.20937

Logothetis, N. K., Augath, M., Murayama, Y., Rauch, A., Sultan, F., Goense, J., et al. (2010). The effects of electrical microstimulation on cortical signal propagation. Nat. Neurosci. 13, 1283–1291. doi: 10.1038/nn.2631

Manns, J. R., Hopkins, R. O., Reed, J. M., Kitchener, E. G., and Squire, L. R. (2003). Recognition memory and the human hippocampus. Neuron 37, 171–180. doi: 10.1016/S0896-6273(02)01147-9

Mayes, A., Montaldi, D., and Migo, E. (2007). Associative memory and the medial temporal lobes. Trends Cogn. Sci. 11, 126–135. doi: 10.1016/j.tics.2006.12.003

McIntyre, C. C., and Hahn, P. J. (2010). Network perspectives on the mechanisms of deep brain stimulation. Neurobiol. Dis. 38, 329–337. doi: 10.1016/j.nbd.2009.09.022

Mickes, L., Johnson, E. M., and Wixted, J. T. (2010). Continuous recollection versus unitized familiarity in associative recognition. J. Exp. Psychol. Learn. Mem. Cogn. 36, 843–863. doi: 10.1037/a0019755

Moro, E., Esselink, R. J. A., Xie, J., Hommel, M., Benabid, A. L., and Pollak, P. (2002). The impact on Parkinson’s disease of electrical parameter settings in STN stimulation. Neurology 59, 706–713. doi: 10.1212/wnl.59.5.706

Moscovitch, M., Cabeza, R., Winocur, G., and Nadel, L. (2016). Episodic memory and beyond: the hippocampus and neocortex in transformation. Annu. Rev. Psychol. 67, 105–134. doi: 10.1146/annurev-psych-113011-143733

Moscovitch, D. A., and McAndrews, M. P. (2002). Material-specific deficits in “remembering” in patients with unilateral temporal lobe epilepsy and excisions. Neuropsychologia 40, 1335–1342. doi: 10.1016/s0028-3932(01)00213-5

Nilakantan, A. S., Bridge, D. J., Gagnon, E. P., VanHaerents, S. A., and Voss, J. L. (2017). Stimulation of the posterior cortical-hippocampal network enhances precision of memory recollection. Curr. Biol. 27, 465–470. doi: 10.1016/j.cub.2016.12.042

Ojemann, G. A., and Schoenfield-McNeill, J. (1998). Neurons in human temporal cortex active with verbal associative learning. Brain Lang. 64, 317–327. doi: 10.1006/brln.1998.1982

Ojemann, G. A., Schoenfield-McNeill, J., and Corina, D. P. (2002). Anatomic subdivisions in human temporal cortical neuronal activity related to recent verbal memory. Nat. Neurosci. 5, 64–71. doi: 10.1038/nn785

Ojemann, G. A., Schoenfield-McNeill, J., and Corina, D. (2009). The roles of human lateral temporal cortical neuronal activity in recent verbal memory encoding. Cereb. Cortex 19, 197–205. doi: 10.1093/cercor/bhn071

Olsen, R. K., Moses, S. N., Riggs, L., and Ryan, J. D. (2012). The hippocampus supports multiple cognitive processes through relational binding and comparison. Front. Hum. Neurosci. 6:146. doi: 10.3389/fnhum.2012.00146

Pascalis, O., and Bachevalier, J. (1999). Neonatal aspiration lesions of the hippocampal formation impair visual recognition memory when assessed by paired-comparison task but not by delayed nonmatching-to-sample task. Hippocampus 9, 609–616. doi: 10.1002/(sici)1098-1063(1999)9:6<609::aid-hipo1>3.3.co;2-1

Poldrack, R. A., Clark, J., Pare-Blagoev, E. J., Shohamy, D., Creso Moyano, J., Myers, C., et al. (2001). Interactive memory systems in the human brain. Nature 414, 546–550. doi: 10.1038/35107080

Quamme, J. R., Yonelinas, A. P., and Norman, K. A. (2007). Effect of unitization on associative recognition in amnesia. Hippocampus 17, 192–200. doi: 10.1002/hipo.20257


Rhee, K. Y. (1991). Korean Category norms: survey on exemplar frequency norm, typicality, and features. Korean J. Exp. Cogn. Psychol. 3, 131–160.


Ritchey, M., Libby, L. A., and Ranganath, C. (2015). Cortico-hippocampal systems involved in memory and cognition: the PMAT framework. Prog. Brain Res. 219, 45–64. doi: 10.1016/bs.pbr.2015.04.001

Rugg, M. D., and Vilberg, K. L. (2013). Brain networks underlying episodic memory retrieval. Curr. Opin. Neurobiol. 23, 255–260. doi: 10.1016/j.conb.2012.11.005

Rutishauser, U., Ross, I. B., Mamelak, A. N., and Schuman, E. M. (2010). Human memory strength is predicted by theta-frequency phase-locking of single neurons. Nature 464, 903–907. doi: 10.1038/nature08860

Suthana, N., Haneef, Z., Stern, J., Mukamel, R., Behnke, E., Knowlton, B., et al. (2012). Memory enhancement and deep-brain stimulation of the entorhinal area. N. Engl. J. Med. 366, 502–510. doi: 10.1056/NEJMoa1107212

Sweeney-Reed, C. M., Zaehle, T., Voges, J., Schmitt, F. C., Buentjen, L., Kopitzki, K., et al. (2016). Pre-stimulus thalamic theta power predicts human memory formation. Neuroimage 138, 100–108. doi: 10.1016/j.neuroimage.2016.05.042

Tambini, A., Nee, D. E., and D’Esposito, M. (2018). Hippocampal-targeted theta-burst stimulation enhances associative memory formation. J. Cogn. Neurosci. 30, 1452–1472. doi: 10.1162/jocn_a_01300

Turriziani, P., Fadda, L., Caltagirone, C., and Carlesimo, G. A. (2004). Recognition memory for single items and for associations in amnesic patients. Neuropsychologia 42, 426–433. doi: 10.1016/j.neuropsychologia.2003.10.003

Wais, P. E. (2011). Hippocampal signals for strong memory when associative memory is available and when it is not. Hippocampus 21, 9–21. doi: 10.1002/hipo.20716

Wang, J. X., Rogers, L. M., Gross, E. Z., Ryals, A. J., Dokucu, M. E., Brandstatt, K. L., et al. (2014). Targeted enhancement of cortical-hippocampal brain networks and associative memory. Science 345, 1054–1057. doi: 10.1126/science.1252900

Wang, J. X., and Voss, J. L. (2015). Long-lasting enhancements of memory and hippocampal-cortical functional connectivity following multiple-day targeted noninvasive stimulation. Hippocampus 25, 877–883. doi: 10.1002/hipo.22416

Watrous, A. J., Tandon, N., Conner, C. R., Pieters, T., and Ekstrom, A. D. (2013). Frequency-specific network connectivity increases underlie accurate spatiotemporal memory retrieval. Nat. Neurosci. 16, 349–356. doi: 10.1038/nn.3315

Yonelinas, A. P. (2013). The hippocampus supports high-resolution binding in the service of perception, working memory and long-term memory. Behav. Brain Res. 254, 34–44. doi: 10.1016/j.bbr.2013.05.030

Yonelinas, A. P., and Jacoby, L. L. (1995). The relation between remembering and knowing as bases for recognition: effects of size congruency. J. Mem. Lang. 34, 622–643. doi: 10.1006/jmla.1995.1028

Zola-Morgan, S., Squire, L. R., and Amaral, D. G. (1986). Human amnesia and the medial temporal region: enduring memory impairment following a bilateral lesion limited to field CA1 of the hippocampus. J. Neurosci. 6, 2950–2967. doi: 10.1523/jneurosci.06-10-02950.1986

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Jun, Kim and Chung. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 07 February 2019
doi: 10.3389/fnmol.2019.00021






[image: image]

Phosphodiesterase 1b (PDE1B) Regulates Spatial and Contextual Memory in Hippocampus

Susan McQuown†, Shouzhen Xia†, Karsten Baumgärtel, Richard Barido, Gary Anderson, Brian Dyck, Roderick Scott and Marco Peters*

Dart NeuroScience, LLC, San Diego, CA, United States

Edited by:
Oliver Stork, Universitätsklinikum Magdeburg, Germany

Reviewed by:
Chuang Wang, Ningbo University, China
Arjan Blokland, Maastricht University, Netherlands

*Correspondence: Marco Peters, dr.marco.peters@gmail.com

†These authors have contributed equally to this work

Received: 19 June 2018
Accepted: 21 January 2019
Published: 07 February 2019

Citation: McQuown S, Xia S, Baumgärtel K, Barido R, Anderson G, Dyck B, Scott R and Peters M (2019) Phosphodiesterase 1b (PDE1B) Regulates Spatial and Contextual Memory in Hippocampus. Front. Mol. Neurosci. 12:21. doi: 10.3389/fnmol.2019.00021

Augmentation of cyclic nucleotide signaling through inhibition of phosphodiesterase (PDE) activity has long been understood to enhance memory. Efforts in this domain have focused predominantly on PDE4, a cAMP-specific phosphodiesterase implicated in consolidation. But less is known about the function of other PDEs expressed in neuroanatomical regions critical to memory. The PDE1 isoforms are the only PDEs to regulate neuronal cAMP and cGMP levels in a Ca2+/Calmodulin (CaM) dependent manner. Here, we show that knock-down of PDE1B in hippocampus of adult mice enhances contextual and spatial memory without effect on non-cognitive behaviors. Pharmacological augmentation of memory in rats was observed with a selective inhibitor of PDE1 dosed before and immediately after training, but not with drug dosed either 1 h after training or before recall. Our data clearly demonstrate a role for the PDE1B isoforms as negative regulators of memory, and they implicate PDE1 in an early phase of consolidation, but not retrieval. Inhibition of PDE1B is a promising therapeutic mechanism for treating memory impairment.
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INTRODUCTION

There is great need for therapies for cognitive deficits in patients suffering from schizophrenia, depression, and neurodegenerative conditions including Alzheimer’s and Parkinson’s disease. Considerable efforts have focused on targets implicated in dopaminergic (DA) signaling, because of the importance of prefrontal D1 receptors (D1-R) in attention and working memory (Arnsten et al., 1994, 2017; Goldman-Rakic et al., 2004), and of hippocampal D1-R in memory consolidation (O’Carroll et al., 2006; Rossato et al., 2009; Bethus et al., 2010). The pro-cognitive effects of D1-R are mediated via g-protein regulation of cyclic adenosine-monophosphate (cAMP) signaling, leading to activation of protein kinase A (PKA) to modulate synaptic plasticity and memory. The actions of cAMP are counteracted by phosphodiesterase (PDE) activity that rapidly hydrolyzes the second messenger and terminates the receptor signal. Inhibitors of the cAMP-specific PDE4 enhance memory and DA signaling (Kuroiwa et al., 2012), but the target is associated with dose limiting complications including emesis (du Sert et al., 2012). More recently, medicinal chemistry efforts have led to the discovery of selective inhibitors of other PDEs, including the dual substrate specific phosphodiesterases PDE1 and PDE2 (Schmidt, 2010; Maurice et al., 2014). First isolated almost 50 years ago from bovine and rat brain (Cheung, 1970; Kakiuchi and Yamazaki, 1970), the type 1 phosphodiesterases (PDE1) are characterized by Ca2+-dependent stimulation via the Ca2+-binding protein calmodulin (CaM) and are as such the only PDE to regulate neuronal cAMP and cGMP levels in a Ca2+-dependent manner (Goraya and Cooper, 2005). Three isoforms of CaM-PDEs are expressed in CNS: PDE1A – located most prominently to the CA1–4 area of the hippocampal formation and in cerebral cortex, PDE1B – expressed prominently in regions with strong dopaminergic innervation such as dentate gyrus, striatum, and in prefrontal cortex, PDE1C – located to cerebellum and olfactory epithelium (Polli and Kincaid, 1992, 1994; Yan et al., 1994, 1996). The function of these isoforms is poorly understood. Knockout of PDE1B in mice increases D1R mediated PKA activation, phosphorylation of striatal DARPP-32 (dopamine and cAMP regulated phosphoprotein), and it causes exaggerated locomotor responses to methamphetamine administration (Reed et al., 2002; Ehrman et al., 2006; Siuciak et al., 2007). This phenotype is overall consistent with coupling of PDE1B to D1R within the direct pathway in striatum (Nishi and Snyder, 2010). Initial studies on PDE1B knockout mice reported spatial learning deficits in the Morris Water Maze (Reed et al., 2002), but these findings were not corroborated in subsequent studies (Ehrman et al., 2006; Siuciak et al., 2007) – leaving the role of PDE1B in memory unclear.

Here, we address the function of PDE1B in spatial and contextual memory. We show that RNA interference knockdown of PDE1B in hippocampus enhances memory, and we provide pharmacological evidence for a specific role for PDE1 in memory consolidation.



MATERIALS AND METHODS

Experimental Subjects

All animal work adhered to protocols approved by the IACUC committee of Dart NeuroScience, LLC and followed the guidance of the National Research Council Guide for the Care and Use of Laboratory Animals Studies (2011). We used male C57Bl/6 × 129SvTac hybrid mice (Taconic Farms) for Pde1b knockdown and memory studies, and male Long-Evans rats (Envigo, United States) for pharmacology. Mice were housed in groups of four, and rats in groups of two, maintained on a 12 h light/dark schedule, and allowed ad libitum access to food and water. Experiments were conducted on 3–6 month old male mice during the light phase. Rats were 360–430 g (approximately 3 month old) at the initiation of study.

Contextual Fear Conditioning Task (cFC)

Fear conditioning was conducted using conditioning chambers fitted with a stainless-steel grid floor through which footshocks can be delivered (mice: Coulbourn Instruments, PA, United States; rats: Med Associates Inc., VT, United States). Protocols were developed to demonstrate the effect of intra-hippocampal manipulations, including post-trial inhibition of PDE4 by Rolipram (Li et al., 2011) and blocking NMDA receptors prior to training (data not shown). Training consisted of placing an animal in the chamber and after 120 s delivering two (to induce a weak memory) electrical footshocks (2 s duration; 0.4 mA) separated by a 60 s inter-trial interval (ITI). Experimental subjects were returned to the home cage 30 s after the final footshock. The percentage of time spent freezing during 3 min of re-exposure to the training context as a measure of memory was recorded automatically using Video Freeze software. Based on prior experiments, sample size was set to detect a 22% difference in freezing in mouse cFC (shRNA) with power = 0.8 in mouse cFC (shRNA), and a 25% difference in freezing in rat cFC (pharmacology) with power = 0.9.

Open Field Exploration

Mice were allowed to explore square open field chambers (40 cm W × 40 cm D × 35 cm H) filled with cobb bedding under dim light (60 lux) for 10 min each day on two consecutive days. Mice were placed in the arena and motion was recorded automatically using EthoVision 8.5 tracking software (Noldus Information Technology, Netherlands). We calculated the distance moved across the arena as a measure of horizontal activity, and the time spent in the center or perimeter of the arena as a measure of anxiety related behavior.

Spatial Memory in the Barnes Maze

All studies were carried out on a circular platform (36” in diameter) with 20 holes (2” in diameter) around the perimeter (San Diego Instruments, United States). A removable escape box was placed beneath the target hole. Overhead lights provided motivation for the animal to seek the escape box. Several large, salient objects were placed around the maze to provide proximal visual cues. A camera was suspended from the ceiling above the platform to permit automated tracking of experimental subjects. Before the first training trial, mice were familiarized to escape the maze by placing the subject directly in front of the target position and guiding the animal into the escape box in a no-cue environment. At the start of each training trial, mice were placed in the center of the platform inside an opaque start tube for 15 s and then released. The trial ended when the subject entered the escape box. If at the end of 300 s the subject had not found the escape box, the mouse was guided to it and a latency of 300 s was scored. Latency to escape and errors were scored as measures of acquisition. Mice remained in the escape box 30 s before returning to the home cage. The maze and escape box were cleaned with 70% ethanol solution to dissipate odor cues and provide a standard olfactory context for each trial. Escape holes were counterbalanced across the experiment. Training was conducted twice a day with an ITI of one min for two days. Twenty-four hour later a probe-test was conducted. The escape box was removed and the mouse’s exploration monitored for 120 s. Locomotion during the 120 s probe-trial, time spent in the correct quadrant (TQ), number of errors prior to the first correct escape visit, and search strategy were determined. All trials were tracked and recorded by EthoVision 8.5 (Noldus, Inc.).

In vivo RNA Interference

All vectors were constructed at Vector Biolabs (Malvern, PA, United States). AAV2 ITR containing plasmids (Vector Biolabs) were packaged with AAV5 capsid. shRNA targeting Pde1b (TRCN0000115001, target sequence: GCCTCCAAGTTTCTAAGCAAT) was expressed from a U6 promoter. eGFP (to monitor in vivo transduction by AAV5) was co-expressed from a CAG promoter (a hybrid of the CMV early enhancer element and chicken beta-actin promoter, Vector Biolabs Cat. No: 7073) contained in the same vector. shRNA targeting eGFP (RHS4459, target sequence: TACAACAGCCACAACGTCTAT) was used to control for non-specific effects of viral transduction and shRNA expression on memory formation. The Efficiency to knock-down Pde1b mRNA was confirmed in cultured mouse hippocampal neurons in vitro using RT-PCR on a StepOnePlus Real-Time PCR System (Thermo Fisher Scientific). Data was normalized to Gapdh and ΔΔCT values were determined relative to control. For virus injection, mice were anesthetized with a Ketamine/Xylazine anesthetic (100 mg/kg, 10 mg/kg), core body temperature maintained throughout the surgery using a heat blanket, and an ophthalmic ointment applied. Bregma and lambda were leveled to the same plane, as were two points 2 mm of each side of the midline. Holes were drilled at stereotactic coordinates AP = –1.5 mm, Lateral = ±1.5 mm and the injection cannula was lowered 1.75 mm below the surface of the skull. One microliter of virus was injected bilaterally at a rate of 0.5 μl/min, and after 1 min the cannula was pulled up to –1.5 mm and another 1 μl was injected (5 × 1010 AAV particles). After an additional 1 min the cannula was removed, a thin layer of bone wax applied, the skin closed above the scalp, and post-surgery care provided. Mice were allowed to recover for 14–21 days prior to experimentation.

Drug Treatment

6-(4-Methoxybenzyl)-9- ((tetrahydro-2H-pyran-4-yl)methyl)-8, 9,10,11-tetrahydro- pyrido[4’,3’:4,5]thieno[3,2-e][1,2,4]triazolo [1,5-c]pyrimidin- 5(6H)-one (compound 16-k, referred to as DNS-0056, ref. 25) was used to test the effects of pharmacological inhibition of PDE1 on contextual memory in rat. The drug was formulated in a vehicle of 10% DMSO, 30% PEG 400 and 60% saline, and administered orally at a dose of 0.3 mg/kg in a volume of 2 ml/kg. The same dose of DNS-0056 was previously shown to enhance object recognition memory in rats. Pharmacokinetic properties and PDE-selectivity of DNS-0056 are described in Dyck et al. (2017a).

Immunohistochemistry

Anesthetized mice were transcardially perfused with PBS for 2 min followed by 4% PFA for 5 min, and brains post-fixed overnight in 4% PFA. Free-floating 50 μm coronal sections were prepared using a vibratome. Sections were blocked and permeabilized with 1% Triton X, 10% normal goat serum in PBS (pH7.4) for 1 h at room temperature and stained with anti-PDE1B rabbit polyclonal antibody (Cell signaling; 1:750) over night at 4°C. Sections were washed in PBS three times for 10 min and then stained with Alexafluor 546 goat anti-rabbit secondary antibody (Molecular probes; 1:1,000) using the same blocking solution for 3 h at room temperature. After a series of washes with PBS sections were mounted using a DAPI containing ProLong mounting agent (Invitrogen; 1:1,000). Slide mounted sections were imaged using a Zeiss LSM 780 confocal microscope using a 10× objective and Zen software (Zeiss, Jena, Germany). Image analysis was performed using the MetaMorph Microscopy Automation and Image Analysis software package (Molecular Devices, Sunnyvale, CA). Total signal intensity in the dentate gyrus was normalized to the superior half of the striatum for each image. At least six images were averaged for each individual mouse. Only images with GFP expression in the dentate gyrus were included in the analysis.

Statistical Analysis

All experiments and analysis were performed blind to the treatment condition. Behavioral and biochemical data were analyzed by unpaired t-test (where appropriate) or by ANOVA, followed by post-hoc analysis to interrogate differences amongst individual treatment groups. Values greater than three standard deviations from the mean of each group were excluded as statistical outliers. Distribution of search patterns in the Barnes Maze were analyzed by Chi-squared test. Error bars represent s.e.m. in all figures.



RESULTS

To target PDE1B selectively we designed a short hairpin RNA, packaged it into AAV5, and tested it in cultures of hippocampal neurons (Figure 1A). When compared to shGFP control transfected neurons, Pde1b mRNA levels were reduced by 75% within 1 week of viral transduction (4d: 45.4%, 7d: 25.0% of control). We then stereotactically injected the AAV5 containing the shRNA constructs into the hippocampus of mice and tested knockdown of PDE1B protein approximately 3 weeks later (Figure 1B). GFP, co-expressed from AAV5, indicated widespread transduction of neurons in the hippocampal formation with prominent labeling of granule cells in DG in vivo. The ratio of PDE1B protein expressed in DG vs. striatum (STR) was significantly reduced in shPde1b treated mice when compared to shGFP controls (t(25) = 2.93, p < 0.01), indicating knockdown of PDE1B in vivo.
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FIGURE 1. Effects of intra-hippocampal RNAi knock-down of PDE1B on open field exploration and contextual fear memory. (A) Pde1b mRNA levels measured in hippocampal cultures treated with shGFP control or shPde1b expressing AAV5 (n = 4 per treatment). PDE1B was efficiently targeted by the shRNA. (B) PDE1b protein expression 3 weeks after transfection with shPde1b or control AAV. Left: Box and whisker plots showing the expression of PDE1B in DG normalized to staining intensity in STR of the same animals (shGFP: n = 12; shPde1b: n = 15). A significant reduction in the relative expression of PDE1B protein between DG and STR was observed after shPde1b treatment. Right: Example image showing green fluorescence derived from a GFP marker co-expressed form the AAV5-shRNA vector, and PDE1B protein expression. (C) Open field exploration in mice treated with shPde1b (n = 20) or shGFP control (n = 20) virus. Left: Ambulation over the 10 min trial duration. Right: Time in the center and periphery of the open field. No difference was found between treatment groups. (D) Contextual fear memory was enhanced by PDE1B knockdown. Time spent freezing upon re-exposure to the training context is shown. shPde1b (n = 17), but not shGFP (n = 17), treated mice froze significantly more than sham controls (n = 13) on test. The mean ± s.e.m. is shown for all groups. Significant differences from vehicle control are indicated by an asterisk (∗).



Constitutive (Reed et al., 2002; Siuciak et al., 2007) as well as conditional (Hufgard et al., 2017) PDE1B knockout mice exhibit altered exploratory activity in the open field. We therefore asked if selectively targeting PDE1B in hippocampus of adult mice causes locomotor effects that may confound analysis of a role in memory using the current approach. shPde1b treated mice and controls were allowed to explore an open field environment and activity monitored for 10 min (Figure 1C). There was no difference in ambulation as a measure of overall activity (effect of trial: F(9,342) = 29.72, p < 0.0001; effect of gene and interaction: not significant; RM-ANOVA), or in the time spent exploring the center zone of the arena as a measure of putative anxiogenic effects. We thus continued to test the effects of hippocampal knockdown on contextual fear conditioning, memory of which is disrupted by hippocampal lesions (Phillips and LeDoux, 1992). Mice were trained with 2 CS-US pairings to induce a weak memory in controls, and tested 24 h later. A significant treatment effect on contextual fear was observed (one-way ANOVA: F(2,44) = 4.07, p < 0.05). Post hoc analysis revealed that shPde1b treated mice froze significantly more than sham controls upon re-exposure to the training context (p < 0.05; Dunnett’s multiple comparison’s test), while no difference was found between shGFP and sham treated mice. We repeated the experiment to compare the AAV-shRNA treated groups only, and significantly more freezing was observed after shPde1b treatment (data not shown). Thus, hippocampal knockdown of PDE1B enhances contextual memory in mice.

To explore the role of PDE1B in spatial memory, we tested AAV5 treated mice in the Barnes Maze (Figure 2). We designed a protocol that allowed us to determine treatment effects on acquisition and retention of spatial memory by training our mice for 2 days with 2 trials each day, spaced by a 1 min ITI. This was then followed by a probe test 24 h later to assess long-term retention of spatial information. In the Barnes Maze test of spatial memory, mice tend to first randomly explore the maze but then resort to serial sampling of escape locations, and finally employ spatial strategies to navigate to the correct escape when released from the start location at the center of the maze (Figure 2A; Bach et al., 1999). Our mice quickly learned to escape from the maze with shorter latencies and less errors observed on the second trial of each day when compared to the first, but there was no difference in the latency to escape or in the number of errors made prior to escape between treatment groups – indicating normal acquisition and working memory (effect of trial: latency F(3,297) = 41.13, errors: F(3,297) = 82.99, p < 0.0001 for both; effect of gene and interaction: not significant, RM-ANOVA; Figures 2B,C). In the probe-trial, both treatment groups explored the maze and traveled an equal distance across the 2 min trial (Figure 2D). However, Pde1b shRNA treated mice made significantly less errors before the first approach to the correct escape hole indicating enhanced memory (t(99) = 3.50, p < 0.001; Figure 2E). In addition, knockdown of PDE1B was associated with increased spatial searching, as Pde1b shRNA treated mice spent significantly more time in the quadrant where the escape was during training (target quadrant: t(198) = 2.25, p < 0.5; opposite quadrant: t(198) = 1.42, p = 0.16; Figure 2F). A Chi-squared analysis of the distribution of search strategies employed in the probe-trial revealed a significant shift toward spatial in PDE1B knockdown mice – consistent with hippocampal enhancement (shGFP: 14 spatial, 18 serial, 19 random; shPde1b: 30 spatial, 11 serial, 9 random; χ2= 11.07, p < 0.01; Figure 2G). Thus, shRNA knockdown of PDE1B enhanced long-term retention of memory and improved spatial navigation in the Barnes Maze test.
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FIGURE 2. Effects of intra-hippocampal shRNA PDE1B knockdown on spatial memory in the Barnes Maze in mice. (A) Search strategies employed in the Barnes Maze test. Mice randomly sample escape holes first, but then quickly revert to serial sampling and finally employ spatial search strategies as training progresses. (B) Escape latencies during the 4 acquisition trials, two each day separated by a 1 min ITI, did not differ between the treatment groups. (C) The number of errors prior to the correct escape did not differ amongst the treatment groups. Both shPde1b (n = 50) and shGFP control (n = 51) virus treated mice improved within each training day, indicating normal working memory. D-G) A 2 min probe-test was conducted 24 h after the 4th acquisition trial. (D) Locomotion during probe-test did not differ between the treatment groups. (E) shPde1b treated mice made significantly less errors before approaching the correct (trained) escape hole. (F) shPde1b mice spent significantly more time in the quadrant that contained the trained escape hole than shGFP controls. (G) Proportion of mice using random, serial, and spatial sampling strategies. A larger proportion of shPde1b treated mice utilized spatial search strategies. Mean ± s.e.m. are shown. Significant differences from vehicle control are indicated by an asterisk (∗).



AAV mediated in vivo knockdown indicated to us that PDE1B constrains memory formation in the hippocampus, but – because target expression was reduced prior to learning – the effect of PDE1B on encoding, consolidation, and retrieval cannot be differentiated. Thus, we reverted to pharmacological block to more accurately time PDE1B inhibition (Figure 3). We used the novel selective PDE1 inhibitor DNS-0056 – previously demonstrated to facilitate object recognition memory in rats when dosed before training (compound 16-k in Dyck et al. (2017a). Long-Evans rats were given drug, fear conditioned with 2 CS-US pairings, and contextual long-term memory was then tested on the next day. DNS-0056 dosed 1 h prior to training significantly enhanced memory 24 h later (t(62) = 2.88, p < 0.01), but the drug had no effect on acquisition of contextual fear as evident by similar freezing during the ITI and immediately after the second foot-shock (post-US; Figure 3A). DNS-0056 did not affect baseline locomotion or perception of foot-shock during conditioning, indicating that the drug did not exert obvious sensory-motor effects, consistent with previous observations (Figure 3B; Dyck et al., 2017a). We then proceeded to test the role of PDE1B in consolidation, and dosed DNS-0056 either immediately or 1 h after learning (Figure 3C). When DNS-0056 was administered immediately after contextual conditioning, a significant enhancement of 24 h memory was observed (t(62) = 2.12, p < 0.05). However, drug given 1 h after training had no effect. In addition, effects on late consolidation were absent when drug was given 3 h after training (data not shown). Finally, we dosed DNS-0056 1 h prior to the memory test on day two. Here again, there was no effect of PDE1B inhibition, indicating that memory recall was not affected. Thus, pharmacological inhibition of PDE1B enhanced consolidation when dosed shortly after learning, but it had no direct effect on memory retrieval.
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FIGURE 3. Effect of the PDE1 inhibitor DNS-0056 on acquisition, consolidation, and retrieval of contextual memory in rats. (A) 2× trial training 60 min after p.o. administration of DNS-0056 (n = 32) or vehicle (n = 32), and subsequent 24-h memory test. DNS-0056 did not affect freezing during the acquisition of contextual fear, but significant enhancement was seen in the long-term memory test. (B) Response to foot-shock during cFC training, 60 min after a p.o. dose of DNS-0056. The drug did not affect baseline motion or shock US perception. (C) Post-trial dosing of DNS-0056 or vehicle. Freezing during the 24-h retention test is shown (n = 32 per group/time-point). Drug dosed immediately after training significantly enhanced 24-h retention of contextual fear, but no effect was seen when drug was dosed either 60 min after training, or 60 min before the memory test on day two. Mean ± s.e.m. are shown. Significant differences from vehicle control are indicated by an asterisk (∗).





DISCUSSION

Our results reveal a role for hippocampal PDE1B as a negative regulator of contextual and spatial memory. Intra-hippocampal knockdown yielded a clear improvement in one-day memory in the contextual fear conditioning task, with no apparent effect on locomotor activity or anxiety related phenotypes. In the Barnes Maze test of spatial memory, memory was enhanced one-day after the end of a two-day training paradigm and this enhancement coincided with a shift toward spatial search strategies in Pde1b shRNA knock-down mice. In addition, pharmacological block of PDE1B at or shortly after training enhanced contextual memory in rats. However, in contrast to inhibitors of PDE2 or PDE4 (Rutten et al., 2007; Peters et al., 2014), PDE1 inhibition did not augment memory when dosed 1–3 h after training. The pharmacological data implicate PDE1 in an early phase of consolidation in the hippocampus, a function that appears distinct from other PDEs.

To our knowledge, the data presented here provide the first clear evidence for a role of PDE1B as a negative regulator of declarative memory. Few suitable compounds exist to interrogate the effects of PDE1 inhibition on memory in animals. Vinpocetine, often cited as a selective PDE1 inhibitor, has only weak activity at this enzyme (PDE1 IC50 = 14 μM) (Hagiwara et al., 1984). Moreover, it has considerable off-target activity, binding several other targets with comparable or greater affinity, including benzodiazepine, adrenergic, dopaminergic and adenosine receptors, several ion channels and the IκB kinase (Gulyás et al., 2005; Jeon et al., 2010; Dyck et al., 2017b). While vinpocetine improves spatial memory in rodent models and may increase some measures of cognition in humans, attributing these effects exclusively to PDE1 pharmacology is not possible (DeNoble, 1987; Szatmari and Whitehouse, 2003). A better compound was disclosed in 2016 by Intra-Cellular Therapies Inc. (ITI) (Li et al., 2016; Snyder et al., 2016). This compound (ITI-214) potently inhibits all three PDE1 isoforms and it shows greater than 100-fold selectivity for PDE1B over all other non-PDE1 isoforms with minimal reported off-target activity. In a test of rat object recognition memory, ITI-214 augmented memory at 1 or 3 mg/kg when dosed before training, 3 h after training, or before testing. Additional studies demonstrated a reversal of MK-801 induced working memory deficits in a T-maze spontaneous alternation task, here again at doses of 1–3 mg/kg (Pekcec et al., 2018). In contrast, DNS-0056 only enhanced contextual memory when given either before or immediately after acquisition of contextual fear. While differences in the role of PDE1 in object recognition and contextual memory cannot be entirely excluded, it appears more likely that the discrepancy arises from the much higher exposures of ITI-214 needed for memory enhancement. Total (Cp) and free (Cp,free) plasma levels after 3 mg/kg were estimated at 59 and 0.12 nM, and total brain (Cb) levels of 41 nM based on a B/P of 0.7, respectively (Li et al., 2016; Snyder et al., 2016). The free plasma concentration of ITI-214 is close to the PDE1 Ki values (0.034–0.38 nM) and well below that of other PDEs, but Cp is close to Ki for inhibition of PDE4D (33 nM, also see discussion by Li et al., 2016). PDE4 inhibitors have been demonstrated to facilitate memory at total brain concentrations at or below Ki for PDE4D (Peters et al., 2014; Vanmierlo et al., 2016). Notably, effects of low doses of Rolipram on late consolidation have been reported repeatedly (for example, see Rutten et al., 2006, 2007). Thus, while PDE1 pharmacology certainly contributes to the effects of ITI-214, additive effects of PDE4 inhibition cannot be excluded. Such ‘off-target’ activity is less likely to underlie DNS-0056, effective at total brain concentrations approximately 4× the IC50 to block PDE1B but far below the IC50 for PDE4D (9.3 μM; Bach et al., 1999). In support of this, a related PDE1 inhibitor (example 16-j; Dyck et al., 2017a) also enhanced contextual memory at Cb close to the IC50 for PDE1B (unpublished observation). Despite of the long history of PDE research in both academic and drug discovery settings, few studies have examined the role of the individual PDE isoforms in distinct anatomical regions using molecular genetics. The PDE genes are evolutionary conserved and it is unlikely that their function is redundant. Hippocampal and cortical knockdown of the cAMP specific PDE4D enhances both spatial and contextual memory, and it is associated with increased spine formation, neurogenesis and synaptic plasticity (Rutten et al., 2008; Li et al., 2011; Baumgärtel et al., 2018). Ectopic expression of PDE4A5 impairs memory (Havekes et al., 2016), and induction of the isoform underlies sleep deprivation induced memory impairment (Vecsey et al., 2009). PDE2A, another major target for drug-development, is expressed in a conserved manor amongst mammalian species including in human brain (Stephenson et al., 2009). But homozygous knockout is lethal and pharmacological assessment of its role in cognition have largely relied on a single tool compound – Bay 60-7550 (Schmidt, 2010). PDE1B knockout in mice impairs acquisition in the Morris Water Maze (Reed et al., 2002). The phenotype is opposite to what is shown here, a difference likely explained by neurodevelopmental complications or inverted-U shaped effects. Importantly, however, SKF81297 induced PKA phosphorylation of pSer845 GluR1 and pThr34 DARPP-32 is augmented in these mice – indicating coupling of PDE1B to D1-R.

Inhibitors of PDE1B may be particularly suited for the treatment of cognitive impairment associated with schizophrenia (CIAS). Current drugs for treating Schizophrenia exert their antipsychotic action via blocking D2 receptors (e.g., Haloperidol) and 5HT-2A receptors (e.g., Risperidone), but they do not affect memory and attentional deficits in patients which are relatively resistant to standard treatment. Pharmacological activation of D1-R has long been considered a possible path toward treating CIAS. Non-clinical studies recently demonstrated the involvement of hippocampal dopaminergic innervations originating in locus coeruleus in spatial object recognition (Kempadoo et al., 2016), as well as in consolidation in a translationally relevant test of ‘everyday’ spatial memory (Takeuchi et al., 2016). This enhancement was blocked by hippocampal D1/5 receptor inhibition, thereby establishing pro-mnemonic effects of D1-R activation. Whether the pro-mnemonic effect of PDE1B inhibition on memory requires D1-R is currently unknown, but knockout mice exhibit increased D1-R signaling (Reed et al., 2002). Abnormal dopamine modulation in the prefrontal cortex of patients with schizophrenia might influence the signal-to-noise ratio in this area and so contribute to the clinical symptoms of schizophrenia (for review, see Rolls et al., 2008). D1-R activation increases NMDA and GABA conductance, and a recent clinical study of intravenous agonist dihydrexidine showed enhanced verbal working memory in schizotypal personality disorder, albeit with side-effects including sedation and cardio-vascular effects (Rosell et al., 2015; Arnsten et al., 2017). To date, no clinical trials testing the effects of PDE1 inhibitors in schizophrenic patients have been reported. However, molecules have advanced to phase 1 safety testing in humans (Dyck et al., 2017b).

In addition to Schizophrenia, PDE1 inhibitors may have therapeutic benefits in mild-cognitive impairment associated with Parkinson’s disease (Parkinson’s MCI), Alzheimer’s disease, and cognitive deficits in major depressive disorder (MDD; Hufgard et al., 2017). However, additional work will be required to determine the mechanistic and behavioral impact of PDE1 inhibition in the context of disease. A better understanding of the mode of activation of PDE1 by Ca2+/CaM and the impact of altered Ca2+-homeostasis in neurodegenerative disease (Goraya and Cooper, 2005; Gleichmann and Mattson, 2011), of the role of PDE1 in neurogenesis and its contribution to neuropsychiatric conditions and MDD (Ehrman et al., 2006; Li et al., 2011; Kheirbek et al., 2012), and PDE1 modulation of synaptic transmission, plasticity, and spine morphology in disease relevant brain areas (also see, Pekcec et al., 2018) will be paramount. Relevant additional cognitive studies could include evaluating the role of PDE1 in attention and working memory (Pekcec et al., 2018), reward circuits, goal directed learning, as well as the impact on the filtering of relevant and interfering information during memory performance (pattern separation) – which is impaired in MDD, schizophrenia, and aMCI (Leal and Yassa, 2018).

We have shown here that PDE1B is a key regulator of long-term memory in the hippocampus. PDE1B contributes to an early phase of memory consolidation with possibly additional roles in attention and working memory. Further investigation of this novel target for cognitive enhancement, and translational research to determine its utility for treating patients suffering from cognitive impairment, is clearly warranted.



SIGNIFICANCE STATEMENT

There is great need for memory augmenting therapies for patients suffering from cognitive impairment. Drug discovery has been focused on the development of phosphodiesterase inhibitors with memory enhancing properties. PDE4 inhibitors are well known to enhance memory, but the target is associated with dose limiting complications such as emesis and gastrointestinal effects. More recently, medicinal chemistry efforts have led to the discovery of selective inhibitors of other PDEs, including PDE1. However, the role of the PDE1 isoforms in memory is poorly understood as knockout mice suffer from memory deficits, and pharmacological proof may be confounded by compound selectivity. Our work clarifies the role of the PDE1B isoforms in hippocampus, and we show that PDE1 regulates early consolidation using a selective inhibitor. This work establishes the enzyme as a target for enhancement of hippocampal memory, and the findings are of relevance for the development of drugs to treat memory deficits in schizophrenia, depression, and neurodegenerative conditions.



AUTHOR CONTRIBUTIONS

MP designed the research and wrote the manuscript with input from BD and KB. RS designed the research and edited the manuscript. SX, KB, SM, RB, and GA conducted the research.



FUNDING

This study was funded by the Dart NeuroScience, LLC. The funder was not involved in the study design or collection, analysis, or interpretation of the data.



ACKNOWLEDGMENTS

We would like to thank Andrea Green, Karly Maruyama, and Robert Johnson for help with surgeries. Diana Hornberger for help with behavioral analysis, and Damian Wheeler and Jennifer Lapira for characterizing Pde1b mRNA knockdown in cultured hippocampal neurons.



REFERENCES

Arnsten, A. F., Cai, J. X., Murphy, B. L., and Goldman-Rakic, P. S. (1994). Dopamine D1 receptor mechanisms in the cognitive performance of young adult and aged monkeys. Psychopharmacology 116, 143–151. doi: 10.1007/BF02245056

Arnsten, A. F., Girgis, R. R., Gray, D. L., and Mailman, R. B. (2017). Novel dopamine therapeutics for cognitive deficits in schizophrenia. Biol. Psychiatry 81, 67–77. doi: 10.1016/j.biopsych.2015.12.028

Bach, M. E., Barad, M., Son, H., Zhuo, M., Lu, Y. F., Shih, R., et al. (1999). Age-related defects in spatial memory are correlated with defects in the late phase of hippocampal long-term potentiation in vitro and are attenuated by drugs that enhance the cAMP signaling pathway. Proc. Natl. Acad. Sci. U.S.A. 96, 5280–5285. doi: 10.1073/pnas.96.9.5280

Baumgärtel, K., Green, A., Hornberger, D., Lapira, J., Rex, C., Wheeler, D. G., et al. (2018). PDE4D regulates spine plasticity and memory in the retrosplenial cortex. Sci. Rep. 8:3895. doi: 10.1038/s41598-018-22193-0

Bethus, I., Tse, D., and Morris, R. G. (2010). Dopamine and memory: modulation of the persistence of memory for novel hippocampal NMDA receptor-dependent paired associates. J. Neurosci. 30, 1610–1618. doi: 10.1523/JNEUROSCI.2721-09.2010

Cheung, W. Y. (1970). Cyclic 3’,5’-nucleotide phosphodiesterase. Demonstration of an activator. Biochem. Biophys. Res. Commun. 38, 533–538. doi: 10.1016/0006-291X(70)90747-3

DeNoble, V. J. (1987). Vinpocetine enhances retrieval of a step-through passive avoidance response in rats. Pharmacol. Biochem. Behav. 26, 183–186. doi: 10.1016/0091-3057(87)90552-1

du Sert, N. P., Holmes, A. M., Wallis, R., and Andrews, P. L. (2012). Predicting the emetic liability of novel chemical entities: a comparative study. Br. J. Pharmacol. 165, 1848–1867. doi: 10.1111/j.1476-5381.2011.01669.x

Dyck, B., Branstetter, B., Gharbaoui, T., Hudson, A. R., Breitenbucher, J. G., Gomez, L., et al. (2017a). Discovery of selective phosphodiesterase 1 inhibitors with memory enhancing properties. J. Med. Chem. 60, 3472–3483. doi: 10.1021/acs.jmedchem.7b00302

Dyck, B., Peters, M., and Breitenbucher, J. G. (2017b). PDE1 inhibition: potential for the treatment of cognitive impairment. Med. Chem. Rev. 52, 25–42.

Ehrman, L. A., Williams, M. T., Schaefer, T. L., Gudelsky, G. A., Reed, T. M., Fienberg, A. A., et al. (2006). Phosphodiesterase 1B differentially modulates the effects of methamphetamine on locomotor activity and spatial learning through DARPP32-dependent pathways: evidence from PDE1B-DARPP32 double-knockout mice. Genes Brain Behav. 5, 540–551. doi: 10.1111/j.1601-183X.2006.00209.x

Gleichmann, M., and Mattson, M. P. (2011). Neuronal calcium homeostasis and dysregulation. Antioxid. Redox Signal. 14, 1261–1273. doi: 10.1089/ars.2010.3386

Goldman-Rakic, P. S., Castner, S. A., Svensson, T. H., Siever, L. J., and Williams, G. V. (2004). Targeting the dopamine D1 receptor in schizophrenia: insights for cognitive dysfunction. Psychopharmacology 174, 3–16. doi: 10.1007/s00213-004-1793-y

Goraya, T. A., and Cooper, D. M. (2005). Ca2+-calmodulin-dependent phosphodiesterase (PDE1): current perspectives. Cell Signal. 17, 789–797. doi: 10.1016/j.cellsig.2004.12.017

Gulyás, B., Halldin, C., Vas, A., Banati, R. B., Shchukin, E., Finnema, S., et al. (2005). [11C]vinpocetine: a prospective peripheral benzodiazepine receptor ligand for primate PET studies. J. Neurol. Sci. 22, 219–223. doi: 10.1016/j.jns.2004.11.032

Hagiwara, M., Endo, T., and Hidaka, H. (1984). Effects of vinpocetine on cyclic nucleotide metabolism in vascular smooth muscle. Biochem. Pharmacol. 33, 453–457. doi: 10.1016/0006-2952(84)90240-5

Havekes, R., Park, A. J., Tolentino, R. E., Bruinenberg, V. M., Tudor, J. C., Lee, Y., et al. (2016). Compartmentalized PDE4A5 signaling impairs hippocampal synaptic plasticity and long-term memory. J. Neurosci. 36, 8936–8946. doi: 10.1523/JNEUROSCI.0248-16.2016

Hufgard, J. R., Williams, M. T., and Vorhees, C. V. (2017). Phosphodiesterase-1b deletion confers depression-like behavioral resistance separate from stress-related effects in mice. Genes Brain Behav. 16, 756–767. doi: 10.1111/gbb.12391

Jeon, K. I., Xu, X., Aizawa, T., Lim, J. H., Jono, H., Kwon, D. S., et al. (2010). Vinpocetine inhibits NF-kappaB-dependent inflammation via an IKK-dependent but PDE-independent mechanism. Proc. Natl. Acad. Sci. U.S.A. 107, 9795–9800. doi: 10.1073/pnas.0914414107

Kakiuchi, S., and Yamazaki, R. (1970). Calcium dependent phosphodiesterase activity and its activating factor (PAF) from brain studies on cyclic 3’,5’-nucleotide phosphodiesterase. Biochem. Biophys. Res. Commun. 41, 1104–1110. doi: 10.1016/0006-291X(70)90199-3

Kempadoo, K. A., Mosharov, E. V., Choi, S. J., Sulzer, D., and Kandel, E. R. (2016). Dopamine release from the locus coeruleus to the dorsal hippocampus promotes spatial learning and memory. Proc. Natl. Acad. Sci. U.S.A. 113, 14835–14840. doi: 10.1073/pnas.1616515114

Kheirbek, M. A., Klemenhagen, K. C., Sahay, A., and Hen, R. (2012). Neurogenesis and generalization: a new approach to stratify and treat anxiety disorders. Nat. Neurosci. 15, 1613–1620. doi: 10.1038/nn.3262

Kuroiwa, M., Snyder, G. L., Shuto, T., Fukuda, A., Yanagawa, Y., Benavides, D. R., et al. (2012). Phosphodiesterase 4 inhibition enhances the dopamine D1 receptor/PKA/DARPP-32 signaling cascade in frontal cortex. Psychopharmacology 219, 1065–1079. doi: 10.1007/s00213-011-2436-8

Leal, S. L., and Yassa, M. A. (2018). Integrating new findings and examining clinical applications of pattern separation. Nat. Neurosci. 21, 163–173. doi: 10.1038/s41593-017-0065-1

Li, P., Zheng, H., Zhao, J., Zhang, L., Yao, W., Zhu, H., et al. (2016). Discovery of potent and selective inhibitors of phosphodiesterase 1 for the treatment of cognitive impairment associated with neurodegenerative and neuropsychiatric diseases. J. Med. Chem. 59, 1149–1164. doi: 10.1021/acs.jmedchem.5b01751

Li, Y. F., Cheng, Y. F., Huang, Y., Conti, M., Wilson, S. P., O’Donnell, J. M., et al. (2011). Phosphodiesterase-4D knock-out and RNA interference-mediated knock-down enhance memory and increase hippocampal neurogenesis via increased cAMP signaling. J. Neurosci. 31, 172–183. doi: 10.1523/JNEUROSCI.5236-10.2011

Maurice, D. H., Ke, H., Ahmad, F., Wang, Y., Chung, J., and Manganiello, V. C. (2014). Advances in targeting cyclic nucleotide phosphodiesterases. Nat. Rev. Drug Discov. 13, 290–314. doi: 10.1038/nrd4228

Nishi, A., and Snyder, G. L. (2010). Advanced research on dopamine signaling to develop drugs for the treatment of mental disorders: biochemical and behavioral profiles of phosphodiesterase inhibition in dopaminergic neurotransmission. J. Pharmacol. Sci. 114, 6–16. doi: 10.1254/jphs.10R01FM

O’Carroll, C. M., Martin, S. J., Sandin, J., Frenguelli, B., and Morris, R. G. (2006). Dopaminergic modulation of the persistence of one-trial hippocampus-dependent memory. Learn. Mem. 13, 760–769. doi: 10.1101/lm.321006

Pekcec, A., Schülert, N., Stierstorfer, B., Deiana, S., Dorner-Ciossek, C., and Rosenbrock, H. (2018). Targeting the dopamine D1 receptor or its downstream signalling by inhibiting phosphodiesterase-1 improves cognitive performance. Br. J. Pharmacol. 175, 3021–3033. doi: 10.1111/bph.14350

Peters, M., Bletsch, M., Stanley, J., Wheeler, D., Scott, R., and Tully, T. (2014). The PDE4 inhibitor HT-0712 improves hippocampus-dependent memory in aged mice. Neuropsychopharmacology 39, 2938–2948. doi: 10.1038/npp.2014.154

Phillips, R. G., and LeDoux, J. E. (1992). Differential contribution of amygdala and hippocampus to cued and contextual fear conditioning. Behav. Neurosci. 106, 274–285. doi: 10.1037/0735-7044.106.2.274

Polli, J. W., and Kincaid, R. L. (1992). Molecular cloning of DNA encoding a calmodulin-dependent phosphodiesterase enriched in striatum. Proc. Natl. Acad. Sci. U.S.A. 1992, 11079–11083. doi: 10.1073/pnas.89.22.11079

Polli, J. W., and Kincaid, R. L. (1994). Expression of a calmodulin-dependent phosphodiesterase isoform (PDE1B1) correlates with brain regions having extensive dopaminergic innervation. J. Neurosci. 14, 1251–1261. doi: 10.1523/JNEUROSCI.14-03-01251.1994

Reed, T. M., Repaske, D. R., Snyder, G. L., Greengard, P., and Vorhees, C. V. (2002). Phosphodiesterase 1B knock-out mice exhibit exaggerated locomotor hyperactivity and DARPP-32 phosphorylation in response to dopamine agonists and display impaired spatial learning. J. Neurosci. 22, 5188–5197. doi: 10.1523/JNEUROSCI.22-12-05188.2002

Rolls, E. T., Loh, M., Deco, G., and Winterer, G. (2008). Computational models of schizophrenia and dopamine modulation in the prefrontal cortex. Nat. Rev. Neurosci. 9, 696–709. doi: 10.1038/nrn2462

Rosell, D. R., Zaluda, L. C., McClure, M. M., Perez-Rodriguez, M. M., Strike, K. S., Barch, D. M., et al. (2015). Effects of the D1 dopamine receptor agonist dihydrexidine (DAR-0100A) on working memory in schizotypal personality disorder. Neuropsychopharmacology 40, 446–453. doi: 10.1038/npp.2014.192

Rossato, J. I., Bevilaqua, L. R., Izquierdo, I., Medina, J. H., and Cammarota, M. (2009). Dopamine controls persistence of long-term memory storage. Science 325, 1017–1020. doi: 10.1126/science.1172545

Rutten, K., Misner, D. L., Works, M., Blokland, A., Novak, T. J., Santarelli, L., et al. (2008). Enhanced long-term potentiation and impaired learning in phosphodiesterase 4D-knockout (PDE4D) mice. Eur. J. Neurosci. 28, 625–632. doi: 10.1111/j.1460-9568.2008.06349.x

Rutten, K., Prickaerts, J., and Blokland, A. (2006). Rolipram reverses scopolamine-induced and time-dependent memory deficits in object recognition by different mechanisms of action. Neurobiol. Learn. Mem. 85, 132–138. doi: 10.1016/j.nlm.2005.09.002

Rutten, K., Prickaerts, J., Hendrix, M., van der Staay, F. J., Sik, A., and Blokland, A. (2007). Time-dependent involvement of cAMP and cGMP in consolidation of object memory: studies using selective phosphodiesterase type 2, 4 and 5 inhibitors. Eur. J. Pharmacol. 558, 107–112. doi: 10.1016/j.ejphar.2006.11.041

Schmidt, C. J. (2010). Phosphodiesterase inhibitors as potential cognition enhancing agents. Curr. Top. Med. Chem. 10, 222–230. doi: 10.2174/156802610790411009

Siuciak, J. A., McCarthy, S. A., Chapin, D. S., Reed, T. M., Vorhees, C. V., and Repaske, D. R. (2007). Behavioral and neurochemical characterization of mice deficient in the phosphodiesterase-1B (PDE1B) enzyme. Neuropharmacology 53, 113–124. doi: 10.1016/j.neuropharm.2007.04.009

Snyder, G. L., Prickaerts, J., Wadenberg, M. L., Zhang, L., Zheng, H., Yao, W., et al. (2016). Preclinical profile of ITI-214, an inhibitor of phosphodiesterase 1, for enhancement of memory performance in rats. Psychopharmacology 233, 3113–3124. doi: 10.1007/s00213-016-4346-2

Stephenson, D. T., Coskran, T. M., Wilhelms, M. B., Adamowicz, W. O., O’Donnell, M. M., Muravnick, K. B., et al. (2009). Immunohistochemical localization of phosphodiesterase 2A in multiple mammalian species. J. Histochem. Cytochem. 57, 933–949. doi: 10.1369/jhc.2009.953471

Szatmari, S. Z., and Whitehouse, P. J. (2003). Vinpocetine for cognitive impairment and dementia. Cochrane Database Syst. Rev. 2003:CD003119. doi: 10.1002/14651858.CD003119

Takeuchi, T., Duszkiewicz, A. J., Sonneborn, A., Spooner, P. A., Yamasaki, M., Watanabe, M., et al. (2016). Locus coeruleus and dopaminergic consolidation of everyday memory. Nature 2016, 357–362. doi: 10.1038/nature19325

Vanmierlo, T., Creemers, P., Akkerman, S., van Duinen, M., Sambeth, A., De Vry, J., et al. (2016). The PDE4 inhibitor roflumilast improves memory in rodents at non-emetic doses. Behav. Brain Res. 303, 26–33. doi: 10.1016/j.bbr.2016.01.031

Vecsey, C. G., Baillie, G. S., Jaganath, D., Havekes, R., Daniels, A., Wimmer, M., et al. (2009). Sleep deprivation impairs cAMP signalling in the hippocampus. Nature 461, 1122–1125. doi: 10.1038/nature08488

Yan, C., Bentley, J. K., Sonnenburg, W. K., and Beavo, J. A. (1994). Differential expression of the 61 kDa and 63 kDa calmodulin-dependent phosphodiesterases in the mouse brain. J. Neurosci. 14, 973–984. doi: 10.1523/JNEUROSCI.14-03-00973.1994

Yan, C., Zhao, A. Z., Bentley, J. K., and Beavo, J. A. (1996). The calmodulin-dependent phosphodiesterase gene PDE1C encodes several functionally different splice variants in a tissue-specific manner. J. Biol. Chem. 271, 25699–25706. doi: 10.1074/jbc.271.41.25699

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 McQuown, Xia, Baumgärtel, Barido, Anderson, Dyck, Scott and Peters. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	REVIEW
published: 08 February 2019
doi: 10.3389/fnmol.2019.00022






[image: image2]

Genetic Association of Phosphodiesterases With Human Cognitive Performance

Mark E. Gurney*


Tetra Discovery Partners, Grand Rapids, MI, United States

Edited by:
Michael A. Yassa, University of California, Irvine, United States

Reviewed by:
Arjan Blokland, Maastricht University, Netherlands
Rennolds S. Ostrom, Chapman University, United States

* Correspondence: Mark E. Gurney, mark@tetradiscovery.com

Received: 05 September 2018
 Accepted: 21 January 2019
 Published: 08 February 2019

Citation: Gurney ME (2019) Genetic Association of Phosphodiesterases With Human Cognitive Performance. Front. Mol. Neurosci. 12:22. doi: 10.3389/fnmol.2019.00022



Recent, large-scale, genome-wide association studies (GWAS) provide a first view of the genetic fine structure of cognitive performance in healthy individuals. These studies have pooled data from up to 1.1 million subjects based on simple measures of cognitive performance including educational attainment, self-reported math ability, highest math class taken, and pooled, normalized scores from cognitive tests. These studies now allow the genome-wide interrogation of genes and pathways for their potential impact on human cognitive performance. The phosphodiesterase (PDE) enzymes regulate key cyclic nucleotide signaling pathways. Many are expressed in the brain and have been the targets of CNS drug discovery. Genetic variation in PDE1C, PDE4B and PDE4D associates with multiple measures of human cognitive function. The large size of the human PDE4B and PDE4D genes allows genetic fine structure mapping to transcripts encoding dimeric (long) forms of the enzymes. Upstream and downstream effectors of the cAMP pathway modulated by PDE4D [adenylate cyclase 1 (ADCY1), ADCY8, PRKAR1A, CREB1, or CREBBP] did not show genetic association with cognitive performance, however, genetic association was seen with brain derived neurotrophic factor (BDNF), a gene whose expression is modulated by cAMP. Notably absent was genetic association in healthy subjects to targets of CNS drug discovery designed to improve cognition in disease states by the modulation of cholinergic [acetylcholinesterase (ACHE), choline acetyltransferase (CHAT), nicotinic alpha 7 acetylcholine receptor (CHRNA7)], serotonergic (HTR6), histaminergic (HRH3), or glutamatergic (GRM5) pathways. These new data provide a rationale for exploring the therapeutic benefit of selective inhibitors of PDE1C, PDE4B and PDE4D in CNS disorders affecting cognition.

Keywords: phosphodiesterase, PDE1C, PDE2A, PDE4B, PDE4D, BDNF, cognition, brain derived neurotrophic factor


INTRODUCTION

Multiple recent, large-scale, genome-wide association studies (GWAS) provide an unbiased view of the genetic fine structure of cognitive function in healthy individuals (Lam et al., 2017; Davies et al., 2018; Lee et al., 2018; Savage et al., 2018). The studies ranged in size from 107,207 to 1.1 million individuals. The collection of phenotypic information across such a large number of subjects required the use of very simple phenotypes of cognitive ability. In the largest GWAS study, which was conducted by the Social Science Genetic Association Consortium (SSGAC) and 23andMe, educational attainment was supplemented by analyses of self-reported math ability, highest math class, and by a composite score for cognitive performance that allowed the pooling of data collected from subjects across multiple studies that utilized different cognitive assessment tools (Lee et al., 2018). The study was limited to subjects of European ancestry and had lower predictive power in African-Americans. Educational attainment more broadly captures cognitive ability, but also personality and motivation, as well as behavior traits such as orderliness, lack of impulsiveness, and perseverance. The conclusions of the study are subject to the concerns that educational attainment is strongly influenced by socioeconomic status, by parental education level, nutrition, early childhood experience, the quality of schooling, and other environmental factors. For example, household income explains 7% of the population variation in educational attainment in the GWAS cohort (Lee et al., 2018). Remarkably, genetic variation was found to account for up to 11% of the population variation in educational attainment.

The genetic contribution to educational attainment comes from many genes of small effect. The GWAS reported by SSGAC and 23andMe identified 1,271 single nucleotide polymorphisms (SNPs) that reached genome-wide significance. The genes identified were overwhelmingly expressed in neurons. Genes expressed principally in glial cells were largely absent (Lee et al., 2018). The GWAS thus provides a rich resource for testing the contribution of candidate genes to human cognition. This allows the interrogation of gene families and pathways for potential targets of therapeutic intervention.



GENETIC ASSOCIATION OF PHOSPHODIESTERASES (PDE) WITH EDUCATIONAL ATTAINMENT AND COGNITIVE PERFORMANCE

The phosphodiesterase (PDE) enzymes hydrolyze cyclic AMP or cyclic GMP, key intracellular signaling molecules, to the respective monophosphate (AMP or GMP). They comprise a large gene family whose protein products can be modulated by small molecule therapeutics (Bender and Beavo, 2006; Conti and Beavo, 2007). Cilostazol, a small molecule inhibitor of PDE3 is used to treat intermittent claudication in peripheral arterial occlusive disorder; sildenafil, tadalafil, and vardenafil, inhibitors of PDE5, are used to treat male erectile dysfunction; and roflumilast and apremilast, which inhibit all four subtypes of PDE4, are used to treat chronic obstructive pulmonary disorder, psoriasis or psoriatic arthritis (Yuan et al., 2013; Bedenis et al., 2014; Deeks, 2015; Garnock-Jones, 2015). Many of the PDE gene family members are expressed in brain and have been utilized as targets for CNS drug discovery. PDE4, PDE9 and PDE10 inhibitors have been explored in major depression, Alzheimer’s disease and schizophrenia, although clinical data are largely negative (Zhu et al., 2001; Wu et al., 2018).

The large GWAS dataset from the SSGCA and 23andMe study provides a means to test the contribution of genetic variation in PDE gene family members to cognitive performance (Figure 1). SNP in PDE1A, PDE1C, PDE2A, PDE4B and PDE4D reached genome-wide significance (P < 5 × 10−8) in the primary GWAS which used educational attainment as a phenotype (Table 1). Several informative SNP in PDE1A (rs1835339) and PDE4B (rs556755587, rs11208742) were located immediately upstream of the respective genes, while the remaining SNP were intragenic.


[image: image]

FIGURE 1. (A) Manhattan plot showing the location and P-values for single nucleotide polymorphisms (SNPs) reaching genome-wide significance in the primary genome-wide association genome-wide association study (GWAS) of educational attainment (Lee et al., 2018). The locations of genes encoding phosphodiesterase (PDE) are shown. (B) SNP reaching genome-wide significance on chromosome 5. Informative SNP covering the PDE4D gene are colored blue. (C) Genetic fine structure of the PDE4B gene. SNP achieving genome-wide significance in the GWAS ([image: image]), conditional-joint analysis (COJO; +) or multi-trait analysis of GWAS (MTAG; [image: image]) analyses cluster at the 5’end of the gene. These overlap SNP associating with self-reported math ability ([image: image]) and highest math class taken ([image: image]). The 5’ exons of mRNA encoding the major PDE4B isoforms are labeled. A group of 3’ exons encoding the catalytic domain are common to all PDE4B mRNA. (D) Genetic fine structure of the PDE4D gene. SNP achieving genome-wide significance in the GWAS ([image: image]), COJO (+) or MTAG ([image: image]) analyses cluster at the 5’end of the gene. These overlap SNP associating with self-reported math ability([image: image]), cognitive performance ([image: image]) and SNP associating with intellect ([image: image]) in an independent study by Savage et al. (2018). Genome position is based on the GRCh37.p13: Annotation Release 105.




TABLE 1. Genetic association results for phosphodiesterase (PDE) genes.
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The SSGCA and 23andMe study also subjected the GWAS dataset to a more stringent, conditional-joint analysis (COJO) (Yang et al., 2012). The genetic association of PDE1A was lost, while SNP covering PDE1C, PDE2A, PDE4B and PDE4D continued to achieve genome-wide significance (Table 1). The SNP data also were analyzed using multi-trait analysis of GWAS (MTAG) which increases the number of SNP identified at genome-wide significance (Turley et al., 2018). The MTAG analysis focused on three complementary cognitive phenotypes: self-reported math ability, highest math class taken, and cognitive performance. The two math phenotypes were self-reported by participants in 23andMe. The measure of cognitive performance was constructed through a meta-analysis of published results from the COGENT consortium (Trampush et al., 2017). MTAG confirms the genetic association with educational years for PDE1A, PDE1C, PDE2A, PDE4B and PDE4D (Table 1). PDE1C also shows genetic association by MTAG across all of the cognitive subanalyses. Multiple SNP over PDE4B and PDE4D reach genome-wide significance for highest math class taken, while only a single SNP upstream of PDE4B continues to reach genome-wide significance for self-reported math ability (rs11208742; P = 9.6 × 10−10) and a single SNP in PDE4D reaches genome-wide significance for cognitive performance (rs7735959; P = 3.89 × 10−12). As a credibility check, the MTAG for cognitive performance was repeated with the COGENT cohort excluded. SNP in PDE1C and PDE4D continue to reach genome-wide significance. The complete data listings extracted from the SSGCA and 23andMe study are presented in Supplementary Tables S1–S6.

Notably absent from the GWAS are genes previously pursued as targets for cognitive enhancing drugs. Absent are components of the cholinergic neurotransmitter pathway [acetylcholinesterase (ACHE), choline acetyltransferase (CHAT), nicotinic alpha 7 acetylcholine receptor (CHRNA7)], the serotonergic pathway (HT6R, serotonin receptor 6), or the histaminergic (HRH3, histamine receptor 3) and glutamatergic pathways (GRM5 -metabotropic glutamate receptor 5). Nor do components of the amyloid pathway [amyloid protein precursor (APP); apolipoprotein E (APOE)] or components of the complement pathway linked to synaptic pruning by microglial cells (C4A, complement 4A; C4B, complement 4B) show genetic association with cognition in the GWAS data set (Supplementary Table S7).

The genes for PDE4B and PDE4D have dense SNP coverage due to their large size. On average, human genes are 67,000 base pairs (bps) in length (Piovesan et al., 2016). GWAS studies typically are conducted with methods that allow the scanning of 1 million or more SNP per genome. These on average are located every 1,000–3,000 bps across the 3.1 billion bps of the human genome. Thus, a typical gene is covered by 20–30 SNP in a GWAS. Adjacent SNP identify blocks of DNA that are in linkage disequilibrium (LD). The large size of the genes for PDE4B (582,069 bp) and PDE4D (1,519,060 bp) provides proportionally denser coverage in a GWAS. Given that each of these genes utilize multiple promoters and complex splicing to generate multiple protein isoforms, (Gretarsdottir et al., 2003; Fatemi et al., 2008; Guan et al., 2012) the density of SNP coverage provides insight into the genetic fine structure of the PDE4B and PDE4D genes (Figure 1).



PDE4B

PDE4 genes encode multiple protein isoforms that are present as either dimers or monomers within the cell (Figure 2). Informative SNP in the gene encoding PDE4B cluster at the 5’ end of the gene across exons that through differential promoter utilization and splicing encode dimeric forms of the enzyme known as PDE4B4, B1 and B3 with each transcript beginning with a unique, 5’ exon (Bender and Beavo, 2006). The PDE4B gene also encodes transcripts for monomeric forms of PDE4B known as PDE4B2 and PDE4B5 (Campbell et al., 2017). These transcripts utilize a downstream promoter and lack the upstream exons needed to encode the protein domains necessary for dimerization (Richter and Conti, 2002; Cedervall et al., 2015). The absence of genetic association with 3’ SNP indicates that the dimeric forms as compared to the monomeric forms of PDE4B have greater effect on human cognition. Activity of the PDE4B dimer is increased by protein kinase A phosphorylation, (Houslay and Adams, 2003) whereas levels of the monomeric PDE4B isoforms are controlled transcriptionally (Jin and Conti, 2002). Transcriptional up-regulation of PDE4B2 in monocytes and microglia allows production of Tumor Necrosis Factor-α (TNF α) by inflammatory cells in response to Toll receptor-4 pathway activation (e.g., by bacterial lipopolysaccharide or LPS; Jin and Conti, 2002; Zhang et al., 2002; Jin et al., 2005; Wilson et al., 2017).
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FIGURE 2. (A) PDE4 protein isoforms. Each of the PDE4 genes produces multiple transcripts that vary in 5’ exon structure (Bender and Beavo, 2006). Dimeric forms of PDE4 enzymes are encoded by long transcripts that vary in 5’ exons but all contain 3’ exons encoding the dimerization, linker and catalytic domains. Short and super-short transcripts encoding monomeric isoforms lack exons encoding the dimerization domain. Basal PDE4 enzymatic activity is increased by PKA phosphorylation of UCR1 (Sette and Conti, 1996; Hoffmann et al., 1998). (B) Protein structure of the PDE4 dimer based on PDB ID:4WZI (Cedervall et al., 2015). The dimerization domain is formed by a four helix bundle comprising the last alpha-helix in UCR1 and the first alpha-helix in UCR2 (Cedervall et al., 2015; Richter and Conti, 2002). A regulatory helix from UCR2 is positioned in trans-across the active site of the opposite monomer and thereby regulates hydrolytic activity by controlling access to cAMP (Burgin et al., 2010).



PDE4B gene variants previously were linked to risk for schizophrenia in a study of 878 schizophrenic or schizoaffective patients and 604 controls that included both Caucasian and African American subjects. In contrast to SNP associated with cognition, SNP associated with schizophrenia clustered at the 3’ end of the PDE4B gene in a block of LD extending from 66,750,560 to 66,829,764 bp on Chr 1. Genetic association of the 3’ end of the PDE4B gene with schizophrenia was replicated in Japanese and Han Chinese (Numata et al., 2008; Guan et al., 2012). This LD blocks contains exons encoding transcripts for the PDE4B2 and PDE4B5 monomeric forms of PDE4B. If variant monomeric forms of PDE4B are causal in schizophrenia, their expression in brain microglia could be relevant to the etiology of the disease though an effect on synaptic pruning (Sekar et al., 2016).

Dimeric forms of PDE4B interact with a binding partner known as disrupted in schizophrenia 1 (DISC1), which holds the enzyme in a closed, inactive conformation (Millar et al., 2005). DISC1 was identified in a Scottish kindred in association with psychiatric disorders that also affect cognition (e.g., schizophrenia, bipolar disorder and major depression; Millar et al., 2000; Blackwood and Muir, 2004). However, no SNP covering DISC1 reach genome-wide significance in the GWAS data set.



PDE4D

The much larger PDE4D gene is covered by 16 informative SNP that are all intragenic (Figures 1, 2). These cluster over the 5’ end of the gene and four of the seven SNP cover the first three exons of the transcript for a dimeric form of PDE4D known as PDE4D7 (Gretarsdottir et al., 2003; Bender and Beavo, 2006). Two additional SNP cover the 5’ end exons for transcripts encoding the PDE4D4 and PDE4D5 dimeric forms of the enzyme. PDE4D7, D4 and D5 are expressed in brain and their enzymatic activity is increased by PKA phosphorylation (Richter et al., 2005).

An independent GWAS in 269,867 individuals of European ancestry using a meta-analysis of scores on neurocognitive tests independently confirmed association of gene variants in PDE4D with cognitive performance (Savage et al., 2018). The analysis identified independent significant SNP and then grouped these under a lead SNP to identify regions in approximate linkage equilibrium with each other. For PDE4D, the lead SNP was identified as rs34426618. This identified an LD block on chromosome 5 (bps 59,572,804–59,666,806) at the 5’ end of the PDE4D gene between the first two exons of the PDE4D7 transcript (D7A1 and D7A2) with genome-wide significance for cognition (P = 2.16 × 10−8). SNP over other PDE were not associated with neurocognitive performance. Davies et al. (2018) in a third GWAS of 300,486 also identified a 5’ SNP over PDE4D (rs36004779) at genome-wide significance. Lam et al. (2017) previously reported genome-wide significance for PDE4D in a GWAS incorporating 107,207 individuals of European ancestry. Xu et al. (2017) further reported suggestive association of PDE4D with cognition in a Chinese study of adult twins. Thus, the 5’end of the PDE4D gene that encodes dimeric isoforms of the enzyme is a consistent hit across multiple GWAS using varying measures of neurocognitive performance.

Genetic association of PDE4D with stroke was shown previously in an Icelandic GWAS study (Gretarsdottir et al., 2003). As in the SSGCA and 23andMe study, informative SNP were located over 5’ exons encoding dimeric forms of PDE4D including three LD blocks over the 5’ exons encoding the dimeric PDE4D7 isoform. The Icelandic study identified both at-risk and protective haplotypes and showed that the at-risk haplotype altered expression of particular PDE4D transcripts such as PDE4D7. Thus, genetic association of 5’ exons of PDE4D with educational attainment and cognitive performance may also be due to subtle changes in expression of particular PDE4D isoforms.

Exome sequencing in children with a rare neurodevelopmental disorder identified PDE4D mutations as causative for acrodysostosis type 2 with or without hormone resistance (ACRDYS2; Lee et al., 2012; Linglart et al., 2012; Michot et al., 2012). ACRDYS2 causes severe intellectual disability accompanied by brachydactyly (short fingers and toes) and nasal hypoplasia. These ultra-rare mutations in PDE4D arise de novo during gametogenesis. The ACRDYS2 mutations are autosomal dominant, and thus of large effect, and are exclusively missense mutations. These mutations contrast with the PDE4D gene variants in the GWAS as these are common variants of small effect. As do the SNP showing genetic association in the GWAS scan, the ACRDYS2 mutations implicate the PDE4D dimer in normal brain function. Mutations alter amino acid residues needed for PDE4D dimerization and affect regulation of enzymatic activity by PKA phosphorylation (Cedervall et al., 2015; Gurney et al., 2015; Motte et al., 2017).

The high sequence conservation of PDE4D is noteworthy. PDE4D7, a representative dimeric form of PDE4D, is highly conserved across species with >99% amino acid sequence conservation across the 748 amino acid length of the polypeptide. The core amino acid sequence of PDE4D7 from UCR1 through the end of the catalytic domain is absolutely conserved across all species except for a phenylalanine in UCR2 that is unique to primate (phenylalanine271) which in non-primate species is a tyrosine (Burgin et al., 2010). That single amino acid difference may be an important biological adaption in primates as phenylalanine271 projects from UCR2 into the catalytic site. Modeling studies suggest that in non-primate species, the tyrosine hydroxyl forms a hydrogen bond with the cAMP ribose (Burgin et al., 2010). This affects KM as shown be reciprocal exchange of the residues between PDE4D and PDE4B with the phenylalanine lowering KM from 6 μM to 1 μM. Thus, primate PDE4D may function within cells at lower cAMP concentration as compared to the non-primate enzyme. This could be relevant to adaptions in primates that enhance dendritic compartmentalization in cortical neurons (Beaulieu-Laroche et al., 2018).



PDE4D-PKA-CREB PATHWAY ANALYSIS

The role of PDE4 in learning and memory has been studied extensively in the Drosophila fruit fly and in mice. Mutational studies in fruit flies identified PDE4 as a key modulator of a signaling pathway critical for associative learning, courtship behavior and neurodevelopment (Byers et al., 1981). Deletions of the single PDE4 gene in Drosophila, known as dnc -dunce, disrupt learning and memory by preventing the hydrolysis of cAMP and thereby altering the normal spatial and temporal patterning of cAMP signaling (Byers et al., 1981; Gervasi et al., 2010). This is a key aspect of cAMP signaling across multiple cells and tissues (Willoughby et al., 2006; Castro et al., 2010; Blackman et al., 2011). Mutations in a second gene, known as rut-rutabaga, identified calcium-calmodulin dependent adenylate cyclase (ADCY) as the upstream source of cAMP important for learning and memory (Levin et al., 1992). In mammals, two calcium-calmodulin dependent ADCYs (ADCY1 and ADCY8) link Ca2+ influx through the N-methyl D-aspartate (NMDA) receptor to early stages of memory formation (Wong et al., 1999). Further genetic analysis in mice and flies identified CREB -cAMP response element binding protein, as the key downstream effector (Milner et al., 1998). CREB acts with a second protein, CREBBP—CREB binding protein, to regulate gene transcription (Chrivia et al., 1993). Haplo-insufficiency in humans causes Rubinstein-Taybi Syndrome, a neurodevelopmental disorder that causes intellectual disability, while the homozygous gene deletions are lethal (Petrij et al., 1995; Tanaka et al., 2000). However, SNP over ADCY1, ADCY8, CREB1, and CREBBP do not reach genome-wide significance in the GWAS. This lack of genetic association with upstream and downstream effector molecules highlights the tight biochemical regulation of the key signaling molecule, cAMP, by a critical hydrolytic enzyme, PDE4D.

The gene for brain derived neurotrophic factor (BDNF), contains promoter elements known as cAMP response elements that are required for CREB-mediated gene expression (Tabuchi et al., 2002). Studies in mice indicate that PDE4D modulates expression of BDNF through phosphorylation of CREB (Zhang et al., 2018). SNP in BDNF reach genome-wide significance in the GWAS, COJO and MTAG for educational attainment and in the MTAG for highest math class (Table 2). BDNF is processed to the mature form by proteolysis of a pro-peptide (Leibrock et al., 1989). A single amino acid polymorphism in the pro-peptide, Val66Met is associated with major depression and response to anti-depressant treatment (Tsai, 2018). Two of the SNP identified in the GWAS map to the 5’ end of the BDNF (rs962369 and rs12273363) and therefore potentially mark an LD block containing the Val66Met variant. The BDNF Val66Met variant is associated with increased decline in cognitive performance in Alzheimer’s disease (Gomar et al., 2016; Boots et al., 2017). The GWAS implies that genetic variation in BDNF may impact more broadly on cognition in healthy individuals.


TABLE 2. Association Results for brain derived neurotrophic factor (BDNF).
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CONCLUSIONS

The SSGCA and 23andMe GWAS study of educational attainment and cognitive performance identified 1,271 independent SNP at genome-wide significance which cover 10% of the 20,000 or so genes encoded by the human genome. The vast majority of these SNP occur in intragenic regions of uncertain function. Recombination events during individual meiosis to create a sperm or an egg are relatively rare. Thus, adjacent regions of DNA tend to be transmitted as blocks from parents to child. This causes adjacent genetic markers on a single chromosome to be in LD due to their lower probability of being separated by recombination during meiosis. Across a population, meiotic events are pooled in a GWAS study, such that the blocks of DNA in LD become smaller. This has two effects in a GWAS study, genome-wide significance may be “inflated” by genetic markers that are in LD, and more importantly, the informative SNP may not be the cause of the biological variation, but instead mark a block of DNA that contains the key variant.

This methodology was good enough to reflect known biology as shown by an analysis of the PDE gene family. PDE1A, PDE1C, PDE2, PDE4B and PDE4D have plausible links to cognitive function. Selective inhibitors improve cognitive performance in diverse animal models although human clinical data are not yet available (Heckman et al., 2015). Further genetic data link PDE4B and PDE4D to human cognition. Genetic variation in PDE4B has been linked to schizophrenia, while ACRYDS2 mutations in PDE4D severely affect cognitive function. (Fatemi et al., 2008; Lee et al., 2012; Linglart et al., 2012; Michot et al., 2012). As shown in the Icelandic study, SNP in the PDE4D gene thought to be associated with stroke had subtle effects on PDE4D expression and even on the expression of transcripts encoding different PDE4D isoforms (Gretarsdottir et al., 2003). Thus, the PDE enzymes provide a rich source of targets for drug discovery and development. The recent large scale GWAS studies of human cognitive ability suggest the potential of PDE1C, PDE4B and PDE4D inhibitors to address cognitive impairment across multiple CNS disorders.
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Brain dynamics of memory formation were explored during encoding and retention intervals of a visual working memory task. EEG data were acquired while subjects were exposed to grayscale images of widely known object categories (e.g., “luggage,” “chair,” and “car”). Following a short delay, two probes were shown to test memory accuracy. Oscillatory portraits of successful and erroneous memories were contrasted. Where significant differences were identified, oscillatory traits of false memories (i.e., when a novel probe item of the same category is recognized as familiar) were compared with those of successful and erroneous memories. Spectral analysis revealed theta (6–8 Hz) power over occipital channels for encoding of successful and false memories that was smaller when compared to other types of memory errors. The reduced theta power indicates successful encoding and reflects the efficient activation of the underlying neural assemblies. Prominent alpha-beta (10–26 Hz) activity belonging to the right parieto-occipital channels was identified during the retention interval. It was found to be larger for false memories and errors than that of correctly answered trials. High levels of alpha-beta oscillatory activity for errors correspond to poor maintenance leading to inefficient allocation of WM resources. In case of false memories, this would imply necessary cognitive effort to manage the extra semantic and perceptual load induced by the encoded stimuli.
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INTRODUCTION

Working memory (WM) is a fundamental constituent of the cognitive system. It encompasses short-term memory (STM), i.e., the temporary storage unit and all the processes responsible for monitoring, maintaining, and manipulating task-relevant information over a brief period of time (Baddeley, 2003). Visual WM (VWM) refers to visual sensory information that is encoded into internal neural representations and subsequently maintained by WM processes.

Visual working memory, like other critical memory components, is susceptible to distortions. Investigating memory failures with respect to successful performances may help to understand the underlying neural mechanisms in memory formation. False memories, unlike common errors, may arise due to pre-existing semantic associations (Koutstaal et al., 2003) and/or prototypical perceptual features (Gutchess and Schacter, 2012) additionally elicited by the encoded sequence. Paradigms were devised to study false memories by introducing novel items similar to the encoded items (i.e., lures) sharing perceptual or semantic properties and trapping subjects into erroneous responses (DePrince et al., 2004; Brainerd and Reyna, 2005). Most of the studies on visual false memories were conducted in the domain of long-term memory (LTM) (Israel and Schacter, 1997; Koutstaal and Schacter, 1997; Seamon et al., 2000; Koutstaal et al., 2001; Jones et al., 2006; Baioui et al., 2012).

While the vast majority of research investigated false memories in LTM, some recent studies have explored them over short-term periods. As suggested by the aforementioned theoretical accounts based on LTM studies, additional LTM activations induced by the encoded set contribute to the occurrences of false memories. This assumption remains valid in the STM context where LTM activations may interfere with WM content. Typically, LTM investigations use longer lists of stimuli to be studied and longer delays between encoding and recognition sessions. An advantage of having trials that last only a few seconds is that participants can be continuously monitored throughout all three main intervals, i.e., encoding, retention, and recognition. Short-term false memory studies mostly investigated behavioral measurements (Coane et al., 2007; Atkins and Reuter-Lorenz, 2008; Flegal et al., 2010; Flegal and Reuter-Lorenz, 2014; Olszewska et al., 2015). There have been just a few studies examining BOLD responses (Atkins and Reuter-Lorenz, 2011; Iidaka et al., 2014) and electrophysiological characteristics (Chen et al., 2012; Melnik et al., 2017) in order to determine neural markers of these events. Specifically, in a STM Deese-Roediger-McDermott study using Chinese words to be encoded (Chen et al., 2012), the authors reported a prominent ERP N400 effect over frontal, central and parietal midline electrodes for correctly recognized probes when compared to that of false memories. In a modified Sternberg paradigm with short lists of words presented auditorily, Melnik et al. (2017) identified prominent alpha band activity in posterior regions corresponding to false memories induced by semantic interference. Furthermore, one fMRI study searched for neural correlates of false memory phenomenon in VWM, while subjects performed a modified delayed match-to-sample test with human faces as stimuli (Iidaka et al., 2014). The authors reported an active role played by the amygdala amid short-term false memory events.

Encoding and retention are two critical VWM phases, where improper neural activations may lead to memory failures. The initial factor influencing memory performance is the translation of the sensory input into VWM representations (Cohen et al., 2012; Killebrew et al., 2018). Though, successful performances do not solely depend on optimal encoding of the to-be-remembered information but also on the maintenance of it. The efficiency of memory processes relies on a tight synchronization of neural oscillations with a precision in the millisecond range (Lisman and Idiart, 1995; Klimesch, 1996; Buzsáki and Draguhn, 2004; Singer, 2009; Palva et al., 2010; Eriksson et al., 2015). Both electroencephalography (EEG) and magnetoencephalography (MEG), due to their higher temporal resolution, have been important tools for the investigation of oscillatory dynamics related to the encoding and retention of VWM.

A wide range of studies reported amplitude modulation of theta (for a review see Sauseng et al., 2010) and alpha (for a review see Jensen and Mazaheri, 2010 and Klimesch et al., 2011) band activities during VWM tasks. Intracranial EEG studies demonstrated the occurrence of theta oscillations in the human cortex during the encoding interval of a Sternberg task (Howard et al., 2003; Rizzuto et al., 2003). Raghavachari et al. (2001) reported event-related theta band activity gated at many sites widely dispersed over the cortex. The amplitude of theta oscillations increased sharply at the beginning of each trial of the Sternberg task and returned to baseline level only after the subject’s response. In a subsequent investigation conducted by the same group, the theta power increase was found to be mostly situated in the parieto-occipital and temporal cortical regions (Raghavachari et al., 2006). In another study by Sederberg et al. (2003), successful memory encoding of words was associated with a significant theta power increase predominantly located in the right temporal and frontal sites. It has been suggested that cortico-hippocampal feedback loops may drive theta activity into cortical regions (Buzsáki, 1996). This reflects the novel encoded information while maintaining cortical areas of interest into a state of resonance (Miller, 1991; Klimesch, 1996, 2000; Klimesch et al., 1997a; Mölle et al., 2002). Beyond hippocampal functions, frontal midline theta band activity that reaches its maximum power around the Fz electrode site, has been linked to sustained attention (Sauseng et al., 2007) and was found to be positively correlated with both WM load and cognitive effort (Gevins et al., 1997; Jensen and Tesche, 2002; Onton et al., 2005). For an in-depth review on human and animal studies pertaining to WM and the frontal midline theta activity, we refer the reader to Hsieh and Ranganath (2014).

Complementary to EEG theta power increase observed during encoding, studies also reported alpha power decrease (Klimesch, 1996, 1999; Mölle et al., 2002), which presumably reflects increased excitability of the involved cortical areas (Klimesch et al., 1997a; Stipacek et al., 2003; Lange et al., 2013). Conversely, high levels of alpha activity are associated with low neuronal excitability. For instance, when attention shifts toward external visual information, alpha band activity in occipital areas was shown to decrease (Worden et al., 2000; Sauseng et al., 2005) enhancing perceptual performance (Thut et al., 2006; Hanslmayr et al., 2007; Van Dijk et al., 2008). On the other hand, when attention is directed inward for maintenance of VWM internal representations, alpha power increases (Jensen et al., 2002; Tuladhar et al., 2007) preventing external interferences (Rihs et al., 2007; Foxe and Snyder, 2011). Studies using EEG/MEG source modeling provided further evidence in support of the inhibition-timing hypothesis by observation of alpha power increase over task-irrelevant regions during WM tasks (Haegens et al., 2010; Roux et al., 2012). Importantly, alpha frequency was shown to vary across individuals (Klimesch, 1999) and the peak frequency in occipital areas was reported to increase along with the cognitive load leaking in some cases into the beta band (Haegens et al., 2014). Inhibitory alpha power levels during WM maintenance were also reported to positively correlate with memory load (Jensen et al., 2002; Tuladhar et al., 2007). Less explored, cortical beta oscillations observed for visual tasks were suggested to reflect visual attention (Wróbel, 2000) and were associated with STM processes (Tallon-Baudry et al., 1999; Medendorp et al., 2007; Palva et al., 2011) hypothesized to support the endogenous reactivation of WM content (Spitzer and Haegens, 2017).

Functional magnetic resonance imaging (fMRI) studies have also contributed to the mapping of cortical regions associated with VWM. Reportedly, frontal and parietal BOLD activity reflected executive functions (Carpenter et al., 2000; Linden et al., 2003; Osaka et al., 2004; Brass et al., 2005; Yuan and Raz, 2014; Bettcher et al., 2016) and selective attention (Kastner and Ungerleider, 2000; Mayer et al., 2007; Gazzaley and Nobre, 2012). Among the different visual-related areas, sustained activity in temporal, and occipital regions reflected the maintenance of object representations (Grill-Spector et al., 2001; Kourtzi and Kanwisher, 2001; Bell et al., 2009). Moreover, two studies applied pattern classification techniques to obtain the BOLD activity from the visual cortex during the delay period of delayed discrimination tasks. They were able to predict, on a trial basis, which type of orientation (Harrison and Tong, 2009) and color (Serences et al., 2009) were held in VWM. These results supported the view that sensory cortical areas contribute to VWM retention of fine-tuned feature information (Pasternak and Greenlee, 2005).

To the best of our knowledge, oscillatory correlates associated with visual memory errors, including false memories specifically over short-term periods, have not been investigated, yet. The current study was conducted to explore the temporal dynamics of EEG oscillatory activity reflecting VWM performance. We aimed at identifying time-frequency windows and locations distinguishing successful and erroneous short-term memories of grayscale photos of commonly seen object categories (e.g., “luggage,” “chair,” and “car”). Each category was defined by a set of images sharing the general thematic information (gist) while differing in the details characterizing the individual items (verbatim) (Koutstaal and Schacter, 1997; Brainerd and Reyna, 2002). The analysis concentrated on low frequencies (4–32 Hz), particularly theta and alpha bands, as the aforementioned studies suggested that they played prominent roles in the encoding and maintenance intervals of VWM. Furthermore, we attempted to induce short-term false memories and looked for potential oscillatory markers differentiating them from other types of errors. To this end, we devised a challenging VWM task with the intent to maximize the rate of erroneous memory responses by the encoding of visual stimuli presented sequentially at a fast-pace.



MATERIALS AND METHODS

Participants

A total of 40 volunteers partook in this study. Six participants were excluded: one due to technical problems, one reported to have given random answers due to drowsiness and four provided a selection between two alternatives whenever faced with the paired probes, not following the given instructions (see the experimental design provided in “Paradigm”). Hence, there remained 34 participants (mean age M = 24.88, SD = 4.77, 16 females) for the analysis.

Six subjects contributed only with behavioral data. For the remaining 28 subjects (mean age M = 23.54, SD = 3.77, 12 females), EEG data were also recorded. Eligibility criteria included right-handedness and no use of medications that may affect the central nervous system. All subjects reported normal or corrected-to-normal visual acuity. They were informed about the experimental procedure and provided written informed consent prior to data collection in accordance with the Declaration of Helsinki. The METU ethics committee approved all experimental procedures.

Stimuli

The dataset used in the experiments consisted of 216 sets of commonly seen object categories (e.g., “carpet,” “ball,” and “flower”), each comprising four target images to be encoded (Figure 1B) and a lure image belonging to the category but being never shown during encoding (Figure 1C). All images were converted to grayscale and downsampled to a resolution of 500 × 500 pixels. Pictures were obtained either from the Hemera Photo DVD (Hemera Technologies Inc., Gatineau, Québec) or via Google Images.
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FIGURE 1. (A) Experimental procedure. At the beginning of each trial, a fixation cross was displayed at the center of the screen for 1.25 ± 0.25 s. Next, four images were sequentially presented, centered on the screen, for 0.25 s each. After a retention interval lasting for 1.25 ± 0.25 s, two probe images were shown. Participants had a maximum time of 4 s to decide whether they had previously seen one (or both) image(s) (“yes” answer) or none (“no” answer). Following the “yes” answer, subjects provided additional details identifying the remembered images (not shown in the diagram). Feedback was given after each trial. (B) An example of encoded items (targets) for the category “bag.” (C) Three types of probes were utilized – i.e., two previously studied items (i.e., target, target), one previously studied item and the lure presented in the lower slot of the presentation screen (i.e., target, lure), one previously studied item, and the lure presented in the upper slot of the presentation screen (i.e., lure, target).



Paradigm

The experimental procedure was as follows (Figure 1A). At the beginning of each trial, a fixation cross was shown for 1.25 ± 0.25 s. In the following encoding interval, four target images were presented sequentially. Each stimulus was displayed in the center of the screen for 250 ms. During the ensuing retention interval, a fixation cross was shown for 1.25 ± 0.25 s and subsequently, two probe images were presented. Participants provided their responses using a gamepad. They had four possible answers to classify both probe images labeled as: [new item, new item], [old item, new item], [new item, old item], and [old item, old item] (Table 1). They had a maximum time of 4 s to respond. They were asked to press the “yes” button if they had previously seen one (or both) image(s), meaning at least one image was recognized as old. Whereas “no” corresponded to [new item, new item], i.e., both images were identified as new. Following the “yes” response, subjects were further required to highlight the remembered image(s) using the gamepad joystick as [old item, new item], [new item, old item] or [old item, old item]. “Yes/no” answer was always provided with the right hand, whereas the joystick was controlled with the left hand. A feedback was given at the end of each trial. Subjects were instructed to respond as quickly and accurately as possible and they were asked not to yield an answer if they were not sure.

TABLE 1. Different answers given by the participants – i.e., [new item, new item], [old item, new item], [new item, old item], and [old item, old item] – coupled with the types of probes, allowed for the characterization of the studied three conditions: correct, the subject successfully recognized the probes; false memory, the lure is presented together with a target – i.e., an encoded item – and the subject mistakenly remembers seeing both images; error, the remaining combinations where the subject fails to recognize one or both presented images.
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There were three distinct types of probes (Figure 1C). Lure in the lower slot (target in the upper slot), lure in the upper slot (target in the lower slot) or two targets. No trial included two novel images in the recognition interval. These properties of the probe images were not made explicit to the subjects.

Many STM studies reported higher rates of memory errors for related versus unrelated items, e.g., words (Coane et al., 2007; Atkins and Reuter-Lorenz, 2008; Flegal et al., 2010; Melnik et al., 2017) and faces (Iidaka et al., 2014). In order to induce false memories, the lure was an exemplar semantically related to the studied category.

216 trials of images were randomly presented. Types of probes were randomized and balanced throughout the experiment. Three conditions were defined as follows: Correct indicating the successfully answered trials; false memory, whenever a lure was misrecognized as previously seen and the concomitant target probe was correctly identified; and error, whenever either one or both probed targets were not recognized (Table 1).

The experimental paradigm was implemented in MATLAB® (2014a, The Mathworks, Inc., Natick, MA, United States) using the publicly available Psychophysics toolbox extensions (Brainard, 1997).

Procedure

Electroencephalography recordings were performed in an acoustically insulated and electrically shielded room. Images were presented foveally on a 21” monitor positioned 90 cm from the subject’s eyes, resulting in a visual angle of 8.41° in both dimensions. Participants completed a preparatory session to become acquainted with the task. The experiment was divided into blocks, each of which composed of ten trials (except for the last block made by six trials). Blocks were separated by self-paced rest breaks in between.

EEG Recordings

Electroencephalography data were acquired using a 32-channel BrainAmp amplifier (Brain Products, Munich, Germany). Electrodes were mounted in an elastic cap (EasyCap, Herrsching, Germany) and positioned according to the standard international 10–20 system. Mastoids served as reference while ground electrodes were placed on the earlobes. Electrooculogram data were recorded from a pair of electrodes placed, respectively below (for vertical movements) and to the right (for horizontal movements) of the right eye. All impedance levels were kept below 10 kΩ. Data were sampled at the frequency of 1000 Hz.

Preprocessing and Time-Frequency Analysis

Data analyses were performed using MATLAB with the aid of the open-source Fieldtrip toolbox (Oostenveld et al., 2011) and in-house scripts.

Recordings were bandpass filtered offline using a 4th order Butterworth filter with cut-off frequencies of 0.2 and 100 Hz. Epochs of 3 s, from -1.00 to 2.00 s around the onset of the first stimulus, were extracted and demeaned. Independent component analysis (fast ICA) was applied to remove ocular artifacts. Trials were inspected visually and those still heavily affected by artifacts were discarded. The average number of trials per participant was M = 202.39, SD = 11.96 (correct: M = 105, SD = 13.98; error: M = 78.57, SD = 14.97; false memory: M = 18.82, SD = 11.09). Time-frequency power estimates were computed using Fourier basis with an Hanning window of 500 ms. Frequencies ranging from 2 to 32 Hz with 2 Hz increments were considered. The time window slid across trials in steps of 50 ms. Power estimates were normalized for each subject and condition, as a percentage of variation from baseline:
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where fi is the ith frequency bin and tj is the jth time point. Pnorm (fi, tj) and P (fi, tj) denote, respectively the normalized power value (reported as a percentage) and the original power estimate for the specific frequency bin fi and time point tj. Pbaseline (fi) is the average power value within the baseline for the specific frequency bin fi. Baseline values were estimated considering all trials, regardless of the condition, within the time interval ranging from -1.00 to -0.30 s prior to the onset of the first stimulus.

Studied Conditions and Trial Selection for the Oscillatory Analysis

Correct and Error

The oscillatory analysis contrasted initially correct and error conditions. To control signal-to-noise ratio (SNR) differences, an equal number of trials was selected for each condition prior to the estimation of the time-frequency portraits. Accordingly, a pseudorandomized process selected a subset of the condition with a higher number of trials. Trials having response time (RT) lying within one standard deviation from the mean RT of the condition were given priority. When the number of trials having RT within the defined range was not sufficient, trials with RT outside of that range were also considered in order to complete the selection process. With this approach we intended to prioritize oscillatory data corresponding to “typical” behavioral responses.

False Memory

After assessing the differences between correct and error conditions, the focus shifted to false memory trials. Notably, channels, frequencies and time intervals relevant to the correct and error trials were retained for the subsequent analyses (“Cluster Permutation Statistics”). Insufficient number of false memory occurrences across participants resulted in low SNR that did not allow for a reliable direct comparison with correct and error conditions. As a remedy, all false memory trials were combined with those of the error condition (error + false memory), which was then compared with the correct condition. Conversely, all false memory trials were then merged with the correct condition (correct + false memory) and the contrast with error condition was re-evaluated. False memory trials were added in turn to each condition and statistical results were Bonferroni corrected to account for multiple comparisons. The rationale behind this approach was to use these newly defined conditions, with increased SNR, to highlight pattern similarities of false memory with correct and error conditions.

The trial selection process (analogous to the one described in “Correct and Error”) for the combined conditions – i.e., correct + false memory and error + false memory – would assure to retain all false memory trials.

Channel Selection and Frequency Bands of Interest for the Encoding Interval

Given the perceptual nature of our task, occipital channels were anticipated to play a prominent role during the encoding of the visual stimuli. Time-frequency estimates (regardless of the condition) revealed conspicuous occipital power increase within theta band range with simultaneous alpha power decrease immediately after the onset of the first stimulus (Figure 2). Thus, we decided to focus on the analysis of the encoding interval on the occipital channels (O1, Oz, and O2) for theta [(4–8) Hz] and alpha [(10–14) Hz] bands.
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FIGURE 2. (A) Grand average time course averaged over occipital channels O1, Oz, and O2. (B) Topographical map of theta activity (4–8 Hz) during encoding [(0,1) s]. A theta power increase, more prominent in occipital regions, was clearly visible.



Channel Selection and the Individual Central Frequency (ICF) for the Retention Interval

Visual inspection of time-frequency portraits consistently identified alpha-beta band activity within the second half of the retention interval, i.e., [1.5, 2.0] s, more prominently on the right parieto-occipital channels. A dependent t-test contrasting the power difference between the occipital channels of both hemispheres (i.e., power difference between P4, P8, O2, and P3, P7, O1) confirmed the right-sided lateralization of alpha-band power, t(27) = 4.69, p < 0.0001, r = 0.67 (Figure 3B). The central alpha-beta band frequency and associated bandwidth were observed to be subject-dependent – with values ranging from 10 to 26 Hz (Figure 3A). Accordingly, for each participant, we decided to ascertain the individual central frequency (ICF), i.e., the frequency yielding the strongest power increase being consistent with the aforementioned pattern. Consequently, the analysis of the retention interval focused on the channels (P4, P8, and O2) for the frequency range of [ICF – 2, ICF + 2] Hz. Figures 3C show the effect of the ICF alignment on grand average plots.
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FIGURE 3. (A) Distribution of the individual central frequency (ICF) across all participants. ICFs were spanning across the alpha and beta bands, between 10 and 26 Hz. (B) Grand average topography, following the alignment of ICFs, for the frequency range [ICF – 2, ICF + 2] Hz and for the second half of the retention interval [(1.5,2.0) s]. The analysis of the alpha-beta pattern revealed a significant lateralization – t(27) = 4.69, p < 0.0001, r = 0.67 – with power values over right parieto-occipital channels (P4, P8, and O2) that were higher than the ones observed in the contralateral channels (P3, P7, and O1). (C) Grand average time-frequency portraits prior (left) and following (right) ICF alignment averaged over the channels O2, P4, and P8.



As the ICF values ranged within the alpha and beta bands, throughout the article we will be referring to that as the “alpha-beta band.” Please note that visual cognition studies such as Waldhauser et al. (2012) and Michalareas et al. (2016) also reported individual frequency peaks spreading over broad alpha and beta band ranges.

Statistical Analyses of Behavioral Measurements

Statistical analyses pertaining to behavioral data were conducted via IBM SPSS Statistics 22.0 (IBM Corp., Armonk, NY, United States). Friedman’s ANOVA was used to investigate RT differences across conditions as the Kolmogorov-Smirnov test showed that the distribution was non-normal. When required, post hoc analyses were realized via Wilcoxon tests and the Bonferroni correction was applied to account for multiple comparisons.

Correlations between RTs (averaged independently from the conditions) and task accuracies (i.e., correct response rate) were investigated. Moreover, the relation between the rates of the conditions (i.e., correct, false memory and error rates) was also assessed. As for the RTs, the Kolmogorov-Smirnov test showed that distributions of the rates of conditions were non-normal, thus Spearman’s coefficient was used to estimate the correlations.

Cluster Permutation Statistics

Statistical analyses of oscillatory data were conducted using the non-parametric cluster-based permutation test (Maris and Oostenveld, 2007), which controls for the multiple comparisons problem. Clusters were defined as two or more contiguous channel-frequency-time triplets, each showing p < 0.05 (two-sided dependent samples t-test) with respect to the conditions. Cluster-level statistics were computed taking the sum of the t-values within each cluster. The reference distribution was approximated by means of the Monte Carlo method with 30000 permutations. The test statistic was defined as the maximum of the cluster-level statistics. A cluster was deemed significant if its Monte Carlo probability exceeded the threshold of 0.025 for each tail when compared to the distribution.

Analysis of the encoding interval [(0,1) s] primarily focused on the elicited pattern, i.e., theta power increase [(4,8) Hz] and alpha power decrease [(10,14) Hz] that was more prominent in the occipital areas (O1, Oz, and O2) (Figure 2B). Furthermore, during the retention interval [(1,2) s], a conspicuous alpha-beta activity increase was observed in the right parieto-occipital channels (P4, P8, and O2) (Figure 3B). Notably, time-frequency estimates of each subject were shifted to align all ICFs and the range of [ICF – 2, ICF + 2] Hz was explored.

As WM studies reported significant correlations between alpha band power values and RTs (e.g., Bonnefond and Jensen, 2012; Obleser et al., 2012; Melnik et al., 2017), we investigated also potential relationship between oscillatory data within the significant clusters and behavioral measures. The correlation was realized via Spearman’s coefficient as the Kolmogorov-Smirnov test determined the distributions of the oscillatory parameters as non-normal.



RESULTS

Behavioral Analysis

Participants’ task performance, i.e., correct rate, was M = 51.10%, SD = 5.88% in average. While the error rate was M = 38.18%, SD = 7.64%, false memory occurrences rated at M = 9.75%, SD = 5.30%. Finally, the unanswered trials accounted for the remaining M = 0.97%, SD = 1.80%.

The RT was significantly influenced by task conditions, χ2(2) = 28.294, p < 10-6. Wilcoxon tests were used to follow-up this finding. Since the Bonferroni correction was applied, statistical significance of effects is reported at the level of p = 0.017. Median (IQR) RT for correct, false memory and error conditions were 1.145 [(0.957,1.285)] s, 1.176 [(0.900, 1.302)] s and 1.330 [(1.055,1.581)] s, respectively. There were significant differences between the error and correct conditions (Z = -5.001, r = -0.606, p = 6 × 10-7) and between error and false memory conditions (Z = -3.753, r = -0.455, p < 0.0002). However, there was no statistically significant difference in RT, when correct and false memory conditions were compared (Z = -0.043, r = -0.005, p = 0.966) (Figure 4A). A negative correlation was found between false memory and error rates (Figure 4B, Spearman’s ρ = -0.69, p = 0.000027). When the recognition rate of each single stimulus was evaluated according to its serial position, we found that the fourth stimulus (M = 92.55%, SD = 3.71%) was successfully recognized with a rate that was higher (p < 10-6) than the others (Figure 4C). Please note that the rates were 65.58 ± 9.23, 65.56 ± 8.48, and 67.83 ± 8.98% for the first, second and third items, respectively. As we presented two images during the recognition phase, these rates do not reflect the global task performance since subjects need to classify both probes accurately for a response to be considered as correct (Table 1). Please note that when only those 28 subjects having EEG data were considered in the behavioral analysis, all aforementioned behavioral results remained statistically valid.
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FIGURE 4. (A) Boxplot for the median (IQR) response time (RT) for correct, false memory and error conditions were 1.145 (0.957 to 1.285) s, 1.176 (0.900 to 1.302) s, and 1.330 (1.055 to 1.581) s, respectively. Correct and false memory conditions recorded significantly faster RT when compared to the error condition (∗p = 0.0000006, ∗∗p = 0.000175). (B) False memory and error rates correlated negatively (Spearman’s ρ = –0.69, p = 0.000027). Participants who made more errors had lower false memory rate. (C) Average accuracy rate and standard deviation as a function of serial position. When probed, the fourth stimulus in the series was recognized with significantly higher accuracy (p < 10-6) in comparison to the other elements in the sequence.



Oscillatory Analysis

The non-parametric statistical analysis was used to investigate the prominent theta power increase and alpha power decrease observed during the encoding of the stimuli (Figure 2). Conspicuous alpha-beta activity in parieto-occipital regions during the retention interval (Figure 3B) was also assessed.

The cluster-based permutation test revealed a significant difference between correct and error conditions [p(corrected) = 0.0112] in the encoding interval [(0.40, 0.60)] s, with error eliciting higher theta power [(6,8) Hz] in all three occipital channels (Figures 5A–C). When trials from false memory and correct were grouped together and compared with error, a significant difference was still identified for [6,8] Hz and [0.40,0.55] s [p(corrected) = 0.0200], with error showing higher theta activity (Figure 5D). Inversely, no significant cluster was found when trials from false memory were added to the error condition and differences with correct were reassessed. There was no statistically significant difference between conditions regarding the alpha band power in the occipital channels during the encoding interval.
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FIGURE 5. The statistical study of the encoding interval for the conditions correct and error revealed a significant difference [p(corrected) = 0.0112] in the upper theta frequencies (6–8 Hz) within [0.40,0.60] s. The analysis focused on the occipital channels O1, Oz, and O2. (A) Time-frequency plot of the difference in power between the conditions averaged across the occipital channels. The area enclosed by the dotted line indicates the significant cluster. (B) The topographic contrast between the conditions within the cluster (asterisks and labels denote the channels showing significant differences). (C) Variation of upper theta power (and standard error), during encoding, averaged over the occipital channels. Within the cluster (dotted line on the x-axis), error power values were significantly higher than correct ones. (D) Variation of upper theta power (and standard error) within the cluster: when false memory trials were added to the correct condition, a significant difference was still observed on the channels O1, Oz, and O2 [p(corrected) = 0.0200] at [6,8] Hz within [0.40,0.55] s – inversely, no significant cluster was observed when false memory trials were added to the error condition.



Following the frequency shift for aligning the subjects’ ICF, the analysis within the retention interval revealed a significant difference between correct and error conditions [p(corrected) = 0.0203], with error showing higher power values than those for correct in O2 (at the ICF, [1.50,1.75] s), and P4 [at the ICF, (1.70,1.80) s; Figures 6A–C]. The addition of trials from false memory to the error condition produced, contrary to the encoding interval, a significant cluster [p(corrected) = 0.0393], when compared to correct, in O2 [at the ICF, (1.55,1.90) s], and P4 [at the ICF, (1.75,1.80) s; Figure 6D]. However, no significant difference was found out when trials from false memory and correct were merged and compared with error.


[image: image]

FIGURE 6. The analysis of the retention interval investigated differences between correct and error conditions in the right parieto-occipital channels (P4, P8, and O2) considering the subjects’ individual central frequencies (ICFs). A significant cluster [p(corrected) = 0.0203] was found for the ICF in O2 [at (1.50,1.75) s] and P4 [at (1.70,1.80) s]. (A) Time-frequency portrait of the difference between the conditions for the representative channel O2. The region enclosed by the dotted line highlights the significant cluster. (B) Topographic pattern of the difference between the conditions within the discovered cluster (asterisks and labels denote the channels showing the significant difference). (C) Variation of ICF power (and standard error) within the retention interval for the representative channel O2. Inside the significant region (dotted line on the x-axis), error power values were higher when compared to the correct ones. (D) Variation of ICF power (and standard error) within the cluster for the representative channel O2: when false memory and error trials were merged, a significant difference [p(corrected) = 0.0393] was still measured for the ICF in O2 [at (1.55,1.90) s] and P4 [at (1.75,1.80) s] – inversely, no significant cluster was observed when false memory trials were added to the correct condition.



Investigation of the relation between behavioral and oscillatory properties revealed a positive correlation between average ICF power (estimated within the significant cluster of the retention interval) and mean RT (Figure 7, Spearman’s ρ = 0.60, p = 0.002; three subjects were excluded as their parameters fell out of the 95% confidence interval).
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FIGURE 7. RT and ICF power showed a positive correlation (Spearman’s ρ = 0.60, p = 0.0020). Participants with higher ICF power responded, on average, slower to the probes. Subjects included in the correlation analysis are denoted by empty circles. Outliers, highlighted with filled circles, were removed from the analysis as their values fell out of the 95% confidence interval.





DISCUSSION

This study explored the role of cortical brain oscillations in memory by analyzing behavioral and EEG data of healthy volunteers performing a challenging VWM task. Specifically, we tested whether changes in oscillatory activity during encoding and retention of the sequentially presented four images can predict the quality of memory formation.

We found that theta oscillations during encoding of successful memories exhibited power values in occipital channels that were significantly lower when compared to the incorrect ones. In the following retention interval, errors elicited alpha-beta (ICF) power values higher than those of correct answers in right parieto-occipital channels. Further, we investigated the oscillatory properties of false memory over short-term periods. Our analysis suggested pattern similarities in theta band during encoding between false and successful memories in occipital channels with power values that were lower than the erroneous ones. Conversely, during the retention interval, false memory and error showed a similar alpha-beta band (ICF) pattern with power levels in right parieto-occipital channels higher than those of correct responses.

Investigation of the relationship between behavioral and oscillatory properties revealed a positive correlation between average ICF power (within the significant cluster of the retention interval) and mean RT. The behavioral analysis further revealed how RTs of the error condition were significantly longer than those of correct and false memory. The negative correlation between false memory and error rates showed that subjects who performed poorly had lower rates of false memory responses.

Correct and Error

Our results showed an association between lower theta power values and successful encoding, while for errors, a poor sequential encoding of the stimuli was reflected by higher theta power values. Involvement of theta oscillations in WM tasks has been widely reported (e.g., Kahana et al., 2001; Jacobs and Kahana, 2010). The observed alpha power decrease accompanied by a simultaneous theta power increase was consistent with the pattern associated with intentional encoding (Mölle et al., 2002) and memory formation (Klimesch et al., 1997b; Osipova et al., 2006).

Theta power increase in occipital channels may reflect the formation of cell assemblies. They are reported to be functionally related to processes such as feature binding and formation of memories (Singer and Gray, 1995; Bastiaansen and Hagoort, 2003; Buzsáki, 2010). Cognitive mechanisms during encoding and retrieval periods vary considerably with respect to the task specificity, hence altering the corresponding oscillatory processes responsible for proper memory formation (Hanslmayr and Staudigl, 2014). Various brain oscillatory studies linked successful memory performances to significant increases in theta band power during encoding (Sederberg et al., 2003; Osipova et al., 2006; White et al., 2013). In contrast, lower levels of theta power corresponding to successful memory formation were also observed depending on the brain region of interest and the time of encoding (Sederberg et al., 2006; Guderian et al., 2009; Burke et al., 2013). Moreover, subbands of theta activity may show opposite tendencies of power levels for correct encoding, i.e., higher power for slow theta ∼ 3Hz and lower power for fast theta ∼8 Hz (Lega et al., 2012). This is in line with our findings as the prominent theta activity was observed in the upper range of 6–8 Hz.

Oscillatory analysis revealed a further difference in the alpha-beta band during the retention interval where the error condition elicited higher power values than the correct one. The frequency range of alpha-beta band activity (i.e., the frequency band where the observed parieto-occipital pattern was more prominent) varied across subjects and therefore the central band frequency was determined individually as ICF values spread diversely within the range of [10–26 Hz]. Alpha peak frequency in posterior regions was shown to be subject-dependent and to increase with higher cognitive load (Haegens et al., 2014). The observed oscillatory activity during the retention interval is in line with the alpha band inhibition-timing hypothesis (Klimesch et al., 2007). Accordingly, the alpha-beta band activity may reflect the suppression of the visual input via disengagement of the visual dorsal pathway (Vanni et al., 1997; Jensen et al., 2002; Cooper et al., 2003; Jokisch and Jensen, 2007; Tuladhar et al., 2007; Scheeringa et al., 2009).

In our study, alpha-beta band activity was lateralized to the right parieto-occipital channels. Among studies reporting lateralization of alpha activity in the posterior regions, Bonnefond and Jensen (2012) showed the left-lateralized alpha power enabling the suppression of anticipated distractors (symbols or letters). Alpha oscillations were also found out to be modulated by visual attention (Worden et al., 2000). More specifically, prior to the onset of the stimulus, alpha power increase was observed over the occipital regions, ipsilateral to the cued direction of attention, aiming to suppress irrelevant stimuli presented over a to-be-ignored location (Leenders et al., 2018). In a subsequent retention interval, an increase in alpha power contralateral to the irrelevant stimulus was related to WM maintenance processes responsible for suppressing the distractors. Both Jensen et al. (2002) and Scheeringa et al. (2009) reported a right lateralization in the alpha band range during the maintenance phase of a verbal WM task. These studies indicate the excitatory/inhibitory roles of alpha band. As our study used complex visual stimuli centrally located on the screen, the lateralization cannot be explained by shifts in visual attention or by factors concerning the spatial location of the stimuli.

The oscillatory power asymmetry taken with the inhibitory function of alpha band suggests an active role of the contralateral regions belonging to the left hemisphere during the retention interval in our study. Parra et al. (2014) reported the engagement of left posterior cortical areas during maintenance in VWM of multi-feature objects. They identified BOLD activity in the left fusiform gyrus (near the LOC) and left parietal cortex related to the maintenance of the binding of visual features. In a transcranial alternating current stimulation (tACS) study, Tseng et al. (2016) demonstrated the recruitment of similar regions of left temporal and parietal cortex, when binding of perceptual features is realized within VWM.

Higher levels of alpha-beta activity recorded for error may be indicative of an inefficient allocation of WM storage. This view is supported by the positive correlation of inhibitory alpha power and memory load reported during WM maintenance over task-irrelevant regions (Jensen et al., 2002; Tuladhar et al., 2007). The positive correlation between alpha-beta (ICF) power in retention and RTs further supports the idea that higher alpha activity values may reflect an inefficient WM performance. Similarly, a positive correlation between alpha power and RT in the retention interval was reported by Roux et al. (2012).

We would like to note that the error condition includes also trials where either of the two target probes was recognized correctly. As a poor encoding sequence may include stimuli that were encoded properly, the oscillatory contrast between correct and error conditions likely weakens. However, this would not affect the character of the reported oscillatory markers distinguishing erroneously and correctly encoded trials in essence.

False Memory

As “memory is often accurate” (Slotnick and Schacter, 2004) typically, a lower rate is expected for false and erroneous memories compared to the correct responses. Induction of high rates of false memory responses is especially challenging for paradigms with short durations. Some studies such as Atkins and Reuter-Lorenz (2011) and Melnik et al. (2017) have used strategies of extra distractors of math questions engaging cognitive faculties in order to increase false memory rates. In those studies, there were still no adequate number of trials, allowing comparison with the correctly answered ones. Despite the cognitively demanding task that involves fast-paced encoding and two different probes to be answered, an average false memory rate of 9.75 ± 5.30% could be obtained in our study.

Due to insufficient number of false memory trials, we were not able to make a direct statistical comparison with the other conditions. However, we assessed potential similarities of false memory with correct and/or error by adding in turn false memory trials to correct (contrasted with error) and error (contrasted with correct) conditions. The balanced number of trials and the increased SNR for the conditions enabled us to perform meaningful comparisons.

Our analysis suggested similarities regarding the encoding pattern between false and successful memories. This observation upheld the idea that proper encoding is a prerequisite for associative false memories. The negative correlation observed between error and false memory rates is consistent with the idea that even for the case of STM, false memories may be a byproduct of adaptive processes allowing an efficient functioning of the human memory system (Schacter et al., 2011).

While false memories shared similar oscillatory characteristics with successful memories during encoding, they also had similar tendencies with error responses, though only within the retention interval. That is, common errors and false memories both showed higher alpha-beta power than that of correct responses. Whereas high levels of power for errors indicates an inefficient use of WM storage, our results imply that this may not be the case for false memories. As posterior alpha power may increase with WM load during retention (Jensen et al., 2002; Tuladhar et al., 2007), it possibly reflects extra load caused by pre-existing semantic associations (Koutstaal et al., 2003) and/or prototypical perceptual features (Gutchess and Schacter, 2012) elicited by the encoded stimuli.

Please note that, the scope of our task comprised all encoded items within the same category. Different category items would modify the encoding mechanism altogether, which would increase the variability between the conditions. Moreover, that would likely lead to insufficient number of erroneous trials to be compared in oscillatory analysis as unrelated probe items are notoriously recognized with much higher rates. A series of studies assessed the effect of relatedness on STM and showed that rates of false recognitions for related lures were significantly higher than those of unrelated ones (e.g., Coane et al., 2007; Atkins and Reuter-Lorenz, 2008; Flegal et al., 2010; Iidaka et al., 2014; Melnik et al., 2017).



CONCLUSION

In this study, we aimed to identify oscillatory markers distinguishing successful and erroneous visual memories and investigate oscillatory properties characterizing the phenomenon of short-term false memory. The theta power increase observed in occipital channels may reflect the formation of cell assemblies linked to feature binding or formation of memories. We demonstrated how theta power could index the quality of encoding. Our results suggested that the smaller theta power observed for correct responses correspond to an optimal encoding. On the contrary, the inefficient encoding of erroneous trials was accompanied with higher theta power values. False memories revealed a similar trend and contrasted with the pattern characterizing other memory errors. Thus, a proper encoding strategy may leave participants more vulnerable to false memories.

The inhibitory alpha-beta power observed in the retention interval was higher for erroneous memories suggesting that errors are characterized by an inefficient allocation of WM storage. On the other hand, higher alpha-beta power levels for false memories indicate the failure to manage the extra load induced by the encoded stimuli. The negative correlation between the rates of error and false memory further implies that the latter is an undesired outcome of adaptive processes responsible for the efficient functioning of memory.



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this manuscript will be made available by the authors, without undue reservation, to any qualified researcher.



ETHICS STATEMENT

This study was carried out in accordance with the recommendations of the Middle East Technical University (METU) ethics committee (http://www.metu.edu.tr/code-ethics-core-values). The protocol was approved by the Middle East Technical University (METU) ethics committee. All subjects were informed about the experimental procedure and provided written informed consent prior to data collection in accordance with the Declaration of Helsinki.



AUTHOR CONTRIBUTIONS

IM and TÖ co-designed the study and wrote the manuscript. TÖ conceived the original idea behind the experiments. IM collected the data and carried out the analyses.



FUNDING

This work was supported by the Scientific and Technological Research Council of Turkey under TÜBİTAK 3501 (#112E562).



ACKNOWLEDGMENTS

We thank Natalia Melnik, Ece Çağlayan, and Sibel Özer for their assistance during data collection.



REFERENCES

Atkins, A. S., and Reuter-Lorenz, P. A. (2008). False working memories? Semantic distortion in a mere 4 seconds. Mem. Cognit. 36, 74–81. doi: 10.3758/MC.36.1.74

Atkins, A. S., and Reuter-Lorenz, P. A. (2011). Neural mechanisms of semantic interference and false recognition in short-term memory. NeuroImage 56, 1726–1734. doi: 10.1016/j.neuroimage.2011.02.048

Baddeley, A. (2003). Working memory: looking back and looking forward. Nat. Rev. Neurosci. 4, 829–839. doi: 10.1038/nrn1201

Baioui, A., Ambach, W., Walter, B., and Vaitl, D. (2012). Psychophysiology of false memories in a deese-roediger-McDermott paradigm with visual scenes. PLoS One 7:e30416. doi: 10.1371/journal.pone.0030416

Bastiaansen, M., and Hagoort, P. (2003). Event-induced theta responses as a window on the dynamics of memory. Cortex 39, 967–992. doi: 10.1016/S0010-9452(08)70873-6

Bell, A. H., Hadj-Bouziane, F., Frihauf, J. B., Tootell, R. B., and Ungerleider, L. G. (2009). Object representations in the temporal cortex of monkeys and humans as revealed by functional magnetic resonance imaging. J. Neurophysiol. 101, 688–700. doi: 10.1152/jn.90657.2008

Bettcher, B. M., Mungas, D., Patel, N., Elofson, J., Dutt, S., Wynn, M., et al. (2016). Neuroanatomical substrates of executive functions: beyond prefrontal structures. Neuropsychologia 85, 100–109. doi: 10.1016/j.neuropsychologia.2016.03.001

Bonnefond, M., and Jensen, O. (2012). Alpha oscillations serve to protect working memory maintenance against anticipated distracters. Curr. Biol. 22, 1969–1974. doi: 10.1016/j.cub.2012.08.029

Brainard, D. H. (1997). The psychophysics toolbox. Spat. Vis. 10, 433–436. doi: 10.1163/156856897X00357

Brainerd, C. J., and Reyna, V. F. (2002). Fuzzy-trace theory and false memory. Curr. Direct. Psychol. Sci. 11, 164–169. doi: 10.1111/1467-8721.00192

Brainerd, C. J., and Reyna, V. F. (2005). The Science of False Memory. New York, NY: Oxford University Press, doi: 10.1093/acprof:oso/9780195154054.001.0001

Brass, M., Ullsperger, M., Knoesche, T. R., Von Cramon, D. Y., and Phillips, N. A. (2005). Who comes first? The role of the prefrontal and parietal cortex in cognitive control. J. Cogn. Neurosci. 17, 1367–1375. doi: 10.1162/0898929054985400

Burke, J. F., Zaghloul, K. A., Jacobs, J., Williams, R. B., Sperling, M. R., Sharan, A. D., et al. (2013). Synchronous and asynchronous theta and gamma activity during episodic memory formation. J. Neurosci. 33, 292–304. doi: 10.1523/JNEUROSCI.2057-12.2013

Buzsáki, G. (1996). The hippocampo-neocortical dialogue. Cereb. Cortex 6, 81–92. doi: 10.1093/cercor/6.2.81

Buzsáki, G. (2010). Neural syntax: cell assemblies, synapsembles, and readers. Neuron 68, 362–385. doi: 10.1016/j.neuron.2010.09.023

Buzsáki, G., and Draguhn, A. (2004). Neuronal oscillations in cortical networks. Science 304, 1926–1929. doi: 10.1126/science.1099745

Carpenter, P. A., Just, M. A., and Reichle, E. D. (2000). Working memory and executive function: evidence from neuroimaging. Curr. Opin. Neurobiol. 10, 195–199. doi: 10.1016/S0959-4388(00)00074-X

Chen, H., Voss, J. L., and Guo, C. (2012). Event-related brain potentials that distinguish false memory for events that occurred only seconds in the past. Behav. Brain Funct. 8:36. doi: 10.1186/1744-9081-8-36

Coane, J. H., McBride, D. M., Raulerson, B. A. III, and Jordan, J. S. (2007). False memory in a short-term memory task. Exp. Psychol. 54, 62–70. doi: 10.1027/1618-3169.54.1.62

Cohen, J. R., Sreenivasan, K. K., and D’Esposito, M. (2012). Correspondence between stimulus encoding-and maintenance-related neural processes underlies successful working memory. Cereb. Cortex 24, 593–599. doi: 10.1093/cercor/bhs339

Cooper, N. R., Croft, R. J., Dominey, S. J., Burgess, A. P., and Gruzelier, J. H. (2003). Paradox lost? Exploring the role of alpha oscillations during externally vs. internally directed attention and the implications for idling and inhibition hypotheses. Int. J. Psychophysiol. 47, 65–74. doi: 10.1016/S0167-8760(02)00107-1

DePrince, A. P., Allard, C. B., Oh, H., and Freyd, J. J. (2004). What’s in a name for memory errors? Implications and ethical issues arising from the use of the term “false memory” for errors in memory for details. Ethics Behav. 14, 201–233. doi: 10.1207/s15327019eb1403_1

Eriksson, J., Vogel, E. K., Lansner, A., Bergström, F., and Nyberg, L. (2015). Neurocognitive architecture of working memory. Neuron 88, 33–46. doi: 10.1016/j.neuron.2015.09.020

Flegal, K. E., Atkins, A. S., and Reuter-Lorenz, P. A. (2010). False memories seconds later: the rapid and compelling onset of illusory recognition. J. Exp. Psychol. Learn. Mem. Cognit. 36, 1331. doi: 10.1037/a0019903

Flegal, K. E., and Reuter-Lorenz, P. A. (2014). Get the gist? The effects of processing depth on false recognition in short-term and long-term memory. Mem. Cognit. 42, 701–711. doi: 10.3758/s13421-013-0391-9

Foxe, J. J., and Snyder, A. C. (2011). The role of alpha-band brain oscillations as a sensory suppression mechanism during selective attention. Front. Psychol. 2:154. doi: 10.3389/fpsyg.2011.00154

Gazzaley, A., and Nobre, A. C. (2012). Top-down modulation: bridging selective attention and working memory. Trends Cognit. Sci. 16, 129–135. doi: 10.1016/j.tics.2011.11.014

Gevins, A., Smith, M. E., McEvoy, L., and Yu, D. (1997). High-resolution EEG mapping of cortical activation related to working memory: effects of task difficulty, type of processing, and practice. Cereb. Cortex 7, 374–385. doi: 10.1093/cercor/7.4.374

Grill-Spector, K., Kourtzi, Z., and Kanwisher, N. (2001). The lateral occipital complex and its role in object recognition. Vision Res. 41, 1409–1422. doi: 10.1016/S0042-6989(01)00073-6

Guderian, S., Schott, B. H., Richardson-Klavehn, A., and Düzel, E. (2009). Medial temporal theta state before an event predicts episodic encoding success in humans. Proc. Natl. Acad. Sci. U.S.A. 106, 5365–5370. doi: 10.1073/pnas.0900289106

Gutchess, A. H., and Schacter, D. L. (2012). The neural correlates of gist-based true and false recognition. Neuroimage 59, 3418–3426. doi: 10.1016/j.neuroimage.2011.11.078

Haegens, S., Cousijn, H., Wallis, G., Harrison, P. J., and Nobre, A. C. (2014). Inter-and intra-individual variability in alpha peak frequency. Neuroimage 92, 46–55. doi: 10.1016/j.neuroimage.2014.01.049

Haegens, S., Osipova, D., Oostenveld, R., and Jensen, O. (2010). Somatosensory working memory performance in humans depends on both engagement and disengagement of regions in a distributed network. Hum. Brain Mapp. 31, 26–35. doi: 10.1002/hbm.20842

Hanslmayr, S., Aslan, A., Staudigl, T., Klimesch, W., Herrmann, C. S., and Bäuml, K. H. (2007). Prestimulus oscillations predict visual perception performance between and within subjects. Neuroimage 37, 1465–1473. doi: 10.1016/j.neuroimage.2007.07.011

Hanslmayr, S., and Staudigl, T. (2014). How brain oscillations form memories — A processing based perspective on oscillatory subsequent memory effects. Neuroimage 85, 648–655. doi: 10.1016/j.neuroimage.2013.05.121

Harrison, S. A., and Tong, F. (2009). Decoding reveals the contents of visual working memory in early visual areas. Nature 458, 632–635. doi: 10.1038/nature07832

Howard, M. W., Rizzuto, D. S., Caplan, J. B., Madsen, J. R., Lisman, J., Aschenbrenner-Scheibe, R., et al. (2003). Gamma oscillations correlate with working memory load in humans. Cereb. Cortex 13, 1369–1374. doi: 10.1093/cercor/bhg084

Hsieh, L. T., and Ranganath, C. (2014). Frontal midline theta oscillations during working memory maintenance and episodic encoding and retrieval. Neuroimage 85, 721–729. doi: 10.1016/j.neuroimage.2013.08.003

Iidaka, T., Harada, T., and Sadato, N. (2014). False memory for face in short-term memory and neural activity in human amygdala. Brain Res. 1591, 74–85. doi: 10.1016/j.brainres.2014.10.003

Israel, L., and Schacter, D. L. (1997). Pictorial encoding reduces false recognition of semantic associates. Psychon. Bull. Rev. 4, 577–581. doi: 10.3758/BF03214352

Jacobs, J., and Kahana, M. J. (2010). Direct brain recordings fuel advances in cognitive electrophysiology. Trends Cognit. Sci. 14, 162–171. doi: 10.1016/j.tics.2010.01.005

Jensen, O., Gelfand, J., Kounios, J., and Lisman, J. E. (2002). Oscillations in the alpha band (9–12 Hz) increase with memory load during retention in a short-term memory task. Cereb. Cortex 12, 877–882. doi: 10.1093/cercor/12.8.877

Jensen, O., and Mazaheri, A. (2010). Shaping functional architecture by oscillatory alpha activity: gating by inhibition. Front. Hum. Neurosci. 4:186. doi: 10.3389/fnhum.2010.00186

Jensen, O., and Tesche, C. D. (2002). Frontal theta activity in humans increases with memory load in a working memory task. Eur. J. Neurosci. 15, 1395–1399. doi: 10.1046/j.1460-9568.2002.01975.x

Jokisch, D., and Jensen, O. (2007). Modulation of gamma and alpha activity during a working memory task engaging the dorsal or ventral stream. J. Neurosci. 27, 3244–3251. doi: 10.1523/JNEUROSCI.5399-06.2007

Jones, T. C., Bartlett, J. C., and Wade, K. A. (2006). Nonverbal conjunction errors in recognition memory: support for familiarity but not for feature bundling. J. Mem. Lang. 55, 138–155. doi: 10.1016/j.jml.2006.01.002

Kahana, M. J., Seelig, D., and Madsen, J. R. (2001). Theta returns. Curr. Opin. Neurobiol. 11, 739–744. doi: 10.1016/S0959-4388(01)00278-1

Kastner, S., and Ungerleider, L. G. (2000). Mechanisms of visual attention in the human cortex. Annu. Rev. Neurosci. 23, 315–341.

Killebrew, K. W., Gurariy, G., Peacock, C. E., Berryhill, M. E., and Caplovitz, G. P. (2018). Electrophysiological correlates of encoding processes in a full-report visual working memory paradigm. Cognit. Affect. Behav. Neurosci. 18, 353–365. doi: 10.3758/s13415-018-0574-8

Klimesch, W. (1996). Memory processes, brain oscillations and EEG synchronization. Int. J. Psychophysiol. 24, 61–100. doi: 10.1016/S0167-8760(96)00057-8

Klimesch, W. (1999). EEG alpha and theta oscillations reflect cognitive and memory performance: a review and analysis. Brain Res. Rev. 29, 169–195. doi: 10.1016/S0165-0173(98)00056-3

Klimesch, W. (2000). “Theta frequency, synchronization and episodic memory performance,” in Time and the Brain, Vol. 3, ed. R. Miller (Singapore: Harwood Academic Publishers), 262–279.

Klimesch, W., Doppelmayr, M., Pachinger, T., and Ripper, B. (1997a). Brain oscillations and human memory: EEG correlates in the upper alpha and theta band. Neurosci. Lett. 238, 9–12. doi: 10.1016/S0304-3940(97)00771-4

Klimesch, W., Doppelmayr, M., Schimke, H., and Ripper, B. (1997b). Theta synchronization and alpha desynchronization in a memory task. Psychophysiology 34, 169–176. doi: 10.1111/j.1469-8986.1997.tb02128.x

Klimesch, W., Fellinger, R., and Freunberger, R. (2011). Alpha oscillations and early stages of visual encoding. Front. Psychol. 2:118. doi: 10.3389/fpsyg.2011.00118

Klimesch, W., Sauseng, P., and Hanslmayr, S. (2007). EEG alpha oscillations: the inhibition-timing hypothesis. Brain Res. Rev. 53, 63–88. doi: 10.1016/j.brainresrev.2006.06.003

Kourtzi, Z., and Kanwisher, N. (2001). Representation of perceived object shape by the human lateral occipital complex. Science 293, 1506–1509. doi: 10.1126/science.1061133

Koutstaal, W., Reddy, C., Jackson, E. M., Prince, S., Cendan, D. L., and Schacter, D. L. (2003). False recognition of abstract versus common objects in older and younger adults: testing the semantic categorization account. J. Exp. Psychol. Learn. Mem. Cognit. 29:499. doi: 10.1037/0278-7393.29.4.499

Koutstaal, W., and Schacter, D. L. (1997). Gist-based false recognition of pictures in older and younger adults. J. Mem. Lang. 37, 555–583. doi: 10.1006/jmla.1997.2529

Koutstaal, W., Schacter, D. L., and Brenner, C. (2001). Dual task demands and gist-based false recognition of pictures in younger and older adults. J. Mem. Lang. 44, 399–426. doi: 10.1006/jmla.2000.2734

Lange, J., Oostenveld, R., and Fries, P. (2013). Reduced occipital alpha power indexes enhanced excitability rather than improved visual perception. J. Neurosci. 33, 3212–3220. doi: 10.1523/JNEUROSCI.3755-12.2013

Leenders, M. P., Lozano-Soldevilla, D., Roberts, M. J., Jensen, O., and De Weerd, P. (2018). Diminished alpha lateralization during working memory but not during attentional cueing in older adults. Cereb. Cortex 28, 21–32. doi: 10.1093/cercor/bhw345

Lega, B. C., Jacobs, J., and Kahana, M. (2012). Human hippocampal theta oscillations and the formation of episodic memories. Hippocampus 22, 748–761. doi: 10.1002/hipo.20937

Linden, D. E., Bittner, R. A., Muckli, L., Waltz, J. A., Kriegeskorte, N., Goebel, R., et al. (2003). Cortical capacity constraints for visual working memory: dissociation of fMRI load effects in a fronto-parietal network. Neuroimage 20, 1518–1530. doi: 10.1016/j.neuroimage.2003.07.021

Lisman, J. E., and Idiart, M. A. (1995). Storage of 7 plus/minus 2 short-term memories in oscillatory subcycles. Science 267:1512.

Maris, E., and Oostenveld, R. (2007). Nonparametric statistical testing of EEG-and MEG-data. J. Neurosci. Methods 164, 177–190. doi: 10.1016/j.jneumeth.2007.03.024

Mayer, J. S., Bittner, R. A., Nikoliæ, D., Bledowski, C., Goebel, R., and Linden, D. E. (2007). Common neural substrates for visual working memory and attention. Neuroimage 36, 441–453. doi: 10.1016/j.neuroimage.2007.03.007

Medendorp, W. P., Kramer, G. F., Jensen, O., Oostenveld, R., Schoffelen, J. M., and Fries, P. (2007). Oscillatory activity in human parietal and occipital cortex shows hemispheric lateralization and memory effects in a delayed double-step saccade task. Cereb. Cortex 17, 2364–2374. doi: 10.1093/cercor/bhl145

Melnik, N., Mapelli, I., and Özkurt, T. E. (2017). Modulation of alpha oscillations is required for the suppression of semantic interference. Neurobiol. Learn. Mem. 144, 11–18.

Michalareas, G., Vezoli, J., Van Pelt, S., Schoffelen, J.-M., Kennedy, H., and Fries, P. (2016). Alpha-beta and gamma rhythms subserve feedback and feedforward influences among human visual cortical areas. Neuron 89, 384–397. doi: 10.1016/j.neuron.2015.12.018

Miller, R. (1991). “Cortico-hippocampal interplay and the representation of contexts in the brain,” Studies of Brain Function, Vol. 17, ed. V. Braitenberg (Berlin: Springer). doi: 10.1007/978-3-662-21732-0

Mölle, M., Marshall, L., Fehm, H. L., and Born, J. (2002). EEG theta synchronization conjoined with alpha desynchronization indicate intentional encoding. Eur. J. Neurosci. 15, 923–928. doi: 10.1046/j.1460-9568.2002.01921.x

Obleser, J., Wöstmann, M., Hellbernd, N., Wilsch, A., and Maess, B. (2012). Adverse listening conditions and memory load drive a common alpha oscillatory network. J. Neurosci. 32, 12376–12383. doi: 10.1523/JNEUROSCI.4908-11.2012

Olszewska, J. M., Reuter-Lorenz, P. A., Munier, E., and Bendler, S. A. (2015). Misremembering what you see or hear: dissociable effects of modality on short-and long-term false recognition. J. Exp. Psychol. Learn. Mem. Cognit. 41:1316. doi: 10.1037/xlm0000115

Onton, J., Delorme, A., and Makeig, S. (2005). Frontal midline EEG dynamics during working memory. Neuroimage 27, 341–356. doi: 10.1016/j.neuroimage.2005.04.014

Oostenveld, R., Fries, P., Maris, E., and Schoffelen, J.-M. (2011). FieldTrip: open source software for advanced analysis of MEG, EEG, and invasive electrophysiological data. Comput. Intell. Neurosci. 2011, 1–9. doi: 10.1155/2011/156869

Osaka, N., Osaka, M., Kondo, H., Morishita, M., Fukuyama, H., and Shibasaki, H. (2004). The neural basis of executive function in working memory: an fMRI study based on individual differences. Neuroimage 21, 623–631. doi: 10.1016/j.neuroimage.2003.09.069

Osipova, D., Takashima, A., Oostenveld, R., Fernández, G., Maris, E., and Jensen, O. (2006). Theta and gamma oscillations predict encoding and retrieval of declarative memory. J. Neurosci. 26, 7523–7531. doi: 10.1523/JNEUROSCI.1948-06.2006

Palva, J. M., Monto, S., Kulashekhar, S., and Palva, S. (2010). Neuronal synchrony reveals working memory networks and predicts individual memory capacity. Proc. Natl. Acad. Sci. U.S.A. 107, 7580–7585. doi: 10.1073/pnas.0913113107

Palva, S., Kulashekhar, S., Hämäläinen, M., and Palva, J. M. (2011). Localization of cortical phase and amplitude dynamics during visual working memory encoding and retention. J. Neurosci. 31, 5013–5025. doi: 10.1523/JNEUROSCI.5592-10.2011

Parra, M. A., Della Sala, S., Logie, R. H., and Morcom, A. M. (2014). Neural correlates of shape-color binding in visual working memory. Neuropsychologia 52, 27–36. doi: 10.1016/j.neuropsychologia.2013.09.036

Pasternak, T., and Greenlee, M. W. (2005). Working memory in primate sensory systems. Nat. Rev. Neurosci. 6:97. doi: 10.1038/nrn1603

Raghavachari, S., Kahana, M. J., Rizzuto, D. S., Caplan, J. B., Kirschen, M. P., Bourgeois, B., et al. (2001). Gating of human theta oscillations by a working memory task. J. Neurosci. 21, 3175–3183. doi: 10.1523/JNEUROSCI.21-09-03175.2001

Raghavachari, S., Lisman, J. E., Tully, M., Madsen, J. R., Bromfield, E., and Kahana, M. J. (2006). Theta oscillations in human cortex during a working-memory task: evidence for local generators. J. Neurophysiol. 95, 1630–1638. doi: 10.1152/jn.00409.2005

Rihs, T. A., Michel, C. M., and Thut, G. (2007). Mechanisms of selective inhibition in visual spatial attention are indexed by α-band EEG synchronization. Eur. J. Neurosci. 25, 603–610. doi: 10.1111/j.1460-9568.2007.05278.x

Rizzuto, D. S., Madsen, J. R., Bromfield, E. B., Schulze-Bonhage, A., Seelig, D., Aschenbrenner-Scheibe, R., et al. (2003). Reset of human neocortical oscillations during a working memory task. Proc. Natl. Acad. Sci. U.S.A. 100, 7931–7936. doi: 10.1073/pnas.0732061100

Roux, F., Wibral, M., Mohr, H. M., Singer, W., and Uhlhaas, P. J. (2012). Gamma-band activity in human prefrontal cortex codes for the number of relevant items maintained in working memory. J. Neurosci 32, 12411–12420. doi: 10.1523/JNEUROSCI.0421-12.2012

Sauseng, P., Griesmayr, B., Freunberger, R., and Klimesch, W. (2010). Control mechanisms in working memory: a possible function of EEG theta oscillations. Neurosci. Biobehav. Rev. 34, 1015–1022. doi: 10.1016/j.neubiorev.2009.12.006

Sauseng, P., Hoppe, J., Klimesch, W., Gerloff, C., and Hummel, F. C. (2007). Dissociation of sustained attention from central executive functions: local activity and interregional connectivity in the theta range. Eur. J. Neurosci. 25, 587–593. doi: 10.1111/j.1460-9568.2006.05286.x

Sauseng, P., Klimesch, W., Stadler, W., Schabus, M., Doppelmayr, M., Hanslmayr, S., et al. (2005). A shift of visual spatial attention is selectively associated with human EEG alpha activity. Eur. J. Neurosci. 22, 2917–2926. doi: 10.1111/j.1460-9568.2005.04482.x

Schacter, D. L., Guerin, S. A., and Jacques, P. L. S. (2011). Memory distortion: an adaptive perspective. Trends Cognit. Sci. 15, 467–474. doi: 10.1016/j.tics.2011.08.004

Scheeringa, R., Petersson, K. M., Oostenveld, R., Norris, D. G., Hagoort, P., and Bastiaansen, M. C. (2009). Trial-by-trial coupling between EEG and BOLD identifies networks related to alpha and theta EEG power increases during working memory maintenance. Neuroimage 44, 1224–1238. doi: 10.1016/j.neuroimage.2008.08.041

Seamon, J. G., Luo, C. R., Schlegel, S. E., Greene, S. E., and Goldenberg, A. B. (2000). False memory for categorized pictures and words: the category associates procedure for studying memory errors in children and adults. J. Mem. Lang. 42, 120–146. doi: 10.1006/jmla.1999.2676

Sederberg, P. B., Kahana, M. J., Howard, M. W., Donner, E. J., and Madsen, J. R. (2003). Theta and gamma oscillations during encoding predict subsequent recall. J. Neurosci. 23, 10809–10814. doi: 10.1523/JNEUROSCI.23-34-10809.2003

Sederberg, P. B., Schulze-Bonhage, A., Madsen, J. R., Bromfield, E. B., McCarthy, D. C., Brandt, A., et al. (2006). Hippocampal and neocortical gamma oscillations predict memory formation in humans. Cereb. Cortex 17, 1190–1196. doi: 10.1093/cercor/bhl030

Serences, J. T., Ester, E. F., Vogel, E. K., and Awh, E. (2009). Stimulus-specific delay activity in human primary visual cortex. Psychol. Sci. 20, 207–214. doi: 10.1111/j.1467-9280.2009.02276.x

Singer, W. (2009). Distributed processing and temporal codes in neuronal networks. Cognit. Neurodyn. 3, 189–196. doi: 10.1007/s11571-009-9087-z

Singer, W., and Gray, C. M. (1995). Visual feature integration and the temporal correlation hypothesis. Annu. Rev. Neurosci. 18, 555–586. doi: 10.1146/annurev.ne.18.030195.003011

Slotnick, S. D., and Schacter, D. L. (2004). A sensory signature that distinguishes true from false memories. Nat. Neurosci. 7:664. doi: 10.1038/nn1252

Spitzer, B., and Haegens, S. (2017). Beyond the status Quo: a role for beta oscillations in endogenous content (Re-) activation. Eneuro 4:ENEURO-0170. doi: 10.1523/ENEURO.0170-17.2017

Stipacek, A., Grabner, R., Neuper, C., Fink, A., and Neubauer, A. (2003). Sensitivity of human EEG alpha band desynchronization to different working memory components and increasing levels of memory load. Neurosci. Lett. 353, 193–196. doi: 10.1016/j.neulet.2003.09.044

Tallon-Baudry, C., Kreiter, A., and Bertrand, O. (1999). Sustained and transient oscillatory responses in the gamma and beta bands in a visual short-term memory task in humans. Visual Neurosci. 16, 449–459. doi: 10.1017/S0952523899163065

Thut, G., Nietzel, A., Brandt, S. A., and Pascual-Leone, A. (2006). α-Band electroencephalographic activity over occipital cortex indexes visuospatial attention bias and predicts visual target detection. J. Neurosci. 26, 9494–9502. doi: 10.1523/JNEUROSCI.0875-06.2006

Tseng, P., Chang, Y. T., Chang, C. F., Liang, W. K., and Juan, C. H. (2016). The critical role of phase difference in gamma oscillation within the temporoparietal network for binding visual working memory. Sci. Rep. 6:32138. doi: 10.1038/srep32138

Tuladhar, A. M., Huurne, N. T., Schoffelen, J. M., Maris, E., Oostenveld, R., and Jensen, O. (2007). Parieto-occipital sources account for the increase in alpha activity with working memory load. Hum. Brain Mapp. 28, 785–792. doi: 10.1002/hbm.20306

Van Dijk, H., Schoffelen, J. M., Oostenveld, R., and Jensen, O. (2008). Prestimulus oscillatory activity in the alpha band predicts visual discrimination ability. J. Neurosci. 28, 1816–1823. doi: 10.1523/JNEUROSCI.1853-07.2008

Vanni, S., Revonsuo, A., and Hari, R. (1997). Modulation of the parieto-occipital alpha rhythm during object detection. J. Neurosci. 17, 7141–7147. doi: 10.1523/JNEUROSCI.17-18-07141.1997

Waldhauser, G. T., Johansson, M., and Hanslmayr, S. (2012). Alpha/beta oscillations indicate inhibition of interfering visual memories. J. Neurosci. 32, 1953–1961. doi: 10.1523/JNEUROSCI.4201-11.2012

White, T. P., Jansen, M., Doege, K., Mullinger, K. J., Park, S. B., Liddle, E. B., et al. (2013). Theta power during encoding predicts subsequent-memory performance and default mode network deactivation. Hum. Brain Mapp. 34, 2929–2943. doi: 10.1002/hbm.22114

Worden, M. S., Foxe, J. J., Wang, N., and Simpson, G. V. (2000). Anticipatory biasing of visuospatial attention indexed by retinotopically specific-band electroencephalography increases over occipital cortex. J. Neurosci. 20, 1–6. doi: 10.1523/JNEUROSCI.20-06-j0002.2000

Wróbel, A. (2000). Beta activity: a carrier for visual attention. Acta Neurobiol. Exp. 60, 247–260.

Yuan, P., and Raz, N. (2014). Prefrontal cortex and executive functions in healthy adults: a meta-analysis of structural neuroimaging studies. Neurosci. Biobehav. Rev. 42, 180–192. doi: 10.1016/j.neubiorev.2014.02.005

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Mapelli and Özkurt. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 14 February 2019
doi: 10.3389/fnhum.2019.00020






[image: image]

Pre-service Science Teachers’ Neuroscience Literacy: Neuromyths and a Professional Understanding of Learning and Memory

Finja Grospietsch* and Jürgen Mayer

Department of Biology Education, University of Kassel, Kassel, Germany

Edited by:
Michael A. Yassa, University of California, Irvine, United States

Reviewed by:
Andy Wai Kan Yeung, The University of Hong Kong, Hong Kong
Miguel A. Vadillo, Universidad Autónoma de Madrid, Spain

*Correspondence: Finja Grospietsch, finja.grospietsch@uni-kassel.de

Received: 15 October 2018
Accepted: 17 January 2019
Published: 14 February 2019

Citation: Grospietsch F and Mayer J (2019) Pre-service Science Teachers’ Neuroscience Literacy: Neuromyths and a Professional Understanding of Learning and Memory. Front. Hum. Neurosci. 13:20. doi: 10.3389/fnhum.2019.00020

Transferring current research findings on the topic of learning and memory to “brain-based” learning in schools is of great interest among teachers. However, numerous international studies demonstrate that both pre-service and in-service teachers do not always succeed. Instead, they transfer numerous misconceptions about neuroscience, known as neuromyths, into pedagogical practice. As a result, researchers call for more neuroscience in teacher education in order to create a professional understanding of learning and memory. German pre-service science teachers specializing in biology complete neuroscientific modules (human biology/animal physiology) during their studies because they are expected to teach these topics to their students. Thus, they are required to demonstrate a certain degree of neuroscience literacy. In the present study, 550 pre-service science teachers were surveyed on neuromyths and scientific concepts about learning and memory. Pre-service science teachers’ scientific concepts increased over the course of their training. However, beliefs in neuromyths were independent of participants’ status within teacher education (first-year students, advanced students, and post-graduate trainees). The results showed that 10 neuromyths were endorsed by more than 50% of prospective science teachers. Beliefs in the existence of learning styles (93%) and the effectiveness of Brain Gym (92%) were most widespread. Many myths were endorsed even though a large share of respondents had thematically similar scientific concepts; endorsement of neuromyths was found to be largely independent of professional knowledge as well as theory-based and biography-based learning beliefs about neuroscience and learning. Our results suggest that neuromyths can exist in parallel to scientific concepts, professional knowledge and beliefs and are resistant to formal education. From the perspective of conceptual change theory, they thus exhibit characteristic traits of misconceptions that cannot simply be counteracted with increased neuroscientific knowledge. On the basis of our study’s findings, it can be concluded that new teacher programs considering neuromyths as change-resistant misconceptions are needed to professionalize pre-service science teachers’ neuroscience literacy. For this, an intensive web of exchange between the education field and neuroscientists is required, not just to deploy the latest scientific insights to refute neuromyths on learning and memory, but also to identify further neuromyths.
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INTRODUCTION

Findings from brain research have unleashed a veritable “neuro-boom” in recent years, which has taken the form of numerous publications for teachers as well as learning guides for students (e.g., Doyle and Zakrajsek, 2013). Teachers in all subjects have expressed great interest in neuroscience research findings and find it useful to incorporate them into their instruction (Dekker et al., 2012). Even incorrectly interpreted research findings have great appeal once images of the brain and/or neuroscientific explanations are added (McCabe and Castel, 2008; Lindell and Kidd, 2013). Media and even educational programs make use of this effect; they are filled with bold and eye-catching yet empty promises like ‘learn while you sleep’ or ‘innate intelligence through Brain Gym’. Money, time, and effort are expended integrating so-called “neuromyths” into the school system (Pasquinelli, 2012). It is understandable that people who lack knowledge in the field of neuroscience might struggle to distinguish facts from myths (Wallace, 1993; Beck, 2010). However, even teachers, the alleged experts on learning, endorse misconceptions1 about neuroscience and base their pedagogical practice on neuromyths (e.g., Dekker et al., 2012).

The term “neuromyth” was coined in the 1980s by the neurosurgeon Alan Crockard, who used it to refer to unscientific understandings of the brain in medical culture (Howard-Jones, 2010). The Organization for Economic Co-operation and Development [OECD] (2002) defines neuromyths as “misconception[s] generated by a misunderstanding, a misreading, or a misquoting of facts scientifically established (by brain research) to make a case for use of brain research in education and other contexts” (p. 111). Neuromyths are thus falsely or overly interpreted neuroscientific research findings that are transferred to applied contexts such as teaching, learning and instruction. Neuromyths are often seen as originating in simplistic language in the reporting of neuroscientific research findings. These research findings are often published at a challenging reading level (Yeung et al., 2018) and tend to be very complex and difficult for non-neurobiologists to understand, meaning that simplistic formulations are often resorted to. These ‘pop-science’ statements are then falsely interpreted and quickly lose their kernel of truth. They are packed into “low-cost and easily implemented classroom approaches” (Howard-Jones, 2014, p. 819) that claim to promote learning. While fun, these approaches also result in the rapid propagation of neuromyths among students, parents, and teachers. This process is strengthened by media, whose simplified and/or overly interpreted portrayals of research findings reach a wide audience (Wallace, 1993; Beck, 2010), and companies looking to offer learning programs that claim to be “brain-based” but usually provide consumers with little hope of learning success (Goswami, 2006; Pasquinelli, 2012). The OECD has been calling attention to the problem of neuromyths almost as long as it has been calling for teaching and learning to be based on neuroscience.

Neuromyths often originate from overgeneralizations of empirical research (Macdonald et al., 2017). Today, neuromyths have emerged for many aspects of neuroscience, including specific learning difficulties such as dyslexia (Macdonald et al., 2017) and the influence of nutrition (Dekker et al., 2012) or music (Düvel et al., 2017) on the brain. This study focuses on neuromyths related to learning and memory. Table 1 illustrates with three examples how these neuromyths arise from errors in transferring neuroscientific information (the kernel of truth). The depicted transfer steps (left) as well as their relationships to neuroscientific findings (right) are based on a summary of the current state of theory on neuromyths as well as supplementary literature research.

TABLE 1. Errors in argumentation from the neuroscientific kernel of truth to erroneous implications for school instruction compared to the neuroscientific evidence.

[image: image]

The existing research on neuromyths primarily focuses on teachers. Studies investigating the endorsement of neuromyths among teachers of various subjects have been conducted in the Netherlands, England (Dekker et al., 2012; Simmonds, 2014), Latin America (Bartoszeck and Bartoszeck, 2012; Gleichgerrcht et al., 2015; Hermida et al., 2016), Portugal (Rato et al., 2013), Australia (Bellert and Graham, 2013; Horvath et al., 2018), Greece (Deligiannidi and Howard-Jones, 2015), China (Pei et al., 2015), Turkey (e.g., Karakus et al., 2015), Switzerland (Tardif et al., 2015), Spain (Ferrero et al., 2016), the United States (Lethaby and Harries, 2016), and Canada (Macdonald et al., 2017). All of these studies have found that teachers believe in a large number of neuromyths, although only a few of these, such as Brain Gym, are related to the topic of learning and memory and there are country-specific differences in the endorsement of specific myths.2 Cultural differences between countries seem to have an influence on which neuromyths spread (Pei et al., 2015; Ferrero et al., 2016; Hermida et al., 2016).

One study of post-graduate teacher trainees found that 56–83% of respondents encountered educational programs based on neuromyths in their first year working in schools, which was associated with high levels of acceptance of those myths (Howard-Jones et al., 2009). Studies by Fuentes and Risso (2015, Spain), Dündar and Gündüz (2016, Turkey), Canbulat and Kiriktas (2017, Turkey), Düvel et al. (2017, Germany), Kim and Sankey (2017, Australia), Papadatou-Pastou et al. (2017, Greece), and Im et al. (2018, South Korea) indicate that neuromyths are already present during the academic stage of teacher education. However, no studies focusing on neuromyths related to learning and memory have been conducted with pre-service samples either. Nevertheless, it can generally be concluded on the basis of these results that the neuroscience content knowledge necessary to critically evaluate neuromyths does not seem to be integrated into teacher education to a sufficient degree (Howard-Jones, 2014).

Most studies have not found personal characteristics like age, professional experience, teaching subject, school type, school location (urban/rural), and participation in professional development trainings to be associated with endorsement of neuromyths or with scientific concepts about the brain (Dekker et al., 2012; Rato et al., 2013; Gleichgerrcht et al., 2015). Only Ferrero et al. (2016) found a correlation with gender, with female teachers more likely to endorse neuromyths. Macdonald et al. (2017) found evidence that age (being younger), training (having a university degree), and enrollment in neuroscience courses predict reduced endorsement of neuromyths. The topic of neuroscience is of great interest to teachers internationally (e.g., Dekker et al., 2012), but there seems to be a large gap between teachers’ interest and their ability to actually deal with neuroscientific findings in a professional way (Rato et al., 2013). Teachers with high levels of scientific concepts about the brain have proven to be more susceptible to neuromyths (Dekker et al., 2012; Rato et al., 2013; Gleichgerrcht et al., 2015; Ferrero et al., 2016; Düvel et al., 2017; Canbulat and Kiriktas, 2017) in almost all studies (except Howard-Jones et al., 2009). Horvath et al. (2018) found the acceptance of neuromyths to be nearly identical between populations of award-winning and non-award-winning teachers. There seems to be a general tendency to agree with neuroscientific statements, but a lack of ability to separate myths from facts (Ferrero et al., 2016). While reading scientific articles can reduce endorsement of neuromyths, teachers tend to use pop-science sources like TV and the Internet as their main sources of information for neuroscientific facts (Rato et al., 2013).

Im et al. (2018) demonstrated that taking an educational psychology course only improves neuroscience literacy; it does not reduce beliefs in neuromyths. Macdonald et al. (2017) found differences in endorsement of neuromyths between the general public, teachers, and people with high levels of neuroscientific knowledge, and Papadatou-Pastou et al. (2017) indicate that general knowledge about the brain is the best “safeguard against believing in neuromyths” (p. 1). German pre-service science teachers specializing in biology receive such knowledge during their university education so that they will later be able to pass it on to their students in their classroom instruction. It can thus be assumed that they develop the theory-based learning beliefs and professional knowledge about neuroscience needed to critically evaluate neuromyths about learning and memory during their university studies. According to Kunter et al. (2013), these two factors, along with motivational orientations and self-regulative skills, are prerequisites for reflective instruction, or in other words, the teaching profession. Kunter et al. (2013) subdivides beliefs into epistemological beliefs and beliefs about learning content and instructional practice. Applying this to the topic of neuroscience and learning, pre-service teachers might have theory-based learning beliefs on the nature of science and teaching and learning. However, they also bring with them beliefs about the definition of learning and learning strategies rooted in their own learning biographies (biography-based learning beliefs). The professional knowledge pre-service science teachers in Germany specializing in biology are expected to acquire during their studies can be subdivided into, inter alia, psychological-pedagogical knowledge (PPK), content knowledge (CK), and pedagogical content knowledge (PCK) (Shulman, 1987; Kunter et al., 2013). Applying this to the topic of neuroscience and learning, pre-service science teachers need to acquire PPK about the psychology of human learning, CK about curricular content related to neuroscience, and PCK about instructional strategies for sustainable learning (Meier et al., 2018). According to Dündar and Gündüz (2016), pre-service science teachers perform significantly better in terms of neuromyths than pre-service teachers in other subjects. As of yet, there are no studies specifically investigating neuromyths about learning and memory or on their prevalence among pre-service science teachers (specializing in biology) depending on their status within teacher education.

As mentioned above, Dekker et al. (2012) and other existing studies on neuromyths interpret the frequently found association between endorsement of neuromyths and scientific concepts as a general tendency to agree with neuroscientific statements among teachers. After more intensive theoretical work on neuromyths, we also see these correlations as rooted in the fact that the test instrument asks in some cases about both the neuromyth and the corresponding kernel of truth as scientific concepts. For example: neuromyth = “Individuals learn better when they receive information in their preferred learning style (e.g., auditory, visual, kinesthetic)“ and scientific concept (kernel of truth) = “Individual learners show preferences for the mode in which they receive information (e.g., visual, auditory, kinesthetic).“ Dekker et al.’s (2012) instrument for scientific concepts, which was applied in many of the previous studies on neuromyths, cannot be seen as an appropriate knowledge test for pre-service science teachers in light of our theoretical perspective on professional knowledge among science teachers. In order to more effectively design professional development offerings, it will be necessary to further clarify the causal relations between misconceptions and aspects of professional competency (beliefs and professional knowledge). The present study is the first to do this.



METHODS

Building upon the aforementioned theoretical work, this study addresses three research questions: (1) How are pre-service science teachers’ misconceptions and scientific concepts about learning and memory associated with their status within teacher education? (2) What misconceptions and scientific concepts do pre-service science teachers have on the topic of learning and memory? (3) How are their misconceptions associated with their beliefs and professional knowledge about the topic of learning and memory?

Participants

The study was conducted among pre-service science teachers specializing in biology at two German universities (University of Kassel and University of Kiel) as well as several institutes for post-graduate teacher trainees (Studienseminare) in the federal state of Hesse (N = 550). The total sample consisted of 152 first-year students, 260 advanced students (second year and above), and 138 post-graduate teacher trainees (Referendare, who were an average of 9 months into their training, SD = 4.47). Respondents were 24.8% male and 75.2% female, and were between 18 and 38 years of age (M = 24 years old, SD = 3.79). 69.4% of respondents were studying to be teachers at college-preparatory secondary schools (Gymnasium), and 30.6% were studying to be teachers in lower-track secondary schools (Lehramt f[image: image]r Haupt- und Realschulen). Research Question 3 was investigated with a subsample of 79 advanced students, who had the opportunity to participate in a more extensive testing for organizational reasons. Advanced means that they had already completed a human biology course with neuroscience content during their studies. 21.5% of the respondents in this sample were male, while 78.5% were female. The average age was 25 years (SD = 2.70) and the respondents were in their eighth semester of studies on average (SD = 2.56).

Procedure

The data was collected in 19 courses in the field of instructional methods for science (biology) education. The post-graduate teacher trainees were recruited and surveyed via their supervisors at the teacher training institutes. Participation took the form of a paper-and-pencil test lasting approximately 15 min. The testing time was expanded to 1 h for a subsample of participants (n = 79) in order to apply further instruments (see Materials). In both cases, the project was introduced as a study on the topic of neuroscience and learning; the term “neuromyths” was not used. Participation in the evaluation was voluntary and the students provided informed written consent to use the data for research purposes. They were informed that the goal of the study was to collect information on their current state of knowledge and attitudes toward the topic of neuroscience and learning, and that the anonymity of their data would be ensured via a coding system. They were further notified that they could withdraw from participation at any time without consequences. The authors strictly handled student anonymity and ethical issues.

Instruments

The test instrument for Research Questions 1 and 2 consisted of 11 items on scientific concepts and 11 items on misconceptions/neuromyths (α = 0.66 and 0.76, respectively3). 13 of these 22 items (8 items on scientific concepts and 5 on neuromyths) were taken from Dekker et al. (2012) and translated into German. One item (“Memory is stored in the brain much like as in a computer. That is, each memory goes into a tiny piece of the brain”) was taken from Howard-Jones et al. (2009) and put into more concrete terms: “The brain works like a hard drive; information is stored in specific locations.” To guarantee the fidelity of the translation, the resultant version was back-translated into English by a native speaker and both English versions were compared by a third person. Five neuromyths-items on development (Myth: most receptive to learning before age 3), hemispheric asymmetry (Myth: logic in the left hemisphere, creativity in the right), memory (Myth: Genetically determined number of cells determines learning), learning while you sleep (Myth: You can learn while you sleep, e.g., via audio recordings) and evidence-based learning techniques (i.e., desirable difficulties, Bjork and Bjork, 2011; Myth: Blocked learning is better than interleaved learning) were newly constructed for this study, as they have been widely publicized in German media and learning guides. We followed Macdonald et al. (2017)’s methodological recommendations and replaced the three-option answer format Correct/Incorrect/I don’t know used by Dekker et al. (2012) and other studies of neuromyths with a 4-point Likert scale in order to force respondents to take a position and allow them to specify how sure they were of their answer (4 = Strongly agree/1 = Strongly disagree) or how torn (3 = Somewhat agree/2 = Somewhat disagree). Because the German versions of some items from Dekker et al. (2012) were refined in terms of content and several new items were created, an English version of the instrument has been provided along with this article (see Appendix). Future studies should note that the German version of the instrument was employed in this study (published in Grospietsch and Mayer, 2018a).

Six instruments on professional knowledge, biography-based learning beliefs, and theory-based learning beliefs on neuroscience and learning were used to answer Research Question 3. Table 2 provides an overview of the instruments and corresponding scales, numbers of items, and reliability coefficients. Example items are provided here; a complete overview of all items can be found in the Supplementary Material. Biography-based learning beliefs were measured via 6-point Likert scales and theory-based learning beliefs via 4-point Likert scales. Professional knowledge was measured via three self-constructed knowledge tests. CK about curricular content in neuroscience was measured via six multiple-choice items with four distractors each. PCK about instructional strategies for sustainable learning (including how to deal with students’ misconceptions about the structure and function of the brain) was measured via 12 open-ended and closed-ended questions, and PPK about the psychology of human learning via 17 open-ended and closed-ended items. The differences in test construction are rooted in the project’s research focus. The interrater reliability for all open-ended items was found to be Cohen’s κ = 0.91 (p < 0.001). This indicates almost perfect agreement (Landis and Koch, 1977).

TABLE 2. Overview of the instruments for learning beliefs and professional knowledge.
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In addition, information on sociodemographic data (age, gender, field of study, years of study/training, enrolled in university courses on neuroscience and learning) were collected for all participants. Except for years of study/training and enrollment in a human biology course, these demographic data were requested for descriptive purposes only and were not explored further in the subsequent analyses.

Data Analysis

We used multifactorial analyses of variance to test whether first-year students, advanced students, and post-graduate teacher trainees differed in their endorsement of scientific concepts and neuromyths (Research Question 1). These three groups were considered to be in different stages of teacher education due to differences in educational content: Group 1 was enrolled in introductory courses in instructional methods in science (biology) education, disciplinary content, and education science; Group 2 was enrolled in or had completed more advanced education science and subject-specific instructional methods courses on teaching and learning (in science) as well as modules that covered neuroscience (human biology and/or animal physiology); and Group 3 was in the process of completing a practical training phase after university graduation. One-way analyses of variance and Bonferroni-adjusted post hoc analyses were used to determine the extent to which the groups differed in their endorsement of individual neuromyths. One-way analyses of variance with Welch corrections and Games-Howell post hoc analyses were applied in the case of heterogeneous variance. To this end and to answer Research Question 2, the 4-point Likert scale was recoded into a dummy format (agree/disagree) for better comparability with the previously cited studies. First, the percentage of respondents who agreed with each item (both neuromyths and scientific concepts) was calculated. Then, the neuromyths/scientific concepts were grouped by content into different neuroscientific topics (categories) on the basis of theory. If a category had more than one item, the mean of the percentages was taken. Correlation analyses (Pearson) were conducted to determine the associations between endorsement of neuromyths and beliefs about learning and memory (biography-based learning beliefs about the definition of learning at university and use of learning strategies as well as theory-based beliefs about the nature of science and teaching and learning), professional knowledge (CK about curricular content related to neuroscience, PCK about instructional strategies for sustainable learning, and PPK about the psychology of human learning). The significance level for all analyses was p ≤ 0.05.



RESULTS

Scientific Concepts and Misconceptions by Status Within Teacher Education

A multifactorial analysis of variance revealed a significant main effect for conception type (misconceptions vs. scientific concepts: F(1,1076) = 311.70, p ≤ 0.001, [image: image] = 0.225) but not for stage of teacher education [first-year students, advanced students, and post-graduate teacher trainees: F(2,1076) = 1.95, p = 0.143, [image: image] = 0.004]. There was a statistically significant interaction between stage of teacher education and conception type: F(2,1076) = 8.13, p ≤ 0.001, [image: image] = 0.015. The mean levels in Figure 1 show that respondents in different stages of teacher education differed from one another in their endorsement of scientific concepts (left) but not in their endorsement of neuromyths (right).


[image: image]

FIGURE 1. Group comparison on endorsement of scientific concepts (left) and misconceptions (right) (mean and standard deviations are presented; 4 = strongly agree, 3 = somewhat agree, 2 = somewhat disagree, 1 = strongly disagree).



Turning to the percentage agreeing with individual neuromyths (dichotomous answer format), one-way analyses of variance only uncovered differences between the three groups of subjects with respect to the neuromyths on critical periods of childhood development [Welch’s F(2,297) = 11.84, p ≤ 0.001], blocked learning is better than interleaved [Welch’s F(2,305) = 4.80, p = 0.009], the existence of learning styles [Welch’s F(2,325) = 3.58, p = 0.029] and a genetically determined number of cells determines learning [F(2,533) = 24.29, p ≤ 0.001]. Games-Howell post hoc analyses revealed significantly greater agreement with the myth of critical periods of childhood development among advanced students compared to first-year-students and post-graduate trainees (68 vs. 56%, p = 0.049, 0.12, 95%-CI[0.00, 0.24] and 43%, p ≤ 0.001, 0.25, 95%-CI[0.13, 0.37]). The neuromyth that blocked learning is better than interleaved was more frequently rejected by advanced students and post-graduate trainees than by first-year students (49% p = 0.021, -0.14, 95%-CI[-0.27, -0.02] and 46% p = 0.017, -0.16, 95%-CI[-0.3, -0.02] vs. 62%). The neuromyth on the existence of learning styles was significantly less frequently endorsed by advanced students than by first-year students (90 vs. 97%, p = 0.023, -0.06, 95%-CI[-0.12, -0.01]). A Bonferroni-adjusted post hoc analysis revealed that the neuromyth that a person’s genetically determined number of cells forms an upper limit for learning success was actually endorsed significantly (p ≤ 0.001) more by post-graduate trainees (64 vs. 33% of first-year students 0.32, 95%-CI[0.18, 0.45], and 31% of advanced students, 0.33, 95%-CI[0.21, 0.45]).

Endorsement of Misconceptions and Scientific Concepts

Pre-service science teachers’ neuroscience literacy was to a large extent rooted in neuromyths (Figure 2). 10 of 11 misconceptions on the topic of learning and memory were endorsed by more than half of respondents. The existence of learning styles, the effectiveness of Brain Gym, and the notion that information is stored in specific locations (hard drive) were endorsed most frequently (with 93, 92, and 85% of respondents agreeing with these items, respectively). The only neuromyth to be endorsed by fewer than half of the pre-service teachers in the sample was the notion that a person’s genetically determined number of cells determines learning success (with 40% of respondents agreeing).
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FIGURE 2. Agreement with misconceptions (neuromyths) among all participants.



Neuromyths were sometimes endorsed even when respondents had thematically similar scientific concepts (Table 3). This was seen in the categories of development, memory, learning techniques, brain activity, and sensory modalities. On the other hand, high levels of agreement with neuromyths were found in categories in which fewer respondents had thematically similar scientific concepts. This was the case for the categories of neuroplasticity and hemispheric asymmetry.

TABLE 3. Comparing endorsement of scientific concepts and misconceptions.
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Correlations With Beliefs and Professional Knowledge

As can be seen in Table 4, the advanced students for whom individual aspects of professional competency were investigated tended toward agreement with respect to biography- and theory-based learning beliefs. Transmissive beliefs were endorsed to a lesser extent than constructivist beliefs. The latter received the highest average agreement alongside nature of science beliefs. On the knowledge tests, the advanced students were able to correctly answer about 50% of the CK, 20% of the PCK, and 30% of the PPK questions. The standard deviations here varied more widely than they did for beliefs.

TABLE 4. Correlations of misconceptions with learning beliefs and professional knowledge.
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Correlational analyses revealed only a small positive correlation between neuromyths und constructivist beliefs about teaching and learning (r = 0.313, p = 0.006). This correlation within the area of theory-based learning beliefs means that pre-service science teachers who endorse misconceptions also exhibit a constructivist view of teaching and learning and think of learning as an active, self-directed, constructive process in which knowledge cannot simply be transferred to the learner (Staub and Stern, 2002). No correlations were found between misconceptions and the other theory-based learning beliefs (transmissive and nature of science beliefs) or the three areas of professional knowledge on neuroscience and learning (CK, PCK, PPK). Nor were there any significant correlations between misconceptions and biography-based learning beliefs related to respondents’ subjective definition of learning or inventory of learning strategies (Table 4).



DISCUSSION

Pre-service Science Teachers’ Scientific Concepts

The results of our study demonstrate that pre-service science teachers’ scientific concepts on learning and memory increase over the course of their training. This finding is in accordance with expectations, because German science teachers specializing in biology complete modules containing neuroscientific content (human biology and animal physiology) during their university studies. It should be noted that average endorsement of scientific concepts did not increase dramatically and was quite high even among first-year students. Based on these findings, one could conclude that many pre-service biology teachers have already acquired scientific concepts during school (e.g., in advanced high school biology courses) and bring them with them to university. However, from a critical perspective, it should be noted that our instrument did not allow us to measure what the students actually know and when they simply took a position despite a lack of knowledge (intuiting/guessing). This problem was strengthened by our use of a Likert scale, which was however recommended by Macdonald et al. (2017). Despite differences to Dekker et al.’s (2012) instrument, our survey was able to confirm their finding that there is a general tendency to agree with neuroscientific statements. Our results indicate that this tendency persists despite academic and practical training.

Our results further indicate that the pre-service science teachers in our study have the weakest scientific concepts with respect to neuroplasticity and hemispheric asymmetry (60 and 40%). This could be because these topics tend to be covered only marginally or as an aside in neuroscience courses and textbooks. From a critical perspective, it should be noted that these values are location-specific and could be different at other German universities. There is currently no curriculum stipulating which scientific concepts must be covered as part of science teachers’ training in the fundamentals of neuroscience. One item from each of the two aforementioned categories adopted from Dekker et al. (2012) have also been employed in other studies of neuromyths. Putting aside the differences in answer format (our 4-point Likert Scale vs. correct/incorrect/I don’t know) and the slightly more concrete items in our translation, comparing our results to previous studies indicates that German pre-service science teachers have stronger scientific concepts than Turkish and British pre-service teachers with respect to the items “When one brain region is damaged due to injury, other parts of the brain can take up its function” and “The left and right hemispheres of the brain always work together in processing information” (Dündar and Gündüz, 2016: 20 and 15% correct answers, Papadatou-Pastou et al., 2017: 12 and 14% correct answers, although around 30% of respondents in both studies selected I don’t know). The pre-service science teachers in this study endorsed the topics of development, memory, learning techniques, brain activity, and sensory modalities at very high rates (98-92%). The values of all matching items were higher than in the study by Papadatou-Pastou et al. (2017), although the instruments’ differences in language and answer format must be taken into account. The presented tendencies concerning overlapping items indicate that pre-service science teachers seem to have stronger scientific concepts related to neuroscience than other pre-service teachers. This should be tested in a study employing the same instruments for both groups of participants.

Pre-service Science Teachers’ Misconceptions (Neuromyths)

Given that this study’s quasi-longitudinal design found no differences in endorsement of neuromyths between first-year students, advanced students, and post-graduate trainees, teacher education does not seem to be able to successfully professionalize students’ misconceptions about learning and memory. Only two neuromyths about learning and memory (critical periods and blocked learning) were endorsed less by post-graduate teacher trainees, who have already completed their university training in neuroscience and learning, than by students still in university. In fact, the neuromyth that a person’s genetically determined number of cells forms an upper limit for learning success was endorsed more frequently among the group of post-graduate trainees. This increase is alarming, as belief in this type of myth bestows upon or denies learners a pre-determined, non-malleable aptitude for learning. This could have consequences for teachers’ interactions with students and thus also for students’ self-efficacy beliefs. Whether and to what extent these individual neuromyths find their way into pre-service science teachers’ later pedagogical practice is not clear on the basis of our study. We join Horvath et al. (2018) in arguing that future studies must test the extent to which the endorsement of neuromyths influences teachers’ effectiveness. However, other studies show that teachers’ beliefs and attitudes guide their actions (Wahl, 1979). We assume that university education represents the most significant opportunity for German science teachers to acquire neuroscientific knowledge in a guided way. In light of the previously cited studies of pre-service and in-service teachers in all school subjects (e.g., Dekker et al., 2012) revealing comparatively high levels of endorsement of neuromyths, we do not assume that in-service science teachers endorse misconceptions to a lesser extent than the pre-service teachers in our study. It might even be the case that committed efforts among in-service teachers to optimally guide students’ learning lead to greater use of practical approaches based on neuromyths, such as Brain Gym or learning styles. In this way, neuromyths might be even more widespread among German in-service science teachers than pre-service teachers. However, further comparative and longitudinal studies are necessary to investigate these hypotheses. In any event, teacher education as it currently exists in Germany does not seem sufficient to dismantle misconceptions about learning and memory or replace them with scientific concepts. New, more effective professional development opportunities and learning programs must be created.

The results presented in this study confirm previous findings that it is not just in-service teachers who believe in neuromyths – a large share of pre-service teachers endorse them as well (Howard-Jones et al., 2009; Fuentes and Risso, 2015; Dündar and Gündüz, 2016; Canbulat and Kiriktas, 2017; Düvel et al., 2017; Kim and Sankey, 2017; Papadatou-Pastou et al., 2017; Im et al., 2018). Out of a total of 11 misconceptions (neuromyths) about learning and memory, the existence of learning styles (93%), the effectiveness of Brain Gym (92%), and the assumption that information is stored in specific locations (hard drive) (85%) were endorsed most frequently. Comparing our results to those of other studies (despite the difference in answer format and the slightly more concrete items in our translation), these myths were also quite frequently endorsed by pre-service teachers in Turkish (Dündar and Gündüz, 2016: 97, 67, and 79%) and British studies (Howard-Jones et al., 2009: 82, 62, und 36%, Papadatou-Pastou et al., 2017: 94, 37% und -%)4. There thus appears to be a core group of neuromyths whose prevalence is independent of culture.

Furthermore, German pre-service teachers believe more frequently than Turkish (Dündar and Gündüz, 2016) or British pre-service teachers (Howard-Jones et al., 2009; Papadatou-Pastou et al., 2017) in the neuromyths of only using 10% of our brain (57% compared to 42, 52 and 47%) and critical periods of childhood development (item = If the brain is not sufficiently supported in early childhood, learning problems that can no longer be remediated by education can occur: 59% compared to 59, 9, and 24%)5. Comparing our results to those of Papadatou-Pastou et al. (2017), it appears that German pre-service teachers believe more strongly in the myths of learning differences due to the use of different hemispheres (82% vs. 55%, although I don’t know was selected quite frequently in Papadatou-Pastou et al., 2017)5 and learning while you sleep (56 vs. 38%)5. This points to cultural differences in levels of agreement with individual neuromyths among pre-service teachers, just as among in-service teachers. Moreover, it indicates that the characterization of neuromyths as ‘inadequate scientific concepts’ is insufficient. Instead, these cultural differences suggest that neuromyths to a large degree feed off of a socio-cultural discourse that finds its specific expression – cultural differences included – in these neuromyths. Thus, these misconceptions might be better described as scientific myths (cf. Papadatou-Pastou et al., 2017). Empirical inquiries and interventions should take socio-cultural discourses about teaching and learning into consideration as the relevant context of neuromyths. This study also found evidence for endorsement of the myth that blocked learning is more effective than interleaved learning (i.e., desirable difficulties, Bjork and Bjork, 2011) for the first time. Thus, there is a need for action in teacher education with respect to the aforementioned neuromyths, particularly in light of the importance of a professional understanding of learning and memory for instructional content and instructional methods in science.

Relations Between Neuromyths and Aspects of Professional Competency

Turning to the aspects of professional competency, firstly, our results with respect to theory-based learning beliefs were in accordance with expectations. Our hypothesis that constructivist and nature of science beliefs would be stronger among advanced students were confirmed. In accordance with the existing research literature (e.g., Brauer et al., 2014), transmissive beliefs about teaching and learning were in turn less strong among these students. Thus, for these students, learning is more of an active than a passive process in which knowledge can be generated independently. This can be interpreted together with professional beliefs on the origins of knowledge in biology (nature of science) as evidence in favor of a professional understanding of learning and memory. The students’ biography-based learning beliefs can also be positively interpreted in light of the rather strong deployment of learning strategies and the definition of learning as transformation (professional definition of learning). However, the existing research literature (Drechsel, 2001) also indicates that advanced students maintain less professional definitions of learning (learning as reproduction). In fact, in our study, these were even more widespread than the professional ones. Whether and to what extent these beliefs influence the students’ later actions in schools remains an open question. Our results further indicate that students have some knowledge of PCK about instructional strategies for sustainable learning and PPK about the psychology of human learning, but not a great deal. We see this as primarily rooted in our methodological decision to select advanced students who had completed human biology courses with neuroscientific content. We have no information on the extent to which this sample is also at an advanced level with respect to educational science, psychology, and instructional methods course. However, the CK about curricular content in neuroscience we selected for was present to a stronger extent, although this could also be rooted in the closed answer format. The larger standard deviations for the knowledge results point to differences in the students‘ performance.

Our results show that all of the aspects of professional competency we investigated were present among the students. However, there were few correlations with endorsement of neuromyths. Building upon studies that call for more neuroscience in teacher education (e.g., Papadatou-Pastou et al., 2017), we expected negative correlations with students’ professional knowledge, which would mean that students with greater knowledge endorse neuromyths to a lesser extent. However, no such correlations were found for CK about curricular content related to neuroscience, PCK about instructional strategies for sustainable learning or PPK about the psychology of human learning. For PCK and PPK, this might be rooted in the students’ low levels of knowledge or methodologically in the difficulty level of the tests, which was too high. We reject this possibility with respect to CK about curricular content related to neuroscience, as the students had more knowledge here. Our results indicate that neuromyths are independent of CK. However, it must be emphasized that our instrument only asked about curricular content in neuroscience with respect to the topics of brain structure, memory, and long-term potentiation commonly found in school textbooks. General knowledge of neuroscience and the latest research findings were not considered in this study and could still be a predictor of endorsement of neuromyths.

In addition, the results of our study revealed no correlations with respect to a person’s learning at university (definition of learning and learning strategies), despite our theoretical assumptions indicating that less professional biography-based learning beliefs could facilitate the endorsement of neuromyths. Perhaps our scale on learning as reproduction, with α = 0.58, could not measure the theoretical construct sufficiently and accurately enough. Future studies could also ask about concrete learning experiences that could promote neuromyths (e.g., if they conducted learning style tests during their school years). However, this study found a small positive correlation between misconceptions and constructivist beliefs about teaching and learning despite the fact that some neuromyths (e.g., that the brain works like a hard drive) are not theoretically compatible with such beliefs. People with constructivist views of teaching and learning actually view learning as an active, self-directed, constructive process in which knowledge cannot simply be transferred to the learner (Staub and Stern, 2002). Consequently, neuromyths seem to be integrated into the semantic network of theory-based learning beliefs despite their scientific inconsistencies, which can make them more difficult to change. The co-existence or even synthesis of misconceptions and theory-based beliefs are well-established in theories of misconceptions and conceptual change (Vosniadou, 2013). Studies by Petitto and Dunbar (2004) describe how university students can stubbornly hold onto their original concepts despite empirical demonstrations and theoretical explanations. Newton and Miah (2017) demonstrated this specifically for the neuromyth on the existence of learning styles. In addition, the authors warn of a “backfire effect,” a phenomenon in which attempts to address myths and misunderstandings can lead to a strengthening of beliefs in these myths. Thus, the results of this study indicate that interventions against the endorsement in neuromyths must begin deep in participants’ belief systems.

Implications for Intervention Approaches With Respect to Neuroscience Literacy

Overall, our results for pre-service science teachers show that Papadatou-Pastou et al.’s (2017) call to integrate neuroscientific content into teacher education is not in itself sufficient to limit the spread of neuromyths. Even these students, who are taught such content in their courses, must be trained to become critical consumers of neuroscientific research findings (a kind of preventative focus; Macdonald et al., 2017).

In line with the previously cited neuromyth studies, our findings confirm the need for action with respect to neuromyths. Few intervention approaches have been proposed. Papadatou-Pastou et al. (2017) stresses the importance of developing an understanding of how neuroscience research is conducted and presented (e.g., imaging techniques using differential images). This might not be occurring to a sufficient extent in German pre-service science teacher education, which is primarily set up to enhance professional knowledge. Neuroscience will always be in a continuous state of development and progress. Pre-service science teachers should be put in a position in which they are able to follow the latest developments by effectively reading and critically evaluating the information they obtain from various sources.

According to Guzzetti et al. (1993) and Kowalski and Taylor (2009, 2011), one of the most effective evidence-based methods of addressing scientific myths consists of directly refuting misunderstandings. Grospietsch and Mayer (2018b) have confirmed this for neuromyths. Neuromyths arise and persist from an entire line of argumentation consisting of misinterpretations and exaggerations that can only be refuted with a multitude of neuroscientific facts (examples provided in Table 1 of this study). This speaks in favor of examining each neuromyth individually, determining its “kernel of truth,” uncovering its argumentation structure, and comparing it to the corresponding scientific concepts. Only by investigating each neuromyth individually and in more detail than previously will we be able to determine why neuromyths have been spreading and develop appropriate interventions to stop them. This requires strong cooperation between education, neuroscience, and cognitive psychology. MacNabb et al. (2006) demonstrate the positive effects of such cooperation. Materials and courses counteracting the false transfer of scientific concepts to classroom teaching and learning need to be jointly developed. A web of exchange between the field of education and neuroscientists is required to put neuromyths into a more scientifically accurate light. Neuroscientists’ assistance is particularly necessary when it comes to incorporating the latest research.

Several neuromyths found among pre-service science teachers in this study have also been frequently demonstrated in international studies of in-service teachers (cf. e.g., Dekker et al., 2012; Ferrero et al., 2016). Given that even first-year students exhibit beliefs in neuromyths, it is likely that pre-service teachers encounter these misconceptions even before beginning their university studies, i.e., during school. It is well-known that neuromyths such as the theory of learning styles and Brain Gym exercises are found in a large number of learning guides and educational programs (Pasquinelli, 2012). Students can also encounter neuromyths through their teachers. Studies by Schletter and Bayrhuber (1998) provide empirical indications that misconceptions (e.g., that the brain works like a hard drive) are present among school students. To the best of our knowledge, there are not yet any studies systematically investigating the spread of neuromyths about learning and memory among school students. What we do know is that the misconceptions that develop over a person’s school years are difficult to change via formal education at university (Pajares, 1992). Starting intervention during students’ school years or at the beginning of university education seems advantageous.

Recommendations for Future Studies

As previously discussed, the results of our study show that pre-service science teachers have weak scientific concepts on neuroplasticity and hemispheric asymmetry. Our results further show that the low levels of scientific concepts for these topics were accompanied by high levels of endorsement of thematically similar neuromyths. Based on our findings, one might conclude that these topics need to be more strongly integrated into teacher education and associated neuroscience teaching materials. Even though pre-service science teachers endorsed scientifically accurate statements (scientific concepts) about the topics of development, memory, learning techniques, brain activity, and sensory modalities, the thematically similar neuromyth items were widely endorsed as well (50–93%). In these cases, we concur with Dekker et al. (2012) and follow-up studies by other authors that there is a lack of ability to differentiate scientific concepts from misconceptions. Endorsement of misconceptions (neuromyths) was not lower for topics in which there was less knowledge of scientific concepts (93% for learning styles despite high endorsement of scientific concepts; 92% for Brain Gym amid low endorsement of scientific concepts). Consequently, the results obtained with our survey suggest two different causes for the emergence of neuromyths: a lack of scientific concepts, but also false transfer of accurate scientific concepts to teaching and learning. Future studies should further clarify these different explanations for the emergence of neuromyths. In doing so, it would be advantageous to not only contrast thematically similar items on scientific concepts and neuromyths, as we did in the questionnaire for this study, but rather to consistently identify and inquire about the kernel of truth and unique argumentation errors for each neuromyth (see Table 1). Given the current state of theoretical work on neuromyths, we were only able to do this for a few categories (e.g., sensory modalities). Much more theoretical work on neuromyths needs to be completed with respect to this issue. With regard to intervention approaches, future studies must also test whether the theoretical argumentation in favor of neuromyths previously described actually conform to those held by pre-service and in-service teachers. Thus, we see a need for more intensive empirical and theoretical research on neuromyths.

In this study, we were able to show that pre-service science teachers endorse a variety number of neuromyths. We did not collect data on the sources of the students’ neuroscientific information or their perceptions of the origin of their misconceptions on the topic of learning and memory. Biography-based learning experiences in the everyday world, independent learning by reading scientific/leisure magazines, or even the structure of university trainings could be potential sources of neuromyths. Following Yeung et al. (2018), the readability of neuroimaging articles and their abstracts could be particularly problematic, especially for first-year students. All of these aspects should be more thoroughly investigated in future studies. In our opinion, qualitative studies in which students are asked to describe their arguments in favor of neuromyths seem more worthwhile than surveys of various sources of information.

Summary and Outlook

In summary, our results indicate that neuromyths can exist in parallel to scientific concepts, professional knowledge and beliefs about neuroscience and learning and are resistant to conventional German teacher education, which promotes many aspects of professional competency on this topic. From the perspective of conceptual change theory, neuromyths thus exhibit characteristic traits of misconceptions that cannot simply be counteracted with increased neuroscientific knowledge. Both neuroscientific knowledge and didactic interventions will be required to effectively and sustainably banish neuromyths from the education system. For this reason, we call for stronger cooperation between neuroscientists and didactics experts. Creating links between education/didactics on the one hand and neuroscience and cognitive psychology on the other seems to be essential for confronting neuromyths’ lines of argumentation with scientific knowledge as well as improving science teachers’ neuroscience literacy. According to the Organization for Economic Co-operation and Development [OECD] (2008), each discipline has its own specific methods and language, which makes it particularly difficult for experts in one area to apply knowledge from the other. Joint publications and training programs for pre-service and in-service teachers on the cognitive errors involved in neuromyths would be an important first step toward eliminating ‘language barriers’ (Pickering and Howard-Jones, 2007) and closing the gap between neuroscience and the practice of education (Edelenbosch et al., 2015), at least with respect to neuromyths. Teachers train the neuroscientists of tomorrow. It is therefore important to take teachers seriously, to investigate how neuroscience can help them better understand learning, and to invest in their ability to optimally use neuroscience in their practice.

On the basis of this study’s results, the University of Kassel has developed a learning environment in accordance with the conceptual change model through interdisciplinary cooperation. This learning environment gives students reasons and opportunities to more closely interlink their professional knowledge in neuroscience, cognitive psychology, and instructional methods in science and to critically question incomplete or incorrect misconceptions and beliefs about learning and memory. An accompanying study demonstrated positive results with respect to pre-service science teachers’ neuroscience literacy (Grospietsch and Mayer, 2018b).
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FOOTNOTES

1 The term “misconceptions” was selected in this article in order to express that the theoretical assumptions, lines of argumentation, and conclusions drawn from neuromyths violate the rules of scientific thought and argumentation. Thus, we consider misconceptions to be inadequate scientific concepts that stand in clear contrast to scientific concepts.

2 Howard-Jones (2014) provides a comparative overview of some of these studies.

3 The Cronbach’s alpha values for these scales refer to a subsample of advanced students (n = 75) who filled out the questionnaire as a post-test after participating in a learning environment on the topic of neuroscience and learning.

4 Agreement with the neuromyths on the brain as a hard drive and Brain Gym was not quite as high in the English studies because the answer option I don’t know was selected very often.

5 The items were formulated slightly differently in the cited studies.
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Background: Long-term potentiation (LTP) is recognised as a core neuronal process underlying long-term memory. However, a direct relationship between LTP and human memory performance is yet to be demonstrated. The first aim of the current study was thus to assess the relationship between LTP and human long-term memory performance. With this also comes an opportunity to explore factors thought to mediate the relationship between LTP and long-term memory. The second aim of the current study was to explore the relationship between LTP and memory in groups differing with respect to brain-derived neurotrophic factor (BDNF) Val66Met; a single-nucleotide polymorphism (SNP) implicated in memory function.

Methods: Participants were split into three genotype groups (Val/Val, Val/Met, Met/Met) and were presented with both an EEG paradigm for inducing LTP-like enhancements of the visually-evoked response, and a test of visual memory.

Results: The magnitude of LTP 40 min after induction was predictive of long-term memory performance. Additionally, the BDNF Met allele was associated with both reduced LTP and reduced memory performance.

Conclusions: The current study not only presents the first evidence for a relationship between sensory LTP and human memory performance, but also demonstrates how targeting this relationship can provide insight into factors implicated in variation in human memory performance. It is anticipated that this will be of utility to future clinical studies of disrupted memory function.

Keywords: ERP, neuroplasticity, neurogenetics, visual memory, single-nucleotide polymorphism, long-term potentiation, VEP, brain-derived neurotrophic factor


INTRODUCTION

First demonstrated in vivo in 1973 (Bliss and Lømo, 1973), long-term potentiation (LTP) has since been widely recognised as the principal model for the neuronal basis of long-term memory. LTP is an enduring facilitation of synaptic transmission between neurons that follows repeated co-activation of the neurons in a network (Teyler and DiScenna, 1987; Martin et al., 2000; Cooke and Bliss, 2006). The cellular and molecular mechanisms of LTP have been studied extensively in vivo and in vitro in laboratory animals, which typically involves the application of direct neuronal electrical stimulation and results in an enhancement of the response in a neighbouring cell (Bliss and Lømo, 1973; Harris et al., 1984; Teyler and DiScenna, 1987; Kirkwood and Bear, 1994; Figurov et al., 1996). Such studies have demonstrated that, in its most widespread form, LTP is dependent on the influx of Ca2+ through N-methyl-D-aspartate (NMDA) receptors, leading to long-term alterations in cell structure and function, and an increase in synaptic efficacy. However, a direct relationship between LTP and memory performance has been notoriously difficult to demonstrate. In vivo rodent studies have typically focused on spatial memory as a measure of memory function (Lynch, 2004). While this is an accessible measure of memory, the disparate results from such studies indicate that it may not be the most appropriate index of LTP. As such, a definitive demonstration of the relationship between LTP and memory performance remains elusive.

Using similar induction protocols, the properties of human LTP have been shown to be consistent with those seen in animals (Chen et al., 1996; Beck et al., 2000). However, due to the invasive nature of these procedures, such studies have been limited to excised human tissue. The sensory LTP paradigm presents one of the first opportunities for the non-invasive in vivo study of an LTP-like shift in event related-potentials (ERPs) in humans. First presented by Teyler et al. (2005), the sensory LTP paradigm typically involves presenting participants with high-frequency (~9 Hz) visual stimulation, which leads to an enhancement of the visually-evoked potential (VEP) to subsequent low-frequency (~1 Hz) presentations of the same stimulus. This enhancement has been shown to conform to many of the Hebbian characteristics of LTP (Clapp et al., 2006; McNair et al., 2006; Ross et al., 2008), and is generated by a bottom-up modulation of connection strength between occipital and temporal regions (Spriggs et al., 2018). As such, this experience-dependent enhancement of the VEP is understood to represent the induction of an LTP-like form of neuroplasticity (Kirk et al., 2010; Clapp et al., 2012).

As the sensory LTP paradigm can be used non-invasively with humans, it provides a novel avenue for assessing the pivotal relationship between LTP and human long-term memory performance. The primary aim of the current study was thus to assess this relationship using the visual LTP paradigm and two subtests of the Wechsler Memory Scale-III (WMS-III; Wechsler et al., 2007) that are widely used in clinical assessments of delayed visual recognition memory (Conklin et al., 2002; Keilp et al., 2006; Seelye et al., 2009; Vann et al., 2009). It was hypothesised that individuals with greater LTP magnitude would also demonstrate greater memory performance.

With the ability to study LTP and memory performance comes an unique opportunity to also study the role that LTP alterations play in variations in human memory performance. Previous studies using the human sensory LTP paradigm have demonstrated modulated LTP in healthy populations differing in physical fitness (Smallwood et al., 2015), age (de Gobbi Porto et al., 2015; Spriggs et al., 2017a), and genetics (Spriggs et al., 2017b), as well as in clinical conditions such as depression (Normann et al., 2007) and schizophrenia (Çavuş et al., 2012). However, how these differences in LTP magnitude impact upon memory performance is yet to be assessed.

One factor implicated in healthy variations in human memory performance is the gene that controls the secretion of brain-derived neurotrophic factor (BDNF). BDNF regulates neuronal proliferation and differentiation in the developing brain, and is an important molecular mediator of synaptic plasticity in the mature brain (Tyler et al., 2002; Goldberg and Weinberger, 2004; Park and Poo, 2013). In humans, approximately 25%–50% of the population (Shimizu et al., 2004) carry a single nucleotide-polymorphism (SNP) on the BDNF gene, which substitutes valine to methionine at codon 66 (Val66Met; SNP rs6265). The Met allele of the polymorphism has been associated with reduced declarative memory performance (Kambeitz et al., 2012). However, it is unclear whether these genotype differences are due to the regulatory role of BDNF in brain development (Pezawas et al., 2004) or due to the modulation of synaptic plasticity (Egan et al., 2003; Hariri et al., 2003; Spriggs et al., 2018). The secondary aim of this study was thus to explore the effect of the polymorphism on both visual LTP and visual long-term memory. We hypothesised a consistent genotype difference across the two measures (LTP and memory), which would support the notion that the polymorphism mediates long-term memory performance through an effect on LTP.



MATERIALS AND METHODS


Subjects

Fifteen females (all right-handed) and thirteen males (three left-handed) with a mean age of 24.2 years (range 21–35; SD = 3.3 years) took part in this experiment. All participants had normal or corrected-to-normal vision. All subjects gave written informed consent in accordance with the Declaration of Helsinki. All experimental procedures were approved by the University of Auckland Human Participants Ethics Committee.



BDNF Genotyping

DNA was extracted from blood samples using the method described in previous literature (Miller et al., 1988), and were analysed by the Auckland Sequenom Facility. Amplification was carried out on the 113 bp polymorphic BDNF fragment using a polymerase chain reaction (PCR), with Taq polymerase and the following primers: BDNF-F 5′-GAG GCT TGC CAT CAT TGG CT-3′ and BDNF-R 5′-CGT GTA CAA GTC TGC GTC CT-3′. PCR conditions were as follows: denaturation at 95°C for 15 min, 30 cycles on a thermocycler (denaturation at 94°C for 30 s annealing at 60°C for 30 s and extension at 72°C for 30 s with a final extension at 72°C. The PCR product (6.5 μL) was incubated with PmlI at 37°C overnight and digestion products were analysed using a High-res agarose gel (4%) with a Quick load 100 bp ladder (BioLabs, Ipswich, MA, USA) and a GelPilot Loading Dye (QIAGEN). Digestion resulted in a 113 bp fragment for the Met66 allele and this was cut into 78 and 35 bp fragments for the Val66 allele. Subjects were divided into three groups defined by Val66Met genotype (10 Val/Val, 10 Val/Met and 8 Met/Met).



Memory Performance

Memory performance was assessed using two subtests of the WMS-III (Wechsler et al., 2007): the Faces task, and the Family Pictures task.

The Faces task involved presenting participants with a set of 24 faces for 2 s each that they were asked to remember. After a 30 min delay, participants were tasked with identifying the original faces (make an “old/new” decision) from a selection of 48 faces which included the 24 original faces as well as 24 new faces.

For the Family Pictures task, participants were presented with pictures of a family in a variety of scenes for 10 s per scene. Again, after a 30 min delay, participants were asked to recall details about each scene.

For both tasks, performance was scored as percentage correct. An average score for the two tasks was then used as an index of visual-memory performance.



Apparatus

EEG data were recorded using a 128-channel Ag/AgCl electrode net (Electrode Geodesics Inc., Eugene, OR, USA) at a continuous sampling rate of 1,000 Hz (0.1–100 Hz analogue bandpass filter) with impedance kept below 40 kΩ. EEG data were recorded using a common vertex reference (Cz) and later re-referenced to average offline. Stimuli were presented on an SVGA computer monitor (1,024 × 768 pixel resolution; 60 Hz refresh rate).



Stimuli

Stimuli consisted of two circles containing black and white sine gratings of horizontal and vertical orientation with a spatial frequency of one cycle per degree (size: 9.6 × 9.6 cm, 272 × 272 pixels; Figure 1A). Stimuli were presented in full contrast against a grey background in the centre of the screen, subtending a diameter of 8° of visual angle. A red fixation dot was present throughout testing. Stimulus presentation was controlled using E-Prime v1.1 (Psychology Software Tools).
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FIGURE 1. (A) The two circular sine gratings of vertical and horizontal orientation used for visual stimuli. (B) The experimental procedure consisted of four experimental blocks: three low-frequency blocks (pre-tetanus, early post-tetanus, late post-tetanus), and one high-frequency tetanus. Magnitude of long-term potentiation (LTP) was determined by subtracting pre-tetanus amplitude from each of the post-tetanus blocks. Rest periods were included after the tetanus (2 min), and between the two post-tetanus blocks (30 min).





LTP Procedure

LTP was assessed using our previously-established EEG paradigm (Teyler et al., 2005; McNair et al., 2006; Ross et al., 2008; Kirk et al., 2010; Smallwood et al., 2015; Figure 1B). Participants were first presented with a “pre-tetanus” baseline block, consisting of 240 presentations of each stimulus at a low temporal frequency of 0.67–1 Hz (33 ms presentation with a jittered inter-stimulus interval of 1,000–1,500 ms, ~8 min). Each participant was then presented with one of the stimulus orientations (counterbalanced) as an LTP-inducing stimulus, or “visual tetanus.” This consisted of 1,000 presentations, at a frequency of 8.6 Hz (jittered ISI of 67–100 ms, ~2 min). This was immediately followed by a 2 min rest period to allow retinal afterimages to dissipate. Participants were then presented with two more experimental blocks: an “early post-tetanus” block, and a “late post-tetanus” block. Both post-tetanus blocks had identical parameters to the pre-tetanus block (240 presentations of each stimulus at a temporal frequency of 0.67–1 Hz). The post-tetanus blocks were separated by a 30 min eyes-closed rest period.



EEG Analysis

EEG data were processed using in-house software that has been employed in a number of previous studies of visual LTP (Smallwood et al., 2015; Spriggs et al., 2017a). First, the data were re-referenced to the common average and band-pass filtered [0.1–30 Hz, bidirectional three-pole Butterworth filter (Alarcon et al., 2000)]. The data were subsequently segmented into 600 ms epochs (100 ms prestimulus to 500 ms poststimulus onset) and baseline corrected to the pre-stimulus period. Epochs containing significant artefacts (e.g., eye-blinks) were corrected using the automatic methods developed by Jervis et al. (1985), and the remaining data were averaged according to block (pre-tetanus, early post-tetanus, and late post-tetanus) and stimulus condition (tetanized, non-tetanized). The magnitude of LTP was defined as the amplitude difference between the pre-tetanus block and the two post-tetanus blocks independently (referred to as early LTP and late LTP, respectively) within the N1b time window. In accordance with previous literature (McNair et al., 2006), the N1b was defined as the section of the VEP extending from the peak of the N170 to the midpoint between the peak of the N170 and the peak of the P2. The pre- and post-tetanus N1b components of the VEP were averaged across posterior clusters of electrodes that were determined from the topography of the mean visually-evoked potential across all conditions and were centred approximately around P7 and P8 for each participant.



Statistical Analyses

We used Bayesian hypothesis testing for all analyses. Because we understand readers may wish to compare these with frequentist analyses, we provide all the frequentist equivalents in the Supplementary Material. All analyses were performed in R (R Core Team, 2016), with the following packages: BayesFactor (Morey et al., 2015), dplyr (Wickham, 2011), ggplot2 (Wickham, 2009), rjags (Plummer et al., 2016).

For all Bayesian analyses, Markov chain Monte Carlo methods were used to generate posterior samples via the Metropolis-Hastings algorithm. All analyses were set at 10,000 iterations, with diagnostic checks for convergence. One chain per analysis was used for all analyses reported in the article, with a thinning interval of 1 (i.e., no iteration was discarded). All priors used in the reported analyses are default prior scales (Morey et al., 2015).




RESULTS


Bayesian Analyses

Figure 2 depicts the grand-average waveform and bilateral topography of the N170 peak. A linear regression analysis with a default prior (r scale of 0.354) showed that late LTP was a reliable predictor of Memory performance (P(M|data) = 0.77, BFM = 3.27). The correlation between late LTP and Memory performance was robust (r = 0.44, BF10 = 3.32). The association between the two variables, with the breakdown into genotype groups, is shown in Figure 3A. In contrast, the data showed no evidence for early LTP being a reliable predictor of Memory performance (P(M|data) = 0.26, BFM = 0.35), substantiated by a null correlation (r = 0.02, BF10 = 0.24).
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FIGURE 2. (A) Grand-average waveform demonstrating the negative shift of the N1b component of the visually-evoked potential in the early and late post-tetanus blocks, compared to pre-tetanus (negative plotted up). (B) Bilateral topography of the peak of the N170.
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FIGURE 3. (A) Late LTP amplitude plotted against Wechsler Memory Scale-III (WMS-III) visual memory index (Memory Score), broken down by genotype. The dashed line is the regression line from the linear model, for all genotype groups combined. The shaded area around the dashed line represents the 95% confidence interval for predictions from the linear model fitted. (B) Late LTP amplitude as a function of brain-derived neurotrophic factor (BDNF) genotype. (C) Early LTP amplitude as a function of BDNF genotype. (D) Memory performance as a function of BDNF genotype. Subplots (B–D) depict the distribution of gain scores (violin) together with the mean (box central dot), median (box central line), first and third quartile (box edges), minimum and maximum (whiskers), and outliers (outside dots).



An analyses of variance (ANOVA) with a default prior (r scale of 0.5) on late LTP with BDNF genotype as a fixed factor, showed overwhelming evidence for the alternative model over the null model (P(M|data) > 0.99, BFM = 338.1, see Figure 3B). Pairwise comparisons with default priors (r scale of 0.701) showed support, although of different magnitudes, for all possible comparisons. There was overwhelming evidence for the difference between Val/Val and Met/Met (BF10 = 407.56), strong evidence for the difference between Val/Met and Val/Val (BF10 = 8.06), and very moderate evidence for the difference between Val/Met and Met/Met (BF10 = 2.26).

An ANOVA with a default prior (r scale of 0.5) on early LTP with BDNF genotype as a fixed factor showed evidence for the alternative model over the null model (P(M|data) = 0.86, BFM = 6.13, see Figure 3C). Pairwise comparisons with default prior (r scale of 0.701) showed that the effect differed based on the specific comparison. There was moderate evidence for the difference between Val/Val and Met/Met (BF10 = 3.18), somewhat stronger evidence for the difference between Val/Met and Val/Val (BF10 = 5.46), and no evidence for the difference between Val/Met and Met/Met (BF10 = 0.41).

An ANOVA with a default prior (r scale of 0.5) on Memory performance with BDNF genotype as a fixed factor, showed moderate evidence for the alternative model over the null model (P(M|data) = 0.69, BFM = 2.19, see Figure 3D). Pairwise comparisons with default prior (r scale of 0.701) showed support only for the difference between Val/Val and Met/Met (BF10 = 4.31). There was no evidence for a difference between Val/Met and Val/Val, or between Val/Met and Met/Met (BF10 = 0.99 and BF10 = 0.67, respectively).




DISCUSSION

The current study provides the first evidence that the degree of visually-induced LTP is a significant predictor of human visual memory performance. While LTP is at the core of our understanding of long-term memory formation, a direct relationship between LTP magnitude and memory task performance has been notoriously difficult to demonstrate. However, the visual LTP paradigm presents the unique opportunity to study LTP in humans non-invasively, thus allowing for a direct assessment of this important relationship.

The current results demonstrate that LTP magnitude in the late post-tetanus block is a reliable predictor of long-term memory performance. This late post-tetanus block is run approximately 40 min after the LTP-inducing visual tetanus, and thus indexes enduring changes in neuronal activation. Conversely, there was no relationship between memory performance and early LTP, which indexes immediate post-tetanus modulations in neuronal response. Although these results may appear somewhat contradictory, this suggests that the two post-tetanus blocks may index different phases of LTP: LTP induction and LTP maintenance. LTP induction and maintenance are dependent on different cellular processes (Abraham and Williams, 2003; Cooke and Bliss, 2006), and therefore it is unsurprising that they have distinct relationships to long-term memory performance. Importantly, the current results demonstrate that it is the late post-tetanus block, and thus LTP maintenance, which is key to memory performance, with greater LTP magnitude predicting better memory performance.

The two subtests of the WMS-III assessed here are widely used to evaluate delayed visual recognition memory across diverse clinical populations (Conklin et al., 2002; Keilp et al., 2006; Seelye et al., 2009; Vann et al., 2009). Although delayed recognition memory is traditionally thought of as dependent on a network within the medial temporal lobe and frontal cortex (Aggleton and Brown, 2006), the current results indicate that LTP measured over the visual cortex is predictive of performance on this task. One explanation is that this represents a general propensity for an individual to exhibit LTP, perhaps across the brain as a whole. However, previous studies of the BDNF polymorphism indicate that there is divergence of the effect of the polymorphism between the motor cortex (Kleim et al., 2006; Antal et al., 2010; Cirillo et al., 2012; Teo et al., 2014) and auditory cortex (Teo et al., 2014). This suggests that the propensity for plasticity is not homogeneous across the brain, and therefore, sensory LTP is not a global index.

An alternative, and perhaps more likely, explanation for the correlation between visual cortical plasticity and memory performance is the integral involvement of visual system circuitry in networks specifically sub-serving visual memory formation. Experience-dependent plasticity within the visual network is understood to be fundamental in the mnemonic processing of visual information (Fahle, 2004; Kourtzi and DiCarlo, 2006; Ji and Wilson, 2007; Tsanov and Manahan-Vaughan, 2008), and plastic processes in the visual system influence subsequent processing in hippocampus (Tsanov and Manahan-Vaughan, 2008). In support of this, Spriggs et al. (2018) recently demonstrated that LTP induction using the visual paradigm modulates connections between the occipital and temporal cortices. It therefore appears that visually-induced LTP may represent an early, yet integral stage in visual memory processing, and that the magnitude of LTP can act as a “window” into the efficacy of the visual memory network.

There was a robust effect of the BDNF Val66Met polymorphism on memory performance. Individuals homozygous for the BDNF Met allele demonstrated poorer performance on tests of visual memory relative to those homozygous for the BDNF Val allele. This is consistent with the pattern of previous work that has demonstrated memory decrements in BDNF Met carriers across behavioral (Beste et al., 2011) and electrophysiological measures (Di Lorenzo et al., 2012). Importantly, this was also consistent with the current results of the impact of the BDNF polymorphism on visual LTP. LTP magnitude decreased with the increasing number of Met alleles an individual carried. This effect was seen in the comparisons between all three groups in the late post-tetanus block, and between Val homozygotes and Met carriers in the early post-tetanus block. Spriggs et al. (2017b)1 also found that the Val66Met polymorphism impacted the magnitude of visual LTP, with genotype differences in the P2 component of the VEP (greater shift in Met carriers)2. It will therefore be important for further studies to characterise the complex relationship between the BDNF Val66Met polymorphism and visual LTP.

Nevertheless, these data provide compelling support for the hypothesis that differences in memory task performance between BDNF genotypes are, at least to a considerable extent, due to differences in acute or rapid LTP-like changes in synaptic transmission in mnemonic networks (Egan et al., 2003; Hariri et al., 2003; Spriggs et al., 2018). While there may be chronic developmental differences in brain structure resulting from the BDNF polymorphism (Pezawas et al., 2004), here we demonstrate a genetic difference in experience-dependent plasticity that is over and above any developmental differences. It is interesting to note that, in light of relatively high memory scores, the Val/Met group showed little LTP and the Met/Met homozygotes showed on average the inverse of LTP [long-term depression (LTD)]. We have previously noted that the baseline stimulation used in the current paradigm can induce LTD in specific groups (Teyler et al., 2005; Ross et al., 2008; Spriggs et al., 2017a), which may be due to modulatory or metaplastic processes [for review, see (Abraham, 2008)]. It will therefore be important for future studies to examine the influence of genotype on LTP/LTD thresholds.

It should be noted here that the sample size in this study is small relative to the sample sizes considered “adequate” to yield sufficient power in most behavioural genetics studies. However, as highlighted by Rasch et al. (2010), sample sizes as low as 20 participants have previously been sufficient to identify genetic effects in imaging studies due to the increased proximity, and thus sensitivity, of neuronal phenotypes to the effect of the polymorphism (Hariri et al., 2003; Mattay et al., 2008; Rasch et al., 2010; Thompson et al., 2010). The current results support this hypothesis. Specifically, while there was moderate evidence for an effect of the BDNF Val66Met polymorphism on memory performance, the evidence was overwhelming for the effect of the polymorphism on LTP magnitude. Additionally, there was a dosage effect of genotype on LTP that was only trending for memory scores. The current results do indicate that the effect size of genetic variations on brain activity is much larger than on behavioural measures, rendering a small sample size less pertinent. It is nevertheless important to stress that replication with larger sample sizes will be a critical step in corroborating the current findings. It should also be noted here that, while we did not explicitly test for any effect of age on the current results, all participants were between 21 and 35 years of age. This is consistent with the age bracket for a young control group used in a previous study that did specifically assess age (Spriggs et al., 2017a). Additionally, the cohort consisted of an almost equal split between males (N = 13) and females (N = 15). Using a similar visual LTP paradigm, Sumner et al. (2018) recently found no reliable differences in the magnitude of induced visual LTP in the follicular and mid-luteal phases of the female mensural cycle in a cohort of young, healthy females. There is nevertheless evidence for an interaction between BDNF and sex in human motor control tasks (Smolders et al., 2012), and it may be important for future studies to assess this in the memory domain with a larger cohort.

Aberrant plasticity is implicated in a number of psychological and neurological conditions, including schizophrenia (Friston and Frith, 1995) and Alzheimer’s disease (Klein, 2006). Previous studies using the sensory LTP paradigm have demonstrated reduced LTP magnitude in both major depression (Normann et al., 2007) and schizophrenia (Çavuş et al., 2012). As previously mentioned, the memory tasks employed in the current study have also been used widely in clinical assessments of memory function (Conklin et al., 2002; Keilp et al., 2006; Seelye et al., 2009; Vann et al., 2009). We have demonstrated for the first time that the combination of these neurophysiological and behavioural measures provides a level of insight beyond the use of these measures in isolation. With a focus on the BDNF Val66Met polymorphism, the current study demonstrates how this can be used to explore the neural-basis for group differences in memory performance. It is hoped that this will be of utility to future studies assessing memory decline in neuropsychological and neurodegenerative disorders.

Here, we provide the first evidence for the relationship between visually-induced LTP and visual memory performance. This not only bridges the gap between LTP and memory performance, but provides further evidence for the visual-LTP paradigm as an effective index of memory related neuroplasticity in the human neocortex. Additionally, the current study demonstrates that both memory performance and LTP magnitude are influenced by the BDNF Val66Met polymorphism, thus supporting the role of the polymorphism exerting its influence over memory performance through the modulation of experience-dependent plasticity. Finally, the current study demonstrates the unique insight offered through the combination of these neurophysiological and behavioural measures of memory function. It is anticipated that this will have clinical applications in studying the variety of cognitive and affective disorders.
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FOOTNOTES

1^This is the same study as Spriggs et al. (2018), with an added comparison between BDNF genotype groups (only BiorXiv preprint available).

2^While the results of these two studies may seem contradictory, there are significant differences in the approaches taken between them. First, Spriggs et al. (2017b) grouped Met homozygotes and heterozygotes together into a “Met Carrier” group, thus overshadowing the dosage effect seen in the late post-tetanus block of the current study. Additionally, the current study employed previously established analysis methods and specifically focused on the N1b. Spriggs et al. (2018) analysed the entire time window from 0 to 250 ms as this was better suited for the use of Dynamic Causal Modelling in this study, but also may have washed out the genotype effect on the N1b.
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Experimental evidence in humans and non-human animals suggests that the administration of propranolol shortly after the retrieval of an emotional memory can lead to an attenuation of its later expression, a phenomenon known as post-reactivation amnesia. Using more potent amnestic drugs, post-reactivation amnesia has been shown in animals to be reversible by re-administration of the drug prior to memory retention testing. The latter finding suggests that, at least under some circumstances, post-reactivation amnesia may not reflect a disruption of reconsolidation (i.e., a memory storage deficit) but an acquired state-dependency of memory expression (i.e., a memory retrieval deficit that is relieved when the drug state is recreated during testing). We conducted a double-blind, placebo-controlled study to investigate whether the previously established amnestic effects of post-reactivation propranolol administration on memory retention in humans may similarly reflect a retrieval deficit. In four groups of participants, fear memories were first established through differential fear conditioning. One day later, a single presentation of the CS+ without shock was used to reactivate the memory in three of the four groups, followed by the administration of 40 mg Propranolol HCl (Groups PrPl and PrPr) or placebo (Group PlPl). Memory was not reactivated in the fourth group (Group NR). Another 24 h later, Propranolol HCl (Group PrPr) or placebo (Groups PrPl, PlPl, and NR) was again administered, followed by a test of memory retention (extinction testing) and recovery (reinstatement testing). We did not observe any effects of post-reactivation propranolol on memory retention; conditioned responding was similar for all groups at the start of retention testing and similarly sensitive to recovery through reinstatement. We did observe an acute effect of propranolol administration on fear-potentiated startle responding during retention testing in Group PrPr, where participants exhibited attenuated startle responses during extinction testing but similar sensitivity to reinstatement as participants in the other groups. While our findings fail to corroborate previous reports of propranolol-induced post-reactivation amnesia in humans, they do point to acute effects of propranolol administration on extinction performance.

Keywords: fear conditioning, extinction, reconsolidation, post-reactivation amnesia, state dependency, propranolol


INTRODUCTION

Accumulating experimental evidence in animals and humans points to the dynamic, rather than stable, nature of memory. In particular, it has been firmly established now that memory retrieval can destabilize a previously consolidated memory, inducing a labile state during which memory is sensitive to interference (for recent reviews see Beckers and Kindt, 2017; Lee et al., 2017; Elsey et al., 2018). Protein synthesis has been suggested to be one of the necessary processes for memory restabilization, hence, inhibition of protein synthesis during this period of destabilization has been widely investigated as a means to interfere with reconsolidation (Nader et al., 2000; Dunbar and Taylor, 2016). Blocking protein synthesis while a memory is malleable will theoretically prevent it from being restored, yielding retroactive amnesia in further tests of memory expression (i.e., memory storage deficit) (Tronson and Taylor, 2007). In animals, reports of reconsolidation blockade have involved administration of very powerful protein-synthesis inhibitors, such as anisomycin (Nader et al., 2000) or cycloheximide (Duvarci et al., 2005; Gisquet-Verrier et al., 2015). At doses tailored to yield observations of retrograde amnesia, these drugs would be severely toxic to humans (Gisquet-Verrier et al., 2015; Beckers and Kindt, 2017). Dębiec and LeDoux (2004), however, induced amnesia in rats by post-reactivation administration of propranolol, a β-adrenergic receptor antagonist. β-adrenergic signaling is known to play a crucial role in protein synthesis via the cAMP-PKA-CREB pathway (Tronson et al., 2012; Otis et al., 2015). Of importance, at a similar relative dose as used in rats, propranolol is perfectly safe for human use.

The findings of Dębiec and LeDoux (2004) inspired the first successful demonstration of pharmacological reconsolidation blockade in humans. In a study by Kindt et al. (2009), participants were differentially fear-conditioned to two spider images of which one (CS+) was reinforced with a mild shock unconditioned stimulus (US) to the wrist, whereas the other (CS-) was never followed by shock. Twenty-four hours later, they received either 40 mg Propranolol HCl or a placebo before being presented with one CS+ trial, without shock, in order to reactivate the conditioned fear memory established the day before. When their memory was tested on the third day, participants that had received propranolol prior to memory reactivation displayed a complete lack of differential fear-potentiated startle (FPS) responding and were insensitive to return of fear manipulations (i.e., reinstatement testing). Numerous follow-up studies of post-reactivation propranolol administration convincingly confirmed attenuated emotional responding in humans, while also demonstrating that it preserved declarative memory, i.e., knowledge of CS-US contingencies remained unaffected (Soeter and Kindt, 2010, 2011, 2015a,b; Sevenster et al., 2012, 2013, 2014; Kindt and Soeter, 2018; but see Bos et al., 2014; Schroyens et al., 2017).

As indicated above, the phenomenon of drug-induced post-reactivation amnesia has most often been interpreted to reflect a disruption of reconsolidation, and hence, a memory storage deficit (Duvarci and Nader, 2004; Hardt et al., 2009; Lee, 2009). Yet, recent evidence in animals has indicated that drug-induced amnesia may be reversible under some circumstances, in which case it could not reflect genuine memory erasure, but more likely points to a deficit in memory retrieval (Gisquet-Verrier et al., 2015). In a series of experiments, Gisquet-Verrier et al. (2015) conditioned rats in a one-trial inhibitory-avoidance protocol, in which escape from a white compartment was paired with shock. A brief exposure to the white compartment 48 h later was used to reactivate the threat memory. Cycloheximide, a potent protein-synthesis inhibitor, was systemically administered shortly following memory reactivation, and importantly, re-administered 48 h later prior to memory retention testing (group Cyclo-Cyclo). Control groups received either saline prior to testing (Cyclo-Sal), double administration of saline (Sal-Sal), or no memory reactivation (NR). Post-reactivation amnesia (i.e., absence of avoidance) was observed at test for the Cyclo-Sal group, in line with previous reports. Remarkably, however, re-administration of cycloheximide prior to testing completely reversed the amnesia and restored passive avoidance in the Cyclo-Cyclo group. Follow-up experiments investigating different routes of cycloheximide administration (i.e., intracerebroventricular, hippocampal) further supported these findings.

Challenging more than half a century’s worth of evidence not just on reconsolidation, but also on consolidation, Gisquet-Verrier et al. (2015) then went on to demonstrate that post-reactivation amnesia can be induced (and reversed) by a drug that does not affect protein synthesis. Rats were conditioned as in the aforementioned studies, and exposed to a sucrose solution prior to memory reactivation. After memory reactivation, they were injected with saline or Lithium Chloride (LiCl), an illness-producing drug that promotes conditioned taste aversion (CTA) learning but has no effect on protein synthesis. Rats that were administered LiCl after reactivation exhibited a clear memory deficit (lack of avoidance), as well as a CTA (aversion to sucrose). In line with the cycloheximide findings, re-administration of LiCl 48 h later, prior to retention testing, reversed the apparent amnesia. Of note, LiCl administration induced reversible retrograde amnesia without inhibiting protein synthesis, as evidenced by the fact that it supported the formation of a new CTA memory.

Whether storage or retrieval deficits are responsible for the observation of retrograde amnesia has been a long-standing controversy (for an extensive discussion see Riccio et al., 2006). Gisquet-Verrier et al. (2015) were not the first to advocate a retrieval view; this idea was first suggested by Miller and Springer (1972), who demonstrated that memory of a footshock can recover following electroconvulsive shock (ECS)-induced amnesia, by presenting a reminder footshock. Soon thereafter, Hinderliter et al. (1975) were able to reverse hypothermia-induced amnesia by recooling the animals before testing, and the idea of state-dependent retrieval emerged. According to this view, any intervention applied after memory retrieval, be it protein synthesis inhibition, ECS, or even hypothermia, can induce a change in internal state that becomes integrated in the active memory representation (Gisquet-Verrier and Riccio, 2012). This integration renders later memory expression state-dependent, and hence, if the internal state presented during or soon after retrieval is absent during subsequent testing, amnesia will be observed. However, if a reminder of the amnestic intervention that recreates the physiological state it induced is presented prior to testing, the observed amnesia should be reversed. In essence, then, the amnestic treatment acts as a salient cue necessary for later memory expression.

The integration hypothesis postulates that new information presented when memory is malleable becomes part of the memory, but also suggests that salience is a key factor (Gisquet-Verrier et al., 2015). Whereas it may seem plausible that administration of cycloheximide and similarly potent amnestic drugs can yield a discernable internal drug state that renders subsequent memory expression state-dependent, it is less clear that the integration hypothesis accounts for observations of post-reactivation amnesia following propranolol administration in humans. Propranolol, at the typical 40-mg dose administered in human studies (Kindt et al., 2009; Soeter and Kindt, 2010, 2011, 2015a; Sevenster et al., 2012), does not evoke a clearly discernable change in internal state, with participants in those studies typically failing to detect whether they had received propranolol or placebo (see, e.g., Kindt et al., 2009). While this need not rule out the possibility of state-dependent retrieval, given the evidence that physiological cues below the threshold of awareness can modulate emotional processing (e.g., Van Oudenhove et al., 2011; Azevedo et al., 2017), it arguably does render an account of post-reactivation amnesia in terms of a state-dependent retrieval deficit less obvious.

We conducted a double-blind, placebo-controlled study to investigate whether previously reported amnestic effects of post-reactivation propranolol administration on fear memory retention in humans could reflect a retrieval deficit, as proposed by the integration hypothesis (see Figure 1 for an overview of the experimental design). First, we established fear memories through differential fear conditioning. Twenty-four hours later, a single presentation of the CS+ without shock was used to reactivate the memory. Memory reactivation was followed by the administration of 40 mg Propranolol HCl (Groups PrPl and PrPr) or placebo (Group PlPl). Memory was not reactivated in a fourth group (Group NR). Propranolol HCl (Group PrPr) or placebo (Groups PrPl, PlPl, and NR) was again administered another 24 h later, followed by a test of memory retention (extinction testing) and recovery (reinstatement testing). If prior reports of propranolol-induced post-reactivation amnesia are due to a retrieval deficit, we should observe amnesia, as indicated by a lack of differential FPS responding during retention and reinstatement testing, in group PrPl only. Re-administration of propranolol should then reverse the amnesia in group PrPr. However, if a storage deficit is the cause for the previously reported amnestic effect of propranolol, we should observe amnesia in groups PrPl and PrPr alike; amnesia should not be undone by the re-administration of propranolol (group PrPr). We did not expect any differences between groups in differential skin conductance response (SCR) or US expectancies, given that post-reactivation propranolol administration in humans has been shown to affect only emotional and not declarative aspects of memory (Soeter and Kindt, 2010; Sevenster et al., 2012; Cogan et al., 2018).
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FIGURE 1. Overview of the experimental design.





MATERIALS AND METHODS

Pre-registration

The experimental procedures and statistical analysis plan were pre-registered on AsPredicted1.

Participants

One hundred and eight volunteers were originally recruited to participate in the study through the university data pool, flyers and social media. They were first asked to complete the Anxiety Sensitivity Index (ASI) online to determine eligibility for participation. Those with a score of 26 or above were not allowed to participate further (n = 23), leaving 85 participants that entered further screening. One was subsequently excluded due to the presence of a current or previous medical condition that contra-indicated the use of propranolol (the complete list of medical exclusion criteria and contra-indications to propranolol use can be found in the Supplementary Material). Heart rate and blood pressure were repeatedly measured throughout the experiment to ensure that they did not fall below the cutoff values contra-indicated for propranolol use, leading to the exclusion of 2 more participants during testing. Those that did not complete all three days of the experiment were also excluded (n = 5), as were 4 more participants due to an error in the pharmacy logs that prevented us from obtaining their medication on time. Finally, those who did not exhibit successful fear learning by the end of the acquisition phase, as demonstrated by positive non-zero CS+/CS- FPS differentiation over the last block of acquisition, were also excluded (n = 13). The final sample included 60 participants (44 women), aged 18–40 (M = 21.93, SD = 4.06). All participants gave written informed consent in accordance with the Declaration of Helsinki and were reimbursed with 50 euros or partial research credits for their participation. The study was granted full ethical approval by the UZ Leuven Medical Ethics Committee.

Stimuli

Conditioned Stimuli (CSs)

The conditioned stimuli were two images of spiders selected from the International Affective Picture System (IAPS # 1200 and 1201; Lang et al., 1997), which had been previously used in similar research (Kindt et al., 2009; Soeter and Kindt, 2010; Sevenster et al., 2012). Allocation of the images to the role of CS+ and CS- was counterbalanced across participants. The pictures had a resolution of 1024 × 768 pixels and measured approximately 22.5 × 16.5 cm on the screen.

Unconditioned Stimulus (US)

A mild 2-ms electrical shock to the wrist served as the US and was delivered to the top of the wrist of the dominant hand through a stimulating bar electrode, composed of two 8-mm stainless steel electrodes with an inter-electrode distance of 30 mm (Digitimer, Hertfordshire, United Kingdom). The shock was generated by a Digitimer DS7A constant-current stimulator (Hertfordshire, United Kingdom), controlled by Affect 4.0 software (see Procedure section). Using a shock work-up procedure, participants were given the opportunity to set their own individual shock intensity at a level that felt “uncomfortable, but not painful” (see Table 1 for average selected shock intensities per group). Once decided upon, this intensity was used throughout the experiment.

TABLE 1. Participant characteristics per group.
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Subjective Assessments

Ratings and US Expectancies

Upon completion of the acquisition phase, participants were asked to retrospectively rate the unpleasantness induced by the US and the startle probes. Ratings were obtained using an 11-point scale ranging from “not unpleasant” (0) to “very unpleasant” (10). Additionally, they rated the intensity and surprisingness of the US and the startle probes, and the effort required to endure them, using a 5-point scale ranging from “light” (1) to “very strong” (5). Throughout the experiment, participants were asked to indicate their expectancy of the US using an 11-point scale ranging from “certainly no electric stimulus” (-5), over “uncertain” (0), to “certainly an electric stimulus” (5). This scale was presented at the bottom of the screen upon the onset of each CS presentation. Participants had 7 s to indicate their expectancy, allowing them enough time to respond before the startle probe was presented. In case participants did not respond within the 7-s window, the data for the trial were recorded as missing. Across all days, data were missing for 1.75% of the trials.

Questionnaires

The Anxiety Sensitivity Index (ASI; Peterson and Heilbronner, 1987) was used to assess participants’ tendency to respond fearfully to anxiety-related symptoms. The Fear of Spiders Questionnaire (FSQ; Szymanski and O’Donohue, 1995) was used to assess general level of spider phobia. Finally, state and trait anxiety were measured using the State and Trait Anxiety Inventory (STAI-S/STAI-T; Spielberger et al., 1977).

Drug Treatment

Propranolol/Placebo

Propranolol HCl was administered orally in a 40-mg dose. Placebo pills identical in shape, size, and color were manufactured by a medical laboratory (Wolfs, Zwijndrecht, Belgium), and were also administered orally. As in previous studies, participants were asked to refrain from eating, drinking, smoking, and exercising prior to drug administration (Soeter and Kindt, 2010, 2011). Those instructions were previously given in relation to the collection of saliva samples and retained here for any influence they might have on the absorption of propranolol. Additionally, at the end of the second and third day of testing participants were asked to indicate whether they believed having received propranolol or placebo that day, through a simple question (“Which pill do you believe you received today, propranolol or placebo?”).

Heart Rate and Blood Pressure

Heart rate (HR) and blood pressure (BP) were measured with an electronic blood pressure monitor attached with a cuff to the left upper arm (Omron, M2 IntelliSense, Hoofdorp, Netherlands). These measurements were obtained once prior to the start of the study on Day 1, and at the beginning and end of Day 2 and 3.

Psychophysiological Measures

Fear-Potentiated Startle

FPS was measured through electromyography (EMG) of the right orbicularis oculi muscle. Two 4-mm Ag/AgCl electrodes filled with conductive electrolyte gel (Microlyte, Coulbourn Instruments, Holliston, MA, United States) were placed 1 cm below the pupil and 1 cm below the lateral canthus. A third (ground) electrode was placed on the forehead (Blumenthal et al., 2005). Acoustic startle probes (40 ms white noise, 100 dBA) were presented binaurally through headphones (Sennheiser HD 202). The EMG signal was amplified using an isolated bioamplifier with band-pass filter (Lablinc v75-04, Coulbourn Instruments) with a high pass filter of 13 Hz and a low pass filter of 500 Hz. The signal was sampled at 1000 Hz and was rectified and smoothed online at a time constant of 20 ms, using a 4-channel integrator (Lablinc v76-24, Coulbourn Instruments). The analog output was digitized by a 16-bit AD converter (National Instruments, NI-6221, Austin, TX, United States). FPS data was further processed offline using the software package Psychophysiological Analysis (PSPHA) (de Clercq et al., 2006). Blink amplitude was determined by subtracting a 20-ms baseline (0–20 ms following probe onset) from the peak response in a 21–200 ms window following probe onset. We did not observe any non-responders with respect to startle potentiation, yet trials with excessive movement or occurrence of a spontaneous blink at the time of probe presentation were excluded, resulting in a 7.2% loss of data. To standardize the data, means and standard deviations from the first day were used to calculate within-participant Z-scores. Due to a technical malfunction on one of the testing days, the responses of four participants could not be standardized using the data of the first session. For those participants, the data of the second and third day were used to standardize their FPS. Their pattern of responding was compared to the pattern of the raw data, and did not deviate in any way.

Skin Conductance Response

SCR was recorded using a pair of disposable, pre-gelled 8-mm Ag/AgCl electrodes (Biopac Systems, Goleta, CA, United States) attached to the palm of the non-dominant hand. The signal was measured at 200 Hz with an isolated skin conductance coupler (LabLinc v71-23, Coulbourn Instruments). The raw analog signal was digitized by a 16-bit AD converter (National Instruments, NI-6221). Offline data extraction was completed with MATLAB. SCR amplitude was determined by subtracting the average of a 2-s baseline (prior to stimulus onset) from the maximum response in a 0–7 s window following stimulus onset. All responses were kept in the analysis, and SCR data were Z-transformed analogously to FPS responses. A technical problem with our SCR module during the last three months of testing affected the data of 9 participants, and rendered them unusable. Due to the uneven sample distribution this caused in our data, SCR analyses will be reported only in the supplement.

Procedure

The study was composed of three consecutive testing sessions, each about 24 h apart (±2 h) [protocol adapted from Kindt et al. (2009)]. The first session lasted 1 h, while the second and third sessions lasted 2 h each. Every day began with a brief medical screening, where HR and BP were measured, followed by attachment of the FPS, SCR, and shock electrodes. Then, a habituation phase was conducted where 10 Noise Alone (NA) startle probes were presented with a 15–25 s inter-trial interval (ITI), in order to stabilize baseline startle reactivity. Throughout the experiment, order of trial presentations was randomized in blocks of three stimuli (CS+, CS-, and NA), so that no trial type was presented more than two times in a row. Affect 4.0, a dedicated software package for psychological experiments, was used for stimulus presentation and psychophysiological recordings (Spruyt et al., 2009).

Acquisition

On the first day, all participants completed an identical acquisition phase. At the start of the session, after obtaining informed consent, medical exclusion criteria were checked and vitals were measured. Then the STAI-S, STAI-T, and FSQ were administered, followed by electrode placement and the shock work-up procedure (see above). Participants were then instructed that they would see two images of spiders and that one of them would always be followed by a shock, while the other one would never be followed by a shock (Sevenster et al., 2013). Additionally, they were told that based on stimulus presentation, they should learn to predict whether a shock would occur, and that it was important to remember this information for the next two sessions. Finally, they were instructed how to indicate their US expectancy on the scale. The acquisition phase consisted of 6 CS+ (100% reinforced), 6 CS-, and 6 NA trials. CS trials had a duration of 8 s, while NA trials had a duration of 40 ms (same as the startle probe). Startle probes were presented 7 s after CS onset and were followed by the US 500 ms later. All trials had a variable 15–25 s ITI (M = 20 s). Upon completion of the acquisition phase, the STAI-S was administered and ratings of the US and startle probes were obtained. Finally, participants were asked to verbally state which stimulus was followed by shock in the acquisition phase and explicitly instructed once again to remember this information for the next two sessions.

Reactivation and Drug Administration

Prior to the second session, an external collaborator not involved in the testing randomized participants into four groups matched on age, gender, trait anxiety (STAI-T), ASI and FSQ. The session began with HR and BP measurements, followed by the administration of the STAI-S. After electrode attachment, the instructions of the first day were reminded and the habituation phase commenced. In three of the four groups, a single presentation of the CS+ without shock was used to reactivate the conditioned fear memory, followed by an NA trial. Following the reactivation phase, electrodes were detached and Groups PrPr and PrPl were administered 40 mg Propranolol HCl, while group PlPl received a placebo. The fourth group (Group NR) received 40 mg Propranolol HCl in the absence of prior memory reactivation. All participants waited in the lab for 90 min following drug administration, during which time they were allowed to read some magazines. At the end of the session HR and BP were measured again, the STAI-S was re-administered, and participants were asked whether they thought they had received propranolol or placebo.

Drug Re-administration, Memory Retention and Reinstatement Testing

At the start of the final session, HR and BP were measured and 40 mg Propranolol HCl was re-administered to the PrPr group whereas all other groups received placebo. Participants waited in the lab for 60 min, in order for the propranolol to approach its peak plasma level by the time of memory retention testing (Gilman and Goodman, 1996). After filling in the STAI-S, electrodes were attached and the instructions were reminded, but this time stating only that the same images would be presented as on the previous days, without any contingency information. Following the habituation phase, memory retention was examined in an extinction session involving the presentation of 12 CS+, 12 CS-, and 12 NA trials. This phase not only served to examine memory expression, but also to extinguish conditioned fear responding. Following the extinction session, participants remained in the lab, uninstructed, looking at a black screen with a white fixation cross for 10 min. Ten minutes after the last extinction trial, 3 unsignalled USs were administered, followed after 1 min by the presentation of another 4 CS+, 4 CS-, and 4 NA trials, all unreinforced, to test for sensitivity to reinstatement. At the end of the session, participants were asked to once again fill in the STAI-S and HR and BP were measured. The experiment concluded with participants again being asked whether they thought they had received propranolol or placebo that day.

Statistical Analyses

Questionnaire data, US and startle probe ratings, and baseline HR and BP measurements were analyzed using one-way analysis of variance (ANOVA) with Group as between-subjects factor. Subsequent HR and BP measurements and STAI-S scores were analyzed using repeated-measures (rm) ANOVA with Group as between-subjects factor and Moment as within-subjects factor. Responses to the question regarding pill administration were subjected to a chi-squared test. After transformation, FPS and SCR outliers were determined for each day (Z-score > 3). Outliers and missing values were replaced by linear trend at point. Responses were then averaged over blocks of two trials (with the exception of the reactivation trial and the first trial of reinstatement testing) and subjected to rm-ANOVA with Group as between-subjects factor and Block (First, Last) and Cue [CS+, CS-, (NA)] as within-subjects factors. US expectancies were analyzed using rm-ANOVA with Group as between-subjects factor and Trial (First, Last) and Cue as within-subjects factors. When an interaction at the group level was found, follow-up rm-ANOVAs and independent samples t-tests were conducted to compare specific groups to each other. Greenhouse–Geisser corrections were applied in case of violation of sphericity. An alpha level of 0.05 was set for all analyses, which were executed using JASP version 0.8.6 (JASP Team, 2018).



RESULTS

Participant Characteristics and Manipulation Checks

The four groups did not differ in age, F(3, 56) < 1, gender distribution, X2(3, N = 60) = 0.68, p = 0.88, education level, X2(6, N = 60) = 5.53, p = 0.48, or spider fear, F(3, 56) < 1. The individually selected US intensity was comparable between groups, F(3, 56) < 1, as was the subjective rating of US intensity, F(3, 56) = 1.68, p = 0.18, [image: image] = 0.08. Finally, we did not find any significant differences in baseline anxiety measures between the groups, either in ASI, trait anxiety, or state anxiety, all F(3, 56) < 1. For a complete overview of participant characteristics see Table 1.

The unpleasantness, intensity and surprise caused by the startle probes and the effort required to endure them did not differ between the groups, F(3, 56) < 1; F(3, 56) = 1.11, p = 0.35, [image: image] = 0.06; F(3, 56) < 1; F(3, 56) = 1.19, p = 0.32, [image: image] = 0.06, respectively. The unpleasantness of the US and the effort to endure it did not differ between the groups either, F(3, 56) < 1; F(3, 56) = 1.27, p = 0.29, [image: image] = 0.06, respectively. We did find marginal group differences in the intensity and surprisingness of the US, F(3, 56) = 3.03, p = 0.04, [image: image] = 0.14; F(3, 56) = 2.71, p = 0.05, [image: image] = 0.13, respectively. Follow-up t-tests revealed that the PrPr group rated the intensity of the shock (M = 2.93, SD = 0.59) slightly lower than the PrPl group (M = 3.33, SD = 0.49), t(28) = 2.02, p = 0.05, and the NR group (M = 3.47, SD = 0.52), t(28) = 2.63, p = 0.01, but not significantly different from the PlPl group (M = 3.20, SD = 0.41), t(28) = 1.43, p = 0.17. The exact same pattern was observed for the ratings of surprise, with the PrPr group scoring lower (M = 3.33, SD = 0.82) than the PrPl group (M = 3.93, SD = 0.70), t(28) = 2.16, p = 0.04, and the NR group (M = 4.07, SD = 0.70), t(28) = 2.64, p = 0.01, but not significantly different from the PlPl group (M = 3.80, SD = 0.78), t(28) = 1.61, p = 0.12. These ratings were obtained retrospectively following completion of the acquisition phase; all experimental procedures were identical for all participants up to that point. As the subjective ratings of the chosen US intensity following the shock work-up procedure were similar for all groups, these marginal differences in retrospective ratings should not have influenced the degree of learning during training.

No differences were found between groups in the evolution of state anxiety from prior to after acquisition, main effect of moment, F(1, 56) < 1, group × moment interaction, F(3, 56) = 1.30, p = 0.28, [image: image] = 0.07, implying that all groups experienced the conditioning procedure similarly. To evaluate if drug (re-)administration had an effect on state anxiety, we compared STAI-S scores from the beginning of the second session (prior to retrieval; i.e., moment 3) to the end of the third session (i.e., moment 6) and found a significant group × moment interaction, F(3, 56) = 2.93, p = 0.04, [image: image] = 0.14, suggesting differing subjective anxiolysis in the separate groups. Numerically, STAI-S scores in the PrPr group decreased from moment 3 (M = 32.93, SD = 7.91) to moment 6 (M = 29.93, SD = 8.20), while they increased in all other groups (PrPl3: M = 33.33, SD = 6.04, PrPl6: M = 36.13, SD = 11.19; PlPl3: M = 31.67, SD = 6.06, PlPl6: M = 33.40, SD = 6.45; NR3: M = 33.40, SD = 10.11, NR6: M = 36.80, SD = 10.84). This suggests that the PrPr group was less anxious by the end of the study; however, follow-up t-tests did not reach statistical significance.

Baseline HR and BP (systolic/diastolic) did not differ between the groups prior to the start of the study, main effect of group, F(3, 56) < 1, for all three comparisons. To examine the objective effects of drug administration, HR and BP were compared from the beginning to the end of the session, for Days 2 and 3 separately (see Table 2). HR decreased on Day 2 following pill administration, main effect of moment, F(1, 56) = 149.38, p < 0.001, [image: image] = 0.77; the degree of decline differed between groups, group × moment interaction, F(3, 56) = 8.74, p < 0.001, [image: image] = 0.32. As expected, the PlPl group exhibited the smallest decline in HR, t(14) = 2.89, p = 0.01, while HR in all other groups decreased strongly, PrPr: t(14) = 7.15, p < 0.001; PrPl: t(14) = 8.20, p < 0.001; NR: t(14) = 5.90, p < 0.001. A similar main effect of moment was observed for systolic BP, F(1, 56) = 88.40, p < 0.001, [image: image] = 0.61, and even though the interaction at the group level did not reach significance, F(3, 56) = 2.12, p = 0.1, [image: image] = 0.10, the PlPl group again showed the smallest decline. The analysis of diastolic BP revealed comparable effects, main effect of moment, F(1, 56) = 17.76, p < 0.001, [image: image] = 0.24; group × moment interaction, F(3, 56) = 3.62, p = 0.03, [image: image] = 0.32, with all the propranolol groups showing a decline in diastolic BP whereas diastolic BP did not change from the beginning to the end of the session in group PlPl, t(14) = 0.20, p = 0.84.

TABLE 2. Heart rate and blood pressure before and after pill administration on Day 2 and Day 3.

[image: image]

On Day 3, HR decreased in all groups from before to after pill administration, F(1, 56) = 38.84, p < 0.001, [image: image] = 0.41, with no group differences, group × moment interaction, F(3, 56) < 1. Likewise, systolic BP decreased overall, F(1, 56) = 53.05, p < 0.001, [image: image] = 0.49. While the greatest decrease was observed in the PrPr group, t(14) = 5.33, p < 0.001, the interaction at the group level revealed a trend only, F(3, 56) = 2.16, p = 0.1, [image: image] = 0.10. Examining the course of diastolic BP, a rm-ANOVA at the group level did not yield significant effects, main effect of moment, F(1, 56) = 3.20, p = 0.08, [image: image] = 0.05; group × moment interaction, F(3, 56) < 1. Inspecting each group separately, we observed a marginally significant decrease in diastolic BP in the PrPr group only, t(14) = 2.03, p = 0.06, while none of the other (placebo) groups exhibited a change in their levels from before to after pill administration. Taken together, the HR and BP patterns indicate that propranolol exerted its intended physiological effects on both days of administration.

Finally, the groups did not differ with respect to the pill they believed to have received in the second, X2(3, N = 60) = 3.41, p = 0.33, or third session, X2(3, N = 60) = 3.53, p = 0.32. Like in Kindt et al. (2009), across all groups and on both days, the majority of participants believed to have been administered placebo (Day 2: 73%, Day 3: 72%).

US Expectancies

Participants exhibited successful differential learning in the first session, indicated by a significant cue × trial interaction, F(1, 42) = 351.34, p < 0.001, [image: image] = 0.89. On the last trial of acquisition, participants indicated a higher US expectancy for the CS+ than the CS-, t(58) = 37.49, p < 0.001. This pattern did not differ between the groups, group × cue × trial interaction, F(3, 42) < 1, suggesting similar acquisition of US expectancies across all participants (see Figure 2). During the second session, groups PrPr, PrPl, and PlPl responded comparably to the retrieval trial, main effect of group, F(2, 40) < 1. From the end of acquisition to the beginning of retention testing on Day 3, differential US expectancies decreased, cue × trial interaction, F(1, 53) = 25.36, p < 0.001, [image: image] = 0.32, comparably across all groups, group × cue × trial interaction, F(3, 53) < 1, yet clear differential responding remained for all groups at the beginning of retention testing, main effect of cue, F(1, 54) = 179.70, p < 0.001, [image: image] = 0.77; group × cue interaction, F(3, 54) < 1. Differential US expectancies were extinguished over the course of retention testing, cue × trial interaction, F(1, 54) = 153.93, p < 0.001, [image: image] = 0.74, with no differences between the groups, group × cue × trial interaction, F(3, 54) < 1. From the last trial of extinction to the first trial of reinstatement testing, a significant cue by trial interaction emerged, pointing to differential reinstatement in US expectancies, F(1, 48) = 42.14, p < 0.001, [image: image] = 0.47, that did not differ between the groups, group × cue × trial interaction, F(3, 54) < 1. In sum, in accordance with our hypothesis, propranolol administration did not affect declarative responding, as we observed retention of differential US expectancies at the beginning of the third session, as well as their reinstatement after successful extinction.


[image: image]

FIGURE 2. Mean US expectancies across all phases for (A) the NR group, (B) the PrPl group, (C) the PlPl group, and (D) the PrPr group. Error bars represent standard error of the mean.



Fear-Potentiated Startle

Differential FPS responding increased from the first to the last block of acquisition, cue × block interaction, F(1, 56) = 48.19, p < 0.001, [image: image] = 0.46, with participants displaying greater startle amplitudes to the CS+ than to the CS- in the last acquisition block, t(59) = 13.95, p < 0.001 (see Figure 3). This pattern did not differ between the groups, group × cue × block interaction, F(3, 56) < 1, nor did it change when the CS+ was compared to the NA rather than the CS-, cue × block interaction, F(1, 56) = 10.16, p = 0.002, [image: image] = 0.15; group × cue × block interaction, F(3, 56) = 1.06, p = 0.37, [image: image] = 0.05. On the second day, memory retrieval was seemingly not successful, main effect of cue, F(1, 42) = 2.80, p = 0.10, [image: image] = 0.06. A closer look revealed that statistically, only the PrPr group responded more to CS+ than NA during the retrieval session, t(14) = 2.29, p = 0.04, while the PrPl and PlPl groups did not, t(14) = 1, p = 0.33; t(14) = 0.45, p = 0.66, respectively. Nevertheless, unlike the PlPl group that showed an opposite pattern (NA > CS+), the PrPl group exhibited numerically higher responses to the CS+ (M = 0.55, SD = 0.82) than to the NA (M = 0.27, SD = 0.84).
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FIGURE 3. Mean FPS scores (Z-transformed) across all phases for (A) the NR group, (B) the PrPl group, (C) the PlPl group, and (D) the PrPr group. Error bars represent standard error of the mean.



On the first block of retention testing, contrary to our hypotheses, differential FPS was intact in all the groups, main effect of cue, F(1, 56) = 13.09, p < 0.001, [image: image] = 0.19; group × cue interaction, F(3, 56) < 1, although the degree of differentiation decreased from the end of acquisition to the beginning of retention testing, cue × block interaction, F(1, 56) = 56.31, p < 0.001, [image: image] = 0.50, similarly in all groups, group × cue × block interaction, F(3, 56) < 1. Follow-up analyses revealed that whereas CS+ responding increased only modestly, main effect of block, F(1, 59) = 4.36, p = 0.04, [image: image] = 0.07, CS- responding increased more considerably, main effect of block, F(1, 59) = 80.84, p < 0.001, [image: image] = 0.58, suggesting increased fear generalization to the safe stimulus with the passage of time. When the same analysis was repeated with the CS+ versus the NA, a significant group × cue interaction emerged, F(3, 56) = 2.86, p = 0.045, [image: image] = 0.13. NA responding remained stable from the end of acquisition to the beginning of retention in the PrPr and PlPl groups, Z = 49, p = 0.56; t(14) = 0.60, p = 0.56, respectively, but increased in the PrPl and NR groups, t(14) = 2.80, p = 0.01; t(14) = 3.54, p = 0.003, respectively. Increased baseline startle amplitudes have been suggested to reflect greater general state anxiety (Poli and Angrilli, 2015). Note that the PrPl and NR groups scored higher numerically on the STAI-S at the beginning of retention, although this effect did not reach statistical significance, main effect of group, F(3, 56) = 1.16, p = 0.33, [image: image] = 0.06.

The augmented CS- responding at the beginning of retention testing obscured the observation of differential extinction learning from the beginning to the end of the retention phase, cue × block interaction, F(1, 56) < 1; group × cue × block interaction, F(3, 56) < 1. However, when the CS+ was compared to NA, a significant extinction pattern emerged from the first to the last block, cue × block interaction, F(1, 56) = 42.95, p < 0.001, [image: image] = 0.43; group × cue × block interaction, F(3, 56) < 1, suggesting that extinction had taken place. Of note, in both analyses, we observed a main effect of group, F(3, 56) = 4.02, p = 0.01, [image: image] = 0.18; F(3, 56) = 7.42, p < 0.001, [image: image] = 0.29, respectively, due to the PrPr group exhibiting diminished responding to all cues at both time points. To further examine whether extinction learning occurred, and to verify the attenuation of FPS in the PrPr group unconfounded by fear generalization at the beginning of retention testing, we compared the last block of acquisition with the last block of extinction and observed a decline in differential responding, cue × block interaction, F(1, 56) = 45.36, p < 0.001, [image: image] = 0.45, that did not differ between the groups, group × cue × block interaction, F(3, 56) < 1, suggesting successful extinction. Further, we found a significant group × block interaction, F(3, 56) = 2.99, p = 0.04, [image: image] = 0.14, and a main effect of group, F(3, 56) = 3.48, p = 0.02, [image: image] = 0.16, pointing to weaker FPS responding during extinction in the PrPr group. To confirm those observations, the PrPr group was compared to each of the other three groups separately during the course of extinction. A group effect emerged in each of those comparisons, main effect of group, PrPr versus PrPl: F(1, 28) = 4.59, p = 0.04, [image: image] = 0.14; PrPr versus PlPl: F(1, 28) = 4.86, p = 0.04, [image: image] = 0.15; PrPr versus NR: F(1, 28) = 8.59, p = 0.007, [image: image] = 0.24.

In the last block of the extinction phase, there were no group differences in the degree of differential responding, group × cue interaction, F(3, 56) < 1, but the PrPr group demonstrated an attenuation in their startle responding, whether considering CS+/CS- responding, main effect of group, F(3, 56) = 4.00, p = 0.01, [image: image] = 0.18, or CS+/NA responding, main effect of group, F(3, 56) = 6.38, p < 0.001, [image: image] = 0.26. Comparing the last block of extinction to the first trial of reinstatement, we saw a non-differential (cue × time interaction, F(1, 56) < 1) increase in responding to all cues, main effect of cue, F(1, 56) = 5.97, p = 0.02, [image: image] = 0.10; main effect of time, F(1, 56) = 79.04, p < 0.001, [image: image] = 0.59, in all groups, group × cue × time, F(3, 56) < 1; main effect of group, F(3, 56) = 2.07, p = 0.12, [image: image] = 0.10.

In contrast to our hypothesis and to previous reports, propranolol administration after reactivation did not affect differential FPS responding during memory retention testing, nor did it prevent reinstatement after extinction (PrPl group). We did observe an acute effect of propranolol administration on fear memory expression during extinction learning only, as the PrPr group exhibited attenuated startle responding throughout memory retention testing, yet similar sensitivity to reinstatement as the other groups.



DISCUSSION

In the present study, we investigated the effects of post-reactivation propranolol administration on fear memory expression. Specifically, we aimed to examine whether previous observations of propranolol-induced post-reactivation amnesia in humans reflect a disruption of reconsolidation, and therefore a loss of the original memory (storage deficit), or are due to incongruency of the internal state during memory retention testing with the drug-induced state created upon memory reactivation preventing successful retrieval (retrieval deficit). Participants received differential fear conditioning on the first day, and 24 h later, their memory was either reactivated (groups PrPr, PrPl, PlPl) or not (group NR) before being administered 40 mg Propranolol HCl (groups PrPr, PrPl, NR) or placebo (group PlPl). On the third day, propranolol (group PrPr) and placebo (all others) were re-administered 60 min prior to an extinction session (retention testing) that was followed by a test of fear recovery (i.e., reinstatement). We did not observe any effects of post-reactivation propranolol administration on memory retention or recovery, which prevented us from obtaining conclusive evidence in favor of either the storage or the retrieval deficit account of post-reactivation amnesia. We did observe an attenuation of FPS responding during retention testing in the PrPr group, suggesting that propranolol administration acutely affects fear memory expression under extinction. Below we discuss our findings in relation to storage and retrieval deficit accounts of post-reactivation amnesia and then consider acute effects of propranolol on extinction.

While our experimental protocol aimed to differentiate between the two rivaling accounts of retrograde amnesia, our findings are challenging to interpret from both views. According to the storage deficit account, propranolol administration following memory destabilization impairs the protein synthesis cascade that is assumed to be critical for a memory trace to become stable again (Kindt et al., 2009; Soeter and Kindt, 2010; Kindt and Soeter, 2018). The reconsolidation process is thus disrupted and memory re-storage is prevented (Dębiec and LeDoux, 2004). If this were the case, in our study we would have expected the PrPl and PrPr groups to exhibit reduced CS+/CS- differentiation at the beginning of retention and reinstatement testing, relative to the PlPl and NR groups. On the other hand, from a retrieval-deficit perspective, according to the integration hypothesis, any pharmacological intervention applied at the time of memory reactivation should be incorporated with the initial memory trace, producing state-dependency of the memory (Gisquet-Verrier et al., 2015). From this view, we would expect to observe amnesia in the PrPl group but not in the PrPr group, as here the amnesia would be lifted upon re-administration of propranolol. However, as we did not observe the intended amnestic effects following post-reactivation propranolol administration (i.e., group PrPl) to begin with, we cannot know whether re-administration of propranolol would have reversed an amnesia that was not attained in the first place.

It is possible that we failed to observe an amnestic effect of propranolol simply because our protocol was not successful in triggering the reconsolidation process. Ample research has demonstrated the importance of a prediction error (PE) at the time of memory retrieval in order for a memory trace to destabilize and reconsolidation to be induced (Pedreira et al., 2004; Forcato et al., 2009; Sevenster et al., 2012, 2013, 2014). An optimal level of PE, defined as the mismatch between what a participant expects to happen during the reactivation session (based on the retrieved memory) and what actually occurs (the events that happen during the retrieval experience), is suggested to be a critical and decisive factor for the induction of memory destabilization. Too little PE is proposed to result in mere memory retrieval without reactivation, while excessive PE promotes the formation of a novel memory trace instead of reactivation of an existing trace (Suzuki et al., 2004; Osan et al., 2011; Sevenster et al., 2014). It is in principle possible that we did not elicit a sufficient amount of PE during reactivation, preventing the induction of memory malleability. Note, however, that our acquisition and reactivation procedure (and thus, arguably, the degree of PE during retrieval) was identical to the one used in previous reports of successful post-reactivation amnesia following propranolol administration (Kindt et al., 2009; Soeter and Kindt, 2010, 2011; Sevenster et al., 2012; but see Bos et al., 2014; Schroyens et al., 2017). From our Day 2 FPS data, it may seem that we failed to elicit strong conditioned fear responding to the CS+ in some groups, implying that the memory trace might not have been successfully retrieved. Yet, when examining each group separately, this seems to apply to the PlPl group only, as the PrPr and PrPl groups exhibited numerically stronger responding to the CS+ than to the NA during reactivation and their CS+ responding remained stable from the end of acquisition over reactivation to the beginning of memory retention testing. It seems therefore safe to assume that in the groups of interest (PrPr and PrPl), CS+ presentation indeed effectively retrieved the consolidated fear memory trace, thus allowing for memory reactivation and the induction of reconsolidation. Note further that the dose of propranolol we used was identical to that of previous studies, as was the route of administration. Neither of those factors can therefore account for the divergent findings with previous studies.

Our protocol did deviate from most prior reports of propranolol-induced amnesia in humans in one potentially important detail – the reinforcement rate employed during conditioning. It has been suggested that strong memories are more difficult to disrupt using reconsolidation interference techniques (Dudai, 2004; Suzuki et al., 2004; Wang et al., 2009; Kindt, 2018). Further, a single unreinforced CS+ presentation during reactivation, suitable to produce memory destabilization after partial reinforcement, might yield too strong a PE (i.e., an excessive mismatch between conditioning and reactivation) after full reinforcement as used here, thereby promoting the formation of a new extinction memory rather than the destabilization of the acquisition memory (Reichelt and Lee, 2013; Sevenster et al., 2014). However, note that propranolol-induced post-reactivation amnesia has been observed using a full reinforcement schedule during acquisition before (Sevenster et al., 2013). Moreover, we see no evidence of excessive PE during memory retrieval in our data, as the decline in differential US expectancy ratings from the end of acquisition to the beginning of memory retention testing is very similar to that observed in previous reports where amnesia was obtained, and clearly smaller than the considerable decline observed under retrieval conditions that promote the formation of extinction memory (Sevenster et al., 2014).

A final factor that could influence our findings is participants’ trait anxiety. While high trait anxiety is not considered a boundary condition for the induction of reconsolidation per se, it has been suggested to be associated with lesser fear reduction after reconsolidation interference (Soeter and Kindt, 2013). In our sample, average STAI-T scores matched those of high trait anxiety samples in previous reports (Soeter and Kindt, 2013). Also, the combination of a relatively high-trait anxious sample and 100% reinforcement rate during acquisition might be responsible for the strong fear generalization to the CS- that we observed in all groups at the beginning of retention testing. At the start of the first two sessions of the study, participants were instructed that one stimulus would always be followed by the aversive outcome, while in reality, this happened during the first session only. For the second session, those instructions were given with the intent of triggering a PE that would induce destabilization of the conditioned memory trace. However, the fact that participants did not actually receive the US during the second session despite having been instructed that they would, might have been a cause of uncertainty and ambiguity on the part of the participants. Given the evidence of deficient safety learning in high trait anxious individuals (Gazendam et al., 2013) and indications of impaired discrimination learning in ambiguous situations in stress-sensitive individuals (Arnaudova et al., 2013), it is conceivable that the perceptual similarity between the two CSs promoted particularly strong generalization of fear to the CS- at the beginning of retention (extinction training) in the present sample (Lissek et al., 2008; Haddad et al., 2012).

While our findings failed to shed light on the mechanism governing propranolol-induced post-reactivation amnesia in humans, we did observe an acute effect of propranolol on extinction performance. Participants in group PrPr (the only group that received propranolol prior to retention testing) exhibited attenuated startle responses throughout extinction training yet similar sensitivity to reinstatement as the other groups, suggesting that propranolol exerted an overall, non-associative effect on fear memory expression. The influence of noradrenergic blockade on extinction learning in humans is largely unknown, with two published studies reporting opposing findings (Bos et al., 2012; Kroes et al., 2016). In the study of Kroes et al. (2016), participants that received 40 mg of propranolol 60 min prior to an extinction session exhibited a lack of differential SCR responding during extinction, as well as a lack of return of differential SCR responding when tested in the absence of the drug one day later. Of note, the overall level of SCR responses was not attenuated during extinction, unlike FPS responses in the present study. On the other hand, Bos et al. (2012) reported impaired extinction of US expectancies and impaired extinction retention as a result of propranolol administration prior to non-differential extinction training, whereas FPS and SCR were unaffected. In the animal literature, the few studies that have been conducted have yielded similarly mixed findings (Cain et al., 2004; Mueller et al., 2008; Rodriguez-Romaguera et al., 2009). In line with the present results, Rodriguez-Romaguera et al. (2009) reported that pre-extinction propranolol administration attenuated conditioned responding during extinction training in rats but preserved the return of fear obtained in a subsequent reinstatement procedure. Cain et al. (2004) found the opposite effect, with propranolol yielding an enhancement of fear when administered prior to spaced extinction trials (20 min ITI). Mueller et al. (2008) found yet another result, observing no effect of pre-extinction propranolol on within-session extinction performance but impaired extinction recall the following day.

The discrepancies in published findings regarding the effect of beta-blockade on extinction learning, extinction recall, and return of fear can be attributed in whole or in part to the different species and distinct paradigms, dosages and routes of administration used in those studies. It may therefore be premature to attempt to reach a definitive conclusion concerning the possible therapeutic effects of propranolol on emotional memory. At first glance, the findings of Kroes et al. (2016) carry translational promise and suggest that pre-extinction propranolol administration may reduce fear and prevent its subsequent recovery. However, their study followed an ABB design, meaning that fear conditioning was conducted in a different context from fear extinction and retention/reinstatement testing. If participants were to be re-introduced to the acquisition context, there may well be a renewal of fear responding (Bouton and King, 1983; Bouton, 2004), which would severely limit clinical applicability (i.e., patients may be expected to exhibit return of fear when confronted with the situation that induced their original fear or with an entirely novel situation). The observations of Kroes et al. (2016) are moreover in stark contrast not only with the present findings but also with those of Bos et al. (2012), where in both studies participants exhibited a recovery of fear when presented with reinstating USs. Finally, some evidence suggests that any positive acute effects of propranolol on fear responding during extinction may be offset by detrimental effects in the long run. Conditioned responding during extinction was attenuated in Rodriguez-Romaguera et al. (2009) and in the present study, suggesting an anxiolytic effect of propranolol that would in essence be helpful in a therapeutic setting, as it would reduce anxiety during exposure treatments. Yet, this beneficial effect may be only fleeting and reversed eventually, as propranolol administration impaired consolidation of extinction learning and facilitated persistence of fear in the studies of Bos et al. (2012) and Mueller et al. (2008). With only a handful of published studies investigating effects of noradrenergic blockade on extinction processes, more research will be vital to chart its parameter-dependent effects on processes that may variably enhance or attenuate fear in different species and various memory systems. In this regard, timing may be critical in modulating benefits of pre-extinction propranolol administration on fear memory expression and retention, given that Cain et al. (2004) observed an enhancement of fear as a result of propranolol administration when CS presentations were spaced during extinction training in mice, whereas the results of the present study in humans and the findings of Rodriguez-Romaguera et al. (2009) in rats point to an attenuation rather than an enhancement of conditioned responding during non-spaced extinction learning. Recovery of fear appeared to be unaffected in most studies (Mueller et al., 2008; Rodriguez-Romaguera et al., 2009; Bos et al., 2012), with the study of Kroes et al. (2016) as the only exception.

In sum, we failed to replicate previous observations of drug-induced amnesia following post-reactivation propranolol administration in humans. We did not detect any permanent effects of post-reactivation propranolol on fear memory retention nor its recovery after extinction. We did, however, obtain evidence for an acute effect of 40 mg Propranolol HCl on FPS responding during extinction learning, an effect that had not been documented before and critically extends prior findings about the influence of propranolol on extinction in humans and animals. Our results thus highlight the need for further investigation of the effects of beta blockade on (consolidation of) extinction learning and retention and of how those effects can be translated and integrated into an operational adjunct to exposure therapy to help those suffering from emotional disorders.
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The discussion about relationship between prime and target has contributed to the mechanism of priming effect and object recognition. Nevertheless, the role of relationship between mask and target in those cognitive processes remains unquestioned. In the present study, we aim to investigate how mask-target hierarchical relationship may affect word priming and familiarity, by using the masked repetition paradigm and manipulating three hierarchical relationship between mask and target. It is hypothesized that a closer hierarchical relationship between mask and target is associated with a higher mask target similarity, and thereby it leads to a worse recognition performance. Our behavioral results do not support this hypothesis by showing no effect of mask target hierarchical relationship on response time (RT) and accuracy. Event-related potentials (ERPs) indicated that highly similar mask-target triggered (i.e., the subordinate-subordinate-subordinate trials) larger N1 amplitudes, suggesting that it requires more cognitive resource to discriminate the stimuli. In addition, trials with highly similar mask-target hierarchical relationship induced smaller P2 (150–250 ms) and larger mid-frontal FN400 amplitudes than do trials with low mask-target similarity (i.e., the subordinate-basic-subordinate and the subordinate-superordinate-subordinate trials). Our results suggested that the similarity between mask and target may impede conceptual fluency to reduce word priming and familiarity effect.

Keywords: conceptual hierarchical relationship, fluency, familiarity, recognition, P2, FN400


INTRODUCTION

In the majority of investigations of word recognition processes, masked priming has become a key tool to study word priming and memory related familiarity. Numerous studies have shown that more accurate and faster behavioral responses to target words, when target words are preceded by semantically related prime (e.g., cat-dog) or by identity word (e.g., dog-dog) relative to when they are preceded by semantically unrelated prime (hand-dog). This priming and familiarity effect are considered to be products of semantic relationships or associative links between primes and targets (Neely, 1991; Dehaene et al., 1998; Kouider and Dehaene, 2007; Ortells et al., 2016). Specifically, these effects started by the masked prime and then modified by the similarity between subsequent target and prime. Although previous research has explored the semantic priming effects under different between prime-target relationships, but how do different semantic mask affect priming and familiarity has received little interest.

In a backward visual masking paradigm, the aftercoming mask impairs the further processing of the earlier prime, and then the mask stimulus itself masked by the target. The masking effect could be interpreted as the mask and target are “fused” and are treated as one stimulus, which result in recognition impairment (Turvey, 1973). The degree of similarity between the mask and target (share same feature) will largely affect the recognition. Hence, a pattern mask (e.g., a random letter string, symbols, or scrambled patterns) is most effective when its component overlapped with the masked stimulus (e.g., same length, angle, place). Naish (1980) demonstrated that this effect was not only existing in low feature-detecting level, but also semantic feature-detecting level. It is shown that when the mask is semantically related to the target, the processing to the target can be reduced. However, the discussion about the target and mask have made a little progress in recent decades. The majority works have been focused on exploring the relationship between prime and target.

Typically, although the masked prime word flashes too quickly to be perceived, it is still able to promote the processing of word recognition. This promotion effect is smaller than when target following supraliminal primes (Forster and Davis, 1984). The priming effect somewhat can reflect an ease fluency processing (Woollams et al., 2008). The dual-process model of recognition memory suggests that recognition requires remembering specific details of items (i.e., recollection) and recognizing that a given item has been presented previously (i.e., familiarity; Yonelinas, 1999, 2002). A substantial parallel literature on masked repetition priming (Jacoby and Whitehouse, 1989; Rajaram, 1993; Westerman, 2001, 2008; Westerman et al., 2002; Kurilla and Westerman, 2008) have found that the fluency affects recognition: highly perceptual or conceptual fluency triggered more old judgment (Rajaram, 1993; Rajaram and Geraci, 2000). By using masked repetition priming paradigm combined with remember/know (R/K) paradigm, some studies showed that processing fluency only work on familiarity, not recollection (Rajaram, 1993; Huber et al., 2008; Woollams et al., 2008; Bruett and Leynes, 2015). Put it together, it is believed that the increased perceptual and conceptual fluency processing has contributed to the familiarity and some kinds of priming (Whittlesea and Williams, 2000; Yonelinas, 2002; Woollams et al., 2008).

The present study aimed to investigate the electrophysiological correlates of how different concept level masks to affect processing fluency and subsequent recognition by recording event-related potential (ERP) responses. In order to control the priming effect caused by the different prime word and target word, the current study adopted a masked repetition priming paradigm. Typically, more accurate and faster response time (RT) would be observed in repeated as opposed to non-repeated condition (Jacoby and Whitehouse, 1989; Misra and Holcomb, 2003). As mentioned above, this paradigm has made a great contribution to processing fluency in recognition memory. Briefly, previous study varied the perceptual features (e.g., font and size, Chauncey et al., 2008; clarity, Andrew Leynes and Zish, 2012; typography, Jacoby and Hayman, 1987) or semantic features (e.g., conceptual meaningfulness, Li et al., 2015; predictability of a sentence, Whittlesea and Williams, 2000; word frequency, Rajaram and Neely, 1992) to manipulate the fluency level. However, how do vary mask affect fluency and recognition attracts little attention. Typically, unmasked repetition priming (more-fluently processed) led to attenuation of recognition memory than masked repetition (Misra and Holcomb, 2003). How different level of mask affect fluency and recognition is still a blank to our knowledge. Hence, the present study manipulated the conceptual hierarchical relationship between the mask and target to see whether variate fluency and recognition effect were to be elicited. The advantage of employing conceptual hierarchical relationship is that members from one category can avoid deviations caused by different conceptual properties. For example, Kiefer (2005) found artifactual (e.g., tools) and natural categories (e.g., animals) interacted with the ERP repetition effect.

Conceptual knowledge can be categorized hierarchically according to abstractness (Rosch, 1988). A basic-level category (e.g., “bird”) is more specific than its superordinate-level category (e.g., “animal”) but more abstract than its subordinate categories (e.g., “sparrow”; Clarke and Tyler, 2015). The semantic similarity between concepts determines their relatedness (Markman and Wisniewski, 1997; Resnik, 1999). It is assumed that the more specific the concepts are, the more similar to each other they are (Markman and Wisniewski, 1997). Therefore, subordinate-level concepts are more similar to each other than basic-level concepts, and basic-level concepts are more similar to each other than superordinate-level concepts. For example, most birds (e.g., sparrows and ravens) share features like having wings and beaks and laying eggs, although different birds have different details in these features. However, mammals share few of these features (Murphy and Brownell, 1985; Morris and Murphy, 1990; Markman and Wisniewski, 1997). Hence, the two subordinate concepts sparrow and raven are more similar to each other than the two basic-level concepts mammal and bird. According to the structure of conceptual hierarchical knowledge, three level of similarity between mask and target can be manipulated: highly similar (e.g., subordinate-subordinate), medium similar (e.g., basic-subordinate), low similar (e.g., superordinate-subordinate).

ERP studies investigating category-related brain activations and masked repetitions priming effects have provided some insight into the electrophysiological correlates of concept-related priming, fluency and familiarity (Kiefer, 2005; Hoenig et al., 2008; Wang et al., 2015; Bader and Mecklinger, 2017). Three ERP component may be involved in those processes: N1, P2 and FN400. The fronto-central N1 amplitudes is sensitive to concept feature attribution processing (Hoenig et al., 2008; Lin and Chan, 2018). For example, Hoenig et al. (2008) tested the conceptual flexibility by manipulating concept features (visual, action-related) for two concept categories (artifactual and natural objects). The results showed a rapid modulation to concept features rather than later concept category processing: largest N1 peaks were found when action attributes prime for natural category target at fronto-central regions (116 ms) and when visual attributes prime for nature category target at occipito-parietal regions (150 ms), respectively. Followed study (Lin and Chan, 2018) also discovered similar concept feature regulation effect: the N1 (110–160 ms) was larger for targets primed by functional features than sensory feature both for nature and artificial category. This effect was even stronger at anterior sites than posterior region. In the present study, the concept hierarchical relationship between mask and target are based on concept shared features (Morris and Murphy, 1990). Hence, we hypothesize that the N1 amplitude would be modulated when targets are preceded by different levels of shared-feature masks.

Previous ERP studies have demonstrated that semantic priming and familiarity are functionally different processes and were indexed by central parietal N400 and mid-frontal FN400, respectively (Bridger et al., 2012). However, when priming and recognition tasks confounded together, the FN400 and N400 component share similar frontal distribution (Bridger et al., 2012; Stróżak et al., 2016; Leynes et al., 2017). The 300–500 ms FN400 component at mid-frontal electrodes is associated with an old/new ERP different (old ERP is more positive than new). In the semantic priming paradigm, the N400 priming effect is known as the phenomenon that N400 amplitude to target is less negative for semantic related/congruent prime-target combination compared with unrelated/incongruent pairings (Ortells et al., 2016).

In addition, frontal-distributed P2 component that co-occur with the N400 effect is thought to reflect perceptual fluency (Andrew Leynes and Zish, 2012; Li et al., 2015; Bader and Mecklinger, 2017). Usually, the lager positive old/new effect in P2 time window, the smaller negative old/new effect in N400 time window. Hence, the enhanced P2 and attenuated N400 indicates that fluency affects subsequent recognition by increasing fluency processing, which leads more familiarity responses. We hypothesize that the hierarchical relationship between mask and target would also modulate the priming and recognition memory represented by priming, fluency and familiarity related ERP component (P2, mid-frontal FN400).

In the current study, the prime is presented very briefly and is then quickly replaced by the mask, which lead to an unawareness of the priming. However, the presentation of the mask and target are supraliminal, which generate a processing the relationship between the mask and target. When the mask is highly semantically similar to the target, it becomes more difficult for the subject to distinguish them apart in a short time (Naish, 1980), and thus interfere with the processing of fluency and recognition. We hypothesized that the strength of the masks’ interference may depend on the similarity between the mask and the target stimuli. The interference can be reflected by the reduction of recognition accuracy and the increase in RT. We expect to observe more interference for high-similarity mask-target pairs than for low-similarity pairs.



MATERIALS AND METHODS


Participants

Twenty-one right-handed healthy volunteers (11 females), between 18 and 26 years old (21.68 ± 1.96, mean ± SD), took part in the main experiment. All participants reported normal or corrected-to-normal vision and normal color perception. All participants gave written informed consent and were paid for their participation. The local ethics committee of Shenzhen University (Shenzhen, China) approved the procedure and the methods complied with the relevant guidelines and regulations. In addition, all participants were aware of the experimental purpose.



Materials

The experimental materials were adapted from our previous studies (Lei et al., 2010, 2017). All words were presented in Chinese (Song Ti font). As shown in Table 1, we used “plant” and “animal” as the superordinate-level categories. There were two basic-level categories under each superordinate-level category (animal: birds and insects; plant: vegetables and fruits). Under each basic-level category, there were 10 subordinate-level categories. We controlled for word length, frequency and word typicality. All concepts consisted of no more than two Chinese characters. They were rated on typicality on a 5-point Likert scale (1 = not typical at all, 5 = very typical); only concepts rated as highly typical (M = 4.47, SD = 0.15) were included in the current study. Then the mean word frequency of the subordinate members was 72.73 times per 100,000 words based on the Corpus Word list1.


TABLE 1. Experimental materials.
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Design

In the current study, we used within-subject conditions: the subordinate-subordinate-subordinate (sub-sub-sub) condition, the subordinate-basic-subordinate (sub-basic-sub) condition, the subordinate-superordinate-subordinate (sub-sup-sub) condition, and the control condition. In the three experimental conditions, we employed the repetition priming paradigm, where the prime and the target words were a same subordinate-level concept, and the mask word was a subordinate-, a basic-, or a superordinate-level concept that was semantically associated with the prime. The control condition is the same as the experimental condition, except for that the prime and the target were two different subordinate-level concepts. Each condition comprised 80 trials, and thus there were 320 experimental trials (presented randomly) in total. Prior to the eight experimental blocks, participants completed a training block of 40 trials to acclimatize to the task conditions.



Procedure

The stimuli were presented using E-Prime software (Psychology Software Tools, Inc. Pittsburgh, PA, USA) on a 17-inch computer monitor with a gray background. The viewing distance was approximately 60 cm. Responses were registered using a standard QWERTY keyboard. Specifically, to control for the fixed positive response tendency, the priming and target stimuli were either identical or different with equal probability. Participants were required to judge whether the priming and target stimuli were identical or different by pressing one of two keys (“F” or “J, ” using the left or right forefinger), or they could press the space bar if they could not decide. The assignment of the response keys was counterbalanced across participants. Participants were instructed to perform the task as quickly as possible without sacrificing accuracy. Figure 1 shows a representative sequence of one trial and the detailed timing of each stimulus. On each trial, the stimuli were presented as follows: (1) a fixation for 800 ms; (2) a priming stimulus for 60 ms; (3) a masking stimulus for 80 ms; (4) a blank interval for 300 ms; (5) a target stimulus until a key was pressed; and (6) a blank interval of 1,200–1,500 ms (the interval varied randomly).


[image: image]

FIGURE 1. Experimental procedure of the masked priming paradigm. In the present design, four experimental conditions were included, i.e., subordinate- subordinate-subordinate, subordinate-basic-subordinate, subordinate-superordinate-subordinate, and control conditions. To avoid a fixed positive response tendency, priming and target stimuli were either identical or different. Participants were asked to judge whether the priming and target stimuli were identical or not by pressing “F” or “J” key on a standard QWERTY keyboard, or they could press the space bar if could not decide. The number of identical and different trials was the same. Note that the illustration depicts a subordinate masked by basic categorization. Moreover, “mosquito” was a typical representation of “insect.”





EEG Recording and Pre-processing

The EEG data were recorded using the 64-channel Brain Products system (Brain Products, Munich, Germany) according to the extended 10–20 system. The ground electrode was on the medial frontal line and the references were on the left and right mastoids. Horizontal electrooculograms (EOGs) were recorded from the orbital rims of both eyes. Vertical EOG was recorded from the above and below the left pupil. Data were acquired with a sampling rate of 500 Hz and online filtered with a band-pass of 0.01–100 Hz. Interelectrode impedance was below 5 kΩ.

The offline analysis of the EEG data was performed in MATLAB using EEGLAB and ERPLAB toolboxes (Delorme and Makeig, 2004; Lopez-Calderon and Luck, 2014). EEG data was filtered using IIR-Butterworth filters with half-power cutoffs at 0.1–30 Hz (roll-off = 12 dB/oct; Luck, 2014). Independent component analysis (ICA) was subsequently performed to correct components associated with eye movements and eye-blinks. The ICA-corrected EEG data were re-referenced to the average of the left and right mastoids (Luck, 2014). The control condition was excluded from epoch segmentation because it is incomparable with the other three conditions. EEG epochs were segmented and time-locked to the target stimulus in 1,000 ms time-windows (pre-stimulus 200 ms and post-stimulus 800 ms). Noisy trials were excluded using the moving window peak-to-peak amplitude method (Luck, 2014) with a window width of 200 ms, window step of 100 ms, and a 80-μV threshold.



Data Analyses

Behavioral and ERP responses to the target stimuli were analyzed. To analyze the RTs and accuracy, one way repeated-measures analysis of variances (ANOVAs) were used. To analyze the mean amplitudes of P2 and FN400, two-factor repeated measures ANOVAs were used with condition (sub-sub-sub, sub-sup-sub, sub-bas-sub), and brain region (anterior, posterior) as within-subject factors. According to previous studies, mean amplitudes of FN400 were measured during a 300–400 ms time window after conclusion onset. The mean amplitudes of P2 were measured during a 150–250 ms time windows. In order to increase statistical strength and reduce false effects (Luck and Gaspelin, 2017), the F3, F1, Fz, F2, F4, FC3, FC1, FCz, FC2, and FC4 electrodes were collapsed by averaging their values as an indication of anterior activity; the CP3, CP1, CPz, CP2, CP4, P3, P1, Pz, P2, and P4 electrodes were also collapsed by averaging their values as an indication of posterior activity. For all analysis, the p values of F-test were corrected for deviations using the Greenhouse-Geissier method.




RESULTS


Behavioral Performance

Figure 2 shows the descriptive statistics of RTs and accuracy for the three experimental (sub-sub-sub, sub-bas-sub, sub-sup-sub) conditions. We conducted three-level one-way repeated-measures ANOVAs on mean RTs and accuracy. For RTs, there were no significant differences among the three levels (p > 0.05); therefore, RTs were not analyzed further. A significant difference was found on accuracy among the three conditions (F(2,17) = 4.57, p < 0.05, η2 = 0.21. Post hoc tests revealed no significant differences between any two conditions (p > 0.05).
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FIGURE 2. Behavioral performance. (A) Mean response times (RTs) to target stimuli in the three conditions. There were no significant differences among the sub-sub-sub, sub-basic-sub, sub-sup-sub. p > 0.05 [one-way repeated-measures analysis of variance (ANOVA)]. (B) Accuracies in response to target stimuli in the four conditions. There were no significant differences among the sub-sub-sub, sub-basic-sub, sub-sup-sub. p > 0.05 [one-way repeated-measures analysis of variance (ANOVA)], N = 18. For each condition, error bars represent ±SEM across participants. NB. “RT” is response time; “sub-sub-sub,” “sub-bas-sub,” and “sub-sup-sub” represent subordinate-subordinate-subordinate, subordinate-basic-subordinate, and subordinate-superordinate-subordinate, respectively.





ERP Results

Figure 3 illustrates the ERP component for three conditions. As for N1 amplitudes (50–150 ms), a significant two-way interaction of masking type × brain region (F(2,17) = 5.22, p < 0.05, η2 = 0.24). A significant region effect was found (F(1,17) = 5.17, p < 0.05, η2 = 0.23). The anteriority analysis revealed a significant masking type effect: the N1 was larger for subordinate-subordinate-subordinate condition than by subordinate-basic-subordinate condition (F(2,17) = 4.50, p < 0.05, η2 = 0.21). As for P2 amplitudes (150–250 ms), the interaction between masking type and brain region was significant (F(2,17) = 7.27, p < 0.01, η2 = 0.30). A main effect of masking type was found in anterior region (F(2,17) = 12.81, p < 0.001, η2 = 0.43). The subordinate-basic-subordinate condition and the subordinate-superordinate-subordinate condition elicited larger P2 amplitudes than the subordinate-subordinate-subordinate condition. There was no significant difference between the subordinate-superordinate-subordinate condition and the subordinate-basic-superordinate condition (p > 0.05). For FN400 amplitude (300–400 ms), the interaction between masking stimuli type and brain region was significant (F(2,17) = 4.15, p < 0.05, η2 = 0.19). A main effect of masking type was found in anterior region (F(2,17) = 6.38, p < 0.01, η2 = 0.273). The subordinate-basic-subordinate condition and the subordinate-superordinate-subordinate condition elicited smaller N400 amplitudes than the subordinate-subordinate-subordinate condition. No significant difference on FN400 amplitude between the subordinate-superordinate-subordinate condition and subordinate-basic-subordinate condition (p = 0.59) was observed.
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FIGURE 3. Grand-average event-related potential (ERP) waveforms measured at the anterior [(F3+F1+Fz+F2+F4+FC3+FC1+FCz+FC2+FC4)/10] and posterior [(CP3+CP1+CPZ+CP2+CP4+P3+P1+Pz+P2+P4)/10] regions for the subordinate masking, basic masking and subordinate-superordinate-subordinate. (A) The grand-averaged waveforms elicited by subordinate masking stimulus and basic masking stimulus and the difference waveforms (subordinate minus basic) in the anterior and posterior regions, as well as the topographies of the difference waveforms at 150–250 ms and 300–400 ms. (B) Grand-averaged waveforms elicited by subordinate masking stimulus and superordinate masking stimulus and the difference waveforms (subordinate minus superordinate) in the anterior and posterior regions, as well as the topographies of the difference waveforms at 150–250 ms and 300–400 ms. (C) Grand-averaged waveforms elicited by basic masking stimulus and superordinate masking stimulus and the different waveforms at 150–250 ms and 300–400 ms.






DISCUSSION

The present study yields new insights into how the relationship between mask and target may affect priming, fluency and familiarity. As far as we know, our study is the first to show that priming and familiarity quality can be reduced when target is highly similar to mask. We used a masked repetition priming paradigm and three types of masks: subordinate-level, basic-level, and superordinate-level. Our behavioral results showed no effect of mask type on RT and accuracy. However, our ERP results showed that the conceptual hierarchical related masked repetition priming was associated with early anterior N1, P2 and FN400.

Although we previously predicted a different behavioral response (e.g., a reduction of recognition accuracy and the increase in RT in highly similar pairs) among three conditions, our behavioral results did not show any effect on the priming and familiarity. However, the ERP results indicated that the relationship between mask and target has successfully reduced the fluency and further attenuated the priming and familiarity. Li et al. (2015) interpreted this inconsistency between behavioral and ERP data as the behavioral response is less sensitive than ERP response in detecting the effect of processing fluency on subsequent familiarity. As this interpretation was not directly confirmed by them, and the different tasks that were used in our study, further evidences are needed to investigate whether the hierarchical relationship between the mask and target can indeed affect fluency and subsequent priming and familiarity in the behavioral dimension.

The current ERP time-course analysis showed that different conceptual feature between mask and target modulate processing of the target at N1 time window (50–150 ms): larger N1 for target following subordinate level mask than the basic level mask. The consistency with previous studies (Hoenig et al., 2008; Lin and Chan, 2018) is that the N1 component is sensitive measuring the within category feature difference instead of between category feature (for review please see the “Introduction” section). Inconsistently, previous study directly presented the characteristic attributes of words as the priming stimulus to see the variation of the target (e.g., round-orange, Hoenig et al., 2008; e.g., for self-defense-knife, Lin and Chan, 2018). Nevertheless, our study used the concept hierarchical related word as the mask to manipulate the affection to target (e.g., fruit-apple). In this case, the features are needed to be extracted first before further processing. Our results here may indicate that N1 is not only related to feature categorization but also feature extraction. The more shared features, the more cognitive resources were needed to distinguish the mask and target, which led to a largest N1 in the sub-sub-sub condition.

It was also noted that the subordinate level mask showed a smallest N1 effect, while the superordinate level did not differ from either subordinate or basic level. The reduction in processing basic level might be due to the basic level superiority effect which refer to the phenomenon that basic level is cognitively optimal for perception, categorization, communication, and knowledge organization and episodic information (Rosch et al., 1976; Large et al., 2004; Pansky and Koriat, 2004). In simpler terms, it means we tend to process objects’ information in basic level. For example, the basic-level category is typically the answer when we name an object (Jolicoeur et al., 1984). Hence, the basic level requires less cognitive resource to distinguish the concept feature than compared to other level, which could result in a smaller N1 amplitudes.

The main goal of the current experiment was to investigate the interaction of the putative electrophysiological markers of how hierarchical relationship between mask and target affect conceptual fluency, priming and familiarity. According to the P2 results, trials with low similar mask-target pairs (i.e., the sub-basic-sub and the sub-sup-sub trials) evoked larger P2 amplitudes than did those with high similar mask-target pairs (i.e., the sub-sub-sub trials). This early effect persisted with similar topography into 300–400 ms time window. Specifically, the sub-sub-sub condition produced larger negative FN400 component than sub-bas-sub and sub-sup-sub condition. The results are consistent with the assumption that the highly similar word pairs attenuated the priming and the familiarity effects. There are two explanation for the form of enhanced P2 and attenuated FN400 for target words. From the priming aspect, this effect was only observed for immediate masked repetition priming (Misra and Holcomb, 2003), and this is consist with current study. The author explained this as the automatic and implicit processing of the prime. But this interpretation fuzzed the specific role of P2 in the priming effect. According to the interpretation, our results might reflect that the similarity between the mask and target can affect priming effect, and highly similar pairs can impair this effect. From the familiarity aspect, Bader and Mecklinger (2017) found that new words were significantly more larger than old words. Combined with previous repetition priming study (Voss and Paller, 2009; Li et al., 2015), they suggested that the P2 reflect the perceptual fluency, which may source from the oldness and priming. In contrast, in the current study, the similarity of mask and target may reduce the perceptual fluency, which lead a small priming and familiarity effect.

In the current study, as can be seen from Figure 3, the topographical distribution of mid-frontal old/new effect did not differ from that of the priming N400 (Stróżak et al., 2016). Previous study used old/new judgment to investigate the familiarity, in addition they found the “old” response was facilitated when the test cues were primed by the same word when the old judgments were associated with “know” response (e.g., Rajaram, 1993; Woollams et al., 2008). In the present study, we conducted a semantic congruency judgment, which was a well-established categorization method to investigate the unconsciously word priming effect (Dehaene et al., 1998; Ortells et al., 2016). Although categorization tasks were also related to familiarity effect (Bruett and Leynes, 2015; Leynes et al., 2017), future study should adopt a typical familiarity task such as old/new judgment, or knew/remember judgment to insurance the purpose. Given that the semantic priming task and the recognition task can only partially distinguish the priming and familiarity effect (Stróżak et al., 2016), further evidence is required to decompose these functionally distinct processes. This may be done by elucidating how the relationship between prime and mask and the relationship between mask and target may affect the FN400 effect.

Notably, although the sub-sub-sub condition elicits larger P2 and smaller FN400 than the sub-bas-sub and the sub-sup-sub conditions, no significant difference was found between the latter two conditions. Our results were somewhat similar to those of a recent masked priming study (Ortells et al., 2016). In that study, the authors tested how the relationship between prime and target (unrelated vs. weakly related vs. strongly related) affected behavioral (RT) and EEG (N400) responses. They found that the strongly related prime and target trigger significant larger priming effect than do the weakly related and the unrelated prime and target; however, no significant difference is found between the latter two conditions (similar behavior results also see Van den Bussche et al., 2012; Ortells et al., 2013). In addition, in an earlier word recognition study, Holcomb and Grainger (2006) manipulated words’ repeatability by having the target word fully or partially repeat the prime or is completely unrelated to the prime. They found that the partial repetition condition did not differ from the no-relation condition in N400 amplitude. All these findings suggest that unconscious priming and recognition may not be sensitive enough to differentiate the effect of low similar prime with that of no-relation prime. The reason might be that, in order to make quick and accurate responses (i.e., congruent or incongruent judgment), people may easily fail to distinguish “not very congruent” stimuli from incongruent stimuli, without being told to distinguish stimuli as meticulous as possible.

Our study is different from previous studies in several ways. First, we mainly discuss the hindrance of similarity between mask and target while previous studies aim to explore the promotion effect of similarity between prime and target. Second, we fail to observe any significant behavioral results while previous studies have observed significant behavioral results (Ortells et al., 2013, 2016). There should be a longer RT and a lower accuracy for the sub-sub-sub condition than for the sub-bas-sub and the sub-sup-sub conditions. Future research on this topic should examine whether there is effect on behavioral indicators.



CONCLUSION

In summary, we used the masked repetition paradigm and we manipulated the similarity between mask and prime to investigate how mask-prime similarity can affect word priming and recognition. First, larger N1 was found in sub-sub-sub condition, it may reflect that more cognitive resources are needed to distinguish similar mask and target pairs. Second, we found the similarity effect in P2 and FN400: trials with high mask-prime similarity (i.e., sub-sub-sub) induces larger P2 (150–250 ms) and smaller mid-frontal FN400 amplitudes than do trials with low mask-prime similarity (i.e., sub-basic-sub and sub-sup-sub). Our results suggest that the hierarchical relation between mask and prime can recede fluency, priming and familiarity.
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Vitamin-C is a water soluble molecule that humans have lost the ability to produce. Vitamin-C plays a role in CNS functions such as neuronal differentiation, maturation, myelin formation and modulation of the catecholaminergic systems. A recent systematic review by our team indicated the need for further research into the relationship between plasma vitamin C and cognition in cognitively intact participants using plasma vitamin C concentrations instead of estimates derived from food-frequency-questionnaires (FFQ), and more sensitive cognitive assessments suitable for cognitive abilities vulnerable to aging. It was hypothesized that higher plasma vitamin C concentrations would be linked with higher cognitive performance. This cross-sectional trial was conducted on healthy adults (n = 80, Female = 52, Male = 28, 24–96 years) with a range of plasma Vitamin C concentrations. Cognitive assessments included The Swinburne-University-Computerized-Cognitive-Assessment-Battery (SUCCAB) and two pen and paper tests, the Symbol-Digits-Modalities-Test (SDMT) and Hopkins-Verbal-Learning-Test-Revised (HVLT-R). The pen and paper assessments were conducted to establish whether their scores would correlate with the computerized tasks. Plasma-Vitamin C concentrations were measured using two biochemical analyses. Participants were grouped into those with plasma vitamin-C concentrations of adequate level (≥28 μmol/L) and deficient level (<28 μmol/L). The SUCCAB identified a significantly higher performance ratio (accuracy/reaction-time) in the group with adequate vitamin-C levels vs. deficient vitamin-C on the choice reaction time (M = 188 ± 4 vs. 167 ± 9, p = 0.039), immediate recognition memory (M = 81 ± 3 vs. 68 ± 6, p = 0.03), congruent Stroop (M = 134 ± 3 vs. 116 ± 7, p = 0.024), and delayed recognition tasks (M = 72 ± 2 vs. 62 ± 4, p = 0.049), after adjusting for age (p < 0.05). Significantly higher scores in immediate recall on the HVLT-R (M = 10.64 ± 0.16 vs. 9.17 ± 0.37, p = 0.001), delayed recall (M = 9.74 ± 0.22 vs. 7.64 ± 0.51, p < 0.001), total recall (M = 27.93 ± 0.48 vs. 24.19 ± 1.11, p = 0.003) were shown in participants with adequate plasma Vitamin-C concentrations, after adjusting for vitamin-C supplementation dose (p < 0.05). Similarly, higher SDMT scores were observed in participants with adequate plasma Vitamin-C concentrations (M = 49.73 ± 10.34 vs. 41.38 ± 5.06, p = 0.039), after adjusting for age (p < 0.05). In conclusion there was a significant association between vitamin-C plasma concentrations and performance on tasks involving attention, focus, working memory, decision speed, delayed and total recall, and recognition. Plasma vitamin C concentrations obtained through vitamin C supplementation did not affect cognitive performance differently to adequate concentrations obtained through dietary intake.

Clinicaltrials.gov Unique Identifier: ACTRN 12615001140549, URL: https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=369440.
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Introduction

Because humans are unable to synthesize their own vitamin C they are particularly vulnerable to vitamin C deficiency (Hansen et al., 2014). Based on population averages, plasma concentrations <28 μmol/L are deemed to be deficient or marginally deficient, and ≥28 μmol/L is considered adequate (Hampl et al., 2004).

Although scurvy is considered to be relatively rare in Western populations, vitamin C deficiency is the fourth most prevalent nutrient deficiency reported in the United States (Schleicher et al., 2009). Reports from cross-sectional population surveys (Hampl et al., 2004; Schleicher et al., 2009) have consistently estimated that at least 10–15% of the adult population in the western world suffer from deficient vitamin C levels, with highest rates (30%) arising in the elderly (Hsiao et al., 2013), with some requiring hospitalization (Zhang et al., 1999; Harrison, 2012). The recent New Zealand CHALICE study (Pearson et al., 2017) revealed suboptimal levels in 62% of 400 healthy 50 year olds, and either a marginal or severe deficiency in 15.4% of the cohort.

Vitamin C blood concentrations are transient, with a number of factors affecting circulating concentrations (Lecomte et al., 1994; Brubacher et al., 2000; Padayatty et al., 2007; Fukushima and Yamazaki, 2010). Factors relating to plasma vitamin C depletion include malabsorption and certain acute and chronic diseases (Hoffman, 1985; Deicher and Hörl, 2003). Some medical conditions can reduce the absorption of vitamin C and/or increase the amount needed by the body. Low vitamin C concentrations have been associated with gastrointestinal disease, liver disease, cancer, asthma, and diabetes. Pregnancy also affects ascorbate levels, with lactation potentially leading to significant losses of maternal vitamin C.

One group particularly vulnerable to vitamin C deficiency are the elderly (>60 years) (Iqbal et al., 2004). Vitamin C levels in tissues, such as the brain and muscle are reduced with age to as little as 25% of those found in children (Lewin, 1976). This may be explained by increased reactive oxygen species [ROS and/or reduced ascorbate recycling in cells, as a result of reductions in the production of glutathione- a molecule required for recycling vitamin C (Rizvi et al., 2009)]. Lowered tissue levels with age have also been attributed to reduced fruit and vegetable consumption in the elderly (Newton et al., 1985; Iqbal et al., 2004).

A basic principle of nutrition is that most nutrients have a non-linear, inverted U-shaped association with optimum physiological function. In order to maintain optimal health, it is becoming increasingly acknowledged that vitamin C is required at concentrations (adequate/optimal) above those needed for the prevention of scurvy (severe depletion) (Carr and Frei, 1999). The category of marginal vitamin C deficiency can rarely be singled out from severe and marginal vitamin C deficiency. Some of the earliest signs of deficiency include fatigue, as deficiency progresses, individuals are known to present with severe fatigue, confusion, and depression (Basu and Donaldson, 2003).

Symptoms of vitamin C deficiency develop after weeks to months of vitamin C depletion (Basu and Donaldson, 2003). Depletion of vitamin C may be linked to a low average intake of <10 mg/d. Usually, ascorbate (reduced form of vitamin) has a half-life between 7 and 14 days in plasma, however, if ingestion stops completely, and levels drop below the sub-baseline, the half-life is significantly longer, approximately 35–40 days (Kallner et al., 1979; Noble et al., 2013). Organs such as the brain are particularly resilient to vitamin C depletion due to ascorbate being recycled by glutathione in astrocytes through the pentose phosphate pathway (Harrison and May, 2009). As plasma concentrations decline, more ascorbate is pumped into the cerebral spinal fluid in order to maintain homeostasis (Bowman et al., 2009). Duration of deficiency has been shown to influence brain ascorbate concentrations to a higher degree than the amount of depletion (Hornig, 1975). This is exemplified by observations in acute scurvy where brain concentrations of ascorbate are maintained through depletion of peripheral tissues, whereas marginal deficiency for longer periods of time has shown greater brain ascorbate depletions (27% depletion in 14 days in guinea pig brain tissue) (Spector, 1977).

The brain’s ability to recycle vitamin C and neurological symptoms that present from vitamin C deficiencies are reflections of the importance that the vitamin plays in central nervous functioning. The biological mechanisms/processes of vitamin C on brain and neuronal functioning have been well established (Travica et al., 2017). It is a vital co-factor in numerous processes such as the biosynthesis of collagen, carnitine, tyrosine, peptide hormones as well as myelin (Kocot et al., 2017). Vitamin C plays a crucial role in neurotransmission and neuronal maturation and functions (Eldridge et al., 1987). Ascorbic acid acts as a co-factor in the synthesis of neurotransmitters, particularly of catecholamines-dopamine and norepinephrine (Figueroa-Méndez and Rivas-Arancibia, 2015). Vitamin C is suggested to influence this process via modulating the binding of neurotransmitters to receptors and regulating their release (Rebec and Pierce, 1994). Vitamin C is also a cofactor for tryptophan-5-hydroxylase required for the conversion of tryptophan to 5-hydroxytryptophan in serotonin production (Gupta et al., 2014). Vitamin C deficiency has shown to decrease serotonin metabolites in both the cortex and striatum (Ward et al., 2013).

Moreover, ascorbic acid modulates the activity of excitatory receptors such as N-methyl-D-aspartate as well as inhibitory receptors such as aminobutyric acid (GABA) (Covarrubias-Pinto et al., 2015) and inhibits the binding of glutamate to the NMDA receptor, thus demonstrating a direct effect in preventing glutamate excitotoxicity which causes neuronal dysfunction and degeneration (Harrison and May, 2009).

Additionally, vitamin C has been shown to be involved in the biosynthesis of L-carnitine (Rebouche, 1991) playing a role in the transport of fatty acids into mitochondria for energy production. Enzymes can readily convert carnitine to acetyl-carnitine and vice versa, according to the metabolic needs of the cell (Mendelson, 2008). Acetyl-carnitine can cross the blood brain barrier and act as a precursor in the production of acetylcholine and supports healthy cerebral blood flow (White and Scates, 1990).

Vitamin C also plays a role in the modulation of neuronal metabolism by changing the preference for lactate over glucose as the primary energy source in neurons sustaining synaptic activity (Castro et al., 2008). Vitamin C is also involved in collagen synthesis in the brain (Harrison et al., 2009). It hydroxylases the amino acids proline and lysine and creates hydroxyproline which is found abundantly in collagen. Collagen is needed for blood vessel formation and integrity (Hansen et al., 2014). Ascorbate-dependent collagen synthesis has also been linked to the formation of myelin sheaths and regeneration of damaged sheaths that surround many nerve fibers (Guo et al., 2018). According to a study using mice deficient in an ascorbate transporter, the concentration of ascorbate in the brain was shown to be below a detectable level. The animals died due to capillary hemorrhage in the penetrating vessels of the brain (Sotiriou et al., 2002).

Due to a high level of poly-unsaturated fatty acids, combined with high rates of cellular metabolism of oxygen, glucose etc., the brain is particularly vulnerable to creating reactive oxygen species (Uttara et al., 2009). Ascorbic acid acts directly by scavenging reactive oxygen and nitrogen species produced during cell metabolism, and further recycles vitamin E involved in cell membrane integrity (Harrison and May, 2009). Additionally, vitamin C has been found to induce the expression of brain derived neurotrophic factor (BDNF) – a component of several survival pathways (Grant et al., 2005).

Alongside vitamin C, a number of nutrients have been shown to affect cognitive function (Gómez-Pinilla, 2008). Examples of these include magnesium (Slutsky et al., 2010), vitamin E (Kang et al., 2006), vitamin D (Garcion et al., 2002), selenium (Chen and Berry, 2003), and Vitamin B12. Amongst these nutrients, Vitamin B12 has been shown to be critical for cognitive function in several research trials, and will therefore be considered a covariate in the analysis of cognitive assessments (Kennedy, 2016). The effects of vitamin B12 (cobalamin), in particular on the central nervous system have been well documented. Vitamin B12 is a water-soluble vitamin required for red blood cell formation, neurological function, and DNA synthesis. More recent research has demonstrated a link between plasma vitamin B12 concentrations and cognitive function, and the potential to reduce the rate of brain atrophy with high dose B-vitamin supplementation that includes B12 (Riggs et al., 1996; Reay et al., 2013). Vitamin B12 deficiency has been linked to psychiatric disorders, including impaired memory, irritability, depression, and dementia (Lindenbaum et al., 1988). Neurological disorders due to vitamin B12 deficiency typically occur in both genders between the ages of 40 and 90 years, with a peak between 60 and 70 years (Healton et al., 1991; Savage and Lindenbaum, 1995; Kennedy, 2016).

A recent review demonstrated higher mean vitamin C concentrations in the cognitively intact groups of participants compared to cognitively impaired groups (Travica et al., 2017). One major limitation conducted in studies with healthy samples was the lack of sensitive cognitive assessments suitable for cognitively intact adults. Qualitative analysis of these studies that used a variety of cognitive assessments in the healthy population revealed a potential association between plasma vitamin C concentrations and cognition.

Additionally, a number of limitations have arisen in the measurement of vitamin C levels in a number of previous studies (Jama et al., 1996; Beydoun et al., 2015). The dietary assessments used have reliability and validity issues as a result of potential recall errors with self-report (Weinstein et al., 2001). Even when food consumption is recalled correctly, differences in storage and cooking can decrease the vitamin C level in the food and absorption can vary amongst participants (Weinstein et al., 2001). Given these issues, dietary self-reports do not necessarily reflect the vitamin C potential for biological action.

While blood samples are a more reliable measure of vitamin C status than self-reported vitamin C intakes, many factors can contribute to the instability of ascorbic acid in biological samples such as heat, light, and elevated pH (acidity). A number of previous studies failed to thoroughly explain blood sample handling and biochemical analysis, underestimation of vitamin C concentrations could occur if samples were not handled properly (Harrison, 2012).

Discriminating between the concentrations of those supplementing on vitamin C from those not supplementing has been an issue in previous studies. The cognitive significance of marginal and severe plasma vitamin C deficiency in comparison to adequate levels has not been thoroughly investigated. In most studies, upper and lower tertiles, quartiles, or quintiles are compared, making it difficult to compare groups between studies. Additionally, the use of dietary vitamin C supplementation has either been ignored in previous research or plasma vitamin C concentrations were not measured in those supplementing with vitamin C in randomized controlled and prospective trials. This may have compromised previous outcomes, as vitamin C supplementation may influence variances in plasma vitamin C concentration and may be complemented with the supplementation of other nutrients which are involved in brain function.

The present study was devised with the aim of exploring whether there is an association between plasma vitamin C concentrations and cognitive function in cognitively intact adults, using paper and pen and computerized cognitive assessments. We hypothesized that there would be a positive correlation between plasma vitamin C concentrations and cognitive performance and that those presenting with adequate plasma vitamin C concentrations would demonstrate higher cognitive performance than those displaying deficient (marginal/severe) plasma vitamin C concentrations. Furthermore, the relationship between vit C and cognition was investigated in participants who did not report vitamin C supplementation and in a larger group that included vitamin C supplementers.



Methods

Recruitment

This study was approved by the Human Research Ethics Committees at National Institute of Integrative Medicine and Swinburne University of Technology, and the trial was registered with the Australian New Zealand Clinical Trial Registry (ACTR12615001140549). Participants provided informed written consent.

Cognitively intact adults (>18 years) were sought to participate in this cross-sectional study investigating the association between plasma vitamin C concentrations and cognition. Asymptomatic participants were primarily recruited from The National Institute of Integrative Medicine (NIIM). We included participants displaying no major neurodegenerative condition, i.e., dementia (3MS score >79), and included those likely to be displaying a range of plasma vitamin C concentrations, i.e., varying diets, supplementation, age groups. Participants were excluded if they were pregnant or lactating, color blind, or taking antidepressants, antipsychotics, anxiolytics, illicit drugs or any cognitive enhancing drugs. Participants were also excluded if they were not able to give informed consent.

Cognitive Assessments

A number of cognitive assessments were performed. These included the Modified Mini Mental State Examination (3MS) (Tombaugh and McIntyre, 1992), Revised Hopkins Verbal Learning Test (HVLT-R) (Brandt, 1991), Symbol Digits Modalities Test (SDMT) (Sheridan et al., 2006) and the Swinburne University Computerized Cognitive Assessment Battery (SUCCAB) (Pipingas et al., 2010).

Modified Mini Mental State Examination (3MS)

Participants were initially screened for cognitive impairment using the 3MS. This was implemented as a valid and reliable screening test for the purpose of evaluating major cognitive impairment (scale 0–100).

HVLT-R/SDMT (Paper and Pen Tests)

The HVLT-R is a validated paper and pen test designed to examine verbal learning, immediate and delayed recall, and delayed recognition. Participants were required to recognize and recall a list of 12 words immediately (across 3 trials) and after 40 min (4th trial). Delayed recognition was assessed by reading a longer list of words to participants (24 words) and having them respond with a ‘yes’ or ‘no’ if they recognized the word from the original list of 12 words. The 4th HVLT-R word recall trial and delayed recognition were completed after the SUCCAB. Trials 1–3 were scored out of 12 points, delayed recall (trial 4) was also scored out of 12 points and total recall was calculated from the sum of total correct responses for trials 1, 2, and 3 (out of 36 points). Recognition index was scored out of 12 for every correct word recognized.

The symbol digits modalities test (SDMT) (Sheridan et al., 2006) required participants to pair numbers with geometric figures, primarily assessing divided attention, tracking and visual screening. Participants were presented with a key consisting of numbers between 1 and 9 with a corresponding symbol under each number. The test consisted of rows of random symbols with blank squares below each symbol, and participants were given 90 s to fill in the blank squares with the corresponding number. Test scores ranged between 0 and 110.

Swinburne University Computerized Cognitive Assessment Battery (SUCCAB)

The SUCCAB is a validated cognitive test battery consisting of eight computer-based cognitive tasks assessing various aspects of cognitive performance (Pipingas et al., 2010). Participants were asked to respond as quickly and accurately as possible in each task. A 4-button response box was used to complete the tasks, with buttons corresponding to task specific response dimensions: color (red, blue, green, or yellow), ‘yes’ or ‘no,’ or the spatial location of objects on the screen (top, bottom, left, or right). The eight tasks that comprised the SUCCAB battery are described in Table 1 below.

TABLE 1. SUCCAB tasks and assessments.

[image: image]

Participants initially completed a 10-min practice of the SUCCAB with the experimenter present, explaining and observing the participant during practice tasks. Following the practice run, and once participants were familiar and comfortable with the tasks, they completed the 30 min SUCCAB.

Plasma Vitamin C Assessment

Fasting (8–12 h) blood tests were performed by the researcher/phlebotomist immediately after the completion of the SDMT. Blood was collected in 2, 6 ml lithium heparin vacutainer blood tubes. The blood tubes were immediately wrapped in foil and kept away from light. Each blood tube was spun in a centrifuge at 3,600 rpm. Plasma from the heparin tubes was aliquoted into separate 3 ml tubes. These were also wrapped in foil and kept away from light. Blood vitamin C concentrations were analyzed using two different biochemical analyses. An additional aim of the study was to compare and verify the effectiveness of an analysis conducted immediately at The National Institute of Integrative Medicine with one conducted by an external laboratory. This was done to ensure that the most reliable blood plasma vitamin C concentrations were used in analyses.

(a) Colorimetric analysis (Chung et al., 2001) is a method of determining the concentration of a chemical element or chemical compound in a solution with the aid of a color reagent. Ascorbic testing was conducted using the Ascorbic acid Assay Kit II (Sigma-Aldrich). In the assay, ascorbic acid concentration was determined using Ferric reducing/antioxidant and ascorbic acid assay. In the assay, Fe3+ is reduced to Fe2+ by antioxidants present in the sample which results in a colorimetric (593 nm) product. The color reaction is preceded by a reaction catalyzed by an enzyme. The addition of ascorbate oxidase to parallel samples oxidizes any ascorbic acid present allowing for the measurement of the ascorbic acid concentration. This analysis was performed in the NIIM lab using a Sigma-Aldrich kit and SoftMax® Pro Software on the EMax® Plus Microplate Reader. This analysis was run within 30 min of the blood being taken.

(b) A high performance liquid chromatographic (HPLC) (Chung et al., 2001) method was also used for the quantitation of vitamin C in plasma samples. The analysis was conducted 2–3 days following the blood test. The blood was spun in a centrifuge at 1,500 rpm, plasma separated and transported on dry ice (-80°C) and kept away from light. The HPLC testing was done by Sullivan Nicolaides Pathology (Queensland, Australia) using the Chromsystems® (Gräfelfing, Germany) Vitamin C Plasma/Serum HPLC kit. Level I and II Lyophilized quality vitamin C plasma controls were used. 100 μl of sample/calibrator/control was pipetted into a labeled light protected reaction vial. 100 μl of the internal Standard was added and mixed for 30 s (vortex). This was then centrifuged for 5 min at 15,000 × g and 20 μl of the supernatant was injected into the HPLC system. The HPLC analysis was carried out using a Waters 2695 Separations Module equipped with a dual wavelength UV detector set to 245 nm. The column temperature was maintained at 25°C. The generated chromatogram was used to determine vitamin C concentrations. Blood was also taken in a sodium citrate vacutainer tube for analysis of serum Vitamin B12 through Melbourne Pathology. A vitamin B12 immuno assay (Roche E602) was used to measure total vitamin B12 concentrations. This assay employs the competitive inhibition enzyme immunoassay technique (Lee and Griffiths, 1985). This was analyzed within 3 days of blood being taken.

Questionnaires

Alongside assessing basic demographic information, a questionnaire assessed intake of prescribed medications, dietary supplementation (dose/frequency), smoking status, highest level of education, exercise (duration/type), family history of neurodegenerative disease, and any history of an incident possibly contributing to cognitive dysfunction. Exercise was defined as Moderate (50–65% of maximum heart rate) or vigorous (70–85% of maximum heart rate) (Swain and Franklin, 2006).

A long term (1 year) dietary intake of a number of additional nutrients was assessed using the computerized version of the dietary questionnaire for Epidemiological Studies, Version 2 (DQES v2) (Ireland et al., 1994). The Cancer Council DQES v2 covered five types of dietary intake based on the previous 12 months, incorporating 80 items: cereal foods, sweets and snacks, dairy products, meats and fish, fruit and vegetables and alcoholic beverages. It summarizes the intake of key nutrients all vital for CNS function such as magnesium, Vitamin E, selenium, folate, etc.

Secondly, an in-house developed short-term food frequency questionnaire (FFQ) was administered. This FFQ (based on the Cancer Council FFQ) assessed specifically what the consumption of vitamin C and vitamin B12 rich foods was within 2 weeks prior to the testing session.

Mood

Mood was assessed as a potential confounder to cognitive performance. The Bond Lader Mood questionnaire (Bond and Lader, 1974) is designed to measure four different concepts of mood: Mental Sedation or intellectual impairment, physical sedation or bodily impairment, tranquillization or calming effects, other types of feelings or attitudes. The scales comprise of 16, 10 cm lines anchored at each end by words descriptive of opposing statements (bipolar). On this linear scale, the participant indicated their mood by placing a mark between the 2 opposite words on either side. High reliability and validity have been demonstrated with this assessment. From the resultant scores, three derived measures can be isolated. These have been described as representing the following: alertness, calmness, and contentedness. Scores for each measure represent the unweighted average number of millimeters (maximum 100 mm) from the negative antonym for the individual scales contributing to the measure. We also added 2 scales from the cognitive demand battery that we implemented in our previous research (Massee et al., 2015). These scales assessed exhaustion/energy and stress/calmness and were measured the same way as the Bond Ladder scales.

Procedure

Participants were asked to fast between 8–12 h prior to attending the testing session. They were also asked to refrain from any exercise on the morning of the testing session. Firstly, the demographic/history questionnaire and mood assessment was administered and followed by the 3MS assessment. The 3MS was followed by the FFQ, which assessed vitamin C and Vitamin B12 intake specifically. Following the FFQ, the HVLT-R cognitive assessment was administered. Participants then undertook the 10-min practice run of the SUCCAB before the commencement of the 30 min SUCCAB test battery. Following the SUCCAB, the SDMT and the delayed recognition and recall of the HVLT-R were then administered. The second FFQ (DQES v2) proceeded these cognitive tests and was followed by the blood testing and colorimetric analysis. Plasma was aliquoted and foiled for the biochemical analyses and specifically delivered on dry ice to the pathology company for HPLC analysis.

Sample Size Calculation

There had been no previous study exploring the effects of plasma vitamin C concentrations specifically using the SUCCAB and therefore no available data that could be used in a power analysis calculation. A recent study established aged-related mean SUCCAB values for each task in a sample of cognitively intact adults (n = 120, mean age = 53, SD = 16 years) (Pipingas et al., 2010). Results indicated significant differences for every 10 years of age of up to 100 ms (1 SD) on the spatial working memory task. Given the sensitivity of this task to cognitive aging, this is a useful tool in aging research to measure the degree of cognitive decline and to examine the efficacy of interventions. A sample size calculation indicated that 80 participants was sufficient to detect a significant mean difference of 100 ms (SD = 211) on the spatial working memory reaction time task in the SUCCAB, with 80% power and 95% confidence. This difference relates to 10 years of cognitive aging.

Statistical Analyses

Analyses were performed using SPSS IBM statistics version 23 package. Statistical significance was set at p < 0.05. Values that were 2 standard deviations away from their means for the cognitive assessments were excluded from analysis. A Bonferroni correction adjustment was used in the ANOVA and ANCOVA analyses to avoid committing a type 1 error in the analyses. Descriptive analyses were conducted on all variables including mean dietary intakes, supplement doses, exercise etc.

A Bland–Altman analysis (Giavarina, 2015) was used to determine whether the two plasma vitamin C biochemical methods provided consistent results. This analysis involved correlating the difference (T-S) between the test (T = Colorimetric analysis) and comparative method (S = HPLC) against the average (T+S)/2 of the results obtained from the two methods. A Bland–Altman plot was also used to show the difference between the two methods against the average of both methods, the confidence intervals being displayed. Additionally, a Spearman’s correlation was conducted to determine the correlation between the two biochemical methods. As recommended by Bland and Altman, comparability was achieved if 95% of the data points were within ±2 SDs of the mean difference.

If consistency was demonstrated, the concentrations were averaged between the two biochemical analyses. Daily vitamin C consumption (mg/d) based on the food frequency questionnaire was also compared with the plasma vitamin C concentrations using a Spearman correlation.

Vitamin C blood plasma concentrations were correlated with cognitive performance using Spearman rank correlations. Scatterplots and Spearman correlations were used to assess the direction and strength of association between vitamin C concentrations and cognitive performance. This analysis was also used to visualize the impact of vitamin C supplementation on cognition relative to non-supplementers. In order to determine whether those who self-reported vitamin C supplementation would have an effect on cognitive performance, further Spearman correlations were conducted with the exclusion of those supplementing on vitamin C.

Primary analyses were conducted to compare cognitive performance between those in the adequate plasma vitamin C group with those in the deficient group. Average vitamin C concentrations were sub grouped into internationally established reference ranges representing adequate (≥28 μmol/L) or deficient (<28 μmol/L) concentrations. Descriptive statistics were compared between those with adequate versus deficient vitamin C concentrations using an analysis of variance (ANOVA) for continuous variables. A chi-square analysis was performed to assess the association between categorical variables such as gender, smoking status and prescribed medications and the adequate versus deficient status of participants (group effect) on plasma vitamin C concentrations.

For the SUCCAB, mean response time and percentage accuracy were calculated for each task. The accuracy percentage was divided by the mean response time (sec) to give an overall performance ratio score. This ratio also assisted in accounting for the issue of the speed versus accuracy trade-off that exists with increasing age (Starns and Ratcliff, 2010; Forstmann et al., 2011).

Lower reaction times are indicative of faster response times and with higher performance ratios indicating a combination of faster reaction times and greater trial accuracy. Finally, correlational analyses were performed between the scores on both of the paper and pen cognitive tasks and performance on each of the SUCCAB tasks. Cognitive performance was compared between those with adequate versus deficient vitamin C concentrations using an analysis of covariance (ANCOVA) for potential continuous confounder variables. Such potential confounding variables were assessed using the correlation regression analyses generated in the ANCOVA, with covariates included in the ANCOVA only if they had a significant effect (p < 0.05) on the cognitive performance variables. Additional ANCOVAs were conducted on cognitive performance between the deficient and adequate groups in which those supplementing on vitamin C were excluded. This was performed to investigate whether there would be a difference in cognitive performance between the groups with the exclusion of vitamin C supplementers.

A number of cognitive variables were derived from the HVLT-R assessment. Trials 1–3, delayed recall (trial 4), total recall, and recognition index were scored based on the number of correct responses. SDMT performance was scored out of 110 points.



Results

Participants

The trial was conducted in Melbourne, Australia between November 2016 to January 2018. Participant demographic details are presented in Table 2.

TABLE 2. Participants’ baseline characteristics and mood assessment.
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There was a large age range (24–95) amongst the 80 recruited participants, the majority of participants were older (mean: 60.97 years ± 15.76). A majority of the sample was female (66.3%) with an average overweight BMI of 26.00 (SD = 3.16). 36.2% of the sample did not undertake any form of exercise 2 weeks prior to testing and a majority of those that did, reported a moderate intensity. Most participants reported no family history of neurodegenerative disease. On average, each of the assessed mood variables displayed mid-range values, indicating no extreme emotional display before the cognitive testing.

The majority (73.75%) of participants were on some form of prescribed medication, specifically anti-hypertensives (43.75%) and blood thinners (22.5%). Daily nutritional supplements are summarized in Table 3.

TABLE 3. Supplements.
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Supplements were only considered if they were taken within 1 week prior to the testing session. For those taking multivitamins, each individual vitamin was considered and contributed to intake. Most supplements included vitamin C, B12, D, magnesium and/or fish/krill oil. For those supplementing with vitamin C, concentrations and frequency of vitamin C supplementation did not vary immensely between participants. Frequent (almost daily) vitamin C supplementation was amongst those demonstrating plasma vitamin C concentrations >100 μmol/l. A majority reported multi-supplementation and not one single mineral/vitamin. This is exemplified by almost all of those supplementing on vitamin C also supplementing on some form of vitamin B12. 48 participants (60%) reported supplementation, with 42% (n = 20) of these reporting vitamin C supplementation in particular. Estimated FFQ nutritional intakes are displayed in Table 4.

TABLE 4. Daily nutritional intake.
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On average, a majority of participants were within the RDI for the various B vitamins. However, close to one quarter met the RDI for vitamins C, A, E, D and iodine. Subgroup analyses (not shown) revealed no significant differences in nutritional intake between genders, age groups, BMI groups and those exercising.

Plasma Vitamin C Concentrations

The blood plasma vitamin C concentrations for each participant using each of the two biochemical techniques are displayed on Supplementary Figure S1.

Plasma concentrations ranged from 7 to 120 μmol/L. Between the two biochemical analyses, plasma vitamin C concentrations were similar for each participant. The Bland and Altman method (Giavarina, 2015) was used to compare the two methods. Firstly, the difference between the HPLC and colorimetric methods (HPLC - Colorimetric) was correlated with the average (HPLC + Colorimetric)/2 of the two methods. Spearman’s correlation indicated no correlation in this difference and average between the methods [rs(80) = 0.159, p = 0.16]. Furthermore, a Bland–Altman plot (Supplementary Figure S2) graphically demonstrated the difference of the two paired measurements against the mean of the two measurements. As recommended by Bland and Altman, comparability was achieved given 95% of the data points were within ±2 standard deviations of the mean difference (Giavarina, 2015).

Spearman’s correlation revealed a strong significant relationship between the two analyses (r = 0.96, p < 0.01). Given the high consistencies between the two biochemical analyses using the Bland and Altman method, their means were used for additional cognitive analyses such as correlations.

A majority (n = 67, 83.75%) of participants were within the adequate vitamin C reference range (≥28 μmol/L), displaying a mean plasma vitamin C concentration of 53.09 ± 19.77 μmol/L 16.25% (n = 13) were within the vitamin C deficiency range (<28 μmol/L), displaying a mean plasma concentration of 16.27 ± 6.45. Those deficient vitamin C were combined into one group and those displaying either adequate or optimal levels were combined into another group. As observed in Supplementary Figure S3, a Spearman correlation revealed a significant relationship between average daily dietary vitamin C intake and the plasma vitamin C concentrations [rs(80) = 0.438, p < 0.001].

Demographic, mood and nutritional differences between the adequate and deficient group using an ANOVA analysis are displayed in Table 5.

TABLE 5. Adequate versus deficient vitamin C group demographics.
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The mean age of the participants in the adequate vitamin C group was lower than in those in the deficient group (Table 5). A majority of participants in the adequate group were female compared to a majority of males in the deficient group. A Chi-square likelihood ratio test revealed that there was no significant association between gender and vitamin C group (adequate/deficient) [χ2(1) = 2.80, p = 0.094]. Using the present data set, an interaction between gender by plasma vitamin C concentrations on cognitive function will be analyzed more extensively in a subsequent trial. There was an association between smoking and vitamin C group, with smokers more likely to display deficient vitamin C concentrations [χ2(1) = 7.23, p = 0.007]. Three smokers were present in the deficient group as opposed to 1 in the adequate group. Additionally, there was an association between taking prescribed medications and vitamin C group, with those not taking any prescribed medications more likely to display adequate vitamin C concentrations [χ2(1) = 5.75, p = 0.016].

A higher percentage (92.3%) of participants were on prescribed medications in the deficient group than in the group with adequate vitamin C levels (61.2%). No statistically significant differences were observed in mood between the two groups.

Serum vitamin B12 levels were significantly higher in the adequate than deficient group (p = 0.016). Additionally, no participants in the deficient group reported supplementation of either vitamin C, vitamin B12, or magnesium and only 1 reported vitamin D supplementation. Vitamin C daily dietary intake was not significantly higher in the adequate group compared to the deficient group (p ≥ 0.05). There were no other statistically significant differences in dietary intake between the other measured nutrients. Additional analyses revealed no significant differences in daily vitamin C consumption between those supplementing on vitamin C (M = 81.68 ± 24.98) and those not (M = 83.75 ± 19.20, p > 0.05) in the adequate vitamin C group. Within the adequate group, those supplementing on vitamin C exhibited significantly higher mean vitamin C concentrations (M = 66.65 ± 25.91) than those not supplementing (M = 40.59 ± 17.2, p < 0.01). Additional descriptive comparisons between the deficient and adequate groups in which vitamin C supplementers were excluded revealed similar results to when vitamin C supplementers were included (not shown).

Cognitive Assessments

3MS

The spread of 3MS scores was restricted, with scores grouping between 80 and 100. Spearman’s correlation analysis revealed no relationship between vitamin C concentrations and 3MS performance [rs(80) = 0.025, p = 0.82]. Additionally, an analysis of covariance (adjusting for age, vitamin B12, mg, vitamin C dose supplementation) revealed no significant differences in 3MS scores between the adequate and deficient group [F(1,78) = 2.6, p = 0.11].

HVLT-R and SDMT

In order to assess the strength of association between plasma vitamin C and cognitive performance, mean plasma vitamin C concentrations were plotted against cognitive performance for each of the cognitive assessments in the HVLT-R and SDMT. Scatterplots were used to visualize cognitive performance between those supplementing on vitamin C relative to non-supplementers. Scatterplots are displayed in Figure 1.
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FIGURE 1. Plasma vitamin C concentrations and paper and pen test correlations. Red dots represent participants supplementing on vitamin C and blue dots those not supplementing on vitamin C. There is a plateau in performance on each of the cognitive measures once plasma concentration surpasses 70 μmol/L. In each graph there are two visual trend lines, one relating to data points of subgroup (a) participants not supplementing on vitamin C and subgroup (b) participants supplementing on vitamin C.



As displayed by the scatterplots, there was a plateau in cognitive performance with increasing vitamin C concentrations (>70 μmol/L), representing a non-linear relationship. The plots further demonstrate that the participants who supplemented on vitamin C were those exhibiting this plateau. Vitamin C Supplementation time frame and dose did not vary greatly in this group. Spearman correlation analysis was conducted to investigate the strength of these non-linear relationships for each cognitive measure, as presented in Table 6.

TABLE 6. Correlation analyses for vitamin C concentrations and paper and pen assessments.
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The Spearman correlations reveal a significant, positive relationship between vitamin C concentration and Trial 2, Trial 3, delayed recall, total recall and recognition index of the HVLT-R test (p < 0.01). There was a significant positive relationship between vitamin C concentrations and the SDMT test (p < 0.02).

When participants supplementing on vitamin C were not included in the correlational analysis, the relationship between vitamin C concentrations and each of the cognitive assessments appeared stronger (higher rs value). Spearman correlations for these relationships are displayed in Table 6. The Spearman correlations (with vitamin C supplementers excluded) displayed significant positive correlations between vitamin C concentrations and the cognitive assessments on both the HVLT-R and the SDMT.

The mean scores of the HVLT-R cognitive assessments and SDMT for the vitamin C adequate and deficient groups are displayed in Figure 2. ANCOVA analyses were performed to compare performance on the HVLT-R cognitive assessments and SDMT between adequate and deficient vitamin C concentrations while controlling for potential covariates (Table 7). Vitamin C supplementation dose was a significant covariate for four HVLT-R measures, number of prescribed medications for the recognition index measure and age for the SDMT test.
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FIGURE 2. Comparison between adequate and deficient plasma vitamin C groups on HVLT-R cognitive measures and SDMT score. Participants grouped into adequate (n = 67) and deficient (n = 13) plasma vitamin C groups. Comparison assessed with an ANCOVA analysis, controlling for vitamin C supplement dose (Trials 1, 2, 3, Total recall), age (SDMT) and number of prescription medications (recognition index). Trials 1, 2, 3, delayed recall/recognition index scored out of 12 points; total recall scored out of 36 points. HVLT-R, Hopkins Verbal Learning Test Revised; SDMT, Symbol Digits Modalities Test; ∗ significant (p < 0.05). Delayed recall/recognition index scored out of 12 points; total recall scored out of 36 points.



TABLE 7. Comparison between adequate and deficient plasma vitamin C groups on HVLT-R cognitive measures and SDMT score.
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Significantly higher scores were observed on trials 2 and 3, delayed and total recall, and recognition on the HVLT-R in the adequate vitamin C group (Figure 2 and Table 7). On average, the adequate vitamin C group recalled close to 2 words more on both trials 2 and 3, delayed recall and recognized 1 more word based on the recognition index. Additionally, on average, those in the adequate vitamin C group recalled close to 4 words more on total recall. This group also had significantly higher SDMT scores then the deficient group (Table 7), with an average higher score of 7 points (1 SD).

An additional ANCOVA analysis was conducted (Table 7) comparing the adequate and deficient vitamin C groups with the exclusion of vitamin C supplementers (Table 7). As Table 7 demonstrates, when vitamin C supplementers were excluded, the cognitive differences between the adequate and deficient vitamin C groups on the HVLT-R task and SDMT did not vary greatly in comparison to when the supplementers were included. ANCOVA analyses were conducted in which each of the HVLT-R cognitive assessments and SDMT scores were compared between those supplementing on vitamin C (n = 20) and non-supplementers (n = 47) in the adequate group. Mean values on these cognitive tasks between those supplementing on vitamin C and non-vitamin C supplementers in the adequate group were not significantly different (Supplementary Table S1).

SUCCAB

Mean vitamin C plasma concentrations were correlated with the reaction times for each of the SUCCAB tasks (Table 8). Lower reaction times were indicative of quicker response times.

TABLE 8. Correlational analysis between vitamin C concentrations and SUCCAB task reaction times.
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The Spearman correlation (n = 80) revealed an inverse, significant, negative relationship between mean vitamin C plasma concentrations and reaction time on the congruent Stroop, spatial working memory and delayed recognition memory tasks. Similar to the paper and pen assessments, we conducted subgroup correlational analysis excluding participants supplementing on vitamin C, and found that the relationship between vitamin C concentrations and reaction times for each of the tasks appeared stronger (higher rs values) than when vitamin C supplementers were included.

The Spearman correlations (with vitamin C supplementers excluded) displayed statistically significant, inverse correlations between vitamin C concentrations and reaction time on choice reaction time, spatial working memory, the congruent and incongruent Stroop tasks and contextual memory tasks and a significant correlation on delayed recognition memory (Table 8, n = 60). The correlations between vitamin C and choice reaction time, incongruent Stroop and contextual memory were not significant when vitamin C supplementers were included (n = 80).

Spearman correlation ANCOVA analyses revealed age to be a significant covariate for the reaction times on the congruent and incongruent Stroop tasks, number of prescribed medications for reaction time on the contextual memory and delayed recognition tasks, and years of education for reaction time on the contextual memory task (Table 9). Analyses revealed lower (faster) mean reaction times in the adequate vitamin C group compared to the deficient for all of the SUCCAB tasks. Significant differences between the groups were observed on the congruent Stroop and contextual memory tasks (Figure 3). An additional ANCOVA analysis was conducted (Table 9) comparing the adequate and deficient vitamin C groups with the exclusion of vitamin C supplementers (Table 9).

TABLE 9. Comparison between adequate and deficient plasma vitamin C groups on SUCCAB reaction time.
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FIGURE 3. Comparison between adequate and deficient plasma vitamin C groups on SUCCAB reaction time. Participants grouped into adequate (n = 67) and deficient (n = 13) plasma vitamin C groups. Comparison assessed with an ANCOVA analysis, controlling for age on congruent and incongruent Stroop, numbers of medications and years of education on contextual memory and number of medications on delayed recognition memory. Reaction time assessed in milliseconds. SUCCAB, Swinburne University Computerized Cognitive Assessment Battery; SRT, simple reaction time; CRT, choice reaction time; IREC, immediate recognition memory; Cstrp, congruent Stroop; Istrp, incongruent Stroop; SWM, spatial working memory; CMEM, contextual memory; DREC, delayed recognition memory; ∗ significant (p < 0.05).



As Table 9 demonstrates, when vitamin C supplementers were excluded, significant differences between the groups were also observed on the congruent Stroop, contextual memory and additionally, the delayed recognition memory task. Mean reaction times on each SUCCAB task between those supplementing on vitamin C and non-vitamin C supplementers in the adequate group were not significantly different (Supplementary Table S2).

Additionally, analyses were conducted on the overall ratio performance (accuracy/reaction time) of each SUCCAB task. Mean vitamin C plasma concentrations were correlated with the mean ratio of each SUCCAB task (Table 10). The Spearman correlations revealed a positive, significant relationship between mean vitamin C plasma concentrations and ratios on the congruent Stroop and spatial working memory.

TABLE 10. Correlational analysis between vitamin C concentrations and SUCCAB ratios.
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The Spearman correlation (with vitamin C supplementers excluded) displayed statistically significant, correlations between vitamin C concentrations and performance ratios on the congruent Stroop, spatial working memory and contextual memory, and additionally contextual memory and delayed recognition memory (Table 10, n = 60).

ANCOVA analyses revealed age to be a significant covariate for the ratios on the congruent and incongruent Stroop, spatial working memory and contextual memory. Analyses revealed higher ratios for each of the SUCCAB tasks in the adequate vitamin C group in comparison to the deficient group. Significant differences between the groups were observed on immediate recognition memory, congruent Stroop, choice reaction time and delayed recognition memory (Table 11 and Figure 4). As Table 11 demonstrates, when vitamin C supplementers were excluded, the mean scores on each of the cognitive measures on the HVLT-R task and SDMT did not vary greatly in comparison to when the supplementers were included.

TABLE 11. Comparison between adequate and deficient plasma vitamin C groups on SUCCAB task ratio.
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FIGURE 4. Comparison between adequate and deficient plasma vitamin C groups on SUCCAB ratio performance. Participants grouped into adequate (n = 67) and deficient (n = 13) plasma vitamin C groups. Comparison assessed with an ANCOVA analysis, controlling for age on congruent and incongruent Stroop, numbers of medications and years of education on contextual memory and number of medications on delayed recognition memory. Reaction time assessed in seconds. SUCCAB, Swinburne University Computerized Cognitive Assessment Battery; SRT, simple reaction time; CRT, choice reaction time; IREC, immediate recognition memory; Cstrp, congruent Stroop; Istrp, incongruent Stroop; SWM, spatial working memory; CMEM, contextual memory; DREC, delayed recognition memory; ∗ significant (p < 0.05).



An additional ANCOVA analysis was conducted in which each of the HVLT-R cognitive assessments and SDMT scores were compared between those supplementing on vitamin C (n = 20) and non-supplementers (n = 47) in the adequate group. Mean performance ratio on only the contextual memory task was significantly higher in the adequate vitamin C group not supplementing on vitamin C than in those self-reporting vitamin C supplementation (Supplementary Table S3).

Finally, results revealed no significant correlations between the HVLT-R scores and any of the reaction times and ratios on the SUCCAB tasks. Significant correlations were observed between the SDMT scores and ratios on immediate recognition memory, congruent and incongruent Stroop, spatial working memory and contextual memory.



Discussion

Correlational analyses revealed a positive, significant correlation between vitamin C concentrations and performance ratio (accuracy ÷ reaction time) on the congruent Stroop, and spatial working memory tasks on the sensitive computerized SUCCAB. A significantly higher covariate adjusted performance ratio was only demonstrated on the choice reaction time, immediate recognition memory, congruent Stroop, and delayed recognition tasks in the group with adequate vitamin C levels.

Significantly higher covariate adjusted scores in immediate recall, delayed recall, total recall on the HVLT-R and SDMT scores were observed in those participants with adequate plasma vitamin C concentrations. A plateau in cognitive performance was observed on tasks in those supplementing with vitamin C and displaying vitamin C concentrations exceeding 70 μmol/L. ANCOVA analyses also indicated no additional cognitive benefits in those who self-reported vitamin C supplementation.

This is the first study to date to examine the link between vitamin C concentrations and cognition with the use of the highly sensitive computerized test SUCCAB, which can detect millisecond differences in reaction time (Pipingas et al., 2010), whereby 100 ms difference is related to 10 years of age on a the most difficult task (Pipingas et al., 2010). However, 8 studies (La Rue et al., 1997; Perrig et al., 1997; Lindeman et al., 2000; Grodstein et al., 2003; Péneau et al., 2011; Devore et al., 2013; Beydoun et al., 2015; Nooyens et al., 2015) have administered cognitive tests assessing cognitive domains that are similar to the SUCCAB tasks such as reaction time, visual perception, executive function, immediate and long term recognition/recall (tests include delayed word recall, trail making forward/backward test, Benton visual retention test, Halstead-Reitan categories test, etc.). These studies generally found a positive association between plasma vitamin C and cognition.

The positive relationship demonstrated between vitamin C concentrations and delayed recall, total recall and recognition on the HVLT-R assessment are consistent with one previous cross-sectional study using a computerized cognitive test (assessed working, implicit and explicit memory) (Perrig et al., 1997; Péneau et al., 2011) but contrary to a number of studies (Peacock et al., 2000; Grodstein et al., 2003) that used a lower quality design.

The positive relationship between vitamin C concentrations and SDMT scores found higher scores in those with adequate levels is consistent with a cross-sectional study (Sato et al., 2006) in which the highest fifth of plasma vitamin C concentrations were associated with better symbol digit substitution scores. No such association was discovered in a study which also used the letter substitution task but with a lower quality design by using a food frequency assessment instead of plasma to assess vitamin C concentration (Nooyens et al., 2015).

Vitamin C concentrations displayed an inverse relationship with reaction time on contextual memory with a trade-off on accuracy in the group in the adequate vitamin C level group. The congruent Stroop task performance was moderately related to plasma vitamin C concentrations, with a significantly higher performance and faster reaction time in the adequate vitamin C group. This finding is in contrast to a previous prospective study that used a FFQ to estimate vitamin C concentrations (Nooyens et al., 2015), but consistent with a higher quality randomized controlled trial using a multivitamin (80 mg vitamin C) (Chandra, 2001).

The choice reaction time performance ratio was positively associated with plasma vitamin C concentrations, with a significantly higher performance ratio in the adequate vitamin C group. These findings are in line with a previous cross-sectional (Perrig et al., 1997) and a 6-year prospective study (La Rue et al., 1997) which assessed visuo-spatial performance.

The significant correlations between the SDMT and a number of SUCCAB task ratios can be explained by reaction time and processing speed being the key components tested in both tasks. Both the SUCCAB and SDMT test fluid intelligence, a component of intelligence which relates to reasoning and solving novel problems, independent of any knowledge from the past. This intelligence peaks in young adulthood and then steadily declines. The cognitive decline can be attributed to lack of practice, along with age-related changes in the brain may contribute to the decline (Cunningham et al., 1975).

Lack of correlation between the HVLT-R measures and SUCCAB task performance may be explained by the HVLT-R not assessing reaction time and speed but rather focusing on accuracy of word recall and recognition, testing components of both fluid and crystalized intelligence. The SUCCAB tasks are based on visual processing whereas the HVLT-R is relying on verbal and auditory processing through spoken words. Previous research has demonstrated an asymmetry between auditory and visual processing (Cohen et al., 2009) and a stability of crystallized intelligence across most of adulthood which begins to decline after the age of 65 (Cunningham et al., 1975).

A number of explanations/mechanisms may attribute the observed results on both the paper and pen assessments and the computerized tests. It is established that vitamin C in higher concentrations stimulates the production of acetylcholine (Torda and Wolff, 1945) and an increase in brain acetylcholine receptor (AcChoR) numbers and distribution by influencing AcChoR expression through mRNA (Knaack and Podleski, 1985; Knaack et al., 1986). Vitamin C is involved as a co-factor in the conversion of dopamine into norepinephrine within the brain and adrenals (Harrison et al., 2009). Both norepinephrine and acetylcholine have been shown to play vital roles attention, focus and memory (Klinkenberg et al., 2011). Additionally, results may be explained by the involvement of vitamin C in serotonin production and neuronal absorption (Gupta et al., 2014), energy production through the synthesis of L-carnitine (Rebouche, 1991) and ROS scavenger action, enabling optimal mitochondrial function (Harrison and May, 2009).

The plateau in cognitive function observed in our study in those supplementing with vitamin C and displaying plasma concentrations >70 μmol/L can be explained by the uptake and maintenance of vitamin C in the CNS. Based on previous research, it has been established that in neuronal cells, the apparent Michaelis–Menten transport kinetics (Km) for ascorbate appears to be somewhat high (113 μmol/L); this affinity corresponds to plasma vitamin C concentrations of 30–60 μmol/L (May et al., 2006).

Although higher plasma ascorbic acid concentrations generally result in higher CSF concentrations (CSF: plasma ratio of about 3–4:1) (Quinn et al., 2003), these concentrations start to reach a steady state as plasma concentrations surpass 60 μmol/L. As plasma concentrations decline, relatively more ascorbate is pumped into the CSF in order to maintain homeostasis (May et al., 2006; Bowman et al., 2009). The variability in CSF starts to become apparent when the duration of vitamin C deficiency is extended. Thus, plasma vitamin C relates brain vitamin C status in a narrow window (<30 μmol/L) (Travica et al., 2017).

The cognitive plateau may be further explained by a possible over stimulation of norepinephrine in those displaying higher plasma vitamin C levels. Studies have indicated that norepinephrine does not display linear cognitive effects; instead, its modulation of cognitive and neuronal function maps on an Inverted-U curve (Arnsten and Li, 2005). During hyper noradrenergic states, noradrenergic α1 and β receptors are activated, leading to reduced neuronal signal efficiency and possible impairment of attentional selectivity and locomotor hyperactivity and distractibility (Arnsten and Li, 2005).

A strength of our study is its incorporation of two biochemical techniques in determining plasma vitamin C concentrations, due to the unstable nature of vitamin C in plasma. Furthermore, the present study is the first to assess vitamin C concentrations in a broad spectrum of cognitive abilities in a cognitively intact sample. The lack of spread in scores on the 3MS screening test is consistent with a number of previous cross-sectional studies (Jama et al., 1996; Ortega et al., 1997) and those discussed in a recent systematic review (Travica et al., 2017). Although the 3MS scores revealed minor variability, the other cognitive assessments were capable of detecting subtle, significant differences. Given the extensive link between vitamin B12 and cognition, a further strength of the present study is the use of serum vitamin B12 as a potential covariate.

The comparison between the food frequency questionnaire and biochemical analyses highlighted a moderate strength, significant correlation between the vitamin C measured FFQ intakes and the biochemical analyses, highlighting possible assessment inadequacies, with the lower quality study designs in previous studies. Limitations with the use of food frequency questionnaires have been well established, ranging from recall errors/bias (Pearson et al., 2017), nutrient content alterations as a result of storage and cooking (Weinstein et al., 2001), and no insight into nutrient absorption (Harrison, 2012).

Given the inadequacy of using a FFQ, our study was limited to only assessing the consumption of 20 nutrients. Other substances which have been shown to influence cognitive function such as choline (Poly et al., 2011), flavonoids (Letenneur et al., 2007) and plant based polyphenols (Vauzour, 2012), were not studied here. Although mean plasma vitamin C concentrations were higher in those supplementing on vitamin C in our study, dose and frequency were assessed using a self-report method, with no monitoring of when during the day and for how long (over 1 week prior to testing) vitamin C supplements were taken. Clinical research examining the pharmacokinetics of oral vitamin C intake has demonstrated that plasma vitamin C concentrations may exceed 100 μmol/l in healthy participants taking oral vitamin C doses over 200 mg, and that these levels can remain at these concentrations for as long as 24 h post-supplementation (depending on health/oxidative stress, etc.) (Padayatty et al., 2004). The participants displaying levels over 100 μmol/l within our sample were only those who reported vitamin C supplementation. All testing sessions were conducted in the morning with participants fasting. The individuals who self-reported vitamin C supplementation may have supplemented within 12–24 h prior to testing and reached plasma concentrations exceeding 100 μmol/l when blood was taken. Furthermore, those attaining adequate plasma vitamin C concentrations from diet performed similarly on the cognitive assessments to those supplementing on vitamin C.

There are a number of limitations arising in this study. The cross-sectional design is not suggestive of a causal relationship. Plasma vitamin C levels are dependent on recent dietary intake, therefore they are not very reproducible and also not representative of long-term consumption, which is possibly more relevant to neurologic outcome than short-term consumption (Bowman et al., 2009). The duration of depleted vitamin C concentrations were not known in our sample. This finding would be crucial, as previous studies (Spector and Lorenzo, 1973; Hornig, 1975) have demonstrated that the duration of deficiency seems to affect CNS concentrations to a greater extent than the amount of depletion.

Although our study used the Bond–Lader mood questionnaire before the cognitive assessments, we did not assess mood states post cognitive assessment. This final mood assessment would have provided an insight into the emotional affects that the cognitive tasks were having on participants by assessing subjective variables such as stress, fatigue, and energy.

An important area to be considered in future studies is cardiovascular health. Given the brain’s reliability on efficient cerebral blood flow for the delivery of vital biochemical, such as oxygen and glucose, previous studies have systematically demonstrated an effect of blood pressure and arterial stiffness on cognition (Fujishima et al., 1995; Tsao et al., 2013; Singer et al., 2014). Given the large percentage of participants in our study on blood pressure medications, cardiovascular health may have played a role in cognition over and above vitamin C concentrations.

Furthermore, additional biomarkers (other than Vitamin B12) which can influence both vitamin C concentrations and cognition could also be considered as potential covariates. These include corticosteroids such as cortisol (Sindi et al., 2012), inflammatory markers such as c-reactive protein alongside cytokines (McAfoose and Baune, 2009), white blood cells such as lymphocytes and neutrophils (Acid, 1977) and biomarkers reflecting oxidative stress such as glutathione peroxidase and glutathione (Revel et al., 2015). While our study measured plasma vitamin C and vitamin B12 levels biochemically, additional nutrients important for cognitive health such as folate, vitamin B6, vitamin D, and homocysteine should be assessed by blood tests. Alongside cardiovascular health markers, blood biomarkers which have consistently demonstrated links with both cognition and vitamin C concentrations such as cortisol, inflammatory markers and white blood cells should be considered. Although the present study did find a link between vitamin C levels and a variety of cognitive domains, future studies could confirm aspects of our results by focusing on specific cognitive domains, such as spatial working memory, and develop hypotheses and use sample sizes based on these specific cognitive domains.



Conclusion

In summary, using vitamin C plasma levels and validated pen and paper cognitive tests and age-sensitive computerized cognitive tests suitable for comparative analysis in cognitively intact participants, we found a significant association between vitamin C concentrations and performance on tasks involving attention, focus, working memory, decision speed, both delayed and total recall, and recognition.

In line with our hypothesis and biological roles of vitamin C on the central nervous system, significantly higher cognitive scores in adults with adequate plasma vitamin C levels (≥28 μmol/L) were predominantly observed on tasks involving decision speed and inhibition, focus, attention, recall (both immediate and delayed) and recognition compared to those with deficient vitamin C levels (<28 μmol/L). A plateau in cognitive performance was observed on tasks involving attention, focus, immediate and delayed recall in those supplementing with vitamin C and displaying vitamin C concentrations exceeding 70 μmol/L, a finding consistent with the homeostatic mechanism of vitamin C in the central nervous system. This is an indication of no additional cognitive benefits in those who self-reported vitamin C supplementation among those with non-deficient levels of plasma vitamin C. The findings from this cross-sectional study warrant future cohort or longitudinal, randomized controlled trials. This would not only enable repeated measures of vitamin C and cognition but also the assessment of a causal relationship between vitamin C and cognition.
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Although the association of ABCA7 risk variants with Alzheimer’s disease (AD) has been established worldwide, its effect size on the relative odds of being diagnosed with AD is significantly higher in African Americans. Across ethnicities, two common ABCA7 loci (rs115550680 and rs3764650) have been confirmed to increase the risk of AD. While ABCA7 rs115550680 has been linked to the development of late-onset AD in African Americans, no association between ABCA7 variant rs3764650 and AD has been found in this population. In order to elucidate the influence of ABCA7 rs3764650 on AD risk in African Americans, we sought to investigate the relationship between this variant, aerobic fitness, and cognition. The present study tested the hypothesis that in African Americans, ABCA7 rs3764650 confers an indirect risk for AD via its interaction with aerobic fitness, a modifiable lifestyle factor known to attenuate AD-related neuropathology. In a case-control sample of 100 healthy African Americans, we observed that ABCA7 rs3764650 genotype modulates the association between aerobic fitness and a cognitive assessment of generalization following rule learning. For carriers of the non-risk genotype, higher levels of aerobic fitness were significantly associated with fewer generalization errors, while carriers of the risk genotype did not show any relationship between aerobic fitness and generalization. Our findings imply that ABCA7 rs3764650 risk genotype may diminish the neuroprotective effects of aerobic fitness, and, they suggest differing risk patterns between cognitive decline and fitness by ABCA7 genotype. Thus, in African Americans the interactive effects of ABCA7 rs3764650 and aerobic fitness likely compound overall ABCA7-related AD risk, and may contribute to health disparities whereby African Americans are at a higher risk for dementia, with double the prevalence of AD.

Keywords: ABCA7, African American, Alzheimer’s disease, aerobic fitness (VO2 max), cognitive decline


INTRODUCTION

African Americans are at a heightened risk for age-related cognitive decline and memory loss, with twice the prevalence of Alzheimer’s disease (AD) compared to Caucasian Americans (Tang et al., 2001; Barnes and Bennett, 2014; Alzheimer’s Association, 2018). The underlying causes of this health disparity are not sufficiently understood. Previous research has found that APOE ε4 genotype is associated with 2–3 times the risk of AD in heterozygotes and 12 times the risk in homozygotes (Michaelson, 2014). Outside of APOE ε4, ABCA7 is one of the strongest genetic predictors of AD in African Americans (Reitz et al., 2013). Additionally, modifiable lifestyle factors such as diet, exercise and aerobic fitness, contribute to AD risk. Aerobic fitness is associated with decreased cognitive decline and reduced risk of AD (Colcombe and Kramer, 2003; Kramer et al., 2005, 2006). Specifically in the medial temporal lobe (MTL), one of the earliest brain regions impacted by the disease process, the hippocampus is a major site of neuroplasticity that is sensitive to the effects of physical activity (Cotman et al., 2007). Increased aerobic training has been found to increase hippocampal volume and cerebral blood flow (Burdette et al., 2010; Erickson et al., 2011), suggesting that aerobic fitness may have neuroprotective effects on hippocampal structure and function. Recent work also indicates that increased levels of aerobic fitness can diminish the negative effects of risk genes involved in lipid metabolism; the combined adverse influence of polygenic risk derived from APOE ε4, CLU, and ABCA7, on AD biomarkers, was lessened in those with higher levels of cardiovascular fitness (Schultz et al., 2017).

As noted above, ABCA7 is one of the strongest genetic risk factors of AD in African Americans (Reitz et al., 2013). ABCA7 is a member of the superfamily of ATP-binding cassette (ABC) transporters which function to regulate the homeostasis of phospholipids and cholesterol in the central nervous system and peripheral tissues. It is expressed in a variety of tissues/organs, including the brain, as well as, blood cells. Accumulating evidence through genetic studies suggests that the contribution of ABCA7 to AD risk is mediated by the dysfunction of ABCA7 expression (Aikawa et al., 2018), such that, increased ABCA7 expression levels have been associated with more severe cognitive deficits in AD subjects (Karch et al., 2012). In particular, the ABCA7 single nucleotide polymorphism (SNP) rs3764650 has been implicated in influencing ABCA7 expression levels in the brain (Vasquez et al., 2013), and corresponds to ~10%–20% increased risk of AD in Caucasians (Hollingworth et al., 2011; Naj et al., 2011). This ABCA7 variant is associated with a later age of onset and shorter disease process (Karch et al., 2012; Zhao et al., 2015), exacerbating cognitive decline in subjects diagnosed with mild cognitive impairment or AD (Carrasquillo et al., 2015).

An association between ABCA7 SNP rs3764650 and AD has not been found in GWAS (genome-wide association studies) in African American cohorts. Another variant, ABCA7 rs115550680, has been linked to the development of late-onset AD in African Americans (Reitz et al., 2013). We have previously demonstrated that in non-demented African American elderly, rs115550680 corresponds to impairments in MTL network function commensurate with hippocampus-related cognitive deficits (Sinha et al., 2018). Despite ABCA7 rs3764650 not being directly implicated in AD in African Americans, we hypothesized that it may yield an indirect risk through its interaction with other risk factors, which in turn, could account for the higher incidence rate of dementia and AD in this population.

Studies examining the interaction between APOE ε4 and physical fitness have revealed a moderating effect of AD genetic risk on the association between physical activity and cognitive function (Schuit et al., 2001; Podewils et al., 2005; Smith et al., 2011). Furthermore, considering the recent finding that aerobic fitness attenuates the adverse influence of AD-related polygenic vulnerability derived from genes implicated in lipid homeostasis, including ABCA7 (Schultz et al., 2017), we sought to investigate if ABCA7 rs3764650 confers AD risk in African Americans by moderating the neuro protective effects of aerobic fitness.

The risk allele for rs3764650 (G) is related to increased hippocampal atrophy (Ramirez et al., 2016), whereas aerobic fitness is linked to increased neurogenesis in the hippocampus (Van Praag et al., 2005; Van Praag, 2008). We measured hippocampus-related cognitive function through performance on the concurrent discrimination and generalization task (Myers et al., 2002). During this two-phased task, participants learn a series of visual discriminations and then have their generalization abilities tested after the stimulus information changes. This task selectively engages the hippocampus (Johnson et al., 2008), and, unlike other standard cognitive tests, performance can differentiate hippocampal-atrophied from non-atrophied individuals (Myers et al., 2002, 2008). Using this task, the present study investigated the relationship between ABCA7 rs3764650 genotype and aerobic fitness, and their combined influence on hippocampal function and potential AD risk, in a group of healthy older African Americans who were either carriers of the non-risk (TT) or high-risk (GG) genotypes.



MATERIALS AND METHODS


Participants

Participants in this study were recruited through longstanding partnerships with local churches; senior centers; city, county, and state offices for health and aging; as well as from outreach to public housing and other federally-subsidized low-income housing sites. For additional details on our community engagement, outreach, and recruitment strategies, see www.brainhealth.rutgers.edu as well as Gluck et al. (2018).

One-hundred individuals participated in our present study with a case-control matched design. Fifty individuals were homozygous for the ABCA7 rs3764650 non-risk “T” allele. We then matched these non-risk individuals with participants who were homozygous for the risk “G” allele, based on age and years of education. Overall, the current study included 20 males (14 in the non-risk TT group and six in the risk GG group) and 80 females, aged 55–86 years, with an average age of 67 years (Table 1).


TABLE 1. Demographics and neuropsychological tests.
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Those who identified as African American and were at least 55 years old were eligible for participation. However, certain medical diagnoses, medications, and lifestyle factors can impact cognitive function to a level that may confound study results; therefore, to limit our findings to healthy older adults, participants exhibiting signs of dementia, evident from the standardized neuropsychological assessments (below) or who took medications that can affect cognition were excluded from the study. Other exclusion criteria included: excessive alcohol and/or drug use, psychiatric disorders (such as Bipolar Disease and Schizophrenia), seizure disorders (such as Epilepsy), and significant cerebrovascular or cardiovascular diseases. All subjects gave written informed consent in accordance with the Declaration of Helsinki. The protocol was approved by the Rutgers University-Newark Institutional Review Board.



Standardized Neuropsychological Assessments and Self-Report Measures

In order to assess cognition and exclude anyone showing signs of cognitive impairment consistent with early dementia or other age-related disorders, we gave participants a battery of neuropsychological tests. The neuropsychological battery consisting of the Mini Mental State Exam (MMSE; broad assay of cognitive impairment), Rey Auditory Verbal Learning Test (RAVLT) Delayed Recall (verbal memory), North American Adult Reading Test (NAART35; verbal intellectual ability), and Wechsler Adult Intelligence Scale (WAIS-IV) Digit Span (working memory) was administered (Table 1). The Beck Depression Inventory (BDI) was also administered to measure characteristic attitudes and symptoms of depression.



Aerobic Fitness Assessment

In addition to measuring height and weight, the Six minute Walk was used to characterize aerobic fitness. Participants were instructed to walk a premeasured length on a flat surface for 6 minutes, with the goal of covering as much ground as possible (McGavin et al., 1976, 1978). At the completion of the 6 minutes, total walking distance was recorded in meters (Noonan and Dean, 2000). To approximate participants’ maximal oxygen consumption, we utilized the equation determined by Ross et al. (2010): VO2 max = [4.948 + (0.023 * Distance)]. This measure of maximal oxygen consumption (VO2 max) is widely recognized as both a representation of the functional limitations of the cardiovascular system as well as a measure of aerobic fitness (Taylor et al., 1995).



Behavioral Paradigm: Concurrent Discrimination and Generalization Task

Testing took place in a quiet room, with the participant seated in front of a laptop computer with a color screen. The keyboard was masked except for two keys, labeled “Left” and “Right, ” which the participant used to enter responses.

The concurrent discrimination and generalization task has been previously described in Myers et al. (2002), but to summarize, it is a two-phase task in which participants learn a series of visual discriminations and are then tested on their ability to generalize when the stimulus information changes. Phase 1 (acquisition) involves an 8-pair concurrent discrimination. For each trial, two colored shapes appeared, approximately 1-inch high on the screen and set about 3 inches apart (approximately 1.5° of visual angle, at normal viewing distance). The participants were instructed to press the “Left” or “Right” key to choose one object. Onscreen, the chosen object rose and if the choice was correct, a smiley face was revealed underneath (Figure 1). There was no limit on response time, but there was an interval of about 1 s between participant response and start of the next trial, allowing the participant to view the discrimination pair and feedback (presence or absence of the desired smiley face icon).
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FIGURE 1. An example of the concurrent discrimination and generalization task. On each trial of Phase 1 (acquisition/learning), the discrimination pair is presented and if the participant responds correctly, the chosen object is raised to reveal a smiley face icon underneath. During Phase 2 (generalization/test), events are similar to Phase 1, but the objects are changed so that the relevant feature remains the same, but the irrelevant feature is novel. (A) is an example of a trial where the relevant feature is shape, but not color, while (B) is an example of a trial where the relevant feature is color, but not shape.



No information about the correct object was given ahead of time, making this an incrementally acquired, feedback-based learning task in which participants had to learn which object was correct. Within each object pair, the same object was always rewarded. For four of the discrimination pairs, objects differed in shape but not color (example, blue checkerboard vs. blue funnel); for the other four pairs, objects differed in color but not shape (example, orange spider vs. blue spider). Thus, within each pair, one dimension (shape or color) was relevant to predicting the location of the smiley face, and one dimension was irrelevant. Trials were organized into blocks, each containing 16 trials: one presentation of each discrimination pair in both possible left-right ordering. Trials in a block occurred in a pseudo-random but fixed order. Phase 1 continued until the participant reached a criterion of 16 consecutive correct responses, or for a maximum of 96 trials (six blocks).

As soon as the acquisition phase ended, phase 2 (generalization) began without any warning to the participant. The screen events were identical to the concurrent discrimination phase except that the discrimination pairs were altered so that the relevant features remained constant while the irrelevant features were altered. For example, the blue checkerboard vs. blue funnel might change to lavender checkerboard vs. lavender funnel as shown in the first row, second column (Figure 1A); the shapes remain the same but the irrelevant color changes from blue to lavender. In the second example, the orange vs. blue spider discrimination might change to an orange vs. blue circle (Figure 1B); the shape remains irrelevant, but the color continues to be predictive.

Individuals who had solved the concurrent discrimination by basing associations on the relevant features (funnel beats checkerboard and blue beats orange) could perform perfectly in the generalization phase since the relevant features were still predictive. By contrast, individuals who had approached the concurrent discrimination phase by learning to respond to whole objects (blue funnel beats blue checkerboard), by treating all features equally, are effectively confronted with novel objects (lavender funnel and lavender checkerboard) in the generalization phase and might perform near chance.

The generalization phase was organized into blocks of 16 trials, one trial with each discrimination pair in both possible left-right ordering, in a pseudo-random but fixed order. It continued until the participant reached a criterion of 16 consecutive correct responses or a maximum of 96 trials (six blocks). The entire procedure took about 15–20 min to complete.




RESULTS

All participants underwent a battery of standardized neuropsychological assessments and were included in our analyses only if they were within the age and education-adjusted norms (Table 1). No differences were observed on the standardized measures of cognitive functioning (MMSE, Digit Span, NAART, RAVLT) or depression level (BDI).

On the concurrent discrimination task, all participants reached the criterion of 16 consecutive correct responses on the acquisition phase, indicating that they successfully learned the task. Figure 2 shows the mean errors for the acquisition and generalization phases of the task. A one-way analysis of covariance (ANCOVA) was performed with ABCA7 genotype as the fixed factor, and, Digit Span total score, NAART total errors, and RAVTL-delayed recall scores as covariates. There was no effect of group, based on ABCA7 genotype (F(1,95) = 2.01, p = 0.159), on acquisition. Among the covariates, the total score on the Digit Span task was a significant predictor of acquisition errors (F(1,95) = 8.01, p = 0.006). In order to look at ABCA7-related differences in generalization scores, acquisition errors were entered as an additional covariate in the ANCOVA. While the risk group made more generalization errors (M = 14.7, SD = 18.3) than the non-risk group (M = 8.74, SD = 15.7), the effect of group was not significant (F(1,94) = 1.144, p = 0.287); there was however a significant effect of acquisition errors (F(1,92) = 146.21, p = 0.001) and trending effect of RAVLT-delayed recall (F(1,92) = 3.79, p = 0.055).
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FIGURE 2. Performance (total errors) on the concurrent discrimination and generalization task based on ABCA7 genotype: Non-Risk (TT) vs. Risk (GG). There were no group differences based on ABCA7 genotype on initial learning (acquisition; p = 0.159) or generalization (p = 0.287). Although, the risk group made more generalization errors, the effect of group was not significant.



Using height and weight measures, the participants’ body mass index (BMI) was computed. No ABCA7-related differences were found in BMI (Table 1). Next, we assessed the effect of ABCA7 genotype on aerobic fitness (VO2 max); a one-way ANCOVA was performed with ABCA7 genotype as the fixed factor, and, BMI as a covariate. There was no effect of group, based on ABCA7 genotype (F(1,97) = 0.34, p = 0.561), on aerobic fitness (Figure 3).
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FIGURE 3. Aerobic fitness (VO2 max) based on ABCA7 genotype: Non-Risk (TT) vs. Risk (GG). There was no effect of genotypic group on VO2 max (p = 0.561).



To investigate the potential link between aerobic fitness and the ability to generalize, we performed partial correlations between VO2 max and generalization total errors, controlling for the effect of acquisition errors, BMI, and performance on standardized neuropsychological assessments (Digit Span, NAART, RAVLT). Aerobic fitness was negatively correlated with generalization errors (r(93) = −0.186, p = 0.071), but this relationship did not reach significance (Figure 4A). In order to determine the effect of ABCA7 genotype on this negative association between aerobic fitness and generalization, we computed the correlations at the individual group level. As shown in Figure 4B, there was a significant negative correlation between VO2 max and generalization errors for the non-risk group (r(43) = −0.419, p = 0.004), but not for the risk group (r(43) = 0.037, p = 0.809; Figure 4C). Furthermore, a hierarchical linear regression (HLR) revealed that when controlling for acquisition errors, BMI, and standardized neuropsychological assessment scores, ABCA7 genotype significantly moderates the relationship between aerobic fitness and generalization (R2 change = 0.066, F(1,91) = 23.85, p = 0.001; Figure 5).
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FIGURE 4. Overall aerobic fitness (VO2 max) was negatively correlated with total generalization errors, but this relationship did not reach significance (p = 0.071) (A). At the individual group level, there was a significant negative correlation between VO2 max and generalization errors for the non-risk group (p = 0.004) (B), but not for the risk group (p = 0.809) (C).
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FIGURE 5. ABCA7 genotype significantly moderates the relationship between aerobic fitness and generalization.





DISCUSSION

In this study, we observed that ABCA7 rs3764650 genotype modulates the association between aerobic fitness and generalization. For carriers of the non-risk genotype, higher levels of aerobic fitness were significantly associated with fewer generalization errors, while carriers of the risk genotype did not show any relationship between aerobic fitness and generalization. Importantly, there were no group differences in either aerobic fitness or generalization performance based on ABCA7 rs3764650 status.

Healthy elderly with higher fitness levels show less cognitive decline (Yaffe et al., 2001; Barnes et al., 2003) and reduced risk for dementia (Podewils et al., 2005; Larson et al., 2006) than those with lower fitness levels. Attenuation of atrophy in the MTL, one of the earliest loci of AD, is also associated with greater cardiorespiratory fitness in AD patients (Honea et al., 2009). In particular, the hippocampus is one of the major brain sites of neuroplasticity, and several studies have demonstrated marked benefits of aerobic fitness and physical activity on hippocampal structure and related cognitive function (Pereira et al., 2007; Erickson et al., 2009, 2011; Bugg and Head, 2011; Szabo et al., 2011; Maass et al., 2015; Rehfeld et al., 2017). In the present study, the benefit of aerobic fitness on hippocampal function, as measured by performance on the concurrent discrimination and generalization task, was observed only in carriers of the ABCA7 protective TT genotype, but not in carriers of the risk GG genotype. Our results, therefore, indicate that ABCA7 risk genotype may attenuate the neuroprotective value of aerobic fitness in cognitively healthy older adults. To our knowledge, this is the first study to demonstrate the interactive effect of an ABCA7 variant (rs3764650) and aerobic fitness on hippocampus-related cognitive functioning.

There were no significant variations in aerobic fitness between the risk GG and non-risk TT genotypes, indicating that ABCA7 rs3764650 does not directly affect aerobic fitness. However, the significant interaction between ABCA7 genotype and aerobic fitness indicates that both may be impacting common causal factors involved in hippocampal dysfunction. The results of our study, therefore, suggest an effect of aerobic fitness on hippocampal function through ABCA7-related mechanisms. Studies to date have implicated two possible mechanisms whereby ABCA7 rs3764650 contributes to AD pathology, both of which, in turn, result in hippocampal neurodegeneration. First, it increases amyloid deposition (Shulman et al., 2013; Ma et al., 2018), thereby initiating hippocampal dysfunction via reciprocal connections through the entorhinal cortex (Reitz et al., 2009; Pooler et al., 2015). Second, it interferes with the transportation of brain lipids (Giri et al., 2016; Li et al., 2017), resulting in dyslipidemia (abnormal lipid levels) which induces structural damage to the hippocampus (Zhao et al., 2017). Moreover, aerobic activity has been implicated in aiding brain lipid homeostasis (Houdebine et al., 2017), as well as, reducing the accumulation of Aβ deposits (Maesako et al., 2012; He et al., 2017). It, therefore, seems likely that ABCA7 rs3764650 risk genotype negates the influence of aerobic fitness on one or both these mechanisms, and in turn, reduces any subsequent neuroprotective effects on the hippocampus, thereby resulting in increased risk for AD.

Although the association of ABCA7 rs3764650 with AD has been confirmed in Caucasians (Harold et al., 2009; Lambert et al., 2010; Carrasquillo et al., 2011; Hollingworth et al., 2011; Omoumi et al., 2014; Cuyvers et al., 2015), GWAS studies in African Americans have found either none, or a nominally significant association (Logue et al., 2011; Reitz et al., 2013; N’songo et al., 2017). It is possible that in African Americans, ABCA7 rs3764650 is not a causative variant. Consistent with this, in our current sample of cognitively healthy older African Americans, we did not see any difference in generalization errors or performance on the standardized neuropsychological assessments between carriers of the risk vs. non-risk genotype. Furthermore, in a previous study we investigated the effect of ABCA7 rs115550680, a variant with a significantly increased risk for AD exclusively in African-Americans (Reitz et al., 2013), on the same behavioral paradigm; we found that non-demented African American elderly with the ABCA7 rs115550680 risk genotype had impairments in generalization, mediated by cortico-hippocampal network dysfunction (Sinha et al., 2018). Taken together, these results indicate that in African Americans, ABCA7 rs3764650 does not confer a direct AD risk, but rather indirectly increases the risk of AD by diminishing the benefits of aerobic fitness. Hence, changes in fitness and perhaps other modifiable lifestyle factors may not ameliorate AD-related neurodegeneration, which contributes to health disparities whereby African Americans are at a higher risk for dementia, with double the prevalence of AD (Tang et al., 2001; Barnes and Bennett, 2014; Alzheimer’s Association, 2018).

Consistent with our results, Podewils et al. (2005) found that APOE ε4 carriers did not attain the same benefit as non-carriers from physical activity, such that, physical activity reduced the risk for dementia only in non-carriers of the ε4 allele. Other studies, however, have yielded contrary findings, reporting that the protective effects of physical activity on future cognitive decline was specific to APOE ε4 carriers (Schuit et al., 2001; Rovio et al., 2005; Smith et al., 2011). These other studies used self-reported measures of physical activity and investigated the effect of APOE in Caucasian cohorts, which are notable differences from our study; nonetheless, with the exception of Podewils et al. (2005), these results are in contrast to those found in the current study. In our sample, we did not find either a direct effect of APOE ε4 status or an interaction between ABCA7 genotype and ε4 status. However, the small number of APOE ε4 carriers in our sample limits any conclusions. Future studies with a larger sample size are warranted to explore racial differences in the effects of APOE ε4 and potential gene-gene interactions.

Another unexplored limitation of the current study involves the imbalanced sex breakdown, with 20 males and 80 females between the two groups. Previous research in ABCA7 knockout mice found evidence of subtle sex differences though behavioral impairments in differing cognitive domains between males and females (Logge et al., 2012). However, in humans, sex differences in cognitive impairments associated with ABCA7 remain largely unexplored. Furthermore, GWAS studies exploring the role of ABCA7 did not find any sex-dependent differences in AD risk (Logue et al., 2011; Reitz et al., 2013; N’songo et al., 2017). In the future, studies with evenly distributed samples are required to answer any questions regarding sex differences in ABCA7-related risk for cognitive deficits and AD.

In conclusion, the results of this study show that in cognitively healthy elderly African Americans, ABCA7 risk variant rs3764650 moderates the relationship between aerobic fitness and hippocampal cognitive functioning. Our findings, therefore, suggest that carriers of the risk genotype are less likely to benefit from the disease-modifying effects of fitness, and any potential protective effect associated with aerobic fitness may not be enough to overcome AD-related neuropathology.
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In an auditory environment, humans are frequently exposed to overlapping sound sequences such as those made by human voices and musical instruments, and we can acquire information embedded in these sequences via attentional and nonattentional accesses. Whether the knowledge acquired by attentional accesses interacts with that acquired by nonattentional accesses is unknown, however. The present study examined how the statistical learning (SL) of two overlapping sound sequences is reflected in neurophysiological and behavioral responses, and how the learning effects are modulated by attention to each sequence. SL in this experimental paradigm was reflected in a neuromagnetic response predominantly in the right hemisphere, and the learning effects were not retained when attention to the tone streams was switched during the learning session. These results suggest that attentional and nonattentional learning scarcely interact with each other and that there may be a specific system for nonattentional learning, which is independent of attentional learning.
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INTRODUCTION

Statistical learning (SL) is a domain-general and automatic process that is innate to humans (Saffran et al., 1996; Perruchet and Pacton, 2006). By this process, the brain computes transitional probabilities (TPs) of sequential phenomena such as music and language without intention or awareness (Cleeremans et al., 1998), and incessantly updates acquired statistical knowledge to adapt to variable phenomena in environments (Daikoku et al., 2017c; Daikoku, 2018a,c,d).

Such SL effects have been observed in neurophysiological responses. For instance, the event-related potentials (ERPs) and magnetic fields (ERFs) represent a more sensitive method than behavioral responses (Schön and François, 2011; Paraskevopoulos et al., 2012; Koelsch et al., 2016). In a framework of predictive coding (Friston, 2005), when the brain codes TP distributions of a stimulus sequence, it expects a probable future stimulus with a high TP and inhibits the neural response to predictable external stimuli. Finally, the SL effects manifest as a difference in amplitudes between stimuli with lower and higher TPs. A body of studies detected SL effects on ERP/ERF such as P50 (Paraskevopoulos et al., 2012; Daikoku et al., 2016, 2017c; Daikoku and Yumoto, 2017), N100 (Sanders et al., 2002; Furl et al., 2011; Daikoku et al., 2014, 2015, 2017c), mismatch negativity (MMN; Koelsch et al., 2016; François et al., 2017; Moldwin et al., 2017), P200 (Cunillera et al., 2006; De Diego Balaguer et al., 2007; François and Schön, 2011; Furl et al., 2011), P300 (Batterink et al., 2015), and N400 components (Sanders et al., 2002; Cunillera et al., 2006, 2009; François and Schön, 2011; François et al., 2013, 2014). Compared with later auditory responses, the earlier auditory responses that peak at 20–80 ms (e.g., P50) have been attributed to parallel cortico-cortical or thalamo-cortical connections between the primary auditory cortex and the superior temporal gyrus (Adler et al., 1982). Thus, suppression of an early component of auditory responses to stimuli with a higher TP in lower cortical areas can be regarded as a transient expression of prediction error that is suppressed by predictions from higher cortical areas in a top-down connection (Skoe et al., 2015).

Most neurophysiological studies on SL have investigated the SL of single-tone sequences. In real-world auditory environments, however, humans are simultaneously exposed to overlapping sound sequences such as those made by musical instruments and human voices. Even when we selectively attend to the important information and ignore the unimportant information in overlapping sounds, humans generally acquire the information through both attentional and nonattentional processes (Jimenez and Castor, 1999; Aizenstein et al., 2004; Daikoku and Yumoto, 2017; Yumoto and Daikoku, 2018). However, few neurophysiological studies have examined attentional and nonattentional SL when learners are simultaneously exposed to multiple streams of sequences. To understand the mechanisms underlying SL, which is considered to occur automatically regardless of attention (Perruchet and Pacton, 2006), it is important to investigate how concurrent SL of attended and ignored sequences is reflected in neural responses.

In studies addressing consciousness during learning, the learning system has been divided into implicit learning, which may be accomplished through unconscious and nonattentional learning processes, and explicit learning, which may be accomplished through conscious and attentional learning processes (Reber, 1989; Ellis, 2005, 2009; Daikoku and Yumoto, 2017). The earlier studies suggested that explicit and implicit knowledge could be acquired by different learning processes and that explicit knowledge cannot be transformed into implicit knowledge through practice (Hulstijn, 2002). In contrast, other researchers have demonstrated that implicit and explicit knowledge can interact with each other (DeKeyser, 2003, 2007; De Jong, 2005; Ellis, 2005, 2009). Thus, interactive mechanisms between implicit and explicit learning remain a matter for debate (Krashen, 1982; Hulstijn, 2002; Daikoku et al., 2017b, 2018; Daikoku, 2018b).

To understand the neural mechanisms underlying concurrent attentional and nonattentional SL of auditory sequences, the present study used magnetoencephalography (MEG), a modality that can clearly resolve signals produced by the auditory cortices located bilaterally in the temporal lobes. We investigated how concurrent SL of simultaneous sequences of auditory stimuli is reflected in neuromagnetic responses and how the two forms of SL neurophysiologically interact with each other. MEG was recorded while participants listened to a dyad sequence (two-note chord). The dyad sequence can also be regarded as two types of auditory sequences consisting of low- and high-voice sequences in a distinct Markov-chain relationship. During the last third of each sequence, however, the Markov chains controlling the low and high voices were exchanged. The subjects were instructed to ignore one of the two types of sequences but to attend to the other. Given neural representations of SL effects, we hypothesized that if subjects could concurrently perform SL of the two sequences, a dyad that consisted of two frequent tones with higher TP should lead to the lowest response amplitudes, while a dyad that consisted of two rare tones with lower TP should lead to the highest response amplitudes. Furthermore, if the statistical knowledge of attended sequences and that of ignored sequences cannot be transformed from one type to the other, the SL effect should disappear when the sequential regulation of the high and low voices is exchanged in the final third of the sequence. In contrast, if statistical knowledge of the attended and ignored sequences can interact and be transformed, the SL effect should remain even when the sequential regulation of the low and high voices is exchanged.



MATERIALS AND METHODS


Participants

Fifteen right-handed (57.9–100 in Edinburgh handedness, Oldfield, 1971) subjects without neurological and audiological disabilities participated (age range: 24–36 years, seven females, no absolute pitch). The present study was approved by the Ethics Committee of The University of Tokyo. All subjects were informed about this experiment including protection and safety of personal data, then provided written informed consent. The present study was conducted based on the guidelines and regulations.



Stimuli

We used the same stimuli as those in our previous study (Daikoku and Yumoto, 2017). The eight complex tones consisted of four high and low pitches each based on a five-tone equal temperament (100 × 2(n - 1)/5 Hz, high: n = 11–14: 400, 459, 528, and 606 Hz; low: n = 1–4: 100, 115, 132, and 152 Hz; duration 350 ms with rise/fall of 10/150 ms; 80 dBSPL intensity and binaural presentation). The sequence consisted of 1,092 repetitions of two-tone chords (SOA = 500 ms), each of which consisted of a high and low pitches within which the intervals were separated by more than one octave (Figure 1).
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FIGURE 1. Experimental procedure. Two simultaneous sequences consisting of high- and low-voice sequences were presented during magnetoencephalography (MEG) measurement. After the measurement, behavioral tests were conducted.



The order in which the high and low pitches was defined separately based on a second-order Markov model (Markov, 1971, reprinted) with the constraint that the probability of a forthcoming tone was statistically defined (80% for a tone; 6.67% for the other three tones) by the last two successive tones (Figure 2). In the last third of the sequence, however, the Markov models controlling sequential regularity of the low and high voices were exchanged (Figure 1). The regularities of the Markov models were counterbalanced across subjects.
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FIGURE 2. The Markov models used in the present study (Daikoku and Yumoto, 2017). The paired digits in the circles represent two successive tones in the stimulus sequence. The distinct two Markov chains (A,B) were used in each of the low and high voices, and the use of Markov chains was counterbalanced across participants. The solid arrows represent transitions from each state with a high probability (80%). The remaining possible transitions from each state to the other three states occurred with a low probability (6.67% each). In the last third of the sequence, the Markov models controlling sequential regularity of the low and high voices were exchanged.





Experimental Protocol

Subjects listened to a 1,092-dyad sequence with MEG measurement and took a behavioral test immediately afterward. They were instructed to ignore one sequence but attend to the other. The assignment of the attended and ignored sequences was counterbalanced across the subjects. To distinguish between attended and ignored conditions, a silent period of 500 ms was pseudo-randomly inserted within every set of 40 successive tones in attended sequence. Before the session, the subjects were instructed to raise their right hands at every silent period in attended sequence. Thus by observing that all subjects correctly raised their right hands at every silent period, we were able to confirm that they continually paid attention to only attended sequence.

After the measurement, subjects were presented with 30 series each consisting of eight single tones. Subjects answered whether each eight-tone series sounded familiar or not. The 30 series of eight tones could be classified into three types, and the presentation order was randomized. In 10 series, tone stimuli were sequenced using the Markov model that was applied in the last third of the ignored sequence (tone series A). In an additional 10 series, tone stimuli were sequenced according to the same Markov model as an attended sequence in last third of the sequence (tone series B). In the remaining 10 series, tones were pseudo-randomly ordered (random tone series). The behavioral test was completed within 6 min for each subject.



Measurement and Data Analysis

Measurement and analysis were conducted as in our previous studies (Daikoku and Yumoto, 2017). Selective response averaging was performed separately for the first, middle, and last thirds of the sequence. Responses to each chord were selectively averaged from the beginning of each first, middle, and last thirds of the sequence. They were also selectively averaged in each dyad stimulus: chord that consisted of two high-TP (i.e., frequent) tones in both attended and ignored sequences, chord that consisted of two low-TP (i.e., rare) tones in both attended and ignored sequences, chord that consisted of a frequent tone in attended sequence and a rare tone in ignored sequence, and chord that consisted of a rare tone in the attended sequence and a frequent tone in the ignored sequence. The averaged responses were filtered offline with a 2–40 Hz band-pass. The baseline for the magnetic signals in each MEG channel was defined by the mean amplitude in the pre-dyad period from −100 to 0 ms. The analysis window was defined as 0–500 ms. In addition to selective averaging, all responses (1,092-dyad stimuli) to the dyads were averaged in each subject, enabling us to evaluate reliability for individual components. Using the averaged responses to all 1,092-dyad stimuli, the P1m, N1m and P2m were separately modeled as single equivalent current dipoles (ECDs) in each hemisphere (Daikoku et al., 2017a). The ECDs were calculated from the averaged responses to all 1,092-dyad stimuli with a goodness of fit above 80% using the 66 temporal channels (44 gradiometers and 22 magnetometers) for each participant. The selected channel areas correspond to our previous studies (Daikoku et al., 2014, 2015, 2016, 2017a). Subjects who demonstrated poor ECD estimation, with a goodness-of-fit below 80% in either the left or right hemisphere, were discarded from further analyses. Consequently, learning effects on the P1m, N1m, and P2m components were studied in 13, 10, and 11 subjects, respectively. Because a lot of the goodness of fit in the ECDs for the N1m and P2m were less than 80%, they were excluded from the analyses in this study.

Using the ECDs, the source-strength for P1 m in each hemisphere were calculated based on selective response averaging. Then, we performed a 3 (portion: first, middle, and last) × 2 (hemisphere: right and left) × 4 (dyad stimulus: chord that consisted of two frequent tones in both attended and ignored sequences, chord that consisted of two rare tones in both attended and ignored sequences, chord that consisted of a frequent tone in attended sequence and a rare tone in ignored sequence, and chord that consisted of a rare tone in the attended sequence and a frequent tone in the ignored sequence) repeated-measures analysis of variance (ANOVA) with peak amplitude and the latency of the source-strength of P1m. Bonferroni-corrected post hoc tests were conducted for further analysis. Furthermore, we performed ANOVA with the logit values of the familiarity ratios in behavioral test. Significance levels were set at p = 0.05 for all analyses. For further analysis, post hoc tests with Bonferroni correction were performed.




RESULTS


Behavioral Results

The results of two-tailed t-tests indicated that the familiarity ratios were significantly above chance level in both tone series A and tone series B (tone series A: t(14) = 2.30, p = 0.037, tone series B: t(14) = 2.46, p = 0.028; Figure 3). The ANOVA detected no significant results.


[image: image]

FIGURE 3. The logit values and percentages of familiarity ratios. In tone series A, tones were sequenced using the constraint that was applied in the last third of the ignored sequence. In tone series B, tones were sequenced using the constraint that was applied in the last third of the attended sequence. In the remaining 10 series, tones were pseudo-randomly sequenced (random tone series). The bars indicate the standard error of the mean. Asterisks indicate significant differences in a pairwise test, (p < 0.05, Bonferroni-corrected).





MEG Results

The averaged peak amplitudes and latencies of P1m responses are shown in Figure 4. The ANOVA detected that the main portion effect on the amplitudes was significant (F(2,24) = 3.74, p = 0.039). The amplitudes in the last portion were significantly greater than those in the first portion (p = 0.049). The hemisphere-stimulus-portion interaction of the amplitudes was significant (F(6,72) = 2.32, p = 0.042). In the middle and last portions, the amplitudes for the dyads that consisted of two frequent tones were significantly higher in the left than in the right hemispheres (middle: p = 0.039, last: p = 0.036). In the right hemisphere, the amplitudes for the dyads that consisted of two rare tones were significantly higher than those for the dyads that consisted of two frequent tones in the middle portion (p = 0.028). The results were consistent with a body of previous studies on SL: the brain learned TPs of the sequences, predicted a stimulus with a high TP (i.e., frequent stimuli), and inhibited the neural response to the stimuli with a high TP. The SL effects finally represent as a difference amplitudes between the stimuli with high and low TPs (François and Schön, 2011; François et al., 2013, 2017; Paraskevopoulos et al., 2012; Daikoku et al., 2014, 2015, 2016; Koelsch et al., 2016). These SL effects (i.e., difference amplitudes between the stimuli with high and low TPs), however, could not be detected after the Markov chains of the two sequences were exchanged in the last portion. This may suggest that SL effects cannot be retained when sequential regulations are exchanged. There was no significance in latency. No other significant differences were detected.
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FIGURE 4. Mean peak amplitudes (upper) and the latencies (lower) of P1m. Green bars: responses to chords consisting of two rare tones in attended and ignored sequences; pink bars: responses to chords consisting of a rare tone in attended sequence and a frequent tone in ignored sequence; blue bars: responses to chords consisting of a frequent tone in attended sequence and a rare tone in ignored sequence; black bars: responses to chords consisting of two frequent tones in attended and ignored sequences. Asterisks indicate significant differences (p < 0.05, Bonferroni-corrected).






DISCUSSION

When the brain encodes the TP distributions of a stimulus sequence, humans expect a probable future stimulus with a high TP and inhibit the neural response to predictable external stimuli. In the end, the effects of SL manifest as a difference in amplitudes between stimuli with lower and higher TPs (Yumoto and Daikoku, 2016; Daikoku, 2018b). In the present study, subjects listened to two simultaneous sequences composed of tones with lower and higher TPs (i.e., rare and frequent tones, respectively). The subjects were instructed to ignore one of the two simultaneous sequences and to attend to the other. Based on the combinations of rare and frequent tones in the two simultaneous sequences, there were four types of dyads: dyads consisting of frequent tones in both sequences, dyads consisting of rare tones in both sequences, dyads consisting of a frequent tone in the attended sequence and a rare tone in the ignored sequence, and vice versa. If subjects were able to perform the SL of two sequences, and simultaneously predict stimuli with high TPs in both sequences, dyads consisting of two frequent tones should generate the lowest-amplitude responses, while those consisting of two rare tones should generate the highest-amplitude responses.

We found that, in the right hemisphere, neural responses to dyads consisting of two rare tones in ignored and attended sequences were significantly greater than those to dyads consisting of two frequent tones in ignored and attended sequences. These results suggested that the subjects were able to learn the statistics of the two sequences simultaneously and that SL of a sequence of two-tone dyads may be right-hemisphere dependent. This result is in agreement with previous studies that have reported the SL effects of single-tone sequences to be right-hemisphere dependent (Roser et al., 2011; Danckert et al., 2012; Shaqiri and Anderson, 2013). The amplitude difference could not be retained after the statistical regularities of the two sequences were exchanged in the last third of each sequence, although the finding that the amplitude in the right hemisphere was lower than that in the left was retained. This may imply that learning effects cannot be retained when sequential regulations in the low and high voices are exchanged. A previous study has suggested that explicit knowledge cannot be transformed into implicit knowledge through practice (Krashen, 1982; Hulstijn, 2002). In contrast, other researchers have claimed that implicit and explicit knowledge can interact with each other (DeKeyser, 2003, 2007; De Jong, 2005; Ellis, 2005, 2009). The present study may imply that implicit and explicit learning can interact with each other, but only barely.

SL is reflected in the early component of P1 (Paraskevopoulos et al., 2012; Daikoku et al., 2016, 2017c) as well as in the late components such as N1, mismatch negativity (MMN), P2, and N400 (Abla et al., 2008; Furl et al., 2011; Daikoku et al., 2014, 2015; Koelsch et al., 2016). It is, however, considered that the SL effect relationship with P1 involves music expertise and specialized training experience (Boutros et al., 1995; Boutros and Belger, 1999; Kisley et al., 2004; Kizkin et al., 2006; Wang et al., 2009). According to a previous study (Adler et al., 1982), earlier auditory responses such as P1 were attributed to parallel thalamo-cortical connections and superior temporal gyrus. Thus, the findings of P1 in the present study can be interpreted as a prediction error suppressed by top-down predictions (Friston, 2005). Further studies are needed to reveal the role of P1 in SL.

Previous studies have suggested that the brain regions and activation patterns engaged during attentional and nonattentional learning might be partially distinct (Curran and Keele, 1993; Rauch et al., 1995; Reber and Squire, 1998; Jimenez and Castor, 1999; Poldrack et al., 2001; Aizenstein et al., 2004; Paradis, 2004; Destrebecqz et al., 2005; Daikoku and Yumoto, 2017). In our recent study, the SL of two simultaneous sequences was facilitated by paying attention to only one sequence and ignoring the other (Daikoku and Yumoto, 2017). This suggests that there is a partially distinct neural basis of attentional and nonattentional SL. In other words, biased attention might be an essential strategy in situations where the learner is exposed to multiple streams of information simultaneously. In this study, we exchanged the Markov model between attentional and nonattentional sequences in the last third of the sequences. We also revealed that the SL of two simultaneous auditory sequences might be right-hemisphere dependent. Learning effects cannot be retained when the tone sequence to which the subject is attending is changed during listening. These results suggest that attentional and nonattentional learning scarcely interact with each other and that there may be a specific cognitive system for nonattentional learning that is independent of attentional learning. As we could not demonstrate a neurological dichotomy between nonattentional and attentional SL due to the methodological limitations of the present study, further studies are needed to examine distinct or common neural mechanisms between attentional and nonattentional learning.
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The purpose of this study was to examine the effect of motor training on motor imagery (MI), by comparing motor performance and motor cortex excitability changes with and without intermanual transfer of motor learning. Intermanual transfer was investigated in terms of excitability changes in the motor cortex and motor performance from right hand training to left hand performance. Participants were assigned to a transfer training group and a control group. We recorded motor evoked potentials (MEPs) induced by transcranial magnetic stimulation (TMS), applied to the left extensor carpi radialis (ECR) both with and without intermanual transfer. The results showed that after learning by the right hand, MEPs decreased during left hand MI. MEPs during MI were significantly decreased by unilateral training in the transfer training group. Since intermanual transfer plays an important role in stabilizing performance by the contralateral side, this result suggests that unilateral training decreases MEPs during MI on the contralateral side. In the control group, without right hand training, MEPs significantly increased after left hand training during MI. In the trained side, we found increased excitability in the agonist muscle area of the primary motor cortex. However, in the untrained side, excitability decreased in the homonymous muscle area of the primary motor cortex. This constitutes an increase in inhibitory effects and suggests that excitability changes in the respective neural circuit contribute to skilled performance by the ipsilateral and contralateral sides in the same motor task.

Keywords: intermanual transfer, motor control, motor learning, motor evoked potential, transcranial magnetic stimulation


INTRODUCTION

Intermanual transfer is the phenomenon in which unilateral training induces improvements in contralateral motor performance (Ruddy and Carson, 2013). It has often been reported that unilateral strength training increases the strength of the contralateral limb (Munn et al., 2004; Carroll et al., 2006; Dragert and Zehr, 2013). It was also confirmed that unilateral improvements in the accuracy of motor control are translated to motor performance improvements in the contralateral limb (Laszlo et al., 1970; Imamizu and Shimojo, 1995).

During rehabilitation therapy, exercise using the non-paralytic limb is sometimes applied in stroke patients and patients with motor disorders to improve contralateral performance. Magnus et al. (2010) conducted a study by applying cross-training for 4 weeks, after unilateral limb immobilization, using a shoulder sling and swathe, to investigate the effects on muscle strength, muscle size, and muscle activation. The study showed that strength training of the non-immobilized limb benefited the immobilized limb in terms of muscle size and strength. Ausenda and Carnovali (2011) examined the ability of intermanual transfer in facilitating the motor skills of a paretic hand in stroke patients. Patients were asked to execute the nine-hole peg test using the non-paretic hand, 10 times per day for three consecutive days. The results suggested that this regime improved the ability of the affected hand. Taken together, these investigations suggest that intermanual transfer could be a useful approach for rehabilitation of patients with motor disorders.

Recently, new developments on motor imaging research have clarified the neurophysiological mechanisms of intermanual transfer. Notably, a study using transcranial magnetic stimulation (TMS) showed that improvement in motor performance of the contralateral hand, induced by unilateral exercise, is associated with excitability of the contralateral motor cortex (Camus et al., 2009). Moreover, a study using functional magnetic resonance imaging found that unilateral movement not only increases the activity of the ipsilateral motor cortex, but that the ipsilateral sensorimotor cortex, premotor areas, and contralateral cerebellum are also activated (Dai et al., 2001; van Duinen et al., 2008). Thus, the mechanism of intermanual transfer may involve complementary changes in excitability between the right and left hemispheres.

However, there is no information about how spatial and other factors affect motor cortex excitability effects in the transfer of motor skills from the trained to the untrained side. In previous studies, most research designs involved comparing motor performance on the untrained side before and after exercises performed using the trained side (Carroll et al., 2008; Camus et al., 2009; Dickins et al., 2015). As a result, the effects on the untrained side may have been induced by sensory feedback caused by muscle contraction. Therefore, it is unlikely that changes in the untrained side were entirely induced by changes in the trained side.

To avoid this problem, we used motor imagery (MI) involving the untrained side. MI may be defined as a dynamic state, during which representations of a given motor act are internally rehearsed by the working memory without any overt motor output (Decety, 1996). Jeannerod and Decety (1995) found that mapping of brain activity during MI exhibits an activation pattern similar to that of an executed action. Therefore, we used MI to investigate motor cortex excitability of the dominant untrained side accompanied by movement and motor learning of the trained side, because MI is able to avoid contaminant sensory feedback by actual voluntary movement in the trained limb. The purpose of this study was to examine the effect of intermanual transfer on MI of the untrained side via the resulting changes in motor cortex excitability.



MATERIALS AND METHODS


Participants

The participants included 16 healthy individuals [six men and 10 women; mean age ± standard deviation (SD), 21.7 ± 0.3 years] with no history of neurological or psychiatric disease. Handedness was confirmed using the Edinburgh inventory (Oldfield, 1971); 15 participants were right-hand dominant and one participant was left-hand dominant. Written informed consent was obtained from all participants, and the study was approved by the Ethical Committee of the Kanagawa University of Human Services. The experiments were performed in accordance with the Helsinki Declaration. The participants were naïve to both the hypothesis and the stimulation conditions.



Procedures

The participants were randomly assigned to two groups, and each group was evaluated with various tests. The first, the transfer training group, included eight participants (three men and five women; all right-handed; mean age ± SD, 21.6 ± 0.5 years), and the second, the control group, included eight participants (three men and five women; seven right-handed; mean age ± SD, 21.8 ± 0.3 years). The experimental procedure is shown in Figure 1. First, participants in the transfer training group were pre-tested on the right-hand task and on MI for the left hand (MI-1). Next, as a training session, they were asked to perform the conditioned tracking task 30 times using the right hand. After the training session, another test was conducted for MI of the left hand (MI-2), using the same procedure as in the pre-test. Next participants performed a test of the task using their left hand (LH-1). This was the first time that the left hand was actually used. Next, as a training session, participants performed the conditioned tracking task 30 times, using their left hand. Finally, post-tests were conducted for the left-hand task (LH-2) and MI for the left hand (MI-3; Figure 1A). Participants in the control group were trained using only the left hand and evaluated using a pre-test (LH-1, MI-1) and post-test (LH-2, MI-2) of the left hand (Figure 1B).
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FIGURE 1. Experimental protocol. (A) The transfer training group trained using both the right and left hands. Test trials were conducted to measure motor potentials evoked by transcranial magnetic stimulation (TMS) during MI at three time points in the training process: before right-hand training, after right-hand training but before left-hand training, and after left-hand training. (B) The control group received only left-hand training. Test trials were conducted to measure motor potentials evoked by TMS during MI at two time points in the training process: before and after training. Base, Baseline; MI, motor imagery; LH, left hand; RH, right hand; LH-1, LH-2, performance of the left hand.





Evaluations for Learning Task and Motor Performance

Participants sat comfortably in a chair in front of a table with their right and left forearms positioned horizontally over the table, and the elbow flexed at a 45° angle in the prone position. The right hand was held in a neutral position with slightly extended fingers and attached to a force transducer (SA-250 strain amplifier TEAC, Tokyo, Japan), which the participants could press using the ends of their four metacarpals but without using their thumb (Figure 2A; Sugawara et al., 2016).
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FIGURE 2. Experimental environment and computer screen. (A) Experimental environment. (B) Computer screen showing the tracking monitor and tracking figure.



All participants were instructed to perform a wrist-extension task while observing a computer screen positioned in front of them. The target figure for tracking comprised a rising ramp slope. The task involved tracking a target with a cursor moving at a steady pace on the computer screen (from left to right). The cursor was moved by the participant as its vertical position on the computer screen corresponded to the wrist extension force measured by the force transducer (Figure 2B). The temporal pattern of target tracking consisted of a silent phase for 2 s, a ramp slope for 3.5 s, and finally a force-holding phase for 4.5 s; thus, the total time was 10 s. As long as an extension force was exerted, the cursor moved towards the top of the screen, and on releasing the grip, it moved towards the bottom of the screen. Prior to the task, the force of maximum voluntary contraction (MVC) for right wrist extension was measured, and the force required during the force-holding phase was set to 30% of the MVC. The same value was also used for the left-hand task. For the silent phase, the force was set to 0% of the MVC. Between tasks, participants rested for 5 s to avoid fatigue. The training task comprised three sessions using the right hand, and each session comprised 10 trials. This training session was measured to provide feedback on the participants’ motor performance during each trial. Online feedback was presented in terms of error values by measuring differences between the target and the actual force output exerted by the participant. In the transfer training group, tests were conducted with the left hand after three training sessions using the right hand, and the effect of MI was evaluated. Following this, three training sessions were conducted using the left hand. For the control group, only the three training sessions using the left hand were conducted.

In the test trials, the target waveform suddenly disappeared 1.5 s after the start of the presentation, and the participant was asked to continue the tracking task by memory without feedback. The motor performance parameter was calculated as the degree of inclination of the actual force output at that time in each trial. The slope was measured in the middle of the rising phase for 2 s as a measure of the differences between the target and actual force and was defined as the average slope of the data points during this 2-s period (calculated as the slope of the least-squares line of best fit). The mean and SD of these average slope values were calculated across 10 trials, and the coefficient of variation (CV) of the slope (CV = SD/mean) was calculated to investigate changes in motor learning. A low slope CV value was considered to indicate stable performance. The timing, presentation of the target figure, feedback information, and order of stimulation were calculated by subtracting the area of the target waveform from the area of the actual output waveform using LabVIEW, ver. 7.1 (National Instruments, Austin, TX, USA).



Electromyography (EMG) and TMS

During the tracking task, motor cortex excitability was evaluated during MI by measuring the motor evoked potentials (MEPs) produced by TMS. TMS was delivered through a 9-cm diameter figure-of-eight coil connected to a Magstim 200 stimulator (Magstim Co., Whitland, UK), which was placed tangentially to the scalp in the optimal position over the right hemisphere and directed to elicit maximal MEPs in the left extensor carpi radialis (ECR). The coil was placed tangentially to the scalp, with the handle pointing backward, and rotated away from the midline by approximately 45°. The current induced in the brain was therefore directed approximately perpendicular to the line of the central sulcus (Werhahn et al., 1994). Since the MEP recording was performed with the muscles in a resting state, the resting motor threshold (rMT) of the resting muscle was used to define the test intensity. The rMT was defined as the lowest stimulus intensity required to produce MEPs greater than 50 μV in at least 5 of the 10 successive trials during the resting phase of the tested muscle (Rossini et al., 1994). The intensity of the TMS test stimulus was set to 1.2× rMT. This intensity was selected to evoke an obvious response in each muscle at the same time. In the test trials during MI, TMS pulses were delivered 3.7 s after the start, in the middle of the rising phase. Ten trials were performed in each block. Thus, during evaluation of MI, the subject was observing the moving tracking monitor without moving the cursor. To assess changes in MEPs, this test was conducted 10 times for each experiment. Before recording, the difference between the first-person perspective (kinematic imagery) and third-person perspective (visual imagery) was explained to subjects. In order to remind the subject that the first-person image (kinesthetic MI) was not just a third person’s image, we provided the following instruction: “Please imagine the muscle sensation that occurs when performing the muscle contraction.” For comparison, the MEP modification between each condition was recorded at baseline (at rest) 10 times before each experiment. This “baseline” was recorded with the muscle at rest and the subject not thinking about anything. The stimulation conditions were the same as the other condition.

Disposable silver–silver chloride electromyography (EMG) electrodes (1.0 cm in diameter) were placed on the left hand ECR muscles in a belly-tendon montage. The impedance was reduced to below 5 kΩ. EMG signals were amplified using a conventional EMG apparatus (Neuropack; Nihon Kohden, Tokyo, Japan) and bandpass filtered at 3–20 kHz. The signals were then digitized at 4 kHz and fed into a computer for off-line analysis. Background EMG activity in the ECR muscle was calculated by assessing the root mean square (RMS) value over 100 ms before the TMS-evoked activity. These EMG data were moved to a laboratory computer (Labchart AD Instruments Pty Ltd., Bella Vista, NSW, Australia) for off-line analysis. The peak-to-peak amplitudes (mV) of all MEPs for the ECR muscles were calculated offline after completion of the experiment. MEP responses for each condition were expressed as the ratio to the mean value at rest before the experiment (MEP ratio = MEP during MI in test/MEP at rest before the experiment). In addition, the RMS of the background EMG (BEMG) was used to calculate the BEMG ratio (BEMG ratio = BEMG of pre-test during MI/BEMG of post-test during MI).



Evaluation of Motor Images

The Vividness of Movement Imagery Questionnaire-2 (VMIQ-2) was used to evaluate MI (Roberts et al., 2008). The VMIQ-2 was developed to evaluate the relationship between MI and motor performance and consists of 12 items, in which the subject self-evaluates the vividness of images. Each answer is a number from 1 to 5 (1, maximally vivid; 5, no imagery). The subjects were instructed to report “images of physical sensation associated with the motor task,” i.e., on their kinesthetic imagery. The total score was calculated for the 12 items.



Data Analysis and Statistics

Baseline parameters [age, VMIQ-2 score, performance in pre-test with right hand, and MEP ratio during MI (MI-1)] were compared for the training and control groups using the Mann-Whitney U test.

To investigate changes in slope CV before and after training with the left hand, a two-way repeated measures ANOVA was conducted using the training (LH-1 or LH-2) and group (transfer training or control) as factors. Post hoc analysis to detect significant differences for the various comparisons was performed using two-tailed t-tests with Bonferroni corrections. For the transfer training group, changes in MEPs and BEMG during MI were evaluated using Friedman’s test, and post hoc comparisons were performed using the Bonferroni test. For the control group, changes in MEPs and BEMG during MI were evaluated using the Wilcoxon signed-rank test. Changes in MEPs during MI before and after training were evaluated using the Mann-Whitney U test. Statistical analyses were performed using IBM SPSS 20 for Windows (IBM Corp., Armonk, NY, USA). For all comparisons, P-values less than 0.05 were considered statistically significant.




RESULTS


Comparisons of Baseline Data Between the Two Groups

There were no statistically significant differences between the transfer training and control groups regarding age (P = 0.442), VMIQ-2 scores (P = 0.195), degree of inclination of actual force output by the right hand (P = 0.328), or MEP ratio in MI-1 in the pre-training test (Table 1).


TABLE 1. Comparisons of baseline data.
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Changes in Task Performance

Figure 3 shows slope CVs for the left hand for the two groups before and after left-hand training. In a two-way repeated measures ANOVA, we found a significant main effect of training (F(1,14) = 5.63, P = 0.03), a significant main effect of group (F(1,14) = 5.50, P = 0.03), and a significant interaction between the two factors (F(1,14) = 8.10, P = 0.01). Post hoc analyses revealed that the slope CV before left-hand training (LH-1) was significantly lower in the transfer training than in the control group (P = 0.046). Post hoc analyses also showed that after left-hand training (LH-2), the difference in slope CV between the two groups was not significant (P = 0.067, Figure 3).
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FIGURE 3. Changes in coefficient of variation (CV) of slope. CV of slope at time points LH-1 and LH-2 for the two groups. The variability in the degree of inclination of the actual force output by the left hand decreased significantly more in the transfer training than in the control group. *p < 0.05.





Changes in BEMG Before MEP Testing

In the transfer training group, Friedman’s test showed no significant difference in BEMG among the three MI periods (MI-1, MI-2, MI-3; P = 0.687; Figure 4A). Similarly, the Wilcoxon signed-rank test showed no significant difference in BEMG in the control group between the two MI periods (MI-1, MI-2; P = 0.684; Figure 4B).
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FIGURE 4. Changes in background electromyography (BEMG) ratio. (A) Changes in BEMG of the TTG. (B) Changes in BEMG of the CG. There were no significant differences between the groups. TTG, transfer training group; CG, control group.





Changes in MEPs During MI in the Transfer Training Group

Figure 5A shows representative EMG recordings from ECR muscles for a single subject in the transfer training group, across the three conditions. Friedman’s test showed a significant effect of training on MEPs (P = 0.01; Figure 5B). Post hoc analyses revealed that MEPs were significantly lower in MI-2 than in MI-1 (P = 0.037). No other significant differences were observed.
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FIGURE 5. Changes in motor evoked potentials (MEPs) during left-hand MI in the TTG. (A) Representative EMG recordings from the extensor carpi radius muscles from a single subject in the transfer training group, across three conditions. (B) Quantification of MEP ratio in the three conditions. MEP ratio was significantly lower at MI-2 than at MI-1 (p = 0.037). In addition, there were no significant differences between other conditions. *p < 0.05.





Changes in MEPs During MI in the Control Group

Figure 6A shows representative EMG recordings from the ECR muscles for a single subject in the control group across conditions. We found that MEPs were significantly larger during MI-2 than during MI-1 (P = 0.021; Figure 6B).
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FIGURE 6. Changes in MEPs during left-hand MI in the control group. (A) Representative EMG recordings from the extensor carpi radius muscles from a single subject in the control group, across two conditions. (B) Quantification of MEP ratio in the two conditions MEP ratio was significantly larger at MI-2 than at MI-1 (p = 0.021). *p < 0.05.






DISCUSSION

The results of this study revealed that motor learning of the trained limb changes the motor performance and effects of MI on the untrained side. When tasks were performed for the first time with the left hand, the slope CV was significantly lower in the transfer training than in the control group. As the slope CV indicates the variation in performance in the test trial, the low values observed in the transfer training group suggest a more stable performance. After right-hand training in the transfer training group, MEPs during left-hand MI were significantly decreased, and the decrease was maintained after the actual training of the left hand. In contrast, in the control group, left-hand training in the absence of prior right-hand training significantly increased MEPs during MI. Moreover, when the task performance was initially conducted by the left hand, the slope CV was significantly reduced in the transfer training group. Thus, even though no training was involved, the skilled performance could be conducted by the left hand.

Our results suggest that intermanual transfer might correlate with MI integration of the untrained side and possibly plays an important role in the transition from an initial to a stable performance of the contralateral side.

In this study, MEPs were induced during the subject’s imaged kinesthetic MI. This involves recalling muscle contraction based on a muscle sensory image and was reported to indicate the activity of brain regions similar to those involved in actual muscle contraction (Ruby and Decety, 2001). In the transfer training group, the muscle sensory image evaluation correlated to the actual task execution with the right hand. As a result, it was easy to recall the kinesthetic MI for the training task, thus affecting MI of the non-trained limbs so that MEP changes occurred in the left hand’s MI. In addition, brain excitability during MI for a specific task dynamically changes according to the skill improvement of the subject (Milton et al., 2008). From a neurophysiological perspective, it is considered that intermanual transfer contributes to MI formation of non-practicing limbs and performance stability. As there were different changes in left-hand MI after training between the two groups, training interventions on the ipsilateral and contralateral side may have had different effects on corticospinal excitability.


Intermanual Transfer Effects on the Untrained Side Performance

Several previous studies have used repeated training to ameliorate the performance of an untrained side of the body. Specifically, they have investigated the effect of intermanual transfer on ballistic motor performance (Carroll et al., 2008; Lee et al., 2010), sequence learning (Dickins et al., 2015; Ossmy and Mukamel, 2016), and eye-hand motor coordination (Fernandez-Ruiz et al., 2006; Veldman et al., 2015). However, performance transfer was not demonstrated in all motor tasks, and the transfer that occurred was task-specific (Lefumat et al., 2015; Romkema et al., 2015).

The tracking task used in this study required fine motor skills for control, using wrist extension force. In contrast, in the training sessions, the task was conducted with visual feedback, and in the test sessions, it was performed without visual feedback. Thus, the test sessions required proprioceptive sensation. Johansson and Westling (1988) demonstrated that for skilled finger motor performance, motor output is more effective and stable after motor learning, which occurs prior to motor output, accompanying proprioceptive sensations. An accumulation of such motor tasks could enable skillful motor learning. Moreover, Gordon et al. (1994) reported that unilateral training of fine motor skills affects the contralateral untrained side, a phenomenon known as intermanual transfer. However, the task of producing a force output by using the index finger and thumb cannot be judged by appearance, as it is used to measure the muscle tension exerted at that time. As a result, tension at one trial is similar to that exerted at the previous trial. Furthermore, this phenomenon is recognized both in the ipsilateral and contralateral limb. In this study, the somatosensory sensation obtained by the right-hand repetition exercise and the fact that subjects performed it with their left hand suggests that stable performance is possible even when doing the task for the first time. In agreement, we showed that repeated unilateral training enhances the stable motor performance of the contralateral side by affecting proprioception and motor memory.



Unilateral MI Effects on Motor Cortex Excitability and Intermanual Transfer

MEPs produced by TMS are caused by stimulation of motor cortex interneurons, which in turn causes firing of the corticospinal tract cells, leading to a descending volley in the corticospinal tract and, as a result, to α motoneurons firing in the spinal cord, and eventually to muscle contraction (Rothwell, 1997). As the intensity of MI increases, the excitability of the motor cortex is enhanced, which is conducive to achieving motor learning (Facchini et al., 2002; Fourkas et al., 2008). In this study, we found that MEPs during MI significantly decreased by unilateral training in the transfer training group. This suggests that unilateral training decreases MEPs during MI on the contralateral side. Previous studies showing decreased MEPs during motor learning of skilled movements have reported that the underlying mechanism is the surrounding inhibition (Beck and Hallett, 2011; Sugawara et al., 2013). This phenomenon contributes to fine motor skill efficiency and elimination of unnecessary muscle activity via inhibition of motor cortex excitability. In our study, MEPs decreased during left-hand MI after learning with the right hand, suggesting that excessive muscle activity is suppressed to yield efficient motor programs. Moreover, in the transfer training group, the decrease in MEPs during MI was maintained after further training of the left hand. Therefore, repeated training of the unilateral side also affects the contralateral untrained side.



Unilateral MI Effects and Motor Cortex Excitability Without Intermanual Transfer

In the control group, without prior right-hand training, we found a significant increase in MEPs during MI after left-hand training. Perez et al. (2004) demonstrated that repeated unilateral training accompanied by improved task performance increases motor cortex excitability to control agonist muscles. The authors suggested that this increased excitability is reflected in the motor learning process by motor-sensory integration between muscles and the motor cortex. In our study, participants in the control group trained their left hand, so left-hand learning was based on movement execution by the left hand and on sensory feedback in the naïve condition. This suggests that motor execution and sensory feedback generate a dynamic plasticity in the motor cortex, which might increase MEPs during MI after left-hand training.



Ipsilateral Training Effects After Contralateral Training

We considered that the motor learning process during right-hand training might have affected MEPs during MI post-training of the left hand. Camus et al. (2009) reported that unilateral motor training induces complementary excitability changes in the motor cortex of the right and left hemispheres due to differences between the trained and untrained side. The motor cortex of the trained side showed increased excitability, while motor cortex excitability of the untrained side decreased due to inter-hemispheric disinhibition. This suggests that excitability changes in each neural circuit contribute to skilled performance by the ipsilateral and contralateral sides in the same motor task. It also suggests that the combination of image training and intermanual transfer for recovery of motor functions may be useful in rehabilitation of patients with neurological disorders (e.g., stroke) and for improving muscle weakness in those with musculoskeletal disorders.
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The hippocampus (HPC) controls fundamental learning and memory processes, including memory for visuospatial navigation (spatial memory) and flexible memory for facts and autobiographical events (declarative memory). Emerging evidence reveals that hippocampal-dependent memory function is regulated by various peripheral biological systems that are traditionally known for their roles in appetite and body weight regulation. Here, we argue that these effects are consistent with a framework that it is evolutionarily advantageous to encode and recall critical features surrounding feeding behavior, including the spatial location of a food source, social factors, post-absorptive processing, and other episodic elements of a meal. We review evidence that gut-to-brain communication from the vagus nerve and from feeding-relevant endocrine systems, including ghrelin, insulin, leptin, and glucagon-like peptide-1 (GLP-1), promote hippocampal-dependent spatial and declarative memory via neurotrophic and neurogenic mechanisms. The collective literature reviewed herein supports a model in which various stages of feeding behavior and hippocampal-dependent memory function are closely linked.
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INTRODUCTION


Ponder well on this point: the pleasant hours of our life are all connected by a more or less tangible link with some memory of the table.”

—Charles Monselet.



In most corners of the globe food is readily available with minimal effort required for foraging. This luxury of the modern environment was not enjoyed throughout human evolution, as food in nature was often irregularly available to our ancestors and required substantial labor and resources to obtain. A survival advantage common to early humans and lower-order mammals is to accurately remember the physical location of a food source, and to then efficiently navigate back to a shelter/dwelling. Thus, it follows that the biological systems that regulate feeding behavior may share common origins with those involved in learning about one’s external environment. Here, we present a framework that the ability to remember the location and features of environmental locations (visuospatial and contextual memory, respectively) is intimately linked with endocrine and neural pathways that also regulate appetite and feeding behavior.

In addition to external spatial and contextual cues, learning about other aspects of feeding behavior also provides a survival advantage. For example, in humans and in lower-order mammals (including rodents), social cues strongly influence both food choice and amount consumed, in part, by conveying that a particular food is safe and/or nutritive (de Castro et al., 1990; Levitsky, 2005; Herman and Higgs, 2015). Further, memory of the physical location of a food source is modulated by temporal factors, including longer-term seasonal changes for vegetation and shorter-term diurnal fluctuations for predator-prey dynamics. Remembering these and other aspects of the entire “feeding episode” are useful to more efficiently guide future foraging and feeding behavior. Thus, biological systems that fluctuate around and influence feeding behavior may also promote a hippocampal-dependent memory process known as declarative memory, which is the flexible memory for facts and episodic events (Eichenbaum and Cohen, 2014). We note, however, that declarative memory and visuospatial memory are not necessarily two distinct processes, but rather, may be two manifestations of the same (or similar) fundamental memory process that is mediated by hippocampal neurons (Buzsáki and Moser, 2013; Milivojevic and Doeller, 2013; Eichenbaum and Cohen, 2014).

During the preprandial (before a meal), prandial, and postprandial stages of feeding behavior, various endocrine, neuropeptidergic, and neural signals are released to regulate appetite, meal size, and the inter-meal interval. Emerging evidence reveals that in addition to regulating feeding behavior, these energy status-related biological systems also play a critical role in learning and memory function, particularly with regards to remembering feeding-relevant episodic experiences and visuospatial information such as recalling when, how, and where food was obtained and consumed. Here, we review evidence that these energy status-related biological signals converge with external sensory-related cues in the hippocampus (HPC), a brain region that is most famously linked with learning and memory and more recently with the higher-order controls of feeding behavior (Davidson et al., 2007; Parent et al., 2014; Kanoski and Grill, 2017). Indeed, HPC neurons play an important role in processing relative information about one’s external environment and spatial orientation (Morris et al., 1982; Burgess et al., 2002). The HPC is also required for flexible memory for autobiographical events (“episodic memory,” a component of declarative memory; Tulving and Markowitsch, 1998; Eichenbaum and Cohen, 2014; Parent, 2016).

Consistent with a role for HPC neurons in regulating spatial and declarative memory processes relevant to foraging and feeding, selective HPC lesions impair both meal-related spatial and episodic memory used to relocate previously stored food sources in scrub jays (Clayton and Dickinson, 1998). Similarly, intact rhesus monkeys preferentially return to a foraging site where food was previously obtained in a matching-to-location task, whereas monkeys with HPC lesions do not show this learned matching tendency (Hampton et al., 2004). While selective targeted lesions to the HPC is not a feasible experimental approach in humans for obvious reasons, amnesic humans with bilateral nonselective damage to the HPC and surrounding medial temporal lobe structures (including the amygdala) will eat a full second meal that is offered immediately after consuming a meal with minimal change in self-reported hunger/satiety ratings (Hebben et al., 1985). Analogous findings have been observed in rodents in which reversible postprandial inactivation of either dorsal (dHPC) or ventral (vHPC) hippocampus using either muscimol infusions (Henderson et al., 2013; Hannapel et al., 2017) or optogenetic inhibition (Hannapel et al., 2019) decreases latency to initiate the subsequent meal and increases subsequent intake, results that are hypothesized to be based on disrupted meal-related episodic memory consolidation (Parent, 2016). These findings further indicate that both the dorsal and ventral HPC subregions are involved in meal-related memory processing, which is notable in light data suggesting that these subregions may be functionally distinct with regards to spatial memory (dHPC) and emotional-related memory processing (vHPC; see Moser and Moser, 1998; Fanselow and Dong, 2010; Kanoski and Grill, 2017; for further review on dorsal vs. ventral dissociation of function). Also of note from Parent and colleagues’ work is that reversible optogenetic inactivation of either dHPC or vHPC neurons reduces the latency to initiate a subsequent meal following nonnutritive saccharine consumption (Hannapel et al., 2019), suggesting that HPC control of meal-related episodic memory may be based, in part, on hedonic orosensory properties independent of post-ingestive caloric consequences.

These findings indicate that a critical bridge between previous eating episodes, interoceptive energy status cues, and ongoing feeding behavior resides within the HPC. Consistent with this framework, selective lesions to the HPC in rats yields increased food intake and body weight gain (Davidson et al., 2010), as well as increased meal frequency (Clifton et al., 1998). These results were obtained in rats free feeding in the home cage, and therefore are unlikely to be based on deficits in visuospatial memory and foraging, but rather, may be based on impaired episodic memory of recent eating occasions (e.g., see Parent et al., 2014).

In this review article, we discuss the common biological mechanisms through which feeding behavior and HPC-dependent memory function are closely linked. More specifically, we focus primarily on how peripherally-derived feeding-relevant signals that are released before, during, and after a meal exert their action directly on their respective targets in HPC neurons to influence both feeding behavior and memory function, particularly mnemonic processes related to autobiographical events, foraging, and food location.



GHRELIN


System Overview

Ghrelin, often referred to as the “hunger hormone,” is a 28-amino acid peptide hormone produced and secreted by P/D1 cells in the fundus of the stomach (Kojima et al., 1999; Date et al., 2000; Dornonville de la Cour et al., 2001). Ghrelin binds to and activates its seven transmembrane G protein couple receptor, the type 1a growth hormone secretagogue receptor (GHSR1a, aka “ghrelin receptor”; Howard et al., 1996; Sun et al., 2004). The pre-pro ghrelin precursor protein is first cleaved into two peptides, obestatin and des-acyl ghrelin (Gualillo et al., 2006). Des-acyl ghrelin is present in the stomach and bloodstream and is the inactive form of ghrelin, as it does not engage GHSR1a signaling at physiological concentrations (Hosoda et al., 2000; Tong et al., 2013). During times of energy insufficiency, the ghrelin O-acyltransferase (GOAT) enzyme is upregulated and converts des-acyl into its active acyl form by adding an acyl chain on Ser3 residue of ghrelin (Gahete et al., 2010; Zhao et al., 2010). Following this post-translational modification, acyl ghrelin can then access the active GHSR1a binding sites to augment both appetite and food intake (Yang et al., 2008). Consistent with ghrelin’s orexigenic effects, ghrelin levels are elevated during energy restriction, peak preprandially (Wren et al., 2001a; Drazen et al., 2006; Blum et al., 2009; Davis et al., 2011), and rapidly decrease in response to eating (Ariyasu et al., 2001; Cummings et al., 2001; Nass et al., 2008).

Early research on ghrelin signaling in the brain largely focused on regions classically associated with energy homeostasis [e.g., arcuate nucleus of the hypothalamus (ARH), nucleus tractus solitarius (NTS) in the caudal brainstem] (Wren et al., 2001b; Faulconbridge et al., 2003). However, GHSR1as are also expressed in “higher-order” (limbic, cortical) brain regions involved in memory and cognition, including the HPC (Guan et al., 1997; Zigman et al., 2006). More specifically, GHSR1a is robustly expressed in the dentate gyrus (DG), CA1, CA2, and CA3 regions of the HPC, particularly in the vHPC (Guan et al., 1997; Diano et al., 2006; Zigman et al., 2006; Mani et al., 2014; Hsu et al., 2015b). While the HPC is protected by the blood-brain barrier (BBB), radiolabeled ghrelin is present in the mouse HPC following peripheral administration (Harrold et al., 2008). Bioactive ghrelin may reach HPC neurons either through acyl ghrelin BBB saturable transport, or through des-acyl ghrelin crossing the BBB from blood to brain uni-directionally and conversion to acyl ghrelin within the central nerve system (CNS) via GOAT transcripts expressed in the brain (for review, see Edwards and Abizaid, 2017), as minimal evidence supports the idea that ghrelin is produced in the brain (Ferrini et al., 2009).



Memory Function

Research on ghrelin has predominantly focused on its role in appetite and food intake. Ghrelin signaling also influences memory and cognition, and here we consider that these lesser studied effects are very much connected with ghrelin’s role in appetite. Early evidence for ghrelin’s role in modulating cognitive function comes from Carlini et al. (2002), who demonstrated that administration of acyl ghrelin in the cerebral ventricles (Carlini et al., 2002) or the HPC directly (Carlini et al., 2004) immediately after training improved memory retention in a step-down inhibitory avoidance assay in a dose-dependent manner in rats, indicating a stimulatory effect of ghrelin on memory consolidation for contextual episodic memory. Further work from this group revealed that intra-hippocampal ghrelin administration before training sessions improved memory for the contextual location of aversive reinforcement (Carlini et al., 2010). Diano et al. (2006) extended this work and demonstrated that subcutaneous ghrelin administration in rats improves performance in a spontaneous alternation plus-maze task, whereas intracerebroventricular (ICV) ghrelin administration following training enhanced retention performance in T-maze foot shock avoidance and step-down passive avoidance tasks in mice.

While these pharmacological findings suggest a role for ghrelin in memory consolidation, it is important to consider whether endogenous ghrelin plays a physiological role in memory. Indeed, ghrelin KO mice (Diano et al., 2006) are impaired in a novel object recognition (NOR) task, and these deficits are rescued following subcutaneous ghrelin replacement. Recently the endogenous ghrelin antagonist, liver-expressed antimicrobial peptide 2 (LEAP2), was identified. Not surprisingly, LEAP2 administration reduces food intake, blocks fasting-induced growth hormone secretion, and impairs the maintenance of glucose levels during chronic caloric restriction, however, to our knowledge its role in memory function and neuronal plasticity has yet to be examined (Ge et al., 2018).

The rodent model work described above uses memory tasks that involve learning about external cues and/or episodic memory based on either passive or aversive reinforcement. These fundamental learning processes may be advantageous to inform about future feeding behavior, however, more direct evidence that ghrelin promotes feeding-relevant memory comes from studies that utilize food reinforcement. Considering that ghrelin levels peak before a meal, ghrelin may facilitate food seeking by enhancing HPC-dependent spatial and contextual memory to remember the physical location of food sources, as well as other features (e.g., social factors) that comprise episodic memory relating to appetitive and consummatory behavior. Indeed, wild-type mice treated with a GHSR antagonist and GHSR-null mice fail to show conditioned place preference (CPP) to a high fat diet (HFD; Perello et al., 2010; Chuang et al., 2011; Disse et al., 2011), demonstrating that ghrelin plays a role in enhancing memory for the location of reward-based food intake. Consistent with this framework, wildtype mice exhibit Pavlovian cue-induced hyperphagia following extensive cue-food conditioning (i.e., “cue-potentiated feeding”), whereas GHSR1a-null mice do not (Walker et al., 2012). This deficit may be based, in part, on the loss of GHSR1a in the ventral subregion of the HPC (vHPC), as vHPC ghrelin administration increases food-motivated behaviors for sucrose reinforcement and increases initiation of meals in response to external food-related cues in rats (Kanoski et al., 2013). Moreover, vHPC GHSR1a blockade prior to chow access reduces food intake in meal-entrained rats that had previously learned to consume all of their daily calories in a 4 h period, yet has no effect on intake in rats that were equally food restricted but were not previously meal-entrained (Hsu et al., 2015b). Consistent with these pharmacological findings, GHSR1a-null mice lack food anticipatory activity to habituated feeding responses (Davis et al., 2011).

In addition to promoting appetitive-related memory based on external discrete cues, contextual cues, and temporal scheduled feeding cues, additional rodent model work reveals that ghrelin signaling in HPC promotes social-based memory related to feeding. We recently examined the effects of RNA interference-mediated knockdown (KD) of ventral CA1 GHSR1a [via an adeno-associated virus (AAV) expressing short hairpin RNAs targeting GHSR1a] on learning the olfactory-based social transmission of food preference task (STFP; Hsu et al., 2018). In this task, “observers” rats learn to prefer a flavor of chow based on a brief social interaction with another “demonstrator” rat that had recently consumed the flavored chow. The “transmission” of food preference in observer rats, demonstrated subsequently as a preference for the demonstrator-paired flavored chow vs. a novel flavored chow, is based on exposure to olfactory cues from the breath of the demonstrator rat during the social interaction (Countryman et al., 2005). Rats that received a control AAV in the vHPC (with scrambled sequence for the short hairpin RNAs) preferred the demonstrator-paired flavored chow vs. the novel flavored chow, whereas rats with vHPC GHSR-1a KD were impaired in learning the STFP task. Importantly, a non-social olfactory transmission of food preference control task was performed in this study to determine whether the deficits found in vHPC GHSR1a KD is specific to olfactory processing of social cues (Hsu et al., 2018). This task replicates the olfactory components of the STFP task but excludes social interaction with a demonstrator rat in the social interaction arena. Results from this control procedure show that both vHPC GHSR1a KD and control animals preferred the flavored chow that was paired with the bedding, indicating vHPC GHSR1a KD selectively impairs learned, social transmission of food preference without deficits in olfactory processing or habituation learning.

Evidence from humans also supports the idea that ghrelin signaling enhances attention to external food-related cues, and this enhanced attention may serve to promote the acquisition and consolidation of food-related memories via action in the HPC. For example, ghrelin administration to healthy volunteers during functional magnetic resonance imaging increases cerebral blood flow (CBF) response to food cues, and in the HPC and amygdala, this effect is specific to food cues with no change in CBF in response to scenery pictures (Malik et al., 2008). A more recent article expanded this work by showing that the ability of hyperghrelinemia (either endogenous or exogenous-based) to enhance food-cue induced increased CBF, including in the HPC, is not explicable by consistent changes in other metabolic markers that vary with energy status, including glucose, insulin, peptide YY, and glucagon-like peptide-1 (GLP-1; Goldstone et al., 2014). Moreover, intravenous ghrelin administration in healthy humans enhances the formation of food-related cue-reward associations by increasing HPC signaling to ventral striatum (Han et al., 2018), results consistent with a previously discussed study in rodents demonstrating an important role for vHPC ghrelin signaling in external social-based food cues (Hsu et al., 2018).



Neurobiological Mechanisms

Ghrelin enhances memory function, in part, by promoting adult hippocampal neurogenesis and synaptic plasticity. Ghrelin administered peripherally induces proliferation and differentiation of adult progenitor cells in the DG (Moon et al., 2009; Zhao et al., 2014), whereas immunoneutralization of ghrelin in the DG reduces these effects (Moon et al., 2009). Furthermore, ghrelin regulates morphological changes in HPC neurons as ghrelin receptor KO rodent models are associated with reduced HPC spine density (Cahill et al., 2014), whereas reduced HPC spine density is rescued following peripheral ghrelin administration in ghrelin deficient rodents (Diano et al., 2006). In vitro ghrelin administration also enhances long-term potentiation (LTP) in HPC slices (Diano et al., 2006), whereas in vivo ghrelin administration directly in the DG enhances synaptic plasticity [e.g., long-lasting potentiation of excitatory postsynaptic potentials (EPSPs)] and improves spatial memory in the Morris water maze task via activation of the PI3K signaling pathway (Chen et al., 2011). Collectively these findings show that ghrelin enhances neurogenesis and neural plasticity in the HPC and that these processes are feasible neurobiological mechanisms through which ghrelin promotes memory processes.



Interactions With Diet and Energy Status

Considering that plasma ghrelin concentrations increase during calorie restriction (Yang et al., 2007), and that calorie restriction increases synaptic plasticity (Fontán-Lozano et al., 2007) as well as ghrelin BBB transport (Harrold et al., 2008; Schaeffer et al., 2013), it is likely that ghrelin’s role in enhancing memory function is very much dependent on energy status. Consistent with this notion, overnight calorie restriction (or intraperitoneal acyl-ghrelin administration) increased levels of early growth response-1 (Egr-1; a neurogenic transcription factor) in the DG, and 2 weeks on a calorie restriction diet improved contextual fear memory and increased neurogenesis in the DG of wild type but not GHSR deficient mice (Hornsby et al., 2016). Additionally, when ghrelin KO and wild-type mice were maintained on either dietary restriction or ad libitum feeding for 3 months, the ghrelin KO mice on an ad lib diet demonstrated reduced neurogenesis, whereas dietary restriction increased the survival of newborn cells in wild type, but not ghrelin knock out mice (Kim et al., 2015). These studies indicate that endogenous GHSR and ghrelin signaling during calorie restriction play a critical role in enhancing HPC neurogenesis and memory function induced by energy deficits.

On the other side of the energy balance scale, obese humans (English et al., 2002; Yildiz et al., 2004) and diet-induced obese rodents (Perreault et al., 2004; Williams et al., 2006; Uchida et al., 2014) exhibit attenuated ghrelin secretion and reduced circulating plasma ghrelin levels. Obese mice also demonstrate deficits in ghrelin BBB permeability (Banks et al., 2008), as well as reduced hyperphagia (Perreault et al., 2004) and hypothalamic arcuate NPY/AgRP mRNA expression (Briggs et al., 2010) in response to peripheral administration of ghrelin. In humans, lean individuals homozygous for the obesity risk-associated fat mass and obesity-related (FTO) gene allele demonstrate attenuated postprandial reduction of circulating levels of acyl-ghrelin, as well as attenuated difference in BOLD responsiveness to high-calorie vs. low-calorie food images in homeostatic and hedonic brain regions in the fed vs. fasted state (Karra et al., 2013). Similarly, studies have identified CNS “resistance” to ghrelin-induced food reward-associated behaviors in DIO mice. For example, peripheral ghrelin administration enhances operant progressive ratio (PR) responding for sucrose reward (Finger et al., 2012) and induces CPP for palatable food availability in normal but not DIO mice (Lockie et al., 2015). Whether DIO impairs feeding-related memory function via vHPC GHSR1A signaling remains to be determined, but HFD-induced ghrelin resistance has been identified at the intracellular signaling level in HPC neurons, as ICV ghrelin administration increases vHPC PI3K and Akt signaling in chow-fed, but not HFD-rats (Kanoski et al., 2013).



Concluding Framework

Overall these findings reveal that ghrelin signaling in the HPC is physiologically relevant for conditioned aspects of appetitive behavior. In addition to promoting HPC-dependent memory based on external spatial and contextual cues in tasks that involve passive or aversive reinforcement, emerging research detailed above shows that ghrelin promotes HPC-dependent memory directly related to feeding behavior, including learning about discreet external cues, contextual external cues, temporal entrainment cues, and social cues that inform about feeding. When in a state of chronic or acute energy deficit, ghrelin signaling may be adaptive to memory formation and retrieval of a food source location and other episodic elements of feeding-related events (Figure 1). On the other hand, the capacity of ghrelin signaling to promote food intake, conditioned appetitive behaviors, and intracellular signaling cascades in HPC neurons may be blunted in obesity and with HFD maintenance. Given that ghrelin levels rapidly decrease following the onset of eating, it follows that additional feeding-relevant systems that mediate prandial, postprandial, and overall energy status are also likely to interact with HPC-dependent memory function. These systems are discussed below.
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FIGURE 1. Peripherally-derived feeding-relevant signals occurring during the preprandial (left column), prandial (center column), and postprandial (right column) stages of feeding converge with neural processing in the hippocampus (HPC) to promote learning and memory for various elements of a feeding episode. These mnemonic episodic elements include the spatial location of a food source, as well as the temporal, nutritive, and social aspects of a meal (mnemonic elements depicted in the cartoon across the bottom row). During the preprandial/appetitive stage, elevated ghrelin signaling promotes HPC-dependent spatial and episodic memory formation related to food procurement via GHSR action in HPC neurons. In the prandial stage, within-meal gut-derived vagal sensory signaling enhances HPC-dependent memory for visuospatial and external contextual features related to a feeding episode via an ascending multisynaptic hindbrain-septal-HPC pathway. In addition, endocrine signals (glucagon-like peptide-1, GLP-1, insulin) are released prandially and immediately postprandially, which each independently contribute to meal-related episodic mnemonic elements (e.g., memory of the nutritive quality of a meal, food location) via direct action on HPC neurons, as well as indirectly through metabolic pathways. The adipokine leptin is presented as a signal that influences HPC-dependent memory (via direct action on HPC neurons) across all feeding stages, potentially via a modulatory mechanism such that optimal leptin levels associated with healthy energy status promote food-related memory.






INSULIN


System Overview

Insulin is a peptide hormone produced by pancreatic β cells in the islets of Langerhans that plays an important role in nutrient metabolism and energy homeostasis. A major function of insulin in the periphery is to facilitate postprandial storage of nutrients, thereby maintaining nutrient homeostasis in the blood following a meal. The most well-characterized of the insulin secretion pathways is metabolic, whereby intracellular catabolism of nutrients by the β cell triggers a rise in intracellular calcium and insulin secretion (for review, see Skelin Klemen et al., 2017). While glucose is the nutrient most commonly associated with insulin secretion, foods that are low in glucose but high in proteins and fats also raise plasma insulin levels (Holt et al., 1997). In addition to this endocrine metabolic pathway, a neural pathway via vagal inputs to the pancreas mediates a cephalic insulin response, which elevates insulin secretion within the first few minutes of initiating a meal (triggered, in part, by oral nutrient detection; Berthoud et al., 1981; Powley, 2000; Ahrén and Holst, 2001). Finally, a humoral pathway for insulin secretion exists involving the incretin hormones GLP-1 and glucose-dependent insulinotropic polypeptide (GIP), which act in concert with rising glucose levels to stimulate insulin synthesis and secretion via an adenylate cyclase mediate pathway (Cernea and Raz, 2011).

Insulin acts on the insulin receptor (IR), which belongs to the receptor tyrosine kinase superfamily (De Meyts, 2000). Insulin binding to IR in muscle or adipose tissue promotes glucose uptake into the cell, as well as glycogen, fat, and protein synthesis (Tatulian, 2015). In addition to being expressed in peripheral tissues capable of storing nutrients, IR is expressed in the brain, where it plays a role in both peripheral energy metabolism and reducing food intake (Woods et al., 1996; Bruning et al., 2000; Schwartz et al., 2000; Obici et al., 2002a,b). High levels of IR expression in the brain are found in the olfactory bulb, cerebral cortex, hypothalamus, cerebellum, cortex, and HPC, with robust expression in the pyramidal region of the CA1, CA3, and granule layer of the DG (Unger et al., 1989; Marks et al., 1990; Schulingkamp et al., 2000). The major source of insulin in the brain is believed to come either predominantly or exclusively from the periphery via a BBB saturable transporter system (Baura et al., 1993; Banks, 2004; Ferrario and Reagan, 2018). The process through which insulin is transported across the BBB was recently elucidated, in part, by Gray et al. (2017), who showed that insulin enters the brain via IR-mediated brain endothelial cell transcytosis, a vesicle-mediated process that does not require downstream signaling of the classic IR intracellular PI3K signaling cascade. Insulin uptake across the BBB is not uniform across brain regions, however, and some regions appear to be more permeable for insulin transport than others. Notably, along with the pons, medulla, and the hypothalamus, the HPC is one of the regions with the highest uptake for insulin from the blood (Banks and Kastin, 1998). Thus, the HPC is a region containing both high levels of IR and for which the BBB is particularly permeable for insulin, suggesting that endogenous peripheral changes in insulin levels influence hippocampal function.



Memory Function

Early evidence for insulin’s involvement in memory was reported by Strong et al. (1990) who discovered that peripheral injections of insulin completely reversed deficits in working memory attributable to the ischemic stroke. Subsequently, Craft et al. (1996) showed that insulin alone, independent of the consequential lowering of blood glucose, is sufficient to significantly improve hippocampal-dependent declarative memory function in human subjects with mild symptoms of dementia. In healthy human subjects, 8 weeks of intranasal insulin treatment (4×/day) significantly improves hippocampal-dependent declarative memory (Benedict et al., 2004). Additional evidence for a role of insulin in supporting cognitive functioning comes from rodent models of diabetes, in which insulin secretion is reduced. For example, rats treated with intravenous injection of streptozotocin (STZ), which kills insulin-secreting pancreatic β cells, have impaired hippocampal-dependent place/location learning and reduced synaptic plasticity (Biessels et al., 1996). Rats treated similarly with STZ also have impaired short-term spatial memory, a deficit that is restored by peripheral treatment with insulin (Kumar et al., 2011).

In addition to impaired peripheral and central insulin signaling seen in diabetes models, impaired memory function in Alzheimer’s disease (AD) is associated with disrupted brain IR signaling. In fact, it has been suggested that AD be considered as “diabetes type 3” (Rivera et al., 2005; Steen et al., 2005; de la Monte and Wands, 2008). In humans, intranasal treatment with insulin has been shown to improve delayed memory recall associated with both mild cognitive impairment (MCI) and mild-to-moderate AD (Reger et al., 2008; Craft et al., 2012, 2017). Extracellular deposits of amyloid β and neuronal loss in the HPC are hallmarks of AD, as is impairment in hippocampal-dependent memory function. In rats, ICV injections of STZ, an established model for AD, impairs spatial and working memory and reduces IR signaling molecules, effects that are normalized by intranasal insulin treatment (Rajasekar et al., 2017; Rostami et al., 2017). There is also evidence to support a role for IR signaling in hippocampal-dependent learning and memory performance in the absence of cognitive deficit and/or dementia. For example, insulin injected into the dHPC enhances spatial working memory performance in rats in the spontaneous alternation task (McNay et al., 2010). Similarly, in healthy rats, bilateral dHPC injections of insulin transiently enhance long-term memory in contextual fear conditioning and inhibitory avoidance tasks (Stern et al., 2014) and insulin injected into the CA1 region of the dHPC immediately post-training enhances memory performance in an inhibitory avoidance task (Babri et al., 2007).

In addition to pharmacologically injected insulin, endogenous IR signaling in the HPC is critical for learning and memory function in healthy lab rats. For example, blockade of endogenous insulin in the HPC via microinjection of a small, anti-insulin, antibody-like protein, impairs spatial working memory performance in the spontaneous alternation task (McNay et al., 2010) and a 70% KD of dorsal HPC (dHPC) IR impairs HPC-dependent long-term spatial memory without affecting energy balance or peripheral glucose metabolism (Grillo et al., 2015). Consistent with these effects, learning per se appears to augment IR expression in the HPC. For example, spatial learning in the Morris water maze is associated with increased IR expression in the CA1 pyramidal region of HPC, as well as enrichment of the receptor in nuclear and dendritic compartments (Zhao et al., 1999). Together, the literature strongly supports a role for IR signaling in HPC-dependent learning and memory function, and further suggests that memory function can be enhanced with exogenous insulin treatment under both pathological and healthy conditions.



Neurobiological Mechanisms

Whether mechanisms for central IR impairment are similar to peripheral IR resistance is unclear. One major difference between central and peripheral IR function is that a major function of insulin in the periphery is to enhance GLUT4 migration and glucose uptake, whereas glucose uptake in the brain is thought to be largely insulin independent (Tatulian, 2015). However, hippocampal neurons contain GLUT4 transporters and insulin enhances GLUT4 migration to the membrane of hippocampal neurons via a PI3K mediated pathway (Reagan, 2005; Grillo et al., 2009). In rats, intrahippocampal injections of insulin increase local glycolytic activity and enhances spatial working memory performance in the spontaneous alternation task via a PI3K-mediated pathway (McNay et al., 2010), whereas blocking GLUT4 mediated glucose uptake prevents performance improvements in the task by administration of memory-enhancing doses of insulin to the HPC (Pearson-Leary et al., 2018). Collectively these findings suggest that insulin’s memory-enhancing effects require increased glucose utilization. Indeed, spatial memory is limited by glucose availability and utilization in the HPC (McNay et al., 2000). Thus, the action of insulin in mediating neuronal glucose uptake may, in part, contribute to insulin’s memory enhancing effects.

In addition to improving glucose uptake, at the neuronal level, mechanisms for how central insulin may improve memory function include increasing synaptic plasticity. For example, IR signaling promotes synaptic plasticity (e.g., LTP) in hippocampal neurons, a physiological process widely considered to play a critical role in memory (Lee and Silva, 2009; Lisman et al., 2018). On the other hand, genetically knocking down dHPC IR impairs hippocampal-dependent memory and blocks LTP in the CA1 and DG (Grillo et al., 2015). Related to IR-mediated increases in neuronal plasticity, insulin increases the expression of the growth and plasticity factor brain-derived neurotrophic factor (BDNF) and its receptor TrkB in the HPC (Haas et al., 2016), an effect that is abolished in aged rats. The accumulation of amyloid β in the HPC reduces BDNF function, cell membrane IRs, and IR pathway mediated signaling (De Felice et al., 2009, 2014; Takach et al., 2015). Moreover, the function of BDNF is restored by activating the downstream mediators of IR signaling, suggesting that AB may reduce neuronal plasticity in part by interfering with IR function (Takach et al., 2015). Thus, overall the mechanisms through which central IR signaling may enhance HPC functioning include improved glucose utilization and enhanced neuronal plasticity via neurotrophic pathways.



Interactions With Diet and Energy Status

Central IR function appears to be potently regulated by dietary and metabolic factors. For example, insulin resistance in the HPC is observed in the obese Zucker fa/fa rat model (Špolcová et al., 2014). Similarly, DIO rodents are less responsive to the memory enhancing effects of intrahippocampal insulin (McNay et al., 2010). In females, estrogen treatment normalizes both the peripheral and central IR sensitivity due to ovariectomy in rats fed standard chow, however, peripheral but not central IR sensitivity is restored by estrogen treatment in ovariectomized rats fed a HFD (Pratchayasakul et al., 2014). Even short-term (7 days) feeding of a diet high in saturated fat and fructose is associated with reduced hippocampal IR signaling (Calvo-Ochoa et al., 2014). Similarly, a diet high in fructose (without elevated fat) reduces IR phosphorylation in hippocampal neurons and activation of the downstream signaling molecules IR Substrate-1 (Agrawal et al., 2016), AKT, and PI3K (Wu et al., 2015), outcomes also associated with impaired spatial memory (Wu et al., 2015; Agrawal et al., 2016).



Concluding Framework

Given that insulin secretion is triggered by immediate nutrient availability, one can speculate that it would be advantageous from an evolutionary perspective to have enhanced spatial and contextual memory during the prandial state in order to remember the location of the food supply, as well as to mnemonically encode additional episodic information that facilitated feeding (Figure 1). Indeed, insulin is an ideal candidate to enhance such memories surrounding the prandial period, as its release occurs at the onset, during, and after a meal. One possible explanation for why memory function is enhanced by insulin and other endocrine factors that are triggered during an ongoing meal is that the memory of the meal-related episodic event may be important for influencing the timing of and amount consumed in a subsequent meal in order to maintain optimal energy balance. Similarly, it is advantageous for animals to be able to encode the memory of the nutritive quality of a meal to better guide future foraging behavior. These memory-promoting effects of insulin appear to mirror the peripheral metabolic effects of insulin in that HFD consumption and obesity are associated with dysregulated IR signaling pathways. Corroborating the idea that the evolutionary function for insulin’s memory enhancing effects might be related to the prandial timing of its secretion, additional prandial factors have been shown to similarly enhance hippocampal-dependent learning and memory (as discussed in the subsequent sections).




GUT-DERIVED VAGAL AFFERENTS


System Overview

The vagus nerve (aka, the 10th cranial nerve) is the primary communicator between the gastrointestinal (GI) tract and the brain, delivering energy-status signals from the gut to the brain via vagal afferent (sensory) nerves. There are discrete classes of afferent fibers that innervate GI organs to either detect stomach volume or intestinal nutrient contents (Powley and Phillips, 2004; Brookes et al., 2013; Williams et al., 2016). These afferent fibers contain cell bodies in the nodose ganglia that synapse to the CNS. The medial NTS (mNTS) of the hindbrain is an important integrator in gut-to-brain communication, as it is the first brain region to receive vagal-mediated signaling from the GI organs (Grill and Hayes, 2012).

The HPC is a new player in the world of gut-to-brain communication. For example, increased GI signaling by within-meal satiation signals (e.g., gastric distension, intestinal nutrient infusion) activates CBF in hippocampal neurons in rodents (Xu et al., 2008; Min et al., 2011). Additionally, HPC CBF is robustly activated following gastric vagus nerve stimulation (VNS) in obese humans (Wang et al., 2006). However, the mNTS does not directly project to the HPC (Rinaman, 2010; Hsu et al., 2015a). This suggests that the connection between the mNTS and the HPC must be through multi-order neural projection pathways. The locus coeruleus (LC) and medial septum (MS) have been identified as potential brain region relay sites connecting the mNTS to the ventral CA1 HPC (Castle et al., 2005). Consistent with the MS as a potential relay between mNTS and CA1, recent studies demonstrate that stimulation of the vagus nerve induces dHPC theta rhythms via MS cholinergic signaling (Broncel et al., 2018). Further, we recently utilized monosynaptic and transsynaptic viral tracing techniques to identify the MS as a relay region connecting the mNTS to glutamatergic neurons in the dorsal CA3 and DG subfields of the dHPC (Suarez et al., 2018). These studies provide support for a multi-order neuroanatomical connection linking GI vagally-mediated signaling to higher-order HPC neural processing.



Memory Function

While traditionally linked with the mediation of GI-derived satiation/meal termination signaling, the role of the vagus nerve with regards to cognitive function has been a topic of recent interest. Studies from Clark et al. (1995) demonstrate that unilateral cervical VNS and stimulation of vagal afferents with inactivation of efferents (Clark et al., 1998) improves retention of inhibitory-avoidance memory in rats, whereas in humans, VNS enhances retention of recognition memory when stimulation occurred after learning (Clark et al., 1999). Moreover, VNS in rodents improves spatial memory in the Morris water maze as well as inhibitory avoidance learning, whereas elimination of norepinephrine levels in the HPC via ICV administration of a neurotoxin selective for noradrenergic neurons reverses these VNS-induced memory enhancements in rats with cerebral ischemia/reperfusion injury (Liu et al., 2016).

While VNS enhances memory retention in a variety of HPC-dependent memory tasks, it is important to consider the physiological role of vagal signaling to memory function. The subdiaphragmatic deafferentation (SDA) procedure, which eliminates all GI vagal sensory signaling to the brain, while leaving 50% of supradiaphragmatic sensory and 50% of vagal motor signaling intact (Norgren and Smith, 1994), has been shown to impair extinction of auditory-cued fear conditioning (Klarer et al., 2014), but did not affect NOR memory or working memory in a non-spatial alternation task (Klarer et al., 2017). Of more direct relevance to HPC-dependent memory, our group has recently shown that subdiaphragmatic vagotomy (SDV), which eliminates both GI sensory and motor signaling below the diaphragm, and nodose ganglia injections of CCK-saporin, a novel surgical method which selectively eliminates ~80% of GI-derived vagal sensory signaling below the diaphragm while preserving 100% of motor signaling, both impair HPC-dependent spatial working and contextual episodic memory function in a Barnes’ maze and novel object in context task. On the other hand, SDV does not affect appetitive learning based on internal energy-state cues and social transmission of food-related cues (Suarez et al., 2018). Thus, these findings suggest that GI-derived vagal sensory signaling, which is engaged during feeding, may promote learning about meal-related visuospatial external environmental cues to remember a food location to facilitate future foraging behavior, while having less impact on memory for nonspatial information surrounding a feeding episode (e.g., social cues and interoceptive circulating energy status cues).



Neurobiological Mechanisms

Vagal signaling plays an important role in hippocampal neurogenesis and synaptic plasticity. VNS increases BDNF mRNA (Follesa et al., 2007) and activates BDNF receptor TrkB phosphorylation (Furmaga et al., 2012) in rat HPC. Moreover, VNS induces LTP (Zuo et al., 2007), enhances excitatory synaptic transmission (Ura et al., 2013), and increases BrdU (a thymidine analogue incorporated into the DNA of dividing cells; marker of cell proliferation) and doublecortin (a microtubule-associated protein; marker of cell differentiation) immunoreactivity (Biggio et al., 2009) within the DG subfield of the HPC. Importantly, other studies provide physiological relevance of vagus nerve signaling in neurogenesis and synaptic function. Capsaicin-induced sensory vagus nerve injury, which damages non-myelinated vagal afferents, reduced cell proliferation and differentiation in granule cell layer of the HPC in rats (Ronchi et al., 2012). In adult mice, SDV reduces BDNF mRNA in all subregions of the HPC (e.g., DG, CA1, CA3), the number of immature HPC neurons, proliferation in the dHPC, and survival of newly born cells in both dHPC and vHPC (O’Leary et al., 2018). Moreover, rats with either SDV or selective elimination of GI-derived vagal afferent signaling via nodose injections of CCK-saporin have significantly reduced BDNF and DCX levels in the dHPC relative to controls, and importantly, these reductions are correlated with the magnitude of HPC-dependent memory impairment (Suarez et al., 2018). Collectively these findings suggest that gut-derived vagal signaling promotes HPC-dependent memory by enhancing neurotrophic and neurogenic pathways, and that the results from O’Leary et al. (2018) discussed above are based on elimination of sensory, and not motor vagal signaling.



Interactions With Diet and Energy Status

Diet and metabolic factors strongly regulate the sensitivity of vagal afferent neurons to peripheral GI-derived signals. For example, studies have demonstrated significantly reduced c-Fos (a marker of neuronal activation) in the mNTS following a meal in obese rats (Covasa et al., 2000a,b), reduced mechanosensitivity to stomach distension in obese mice (Daly et al., 2011; Kentish et al., 2012), and reduced chemosensitivity to GI hormones that induce satiation in mice maintained on a high-fat diet vs. low-fat-diet (Covasa and Ritter, 1998). This impaired sensitivity of vagal afferent signals that develops in diet-induced obesity may promote reduced satiation and overconsumption of food. In DIO minipigs, chronic VNS decreases food intake, and in a three-choice meal test, reduces sweet food consumption relative to DIO sham-treated animals (Val-Laillet et al., 2010). These findings suggest that VNS may rescue obesity-associated vagally-based deficits in satiation processing. Of relevance to memory function, obese humans with an implantable gastric stimulator (IGS), a device that expands the stomach through electrical stimulation of the vagus nerve, demonstrated 18% higher brain glucose metabolism in the right HPC, measured via positron emission tomography (PET), and this was associated with lower emotional eating scores with IGS on relative to off (Wang et al., 2006). These results suggest that obesity-induced blunting of vagal afferent signaling impairs the ability of HPC neural activity to modulate eating behaviors, however, this hypothesis requires further testing.



Concluding Framework

Within-meal gut-derived vagal sensory signaling may be part of the prandial mechanism that facilitates learning and remembering the physical location of a food source to inform future foraging behavior. These effects likely involve a multi-order neural pathway from the mNTS through the MS to the dHPC that promotes neurogenic and neurotrophic action in HPC neurons. Based on recent results from our group (Suarez et al., 2018), it appears that this pathway is more important for remembering external visuospatial and contextual information compared to social-related cues and circulating energy balance cues related to feeding behavior (Figure 1). Future work is needed to sort out the role of the reinforcer (appetitive vs. aversive vs. passive) in mediating these effects, as well as to examine whether obesity-associate deficits in GI-derived satiation signal processing extend to vagal modulation of memory and cognitive outcomes.




GLUCAGON-LIKE PEPTIDE 1


System Overview

GLP-1 is produced from the preproglucagon gene. As an incretin hormone, GLP-1 is secreted from the distal intestines and has blood glucose lowering effects (Kreymann et al., 1987; Baggio and Drucker, 2007), attributed primarily to enhanced glucose-stimulated insulin secretion from pancreatic β cells (Mojsov et al., 1987). The primary impetus for GLP-1 secretion from the ileal endocrine L cells is the presence of nutrients in the gut (Baggio and Drucker, 2007). In addition to its incretin actions, GLP-1 signaling also reduces food intake, in part, via a reduction in gastric emptying rate (for review, see Shah and Vella, 2014; Drucker, 2018).

In addition to the intestinal GLP-1 secretion, GLP-1 is also released in the brain by the preproglucagon (PPG)-expressing neurons located in the hindbrain mNTS, the caudal medullary reticular formation, and the olfactory bulb (Merchenthaler et al., 1999). Given the short half-life of peripherally-released GLP-1 due to rapid enzymatic degradation by dipeptidyl peptidase-4 (DPP-4), the predominant source of GLP-1 in the brain is thought to be the PPG neurons (Holst, 2007), which project extensively throughout the brain (Gu et al., 2013; Trapp and Cork, 2015). Similarly, GLP-1R is widely expressed throughout the neuraxis (Cork et al., 2015), and several specific nuclei have been identified that are functionally relevant to GLP-1’s food intake reducing effects (for review, see Kanoski et al., 2016).



Memory Function

Of direct relevance to this review, GLP-1 receptor (GLP-1R) is robustly expressed in the HPC, particularly within the vHPC (Merchenthaler et al., 1999; Cork et al., 2015). GLP-1R activation in the vHPC reduces food intake by reducing meal size and conditioned motivated responding for palatable food via downstream connectivity with the medial prefrontal cortex (Hsu et al., 2015a, 2018). In addition to these hypophagic effects, GLP-1 also acts in hippocampal neurons to enhance learning and memory. Early evidence for GLP-1’s role in hippocampal memory function comes from During et al. (2003), who demonstrated that injections of GLP-1 (7–36) amide in the brain (ICV) enhances hippocampal-dependent spatial memory in rodents (During et al., 2003). This report further revealed that GLP1-R KD impairs contextual fear memory in mice and that these impairments are reversed by virogenetic re-expression of the GLP1-R in the HPC (During et al., 2003). These data suggest that GLP-1R signaling in the HPC improves learning and memory in normal healthy animals. However, while GLP-1 crosses the BBB (Kastin et al., 2002), the rapid enzymatic degradation in peripheral circulation by DPP-4 (Holst, 2007) raises the question as to what extent peripheral GLP-1 reaches the brain (and HPC) in meaningful concentrations. Related, GLP-1-releasing PPG neurons in the hindbrain, considered to be the predominant source of endogenous GLP-1 in signaling in the brain, do not project to the HPC, thereby reducing the likelihood of a direct GLP-1 synaptic connection between the NTS and the HPC. Given that GLP-1 immunoreactive terminals directly contact the ependymal cells contacting the cerebral spinal fluid (CSF) in the cerebral ventricles, and that active GLP-1 is present in both the CSF and in hippocampal tissue lysates under physiological conditions, we have previously proposed CSF ventricular “volume transmission” of GLP-1 as a mechanism through which GLP-1 released from PPG neurons reaches HPC neurons and glial cells (Hsu et al., 2015a). Additional support for this biological signaling pathway in the control of feeding behavior was recently provided for the orexigenic neuropeptides, melanin-concentrating hormone and orexin (Noble et al., 2018), thereby further supporting the feasibility of CSF transmission of GLP-1 as a mechanism for communication to hippocampal neurons.

Clinically-relevant evidence supporting a role for GLP-1 in promoting hippocampal-dependent memory comes from studies using peripheral administration of FDA-approved GLP-1-based diabetes and obesity drugs. For example, peripheral treatment with the DPP4 inhibitor sitagliptin, which delays the degradation of GLP-1 and therefore elevates its endogenous half-life, increases markers of hippocampal neurogenesis and improves recognition memory in mice fed a high-fat diet (Gault et al., 2015). Further, chronic peripheral treatment with the long-acting GLP-1 analog, exenatide, significantly improves performance in the spatial radial arm maze in healthy rats (Isacson et al., 2011). Similarly, chronic treatment with a different long-acting GLP-1 analog, liraglutide, improves deficits in spatial memory observed in a rat model of central streptozotocin (STZ)-induced neurotoxicity and diabetes (Palleria et al., 2017), an outcome also observed following exenatide treatment (Chen et al., 2012). In addition to improving hippocampal function in animals with central STZ-induced neurotoxicity, exenatide treatment improves hippocampal-dependent spatial memory in rats made insulin resistant with a high fructose diet (Gad et al., 2016) and in a mouse model of peripheral STZ-induced diabetes (Huang et al., 2012; Gumuslu et al., 2016). Unfortunately, it is not possible from these studies to distinguish the peripheral from the central effects of the GLP-1 analogs, as both exenatide and liraglutide cross the BBB following peripheral administration (Kastin and Akerstrom, 2003; Knudsen et al., 2016). However, ICV injections of GLP-1 attenuate spatial memory impairments in a juvenile model of STZ-induced diabetes (Iwai et al., 2009), suggesting that upregulating central GLP-1R signaling per se improves hippocampal-dependent learning and memory in animals with peripheral hyperglycemia and/or reduced insulin production.

It is noteworthy that the food intake-reducing effects of peripherally-delivered GLP-1 analogs (exendin-4 and liraglutide) require vagus nerve-independent BBB transport and direct action on central GLP-1Rs (Kanoski et al., 2011a), suggesting that these GLP-1 analogs may have clinical relevance for memory disorders. Indeed, in rodent models GLP1R agonists have shown promise for reducing the mnemonic deficits associated with AD. In rats, intra-hippocampal injections of GLP1R agonists prevent impairments in spatial memory induced by central injections of amyloid β (Wang et al., 2010; Qi et al., 2016). Similarly, in the amyloid precursor protein/presenilin (APP/PS1) double and APP/PS1/Tau triple transgenic mouse models of AD, liraglutide treatment attenuates spatial memory impairments (McClean et al., 2011; Chen et al., 2017). The memory improvements associated with GLP-1 receptor agonists are not limited to conditions in which amyloid β or hyperphosphorylated tau are present, as GLP-1 receptor agonists are neuroprotective and promote memory retention in senescence accelerated mouse prone 8 (SAMP8) mice, a model of age-related spontaneous AD not associated with amyloid plaques (Hansen et al., 2015).



Neurobiological Mechanisms

The mechanisms through which GLP-1R activation affects hippocampal-dependent learning and memory are not completely understood, however, evidence suggests that GLP-1R activation increases synaptic plasticity (Gilman et al., 2003; Abbas et al., 2009; Gault et al., 2010; Han et al., 2013; Cai et al., 2014) and increases neurite outgrowth (Perry et al., 2002). GLP-1R agonism has also been shown to affect gene expression levels of the neurotrophic and neuroplasticity factor BDNF and its receptor TrkB (Lennox et al., 2014; Gumuslu et al., 2016). However, other studies found no effect of GLP1R agonist liraglutide treatment on expression levels of NTRK2, BDNF, or synaptophysin, but nevertheless observed an increase in hippocampal LTP in the CA1 region which was associated with elevated levels of the mammalian achaete-scute homologue 1 [Mash1; a marker for neurogenesis (Isacson et al., 2011; Porter et al., 2013)]. GLP-1R agonists also increase neurogenesis in the HPC, evidenced by increased expression of the neurogenic marker doublecortin, elevated BrdU incorporation, and an increase in neuronal number in the HPC (Isacson et al., 2011; Hansen et al., 2015). Thus, taken together GLP-1 may improve HPC-dependent learning and memory by increasing neuronal plasticity, neurogenesis, and/or both.



Interactions With Diet and Energy Status

Unlike previous systems discussed above, results on whether dietary and metabolic factors regulate GLP-1 sensitivity are mixed. Postprandial GLP-1 release is attenuated in obese individuals (Näslund et al., 1998) and higher levels of GLP-1 appear to be required to produce anorectic effects and terminate a meal (Näslund et al., 1999), suggesting obesity-induced GLP-1 insensitivity, or “resistance” with regards to feeding outcomes. Consistent with these effects, rats maintained on a HFD demonstrate attenuated satiation effects following GLP-1 receptor activation (Williams et al., 2011). Of relevance to memory outcomes, peripheral administration of GLP-1 receptor agonists [e.g., Liraglutide (Val8)GLP-1(GluPAL), Exendin-4] in DIO mice rescues HPC LTP and normalizes object recognition memory to performance levels similar to lean control mice (Gault et al., 2010; Porter et al., 2010; Lennox et al., 2014). Additionally, oral administration of Sitagliptin (a DPP-4 inhibitor that elevates GLP-1 concentrations) reverses object recognition memory deficits and elevates HPC doublecortin expression in HFD-maintained mice (Gault et al., 2015).

In contrast with these findings, however, human studies demonstrate limited or no evidence of obesity-associated GLP-1 resistance following chronic pharmacological GLP1 analog treatment. For example, exenatide treatment produces significantly greater weight loss in extremely obese individuals relative to that observed in overweight or lean individuals (Blonde et al., 2006). Moreover, intravenous administration of exenatide reduces blood-oxygen-level dependent responses in a memory-related brain regions (including the right HPC) in response to high-calorie food pictures in obese subjects but not in lean subjects (Eldor et al., 2016). Overall the influence of dietary and metabolic factors on GLP-1-based effects on incretin signaling, feeding behavior, and memory outcomes is thus far poorly understood.



Concluding Framework

As highlighted throughout this review, there may be an evolutionary benefit in remembering the details surrounding a meal, such as remembering where the food source comes from, as well as whether the meal rewarding/nutritive or did it cause malaise. Given the role of the HPC in memory function related to spatial and temporal events, contextual elements associated with reward or aversive stimuli (Behrendt, 2013), or physiological energy status cues (reviewed in Kanoski and Grill, 2017), it seems logical that the time during and immediately following food consumption is a key time for the HPC contribute to encode memory. While the GLP-1 system has similar effects to insulin on hippocampal function, the fact that there are direct effects of GLP-1 in the brain independent of the incretin effects of GLP-1 in the periphery (During et al., 2003; Iwai et al., 2009) suggests that these two systems have independent effects on memory function. This redundancy supports a framework in which enhanced memory function during and surrounding meal consumption involves multiple energy balance relevant systems that have different temporal secretion dynamics, as well systems that have opposing effects on food intake (Figure 1). Consistent with data discussed above indicating that these systems are modulated by energy status, now we discuss a system, leptin, that is a key signal for chronic energy status.




LEPTIN


System Overview

Leptin is a 16 kD hormone synthesized and released into the blood primarily by white adipose tissue (Zhang et al., 1994). Circulating plasma leptin levels are positively correlated with fat mass and fluctuate with nutrient status (Frederich et al., 1995; Maffei et al., 1995), with low plasma levels during nutrient deficiency and high levels postprandially and in obese states (Dalamaga et al., 2013). Additionally, there is a stomach-derived source of leptin, which is secreted during a meal and absorbed from the small intestine into the blood stream (Cammisotto and Bendayan, 2012). Leptin exerts its main effect on long-term regulation of energy homeostasis by binding to the long isoform of leptin receptor (LepRb) expressed in peripheral tissues and the brain. Leptin acts as an energy status signal to reduce food intake and body weight during times of nutritional abundance, whereas mutation of leptin or LepRb results in severe hyperphagia, decreased energy expenditure, and early onset obesity in humans and rodents (Tartaglia et al., 1995; Chua et al., 1996; Montague et al., 1997; Farooqi et al., 1999; Kelesidis et al., 2010). Leptin crosses the BBB via a saturable transporter system (Banks et al., 1996) and binds to LepRbs expressed in the hypothalamus, caudal brainstem, and elsewhere to regulate energy balance control (Friedman and Halaas, 1998; Bates and Myers, 2003; Myers et al., 2009; Hayes et al., 2010; Kanoski et al., 2012). Recent findings have also highlighted the physiological relevance of LepRb signaling in higher-order (limbic, cortical) brain regions, including the lateral hypothalamus (Leinninger et al., 2009, 2011; Goforth et al., 2014; Laque et al., 2015), ventral tegmental area (Fulton et al., 2006; Hommel et al., 2006; Mietlicki-Baase et al., 2015), and of direct relevance to this review, the CA1, CA3, and DG subregions of the HPC (Huang et al., 1996; Couce et al., 1997; Shioda et al., 1998; Burguera et al., 2000b; Ur et al., 2002).



Memory Function

In addition to its more widely studied role in energy balance, leptin also promotes memory function, particularly through its action in hippocampal neurons. For example, intravenous and peripheral administration of leptin enhances performance in HPC-dependent spatial and contextual memory tasks in rodents (e.g., Morris water maze and passive avoidance task, respectively; Oomura et al., 2006), as well as a novel place recognition task that measures contextual episodic memory (Malekizadeh et al., 2017). In humans, leptin deficiency is associated with impaired verbal memory function, which is rescued following subcutaneous leptin administration (Paz-Filho et al., 2008). Within the brain, direct dHPC leptin administration improves HPC-dependent memory retention in mice in a T-maze foot shock avoidance and step-down avoidance tasks (Farr et al., 2006). Collectively, these behavioral studies indicate that leptin signaling improves HPC-dependent memory function associated with passive reinforcement tasks and memory tasks based on escape/aversive reinforcement.

Leptin’s pharmacological effects on memory may be particularly influenced by the nature of the reinforcement. For example, the studies mentioned above reveal that leptin, administered either peripherally or directly to the dHPC, improves memory function for spatial and contextual-based tasks that involve passive or aversive reinforcement. In contrast, leptin administration in the vHPC impairs memory consolidation for the spatial location of food, whereas dHPC administration had no effect (Kanoski et al., 2011b). Consistent with these findings, vHPC lesions, which eliminate leptin signaling in the vHPC, enhance memory for an association between environmental cues and food reward (Ferbinteanu and McDonald, 2001). It could be that increased leptin signaling in the vHPC, associated with energy surplus, reduces the ability of environmental cues to elicit memory for food-related information in favor of remembering non-food-related cues. Whether this putative reinforcement-dependent role for leptin in memory function is differentially mediated by dorsal vs. ventral hippocampal neurons requires further investigation.



Neurobiological Mechanisms

At the neuronal level, leptin acts on HPC neurons to promote synaptic function, in part, by protecting HPC neurons from apoptosis (Guo et al., 2008), by promoting proliferation of HPC progenitor cells (Garza et al., 2008), and by increasing dendritic spine formation (O’Malley et al., 2007; Stranahan et al., 2009; Dhar et al., 2014a,b). LepRb deficient rodents (e.g., Zucker fa/fa rats and db/db mice) demonstrate impaired LTP and LDT in HPC CA1 synapses, as well as impaired spatial memory performance in the Morris water maze (Li et al., 2002). These changes in LTP and LTD are mediated, in part, by leptin-dependent regulation of N-Methyl-D-aspartate (NMDA) receptor activation (Shanley et al., 2001; Durakoglugil et al., 2005), as well as through activation of Akt/PI3K and ERK/MAPK intracellular signaling pathways (Niswender et al., 2001; Irving et al., 2006; Weng et al., 2007; Garza et al., 2008; Guo et al., 2008). PI3K signaling, in particular, is implicated in leptin-dependent induction and maintenance of LTP, LTD, and NMDA receptors in the HPC (Shanley et al., 2001; Durakoglugil et al., 2005) via stimulation of calcium/calmodulin-dependent protein kinase II (CaMKII) activity (Li et al., 2002; Oomura et al., 2006). In addition to enhancing synaptic plasticity, leptin induces morphological changes by forming dendritic protrusions through activation of TrpC signaling, which is important for BDNF-induced spine formation in the HPC (Li et al., 2010), via activation of CaMK signaling (Dhar et al., 2014a), and by increasing dendritic spine density of HPC synapses through activation of NMDA receptors that is mediated by MAPK/ERK signaling pathway (O’Malley et al., 2007).

While leptin plays an important role in enhancing neuronal plasticity and memory function, studies demonstrate that variations in nutritional status can alter these leptin-mediated effects. Low serum levels of leptin have been linked to severe malnutrition (Caro et al., 1996; Pinos et al., 2007; Amirkalali et al., 2010), acceleration of brain aging, and higher risk to develop AD (Power et al., 2001; Lieb et al., 2009; Fadel et al., 2013). Further, serum leptin levels are positively correlated with HPC gray matter volume (Lieb et al., 2009; Narita et al., 2009) and MCI patients demonstrate lower serum leptin levels independent of body fat, as well as reduced memory performance on an auditory verbal learning test and decreased volume and microstructural integrity of HPC subfields relative to healthy controls (Witte et al., 2016). Direct administration of leptin to HPC neurons, either in vitro or in vivo, facilitates LTP induction, whereas smaller and larger doses of leptin actually inhibit LTP (Wayner et al., 2004). These findings suggest that a specific concentration of leptin when optimal energy reserves are met may enhance synaptic plasticity, with opposite effects observed in the presence of either insufficient or excess energy reserves. Moreover, leptin rescues the increased neuroapoptosis and impaired cognitive function in the Morris water maze via regulation of 5′-AMP-activated protein kinase (AMPK) activity that occurs under severe dietary restriction (Dagon et al., 2005). Therefore, nutrient deficiency (associated with low circulating leptin levels) impairs HPC integrity and cognitive function, further supporting the notion that leptin’s role as an energy-status signal may extend to modulating HPC-dependent spatial and other memory processes.



Interactions With Diet and Energy Status

Obese rodents and humans demonstrate leptin resistance and peripheral hyperleptinemia, in part, due to reduced leptin transport across the BBB and reduced ability of CNS leptin to engage intracellular signaling pathways downstream of LepRb binding (Montague et al., 1997; Strobel et al., 1998; Banks et al., 1999; Farooqi et al., 1999; Burguera et al., 2000a; El-Haschimi et al., 2000; Banks, 2001; Munzberg et al., 2005). Considering that obesity is associated with impaired cognitive function (Elias et al., 2005; Cournot et al., 2006; Wolf et al., 2007), leptin resistance may play a role in HPC-dependent memory impairment associated with obesity (see Van Doorn et al., 2017 for further review on this topic). Related, rats maintained on a high fructose and HFD develop hyperleptinemia, lower central leptin levels, and impaired performance on the Morris water maze task (Lin et al., 2017). These effects could be due to elevated stearoyl-CoA desaturase-1 (SCD-1) expression in the brain, an enzyme involved in fatty acid metabolism with expression correlated with obesity and suppressed by leptin (Biddinger et al., 2006). Moreover, mice maintained on a HFD demonstrate impaired spatial memory in a novel location recognition (NLR) task with desensitization of PI3K/Akt signaling pathway coupled to HPC LepRbs (Valladolid-Acebes et al., 2013).

Excessive caloric consumption may interfere with leptin’s capacity to promote memory function through interactions with BDNF, a neurotrophin that promotes plasticity and is reduced in the HPC following HFD maintenance in rodents (Molteni et al., 2002; Kanoski et al., 2007; Noble et al., 2014). For example, CNS leptin increases BDNF expression in the HPC, and this effect is diminished with HFD maintenance (Yamada et al., 2011; Kanoski et al., 2014). Consistent with this framework, obese rats (induced via lentivirus-mediated downregulation of hypothalamic IRs) demonstrate hyperleptinemia and impaired LTP in CA1 HPC (Grillo et al., 2011a), as well as deficits in HPC synaptic plasticity, reduction in HPC dendritic spine density, and reduced c-Fos expression in the CA1 subregion of the HPC following fear conditioning tasks (Grillo et al., 2011b). Rats on a high-calorie diet also demonstrate reduced HPC LTP at CA1 synapses and deficits in spatial memory function through BDNF-mediated effects on dendritic spine density (Stranahan et al., 2008).



Concluding Framework

Results discussed above indicate that the HPC receives and responds to leptin-induced energy status signaling to influence memory function. Interestingly, data support a U-shaped mechanism whereby low and high concentrations of leptin present in malnutrition and obesity, respectively, negatively impact HPC synaptic plasticity and cognitive function. Therefore, when energy reserves are met and leptin levels are optimal to maintain energy homeostasis, the HPC appears to be able to integrate information about healthy energy status to promote spatial and contextual memory, which may be relevant to efficiently learning the location of food and other episodic elements surrounding feeding (Figure 1). Future research is needed to determine whether HPC leptin signaling differentially promotes memory based on food vs. nonfood reinforcement, and related, whether these effects are dependent on HPC subregion (dorsal vs. ventral), as well as overall energy status and circulating leptin levels.




SUMMARY

Eating is paramount in the hierarchy of mammalian physiological and psychological needs. The literature reviewed herein highlights that the neurobiological control of learning and memory is strongly linked with signaling from biological peripherally-derived systems that fluctuate around and strongly influence the consumption of a meal (Figure 1). Preprandial (ghrelin) and prandial/immediate postprandial signals, including insulin, GLP-1, and gut-derived vagal nerve activation, improve HPC-dependent contextual, episodic, and spatial memory. Similarly, the adipocyte-derived hormone leptin, an overall energy status marker, has similar beneficial effects on HPC neural and mnemonic outcomes. While beyond the scope of this review, it is also the case that various CNS-derived neuropeptide systems that potently influence appetite and feeding enhance hippocampal-dependent memory via similar neuronal mechanisms as the peripheral-derived systems discussed herein. For example, the hypothalamic-derived feeding-related neuropeptides, orexin (aka, hypocretin; Yang et al., 2013; Mavanji et al., 2017), oxytocin (Lee et al., 2015), melanin-concentrating hormone (Monzon et al., 1999; Adamantidis et al., 2005), and neurotensin (Ohinata et al., 2007; Zhang et al., 2016), have all been established to promote HPC memory function and plasticity in rodent models. Collectively, these peripheral- and central-derived biological systems represent a diverse array of neurobiological pathways that bi-directionally influence feeding behavior, yet generally, have common promoting/enhancing effects on HPC function, with some exceptions (e.g., based on pharmacological dose effects, nature of reinforcement, etc.).

The common neurobiological mechanisms through which these diverse systems improve memory function include (but are not limited to) enhanced neuroplasticity and neurogenesis in hippocampal neurons. Based on evidence that multiple signals elevate BDNF-TrkB signaling, which is important for both synaptic plasticity and hippocampal neurogenesis, it is possible that this neurotrophic pathway may be downstream of both preprandial and prandial/postprandial feeding-related biological signals, and upstream of neuroplasticity, neurogenic, and mnemonic outcomes. Though this hypothesis remains to be tested, it is possible that surrounding the event of a meal, energy balance-related signaling factors promote a temporary rise in BDNF/TrkB signaling which primes neuronal systems for learning about the critical elements of the meal. Importantly, dietary and metabolic factors appear to potently regulate the capacity of these systems to promote these neurobiological mechanisms and enhance memories of a meal, and generally-speaking, the memory-promoting capacity of these systems are reduced with obesity and HFD maintenance.

This review highlights functional/behavioral data from both humans and mechanistic experimental rodent model experiments revealing that hippocampal-dependent memory function is enhanced by biological systems that show sharp and dynamic fluctuations surrounding mealtime. Such mnemonic enhancement likely provides an important evolutionary advantage. For example, the ability to recall the details surrounding a nutritive meal, including the physical location of the food, how to procure and prepare it, and what external episodic factors modulate the availability and nutritive quality of the food, may serve to increase the success and efficiency of future foraging and feeding behavior. The reviewed literature suggests that these meal-related systems also enhance the capacity for memory for events not directly related to feeding behavior, including those that involve passive or aversive reinforcement. Whether these effects are a by-product of systems that are engineered to promote feeding-related memories, and related, whether the nature of the reinforcer (food vs. nonfood, hedonic vs. homeostatic, appetitive vs. aversive) is a critical factor in the ability of these systems to promote memory function, are important areas for future research.
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The view that different kinds of memory are mediated by dissociable neural systems has received extensive experimental support. Dissociations between memory systems are usually observed during initial acquisition, consolidation, and retrieval of memory, however increasing evidence also indicates a role for multiple memory systems in extinction behavior. The present article reviews a recent series of maze learning experiments that provide evidence for a multiple memory systems approach to extinction learning and memory. Evidence is described indicating that: (1) the hippocampus and dorsolateral striatum (DLS) mediate different kinds of extinction learning; (2) the effectiveness of different extinction protocols depends on the kind of memory being extinguished; and (3) whether a neural system is involved in extinction is also determined by the extinction protocol and kind of memory undergoing extinction. Based on these findings, a novel hypothetical model regarding the role of multiple memory systems in extinction is presented. In addition, the relevance of this multiple memory systems approach to other learning paradigms involving extinction (i.e., extinction of conditioned fear) and for treating human psychopathologies characterized by maladaptive memories (e.g., drug addiction and relapse) is briefly considered.
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INTRODUCTION


“I wish to suggest that our familiar theoretical disputes about learning may perhaps (I emphasize ‘perhaps’) be resolved, if we can agree that there are really a number of different kinds of learning.”

—Tolman (1949).



Extinction may be broadly defined as the learned suppression of a previously acquired memory (Bouton, 2004; Myers and Davis, 2007). When a subject is returned to a situation in which some memory had been acquired, but without the original reinforcer that had motivated initial acquisition of the memory, extinction learning typically follows. Extinction learning becomes evident when the behaviors that had manifested during initial acquisition of the memory begin to decline. For instance, a rat that had acquired a running approach response down a straight alley to retrieve food reward at the opposite end of the maze will demonstrate extinction learning when the food reward is later withdrawn, and extinction learning will be expressed behaviorally as a suppression of the original running approach response. Decrements of the original behavior constitute the most commonly cited outcome of extinction training and serve as the dominant measure of extinction learning and memory in most studies.

In the first half of the 20th century, extinction was interpreted in the context of learning theory, which at the time was dominated by two opposing viewpoints: the stimulus-response (S-R) view and the cognitive view. Clark L. Hull, who provided the most complete iteration of the S-R view at this time, suggested that initial acquisition of a memory may be likened to an acquired reflex, to the extent that stimuli (S) in the learning environment may gain the capacity to activate automatic behavioral responses (R; Hull, 1943). During extinction training, the opposite occurs and, instead of stimuli having an excitatory impact on the response, stimuli gain the capacity to activate a habit of not responding or a “no response.”

In opposition to the S-R view, the cognitive view championed by Tolman (1932) suggested that, during initial learning, animals acquire meaningful relationships between stimuli in the learning environment. These learned associations between stimuli culminate into a “sign-gestalt expectation” that guides behavior to the reinforcer (e.g., food reward). During extinction training, a change in expectation occurs in which the animal expects the absence of reinforcement. Therefore, to the extent that the expectation of reinforcement had guided the original behavior, expecting the absence of reinforcement during extinction training should result in a response decrement.

Although Tolman was a passionate advocate for the cognitive view of learning, he also offered the possibility that “there is more than one kind of learning” (Tolman, 1949). Tolman suggested that some of the debates between learning theorists could be resolved if we accepted that the distinct learning mechanisms being proposed by different groups are not mutually exclusive and that they instead co-exist and contribute uniquely to learning and memory function. Over the past few decades, this general contention has been extensively corroborated by neurobiological studies indicating that the acquisition and retrieval of different kinds of information are mediated by different parts of the brain (for review see Squire, 2004; White et al., 2013). That is, instead of a single mechanism guiding learning and memory, these processes may be achieved through multiple memory systems. However, dissociations between memory systems have been observed primarily during initial acquisition, consolidation, and retrieval of memory, whereas comparatively little attention has been devoted to a potential role for multiple memory systems in extinction learning.

The present article primarily reviews evidence from a recent series of maze learning experiments conducted in our laboratory and introduces a multiple memory systems approach to extinction (Figure 1). This approach suggests that there are different kinds of extinction learning that can contribute to the response decrement following extinction training. Moreover, different kinds of extinction learning may be achieved through distinct learning mechanisms mediated by different parts of the brain. The present article also considers: (1) how this multiple systems view can be applied to extinction in other learning paradigms, namely extinction of conditioned fear; and (2) how this approach might be relevant to suppression of maladaptive memory in neuropsychiatric disorders.
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FIGURE 1. Potential roles of multiple memory systems in extinction learning and memory. The hippocampus mediates stimulus-stimulus associations that could lead to changes in expectation of reinforcement. For instance, extinction learning mediated by the hippocampus may include learning that a context or spatial location is associated with “no food” or “no shock.” The dorsolateral striatum (DLS) mediates inhibitory stimulus-response associations, whereby stimuli in the learning environment may be associated with inhibition of a previously acquired behavior (e.g., inhibition of a previously learned body-turn response or lever press). The basolateral amygdala (i.e., BLA) mediates new stimulus-affect associations that compete with previously acquired conditioned emotional memories, such as Pavlovian fear conditioning and conditioned place preference (CPP). Likewise, the medial prefrontal cortex (mPFC) has also been identified as an important region mediating extinction of conditioned fear and CPP.





MULTIPLE MEMORY SYSTEMS: HIPPOCAMPUS AND DORSAL STRIATUM

The present review describes a multiple memory systems approach to extinction by providing evidence that the hippocampus and dorsolateral striatum (DLS) mediate different kinds of extinction learning. This idea is based in part on extensive evidence across several mammalian species indicating that these two structures are involved in the initial acquisition of different types of information (Packard et al., 1989; Packard and McGaugh, 1992, 1996; McDonald and White, 1993; Knowlton et al., 1996; Teng et al., 2000; Fernandez-Ruiz et al., 2001). The hippocampus selectively mediates stimulus-stimulus associations, which can be employed to build cognitive maps of the learning environment or “sign-gestalt expectations” about the learning situation (O’Keefe and Nadel, 1978). This information can be used to guide purposive behavior in the learning situation, such as directing maze running behavior toward a rewarded spatial location.

In contrast, the DLS mediates associations between stimuli and responses (for review see Packard and Knowlton, 2002), so that stimuli can automatically activate a behavioral response. Following acquisition, the learned behaviors inherent in an S-R memory mediated by the DLS are expressed without cognitive “expectation” of reinforcement, but rather are activated by specific stimuli. Notably, learning and memory functions of the DLS appear remarkably consistent with Hull’s S-R habit view of learning, whereas the mnemonic functions of the hippocampus resemble Tolman’s cognitive view of learning (Tolman, 1932; Hull, 1943).

Considering the extensive evidence that hippocampus and DLS are involved in distinct learning and memory processes guiding initial acquisition and retrieval, it is possible that these neural systems also subserve different kinds of extinction learning. Determining whether the DLS and hippocampus are involved in different kinds of extinction learning would require the use of separate extinction protocols that presumably engage distinct learning mechanisms.



TWO PROTOCOLS: LATENT VS. RESPONSE EXTINCTION

Early experimental psychologists demonstrated by training rats in a variety of maze tasks that extinction learning can be achieved using distinct protocols. In the straight alley maze (Figure 2), animals are initially trained to make a running approach response down a straight runway to retrieve food reward at the opposite end of the maze. Following initial acquisition of the straight alley maze, memory performance may be extinguished using two distinct protocols. In a typical “response extinction” protocol, a subject is given the opportunity to perform the original behavior, but without reinforcement. For example, response extinction in the straight alley maze involves releasing a rat from the original starting position, thus affording the animal the opportunity to execute the original running approach response toward the goal box at the opposite end of the maze, only now this goal box does not contain food.
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FIGURE 2. Latent and response extinction in the straight alley maze. During initial acquisition in the straight alley maze, the rat is consistently placed on one end of a straight runway, while food remains available at the other end in a recessed food well. Over the course of acquisition, the rat learns to make a running approach response to the food location. Following acquisition, behavior can be extinguished using one of two distinct protocols: response extinction or latent extinction. For response extinction, the rat is placed in the original starting location without food on the other end. This allows the animal to make the original running approach response to the empty food well. For latent extinction, the rat is confined to the goal location without food, which prevents the rat from making the original running approach response. The effectiveness of latent and response extinction is revealed through the use of subsequent probe trials, in which the animal is returned to the original starting position without food at the other end. During the probe trials, rats that had received either latent extinction or response extinction show an increase in latency to approach the food well, suggesting that both protocols lead to extinction. Research from our laboratory indicates that response and latent extinction are mediated by distinct memory systems (Gabriele and Packard, 2006; Goodman et al., 2016a; Goodman et al., 2017a). The DLS, but not the hippocampus, mediates response extinction. The hippocampus, but not the DLS, mediates latent extinction.



On the other hand, a “latent extinction” protocol involves confining an animal to the previous goal location without reinforcement (Seward and Levy, 1949; Deese, 1951; Moltz, 1955; Denny and Ratner, 1959; Dyal, 1962; Clifford, 1964). Importantly, this extinction training protocol prevents the animal from having the opportunity to perform the originally acquired approach behavior. For example, latent extinction in the straight alley maze involves confining a rat to the goal box without food, thereby preventing the animal from performing the running approach response to the empty goal box. Even though the animal is not able to perform the originally reinforced running response, these goal box confinements remain effective at producing extinction by presumably “informing” the animal that the goal box no longer contains food (Seward and Levy, 1949). The effectiveness of latent extinction is revealed through subsequent probe trials, in which a rat is released from the original starting position, therefore having the opportunity to perform the running approach toward the unrewarded goal location. Animals previously given latent extinction demonstrate a greater suppression of the running approach response during these probe trials, relative to control animals that were confined to another, neutral box (Seward and Levy, 1949). These observations suggest that some extinction learning occurs during the unreinforced goal box confinements, i.e., without the animal having to perform the original running response.

Historically, latent extinction provided evidence against the S-R view, which hypothesized that the unreinforced response must be made in order for extinction to occur (Hull, 1943). Instead, latent extinction was viewed as providing evidence for the cognitive view, in that the response decrement may be attributed to a change in expectation about the goal location no longer containing reinforcement (Seward and Levy, 1949; but see also Moltz, 1955). Thus, latent extinction contributed in part to the downfall of the S-R view and the rise of the cognitive view of extinction (Hulse et al., 1975).

However, an alternative approach based on the multiple memory systems hypothesis is that latent and response extinction may tap into different kinds of learning mediated by distinct neural systems. Unreinforced confinements to the goal box during latent extinction training could allow animals to acquire a new association in which the originally rewarded place is associated with the absence of reinforcement. Indeed, latent extinction is most effective when conducted in the presence of extra-maze cues that are conducive to spatial memory processing (Seward and Levy, 1949; Bugelski et al., 1952; Scharlock, 1954; Denny and Ratner, 1959; Dyal, 1962). In addition, being confined to a neutral goal box in a different room or a distinct spatial location in the same room does not result in a response decrement commensurate with latent extinction (Iwahara et al., 1953; Clifford, 1964). In contrast to latent extinction, response extinction remains effective in the absence of allocentric spatial cues (e.g., Scharlock, 1954), suggesting that response extinction might depend on a distinct learning mechanism. One possibility is that animals given response extinction may acquire inhibitory S-R associations that suppress the original behavior, consistent with the Hullian S-R view.

It should be emphasized that whether response extinction specifically relies on Hullian S-R mechanisms and latent extinction relies on Tolmanian cognitive mechanisms has not been definitively demonstrated. However, these proposed mechanisms are partially supported and prove useful in generating hypotheses about what brain regions could be involved in latent and response extinction.



HIPPOCAMPUS AND DORSAL STRIATUM MEDIATE DIFFERENT KINDS OF EXTINCTION LEARNING

Considering that acquisition, consolidation, and retrieval of different kinds of memory have been associated with anatomically dissociable neural systems, different kinds of extinction learning could also be associated with distinct neurobiological substrates. Consistent with the potential role of inhibitory S-R mechanisms, response extinction could depend on the function of the DLS. In contrast, given the potential role of cognitive/spatial memory mechanisms, latent extinction could depend on the function of the hippocampus. Accordingly, the role of the DLS and hippocampus in response and latent extinction was examined in a series of experiments conducted in the straight alley maze (Figure 2). During initial acquisition of this task, animals were placed in a consistent starting position of a straight runway, and food reward was consistently located in a recessed food well at the opposite end of the runway. Over the course of initial acquisition, no drugs were administered, and mean latency to reach the food well decreased dramatically for all rats. For response extinction training, rats were placed in the original starting position and had the opportunity to make the original running approach response to the empty goal location. Animals receiving temporary DLS inactivation with bupivacaine prior to each response extinction session demonstrated lower latencies to reach the empty goal location, relative to animals given saline infusions (Goodman et al., 2017a). In contrast, hippocampal inactivation did not significantly influence running latencies during response extinction training (Gabriele and Packard, 2006). These findings suggest that the kind(s) of extinction learning invoked by the response extinction protocol depends on DLS activity, but not hippocampal activity.

In contrast, the hippocampus is required for latent extinction (Gabriele and Packard, 2006). For latent extinction training, animals were confined to the goal location without food. Immediately prior to each latent extinction session, animals received temporary dorsal hippocampal inactivation with bupivacaine or control injections of saline. Following latent extinction training, both groups received drug-free probe trials in which animals were returned to the original starting position, and latency to reach the empty goal location was recorded. Animals that previously received hippocampal inactivation during latent extinction training demonstrated lower extinction latencies than saline control animals during the probe trials, indicating an impairment in extinction learning (Gabriele and Packard, 2006). In contrast, animals having received DLS inactivation during latent extinction training displayed comparable extinction latencies to saline-treated control animals during the subsequent drug-free probe trials (Goodman et al., 2017a).

The findings from these experiments demonstrate a double dissociation regarding the role of multiple memory systems in extinction learning. The DLS, but not the hippocampus, is needed for response extinction, whereas the hippocampus, but not the DLS, is needed for latent extinction. One interpretation of these findings is that response and latent extinction protocols tap into different kinds of extinction learning, which are mediated by dissociable neural systems.



DOES THE MEMORY SYSTEM USED FOR ACQUISITION MATTER?

One issue to consider with the straight alley maze task is that it remains unclear what kind of memory is initially acquired in the task, as several different types of learning could potentially contribute to acquisition. According to the Hullian S-R view, stimuli in the learning environment may have acquired the ability to activate the running approach response. On the other hand, according to Tolman’s cognitive view, animals may have acquired information concerning the spatial location of the food reward, and the running approach response was purposefully directed toward this location. Whether animals acquire an S-R memory, cognitive memory, or both in this task is difficult to determine, because acquisition of either type of memory would result in the same approach response behavior. Indeed, both the DLS and hippocampus have been implicated in initial acquisition in the straight alley maze (Dunnett and Iversen, 1981; Kirkby et al., 1981; Rawlins et al., 1985), suggesting that both S-R and cognitive mechanisms could be involved.

Because it remains unclear precisely what kind of memory was initially acquired in the straight alley maze, we also do not know what kind of memory was being extinguished. Consideration of the initially acquired memory leads to important empirical questions. For one, it is important to consider whether latent and response extinction protocols are effective at extinguishing all kinds of memory, or in contrast whether each of these protocols is only effective at suppressing a specific kind of memory. In addition, we should also consider whether the DLS and hippocampus might still be implicated in response and latent extinction when different kinds of memory are being extinguished.



EFFECTIVENESS OF LATENT AND RESPONSE EXTINCTION DEPENDS ON THE KIND OF MEMORY BEING EXTINGUISHED

Considering that latent and response extinction protocols may invoke different kinds of extinction learning, it remains possible that each of these protocols is only effective for certain kinds of memory. In an initial experiment (Goodman and Packard, 2015), rats were trained in a place learning version of the plus-maze task. Initial acquisition of place learning depends on spatial memory processing mediated by the hippocampus and not the DLS (Packard and McGaugh, 1996; Chang and Gold, 2003). Over the course of initial acquisition in this task, animals were released into a plus-maze from varying starting positions (N or S), and food reward was located in a consistent goal arm (E). Following initial acquisition of the place learning task, separate groups of animals were given response extinction, latent extinction, or no extinction, and all groups were subsequently given probe trials to determine the effectiveness of these protocols. The number of perseverative trials (i.e., trials in which rats went directly to the previously rewarded location) and the latency to reach the previously reinforced spatial location were recorded. During the probe trials, animals previously given latent or response extinction displayed less perseveration and higher extinction latencies, relative to “no extinction” control animals, suggesting both protocols were effective at extinguishing the hippocampal memory.

In a second experiment (Goodman and Packard, 2015), separate groups of rats were trained in a response learning version of the plus-maze that depends on the function of the DLS and not the hippocampus (Packard and McGaugh, 1996; Chang and Gold, 2003, 2004). In this task, animals were again released from varying starting positions (N or S), however, acquisition of a consistent body-turn response (e.g., always turn left) was required in order to obtain the food reward. Following initial acquisition, animals were given response extinction, latent extinction, or no extinction. During subsequent probe trials, the response extinction group demonstrated less perseveration and higher latencies, relative to rats given no extinction (Goodman and Packard, 2015). In contrast, latent extinction did not significantly influence perseveration or running latencies, relative to the controls. These results suggest that response extinction, but not latent extinction, was effective at producing extinction of DLS-dependent response learning. The relative effectiveness of latent and response extinction training has also been demonstrated in water maze versions of the place and response learning tasks (Goodman et al., 2016a).

These findings provide evidence for a dissociation regarding the effectiveness of extinction protocols at targeting different kinds of memory. As latent extinction may involve an association between the original goal location and absence of reinforcement, this latent extinction memory could effectively interfere with the original memory acquired in the place learning task (i.e., memory that a spatial location contains reinforcement). However, following acquisition in the response learning task, learning that a spatial location does not contain reinforcement should be irrelevant to the original response learning memory. This is because memory performance in the response learning task is not guided by the spatial location of the reinforcement, but rather the execution of an egocentric turning response (Packard, 2009). On the other hand, the view that response extinction results in the formation of an inhibitory S-R association could explain why this extinction protocol was effective across both place and response learning tasks.

The above experiments suggest that within the context of the multiple memory systems view of extinction, the kind of memory being extinguished is an important factor to consider. However, these findings do not address the relative involvement of the hippocampus and DLS in extinction of different kinds of memory. In the following section, experiments are described suggesting that the involvement of a neural system in extinction learning might not only depend on the extinction protocol, but also the kind of memory being extinguished.



INVOLVEMENT OF NEURAL SYSTEMS IN EXTINCTION DEPENDS ON EXTINCTION PROTOCOL AND KIND OF MEMORY BEING EXTINGUISHED

An experiment was conducted to determine whether the hippocampus is still implicated in latent extinction when a hippocampus-dependent spatial memory is being selectively targeted (Goodman et al., 2016a). Animals were trained in a water-maze version of the place learning task described above (Schroeder et al., 2002). Following initial acquisition, rats were given latent or response extinction training. Intra-hippocampal injections of the NMDA receptor antagonist AP5 before latent extinction training were associated with lower extinction latencies during the subsequent drug-free probe trials, relative to saline-treated controls (Goodman et al., 2016a). However, animals previously given intra-hippocampal AP5 before response extinction training demonstrated comparable latencies to the saline-treated controls. These findings indicate that NMDA receptor activity in the hippocampus may be required for latent extinction of place learning.

In a separate series of experiments (Goodman et al., 2016b, 2017c), the role of the DLS in response extinction of different kinds of memory was examined. Rats were initially trained in appetitive versions of the DLS-dependent response learning task or the hippocampus-dependent place learning task, and subsequently received response extinction training. Immediately following the first day of extinction training, animals received post-training DLS inactivation with bupivacaine. Post-training drug infusions target initial consolidation of the extinction memory. Thus, whether post-training DLS inactivation disrupted consolidation of the extinction memory should become evident on the following day of extinction training. Results indicated that post-training DLS inactivation impaired memory consolidation of extinction in the response learning task, but not in the place learning task (Goodman et al., 2016b).

Interestingly, in the place learning task, DLS inactivation was associated with a significantly lower number of perseverative trials, relative to controls, suggesting an enhancement in extinction of place learning. Thus, the DLS may interfere with extinction in the place learning task, and thus removal of this interference leads to enhanced extinction. This interpretation invokes the idea that in some learning situations memory systems may compete with each other, in that disrupting the function of one memory system may lead to enhanced function of the other (for reviews, see Poldrack and Packard, 2003; Packard and Goodman, 2013).

To further examine the mechanism through which the DLS mediates extinction of response learning, animals were trained in the appetitive response learning task, and the potential role of DLS NMDA receptors was examined (Goodman et al., 2017c). Intra-DLS administration of the NMDA receptor antagonist AP5 impaired extinction memory, whereas intra-DLS administration of the NMDA receptor agonist D-cycloserine enhanced extinction memory in the response learning task.

In sum, the kind of memory being extinguished and the protocol used for extinction can determine what neural system will be needed for successful extinction learning. Hippocampus NMDA receptors mediate latent extinction, but not response extinction, of place learning. On the other hand, the DLS has been critically implicated in response extinction of a DLS-dependent response learning task, but not response extinction of a hippocampus-dependent place learning task. The role of the DLS in extinction of response learning may be partially attributed to activation of DLS NMDA receptors. Thus, NMDA receptor-dependent forms of synaptic plasticity in the hippocampus and DLS may be critical neural mechanisms supporting extinction of place learning and response learning, respectively. This mirrors the critical role of NMDA receptors in initial acquisition of hippocampal and DLS memories (Packard and Teather, 1997; Palencia and Ragozzino, 2005).



THE MULTIPLE MEMORY SYSTEMS APPROACH TO EXTINCTION: A HYPOTHETICAL MODEL

The experiments described above provide evidence for a multiple memory systems approach to extinction. According to this approach, each extinction protocol engages a unique pattern of neural activity. Some extinction protocols might engage multiple neural systems equally, whereas other protocols might engage one neural system more than another. Latent extinction engages the hippocampus over the DLS, whereas response extinction engages the DLS over the hippocampus. However, it could also be argued that response extinction protocols, especially in spatial memory tasks, might also summon function of the hippocampus, albeit to a lesser degree. Consistent with this hypothesis, measures of hippocampal activity correlate with response extinction in some spatial memory tasks (Toumane et al., 1987, 1988; Topic et al., 2008; Porte et al., 2011). The observation that hippocampal inactivation does not influence the effectiveness of response extinction training might be attributed to another neural system (e.g., the DLS) being sufficient to produce the response decrement.

During an extinction protocol, the engaged neural system or systems mediate a unique kind of extinction learning. Whether that extinction learning is effective depends on the kind of memory being extinguished. A kind of extinction learning may be effective when it produces an extinction memory that competes with the original memory that guided behavior, whereas a kind of extinction learning may fail to be effective when the extinction memory is irrelevant to the originally acquired memory. Latent extinction presumably engages the hippocampus, which promotes a kind of extinction learning in which the original goal location is associated with absence of reinforcement. This new extinction memory may effectively compete with an original memory in which the spatial location was originally associated with presence of reinforcement (i.e., place learning), but would be ineffective at extinguishing memories that do not involve the spatial location of reinforcement (i.e., response learning).

The type of memory being extinguished might also determine whether a particular neural system is required for extinction. As mentioned above, the kind of memory acquired during initial acquisition of a task may only be extinguished by specific kinds of extinction learning. Thus, we should expect that inactivating the neural system that mediates the kind of extinction learning required would prevent extinction of that particular memory. For instance, evidence suggests that the kind of extinction learning invoked by a response extinction protocol (presumably an inhibitory S-R memory) may be needed for extinction of response learning, and that this kind of extinction learning depends on DLS activity (Goodman et al., 2017c). Thus, inactivation of the DLS blocks extinction of response learning (Goodman et al., 2016b).

However, the DLS is not required when using the response extinction protocol to extinguish a place learning memory. It is possible that a second kind of extinction learning might be invoked by the response extinction protocol. This other kind of extinction learning does not depend on DLS function and is sufficient to produce extinction of place learning. One possibility is that this second kind of extinction learning might involve a learned association between the original spatial location and the absence of the reinforcer (like latent extinction), and could be dependent on hippocampal function. Examination of this hypothesis would require the use of hippocampal inactivation during response extinction of place learning.

In sum, the multiple memory systems approach to extinction proposed here suggests that each extinction protocol engages a unique pattern of neural activity, sometimes engaging multiple neural systems equally and at other times engaging one neural system more than another. Each neural system mediates a unique kind of extinction learning involving distinct learning mechanisms. The effectiveness of a particular kind of extinction learning depends on the kind of memory being extinguished. Whether a neural system is required for extinction of a particular kind of memory depends on whether that neural system is mediating the kind of extinction learning responsible for suppression of the memory. Although this multiple memory systems approach to extinction has been discussed exclusively within the context of maze learning experiments, it might also be useful in understanding extinction in other learning situations.



MULTIPLE MEMORY SYSTEMS IN EXTINCTION OF CONDITIONED FEAR

In recent years, extinction has been extensively studied using fear conditioning paradigms (Milad and Quirk, 2012; Dunsmoor et al., 2015; Maren and Holmes, 2016). During initial acquisition of conditioned fear, a discrete stimulus (e.g., a tone) or context is repeatedly paired with an aversive foot-shock. When the tone or context is subsequently presented without foot-shock, the animals show a conditioned freezing response (CR), indicating that the animals had acquired a Pavlovian association between the tone (the conditioned stimulus; CS) or context and the foot-shock (the unconditioned stimulus; US). Extinction of conditioned fear may occur over time when the CS is repeatedly presented without the US, and is evidenced by a decrement in the CR. Fear extinction also involves the function of multiple memory systems. The primary brain regions investigated within the context of fear extinction include the amygdala, hippocampus, and medial prefrontal cortex (mPFC; Maren et al., 2013).

The amygdala has been classically considered as an important brain region involved in emotional behavior (Klüver and Bucy, 1939), and extensive research conducted over the past several decades has demonstrated that the amygdala also has a prominent role in emotional learning and memory processes. The basolateral complex of the amygdala (BLA) is principally implicated in the emotional modulation of long-term memories mediated by other brain regions (e.g., the hippocampus and DLS; McGaugh, 2004; Packard and Goodman, 2012; Goodman et al., 2017b). In addition, the amygdala has been regarded as the chief neural structure of an emotional memory system that mediates stimulus-affect associations (White and McDonald, 2002). In particular, the BLA mediates acquisition and expression of emotional memories that underlie Pavlovian fear conditioning (Phillips and LeDoux, 1992; Kim and Davis, 1993; Gale et al., 2004). Moreover, the BLA is also critically implicated in fear extinction. Blocking activation of NMDA receptors, metabotropic glutamate receptors, or the MAPK/ERK pathway in the BLA disrupts extinction of conditioned fear (Herry et al., 2006; Kim et al., 2007; Sotres-Bayon et al., 2007). Similarly, immediate early gene expression and protein synthesis in the BLA have also been associated with fear extinction (Lin et al., 2003; Herry and Mons, 2004). It should be noted that the BLA similarly mediates extinction of conditioned place preference (CPP) for drug rewards (e.g., Schroeder and Packard, 2003; Schroeder et al., 2002; Botreau et al., 2006; Sun and Laviolette, 2012). Thus, the amygdala may have a general role in extinction of stimulus-affect associations across multiple learning situations.

Prior research has also indicated an important role for the mPFC in fear conditioning. Specifically, the prelimbic cortex (PL) and infralimbic cortex (IL) of the mPFC are believed to play opposing roles in fear learning, in which the PL activates and the IL suppresses fear (for review see Giustino and Maren, 2015). Consistent with this model, there is evidence that the IL supports fear extinction (Quirk et al., 2006; Quirk and Mueller, 2008; Milad and Quirk, 2012). Inhibiting protein synthesis or NMDA receptor activation in the IL impairs the consolidation of fear extinction (Santini et al., 2004; Burgos-Robles et al., 2007). In addition, IL neurons show potentiated activity during extinction retrieval (Milad and Quirk, 2002). Evidence suggests that the IL promotes fear extinction via its projections to the amygdala. Specifically, the IL activates amygdala intercalated neurons, which in turn inhibit activity of the central amygdala, and this results in a suppression of the conditioned freezing response (Royer and Paré, 2002; Quirk et al., 2003; Berretta et al., 2005). Importantly, the mPFC also plays a role in extinction of CPP (Hsu and Packard, 2008), suggesting that the mPFC, like the amygdala, may have a general role in extinction of stimulus-affect memory.

The multiple memory systems approach to extinction described in this article may be helpful for understanding certain features of fear extinction. Investigators have advanced opposing views regarding what precise learning mechanisms underlie extinction of conditioned fear (for review see Dunsmoor et al., 2015). However, similar to what has been proposed for extinction of maze learning, it is possible that these proposed mechanisms are not mutually exclusive, and that different kinds of learning may potentially contribute to fear extinction. These kinds of extinction learning could be mediated by distinct brain regions and may be selectively engaged via different extinction protocols.

For instance, extensive evidence indicates that fear extinction is often associated with the context in which extinction training took place (Bouton, 2004). That is, when the animal successfully undergoes fear extinction in one context and is then moved to a different context, conditioned freezing reappears. This contextual renewal may be the result of one kind of extinction learning, i.e., where the context plays a major role in the suppression of freezing. Evidence indicates that this kind of extinction learning may be prevented by changing the parameters of the extinction protocol (e.g., Denniston et al., 2003; Monfils et al., 2009). In addition, the context dependency of fear extinction may be eliminated following hippocampal lesions (Wilson et al., 1995; Hobin et al., 2006), allowing animals to express fear extinction in multiple contexts. The fact that fear extinction continues to be expressed following hippocampal lesions, albeit with greater generalization, suggests that other brain regions (e.g., the BLA and IL) may contribute to fear extinction via different learning mechanisms, consistent with a multiple memory systems view of extinction.



MULTIPLE MEMORY SYSTEMS APPROACH TO SUPPRESSION OF MALADAPTIVE MEMORY

An important therapeutic goal of animal models of extinction is to potentially adapt them to suppress maladaptive memories in human neuropsychiatric disorders (Powers et al., 2010; Milad and Quirk, 2012; Vervliet et al., 2013). In this regard, a multiple memory systems approach to extinction may be useful in several ways. The studies reviewed above indicate that the effectiveness of an extinction protocol depends on the kind of memory being extinguished. Specifically, an extinction protocol may only be effective when the novel memory acquired during extinction training competes with the original to-be-extinguished memory. Thus, it may be inferred that a reasonable strategy for treatment of human psychopathology is to select an appropriate behavioral protocol that targets the maladaptive memory.

As indicated above, response extinction, but not cognitive-based latent extinction, is effective at extinguishing DLS-dependent habit memory (Goodman and Packard, 2015; Goodman et al., 2016a). Thus, if a maladaptive behavior is governed by habit memory processes, cognitive/declarative information about the dangers or irrationalness of the behavior may do little in the way of extinction. Cigarette smokers are generally aware of the dangers of smoking, yet struggle to quit. People with OCD continue to perform ritualistic compulsions despite their understanding that the behavior is based on irrational obsessions (e.g., Rapoport, 1988). Habit-like symptoms in drug addiction, OCD, and other disorders have been associated with maladaptive dorsal striatum-dependent memory processes (Graybiel and Rauch, 2000; Everitt and Robbins, 2005; Marsh et al., 2005; Schwabe et al., 2011; Goh and Peterson, 2012; Goodman et al., 2012, 2014; Gillan and Robbins, 2014; Goodman and Packard, 2016), which could explain why these symptoms persist in the face of declarative information that the behavior is dysfunctional or potentially dangerous. It is possible that, like habit memory in rodents, habitual behavior in human psychopathology may be relatively resistant to cognitive forms of extinction, whereas behavioral treatments modeled after response extinction may be more effective. In rodents, cognitive latent extinction is less effective when the original behavior is reinforced with cocaine, relative to sucrose, whereas response extinction remains equally effective for cocaine or sucrose (Gabriele et al., 2009). Whether treatment of habitual behaviors in psychopathology may also predominantly benefit from response extinction procedures is an important area for future study.

Although investigations into the neurobiology of human psychopathologies often focus on a single neural locus or circuit underlying the pathology, it is more likely that these disorders involve multiple neural systems. PTSD, for instance, involves a neural circuit commonly implicated in fear learning (for review see Garfinkel and Liberzon, 2009). However, there is accumulating evidence that PTSD may also be associated with the function of the DLS habit memory system (Goodman and McIntyre, 2017; Rangaprakash et al., 2017), which could in part explain high rates of comorbid drug use and alcoholism in PTSD (for review see Goodman et al., 2012). The diversity of symptoms observed in PTSD, as well as those of other psychopathologies, may arise from multiple neural systems that contribute to the pathology in unique ways. From the point of view that a single extinction procedure may be limited in its ability to suppress different types of memory, there could be a therapeutic benefit to treating psychopathology with multiple extinction protocols, each designed to combat distinct symptoms of the disorder.



CONCLUSION

Extinction learning can be considered within the context of a multiple memory systems framework. This approach suggests that: (1) different extinction protocols engage a distinct neural substrate (e.g., latent extinction engages hippocampal activity, whereas response extinction engages DLS activity); (2) the distinct pattern of neural activity associated with an extinction protocol produces a unique kind of extinction learning, characterized by distinct learning mechanisms (e.g., changes in expectation, inhibitory S-R associations, etc.); (3) whether a kind of extinction learning is effective depends on the kind of memory being extinguished; and (4) whether a neural system is implicated in extinction depends on not only the extinction protocol, but also the kind of memory undergoing extinction. The multiple memory systems approach may be useful for gaining a comprehensive understanding of extinction learning across multiple learning situations and also for tailoring behavioral and pharmacological treatments to alleviate specific kinds of maladaptive memory.
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Major depressive disorder is a debilitating condition that affects approximately 15% of the United States population. Though the neurophysiological mechanisms that underlie this disorder are not completely understood, both human and rodent studies suggest that excitatory/inhibitory (E/I) balance is reduced with the depressive phenotype. In contrast, antidepressant efficacy in responsive individuals correlates with increased excitatory neurotransmission in select brain regions, suggesting that the restoration of E/I balance may improve mood. Enhanced excitatory transmission can occur through mechanisms including increased dendritic arborization and synapse formation in pyramidal neurons. Reduced activity of inhibitory neurons may also contribute to antidepressant efficacy. Consistent with this possibility, the fast-acting antidepressant ketamine may act by selective inhibition of glutamatergic input to GABA releasing parvalbumin (PV)-expressing interneurons. Recent work has also shown that a negative allosteric modulator of the GABA-A receptor α subunit can improve depression-related behavior. PV-expressing interneurons are thought to represent critical pacemakers for synchronous network events. These neurons also represent the predominant GABAergic neuronal population that is enveloped by the perineuronal net (PNN), a lattice-like structure that is thought to stabilize glutamatergic input to this cell type. Disruption of the PNN reduces PV excitability and increases pyramidal cell excitability. Various antidepressant medications increase the expression of matrix metalloproteinases (MMPs), enzymes that can increase pyramidal cell dendritic arborization and spine formation. MMPs can also cleave PNN proteins to reduce PV neuron-mediated inhibition. The present review will focus on mechanisms that may underlie antidepressant efficacy, with a focus on monoamines as facilitators of increased matrix metalloprotease (MMP) expression and activation. Discussion will include MMP-dependent effects on pyramidal cell structure and function, as well as MMP-dependent effects on PV expressing interneurons. We conclude with discussion of antidepressant use for those at risk for Alzheimer’s disease, and we also highlight areas for further study.
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INTRODUCTION

Major depression is a life-threatening disorder that imparts substantial pain and suffering on affected individuals as well as their friends and family members. First-line therapy typically involves the use of specific monoamine reuptake inhibitors. While these drugs are effective in a subset of patients, for other patients they have little to no benefit. An improved understanding of the molecular and neurophysiological mechanisms that contribute to improved mood in responsive individuals could drive the development of novel drugs or drug combinations. The present review is focused on the potential for increased MMP activity to contribute to antidepressant efficacy. We also discuss the possibility that pre-emptive use of monoamine reuptake inhibitors that increase MMP activity could benefit patients who are likely to develop Alzheimer’s disease, a disorder for which untreated major depression is a significant risk factor.



MAJOR DEPRESSION IS LINKED TO REGIONAL REDUCTIONS IN BRAIN VOLUME AND ATTENUATED GLUTAMATERGIC TRANSMISSION

In a human study, hippocampal volume was reduced in association with depression and increased in association with a therapeutic response to antidepressant therapy (Joshi et al., 2015). Moreover, in a large consortium analysis spanning 200 institutions in 35 countries, human hippocampal volume was reduced with major depression (Thompson P.M. et al., 2015). The magnitude of hippocampal volume reduction has also been linked to disease duration (Kessing and Nilsson, 2003). In a recent meta-analysis, increased hippocampal volume was identified as the most promising marker for disease remission in response to antidepressant treatment (Chi et al., 2015). In rodent models both electroconvulsive therapy and imipramine have been shown to increase hippocampal volume (Chen et al., 2008, 2009, 2010). In contrast, in an unpredictable stress-induced model of depression hippocampal volume is reduced (Schoenfeld et al., 2017).

It has been suggested that anti-depressant therapy might increase hippocampal volume through the generation of new neurons as well as through specific structural changes in dendrites of pre-existing neurons (Chen et al., 2008, 2009, 2010). The latter effect may be of particular importance to treatment efficacy, since increased dendritic branching and formation of new dendritic spines would allow for an increase in the number of post-synaptic contacts for glutamate. Structural analyses suggest that the large majority of inputs to the dendrites of glutamatergic neurons are excitatory (Kasthuri et al., 2015), and functional studies have linked increased dendritic arbor with an increased neuronal calcium response (He et al., 2016).

Glutamatergic transmission is indeed reduced with depression (Kuhn et al., 2016). Various human and rodent studies suggest that depression is linked to reductions in the overall strength of glutamatergic transmission in the hippocampus [reviewed in Thompson S.M. et al. (2015)]. Published work has also demonstrated an association between stress and reduced mRNA for the glutamate receptor subunit GluA1 within the hippocampus, as well as impaired long-term potentiation (LTP) of synaptic transmission (Alfarez et al., 2003; Schmidt et al., 2010). Moreover, autopsy studies have shown that multiple glutamate receptor subunits are reduced in patients that were diagnosed with depression (Choudary et al., 2005; Beneyto et al., 2007).

Agents that enhance monoaminergic transmission can stimulate dendritic branching and spine formation in various neuronal subtypes. For example, one study showed that the number of spines on excitatory neurons was increased in the hippocampus following 14 days of treatment with imipramine as compared to saline (Chen et al., 2008). Imipramine also enhances the complexity of immature neurons in the granule cell layer (Fenton et al., 2015) while methamphetamine and cocaine increase dendritic arbor and spine number in striatum (Robinson and Kolb, 2004). Furthermore, the noradrenergic and serotonergic tetracycline antidepressant mirtazapine can increase dendritic arbor in the sensory cortex of MeCP2 null mice (Bittolo et al., 2016).

Monoamines have also been shown to enhance hippocampal neurogenesis (Jhaveri et al., 2010), though whether newborn neurons influence excitatory/inhibitory balance in a widespread manner is unclear. Work from Duman and colleagues has shown that antidepressant therapies including the selective serotonin reuptake inhibitor (SSRI) fluoxetine can enhance neurogenesis in the adult rat hippocampus, and that this effect requires chronic (14 days) as opposed to acute treatment (Malberg et al., 2000). In terms of therapeutic relevance, neurogenesis in the adult hippocampus is important for the antidepressant fluoxetine to prevent stress-induced anhedonia in rodents (Miller and Hen, 2015), and newborn neurons also reduce the activity of stress-responsive neurons in the ventral dentate gyrus (Anacker et al., 2018).



INCREASED MATRIX METALLOPROTEASE ACTIVITY MIGHT AMELIORATE DEPRESSION-RELATED CHANGES IN BRAIN STRUCTURE AND FUNCTION

An Introduction to Matrix Metalloproteases

Matrix metalloproteases (MMPs) are zinc-dependent endopeptidases that are typically released as pro-forms from intracellular stores. Extracellular activation is generally achieved through cleavage of the pro-domain which exposes the catalytic region. Pro-domain cleavage is mediated by previously activated MMPs and by additional proteases including plasmin (Baramova et al., 1997; Toth et al., 2003). Cleavage-independent changes in tertiary structure that allow for exposure of the catalytic domain may also follow from nitrosylation and alternative oxidation- dependent effects on cysteine residues (Okamoto et al., 2001; Gu et al., 2002).

Though more than 20 MMP family members are expressed in humans, a select subset is expressed by resident cells of the central nervous system. These include MMP-2, which can be released from astrocytes and microglia, and MMP-9 which can be released from neurons and microglia (Conant et al., 2015). MMP-1 and MMP-3 are also released from neurons and glia and, along with MMP-2 and MMP-9, these family members have been implicated in structural and functional changes that enhance learning and memory (Meighan et al., 2006; Nagy et al., 2006; Almonte et al., 2013; Lonskaya et al., 2013; Wojtowicz and Mozrzymas, 2014; Allen et al., 2016; Wiera et al., 2017).

Matrix metalloproteases cleave a variety of substrates. Pathologically elevated levels of MMPs, or dysregulated localization of release, can contribute to neuronal injury (Asahi et al., 2000). Release occurring at physiologically appropriate levels, with localized proteolysis of specific substrates, is instead critical to neuroplasticity (Huntley, 2012; Sonderegger and Matsumoto-Miyai, 2014; Conant et al., 2015). Plasticity-relevant substrates include trans-synaptic adhesion molecules (Lonskaya et al., 2013), protease-activated G protein coupled receptors (Allen et al., 2016), and components of the perineuronal net (PNN) (Huntley, 2012; Sonderegger and Matsumoto-Miyai, 2014; Conant et al., 2015; Bozzelli et al., 2018).

MMP Activity Contributes to Neuronal Arborization, Dendritic Spine Expansion, and Enhanced Learning and Memory

Several MMPs have been associated with enhanced dendritic arborization. For example, exogenous MMP-1 increases arborization of cultured murine hippocampal neurons and astrocyte-driven overexpression of human MMP-1 increases dendritic arborization in murine cortex as determined by Golgi staining and analysis (Allen et al., 2016). Conversely, MMP-2 deletion reduces dendritic arbor in cerebellar Purkinje cells, MMP-3 deletion reduces dendritic arbor in the visual cortex (Aerts et al., 2015; Verslegers et al., 2015), and MMP-9 deletion reduces both dendritic length and complexity in pyramidal neurons of the murine CA1 hippocampus (Murase et al., 2016). In related work, broad-spectrum MMP inhibitors have been shown to reduce neurite outgrowth in cultured cortical neurons (Sanz et al., 2015).

In terms of the potential to influence hippocampal function in a relatively rapid manner, MMPs have been shown to stimulate formation of spine head protrusions (Szepesi et al., 2013) and to increase the width or length of spines or their precursors (Tian et al., 2007; Wang et al., 2008; Stawarski et al., 2014). MMP-generated integrin binding ligands can also increase surface levels of dendritic GluA1 and can increase the frequency of mini excitatory post-synaptic currents, perhaps secondary to synaptic unsilencing (Lonskaya et al., 2013).

Consistent with their ability to quickly enhance synaptic plasticity, MMP-3 and -9 activity have been linked to long-term potentiation (LTP) of synaptic transmission in hippocampal regions (Nagy et al., 2006; Meighan et al., 2007; Conant et al., 2010; Wiera et al., 2017). LTP, one of the functional underpinnings of learning and memory, is reduced in models of depression (Riga et al., 2017) and its expression depends on the expansion and/or formation of dendritic spines. MMP-2 and -9 activity also enhance learning and memory in other regions including the striatum and the amygdala (Ganguly et al., 2013; Smith et al., 2014).

Though a full understanding of the mechanisms that underlie MMP-dependent neuroplasticity is not complete, several non-exclusive mechanisms have been described. These include generation of integrin binding ligands and integrin-dependent actin polymerization and spine expansion, cleavage-dependent activation of specific G protein coupled receptors, and activation of pro-neurotrophins (Lee et al., 2001; Conant et al., 2015). Integrin signaling, however, appears critical to MMP-dependent dendritic spine expansion (Nagy et al., 2006; Meighan et al., 2007; Wang et al., 2008; Lonskaya et al., 2013).

MMP Activity May Contribute to Pyramidal Cell Disinhibition

An overall reduction in excitatory to inhibitory balance could follow from changes restricted to pyramidal cells. Emerging evidence, however, also supports a role for disinhibition of pyramidal cells as a potential mediator of antidepressant efficacy. Consistent with this, ketamine, which preferentially targets NMDA-responsive glutamate receptors on GABAergic interneurons (Widman and McMahon, 2018), can alleviate depression-related behavior in a rapid and sustained manner (Zarate et al., 2006). An allosteric modulator of a GABA A receptor subunit can similarly alleviate behavioral manifestations of depression (Zanos et al., 2017). Less directly, changes to perineuronal net (PNN) integrity might also promote pyramidal cell disinhibition (Frischknecht et al., 2009; Slaker et al., 2015; Favuzzi et al., 2017; Hayani et al., 2018). Several studies suggest that attenuation of the PNN may reduce PV interneuron activity, leading to pyramidal cell disinhibition. Without an intact PNN, glutamate may more easily diffuse from presynaptic release sites (Bikbaev et al., 2015). PNN disruption has also been linked to enhanced lateral diffusion of glutamate receptors on PV interneurons so that receptors are less well positioned to receive glutamate input (Frischknecht et al., 2009). Moreover, PNN disruption can increase membrane capacitance and thus reduce the ability of PV interneurons to fire (Tewari et al., 2018). Consistent with these studies, the frequency of mini excitatory post-synaptic potentials (mEPSCs) recorded from PV expressing fast spiking interneurons is reduced in mice that do not express brevican, an important PNN component (Favuzzi et al., 2017). In addition, PNN disruption observed 7 days after the administration of chondroitinase is associated with a reduction in both spontaneous and mini EPSCs recorded from PV interneurons (Hayani et al., 2018).

The potential for antidepressant medications to effect disinhibition is supported by rodent studies linking monoamine reuptake inhibitors to reductions in PNN integrity (Ohira et al., 2013; Guirado et al., 2014; Umemori et al., 2015). This could follow from the ability of monoamine reuptake inhibitors to increase expression of PNN-degrading proteases including MMP-9 (Tamasi et al., 2014; Murase et al., 2017; Wen et al., 2017). In a recent study, the serotonin and norepinephrine reuptake inhibitor venlafaxine increased hippocampal levels of MMP-9 protein and attenuated PNN expression (Alaiyed et al., 2019). In contrast, in a social defeat stress model, the depressive phenotype was associated with increased levels of PNN components (Riga et al., 2017). Work that examined the effects of social isolation, which also induces a depressive phenotype, demonstrated increases in PNNs in select regions of the amygdala and prefrontal cortex (Castillo-Gomez et al., 2017). In human work, changes in PNN staining have been noted with depression (Pantazopoulos and Berretta, 2016), and a polymorphism in the PNN constituent neurocan has been associated with increased risk of bipolar depression (Cichon et al., 2011).

Parvalbumin (PV)-expressing cells are the predominant GABA-releasing neuronal population that is surrounded by the PNN (Pizzorusso et al., 2002; Rossier et al., 2015; Lensjo et al., 2017a). Since each PV interneuron can contact hundreds of pyramidal cells (Andersen et al., 2006), PNN disruption may influence pyramidal cell activity at the population level. Consistent with this, recent findings in rodents show that PNN diminution has the potential to enhance both the power of gamma oscillations and the frequency of sharp wave ripple events (Lensjo et al., 2017b; Sun et al., 2018). Similarly, chronic venlafaxine treatment stimulates PNN diminution and an MMP-9-dependent increase in carbachol-induced gamma oscillatory power in ex vivo hippocampal slices (Alaiyed et al., 2019). While the activity of PV-expressing cells contributes to both sharp wave ripples and gamma oscillations, disinhibition of pyramidal cell activity can also influence these events. Pyramidal cell-derived sharp wave magnitude correlates with gamma power, and sharp waves initiate the sharp wave ripple complex (Sullivan et al., 2011). Importantly, gamma oscillations and sharp wave ripples are critical to memory encoding and consolidation (Buzsaki, 1989; Howard et al., 2003; Jutras and Buffalo, 2010), processes that may go awry in the setting of depression (MacQueen and Frodl, 2011).

Gamma oscillations associated with exercise and sharp wave ripples associated with sleep or quite restfulness are typically mutually exclusive, but the two rhythms are not fully independent. Recent work shows that exercise-induced enhancement of theta-nested gamma oscillations can stimulate a subsequent increase in sharp wave ripple area as detected with in vivo recordings (Zarnadze et al., 2016). Similarly, in ex vivo hippocampal slices, carbachol and kainate stimulated gamma oscillations are associated with a post-washout enhancement of sharp wave ripple area and event frequency (Zarnadze et al., 2016).

While future studies will be necessary to better elucidate the role of PNN modulation as a means to stimulate an increase in gamma oscillation power in humans, the potential significance of gamma to major depression is underscored in a recent review that focused on abnormalities in this rhythm as a potential biomarker of disease (Fitzgerald and Watson, 2018). Importantly, the power of gamma oscillations could represent a measurable correlate of monoamine and MMP-dependent enhancement of E/I balance.



A BETTER UNDERSTANDING OF ANTIDEPRESSANT-ASSOCIATED INCREASES IN MMP EXPRESSION COULD LEAD TO NOVEL THERAPEUTICS

Currently available antidepressants have the potential to increase excitatory neurotransmission. Several lines of evidence link both enhanced excitatory transmission and glutamate receptor activation to increased MMP expression or release (Michaluk et al., 2007; Pauly et al., 2008; Conant et al., 2010; Wiera et al., 2012). In neurons, glutamate can stimulate increased DNA binding of AP-1 with subsequent rapid expression of MMP-9 (Bajor et al., 2012; Kuzniewska et al., 2013). In addition, pre-formed MMPs are observed in perisynaptic intra-vesicular stores (Sbai et al., 2008). Release of vesicular MMPs from non-neural cells is soluble NSF attachment protein receptor (SNARE) dependent (Kean et al., 2009); if a similar mechanism occurs in neurons and glia, MMP release might be facilitated by stimuli such as glutamate that can evoke increases in intracellular calcium.

Though the effects of monoamines on MMP release from brain cells have been less extensively studied, noradrenaline increases MMP-2 and MMP-9 activity in a hypothalamic slice preparation (Maolood et al., 2008). In striatal slice preparations (Li et al., 2016), dopamine and a D1 receptor agonist can upregulate MMP activity, as determined by an increase in MMP-dependent cleavage of β-dystroglycan. In non-neural cells, several studies suggest that monoamines can enhance MMP expression as well as MMP-dependent endpoints (Rietz and Spiers, 2012). For example, norepinephrine upregulates the expression of MMP-2 and MMP-9 in cultured nasopharyngeal carcinoma cells (Yang et al., 2006). Moreover, published work suggests that norepinephrine-induced remodeling of rat heart is MMP dependent (Briest et al., 2001).

Specific transcription factors may underlie monoamine dependent changes in MMP expression. We have observed that norepinephrine can increase DNA binding activity of AP-1 in brain-derived cells (Conant et al., 2004). CREB may also influence MMP expression (Xie et al., 1997), and this transcription factor is relevant to effects of monoaminergic antidepressants (Chen et al., 2001). β adrenergic receptors and 5-HT7 serotonin receptors are typically linked to Gαs signaling and therefore likely activate CREB (Shaywitz and Greenberg, 1999). Consistent with this are studies linking the 5-HT7 receptor to increased MMP-9 activity (Bijata et al., 2017). Additional studies are warranted to fully identify transcription factors that link the activation of specific monoamine receptor subtypes and enhanced MMP expression.

Monoamine modulators including the serotonin/norepinephrine reuptake inhibitor venlafaxine have been associated with an increase in MMP-9 mRNA expression (Tamasi et al., 2014) and MMP-9 protein levels (Alaiyed et al., 2019). Moreover, psychostimulants that increase monoamine levels including methamphetamine and cocaine have been associated with increased MMP-2- and MMP-9-dependent neuroplasticity (Mizoguchi et al., 2007, 2008; Conant et al., 2011; Smith et al., 2014). In Figure 1, we show a hypothetical schematic of PNN and MMP changes in the brains of normal individuals, those with untreated depression, and those with depression who are taking a monoamine reuptake inhibitor. While stress and the depressive phenotype have been associated with an increase in PNN deposition in a rat model (Riga et al., 2017), and imipramine can normalize PNN levels and concomitantly improve LTP (Riga et al., 2017), additional study will be necessary to determine whether depression and stress increase PNN levels in humans and whether antidepressant treatment can restore an adaptive PNN/MMP balance.


[image: image]

FIGURE 1. Hypothetical model of depression-related changes in the PNN/MMP ratio. Shown is a hypothetical histogram of potential changes in the PNN/MMP ratio (Y axis) in brain tissue from control patients, untreated but depressed patients, and depressed patients treated with a monoamine reuptake inhibitor (grouped along the X axis as indicated). Control patients have physiological PNN and MMP levels, while untreated patients with depression may have an increase in PNN deposition due to factors including stress (Riga et al., 2017) and thus an increase in the PNN/MMP ratio. In contrast, in depressed patients who are treated with monoamine reuptake inhibitors, MMP levels may increase and thus bring the PNN/MMP ratio back to control patient levels.





MMP MODULATION MAY BE USEFUL FOR ALZHEIMER’S DISEASE AND ADDITIONAL DISORDERS IN WHICH HIPPOCAMPAL DYSFUNCTION IS A PROMINENT FEATURE

It is critical to identify effective strategies to reduce the incidence of Alzheimer’s disease (AD), the most common form of dementia in individuals who are over age 65. Epidemiological studies suggest that education, social engagement, and exercise may reduce risk and/or delay the age of disease onset (Kivipelto et al., 2018). In contrast, untreated major depression can increase AD risk (Kivipelto et al., 2018).

Deficits in monoaminergic transmission have been implicated in the pathogenesis of Alzheimer’s disease (AD). For example, tau lesions within the locus coeruleus (LC), the predominant source of norepinephrine within the CNS, are identified early in disease, occurring up to 10 years prior to the onset of cognitive symptoms (Chalermpalanupap et al., 2013). Importantly, LC lesions increase Aβ plaque load and spatial memory deficits in a mouse model of AD (Kalinin et al., 2007). In related work, enhanced serotonergic signaling is linked to reduced Aβ deposition in human studies as well as in a murine model of AD (Sheline et al., 2014).

Importantly, both MMP-9 and the transmembrane spanning A Disintegrin and Metalloprotease-10 (ADAM-10) have been shown to act as α secretases (Jorissen et al., 2010; Fragkouli et al., 2012), which process amyloid precursor protein (APP) so that amyloid aggregates do not form. In a mouse model of AD, MMP-9 overexpression is neuroprotective (Fragkouli et al., 2014). In related work, overexpression of MMP-2, which shares considerable overlap in substrate specificity with MMP-9 but is typically less inducible, nearly abolished toxic amyloid-β production in HEK cells that overexpressed hAPP (Py et al., 2014). Furthermore, tissue inhibitor of matrix metalloprotease-3, which inhibits both ADAMs and soluble MMPs including MMP-9 (Brew and Nagase, 2010), increases amyloid aggregate- promoting β secretase-mediated processing of amyloid precursor protein (Hoe et al., 2007).

Based on work showing that conditional knockout of ADAM-10 in neural stem cells led to substantially reduced α secretase mediated processing of APP, it has been suggested that ADAM-10 represents the predominant brain-resident α secretase [(Jorissen et al., 2010); see also related work in Lammich et al. (1999), Skovronsky et al. (2000), Hartmann et al. (2002)]. While ADAM-10 may be important to protein kinase C-activated cleavage (Skovronsky et al., 2000), increases in inducible MMPs such as MMP-9 may upregulate α cleavage in select settings. This is supported by work showing α secretase activity is maintained in the majority of cell lines derived from embryonic ADAM-10 deficient fibroblasts (Hartmann et al., 2002). Intriguingly, ADAM-10 knockdown substantially reduces MMP-9 levels (Li et al., 2015; van der Vorst et al., 2015). Of additional interest, select agonists for the G protein coupled protease activated receptor-1, which include MMPs, can increase ADAM-10 activity (Li et al., 2014).

Consistent with the potential of monoamines to enhance metalloprotease (MP) dependent APP processing, one group retrospectively compared brain amyloid load in elderly patients that were exposed to antidepressant drugs within the previous 5 years to control patients that were not (Sheline et al., 2014). Antidepressant-exposed individuals had substantially less amyloid load as quantified by positron emission tomography (PET) imaging. Intriguingly, cumulative time of antidepressant use within the period of interest correlated with a reduction in plaque load. Chronic treatment with the SSRI citalopram reduced plaque burden in mice, and related work suggested that serotonin could increase α secretase activity (Cirrito et al., 2011). Interestingly this effect is ERK-dependent, and ERK signaling has been linked to increased expression of both MMP-9 and ADAM-10 (Wan et al., 2012; Missan et al., 2015). Treatment of rodents with citalopram, however, did not increase expression of ADAM-10 or neprilysin, another α secretase (Cirrito et al., 2011). Importantly, in addition to their potential to enhance cognitive reserve and non-amyloidogenic APP processing as discussed previously, MMPs including MMP-2 can directly cleave amyloid (Hernandez-Guillamon et al., 2015) to reduce plaque load. An overview of mechanisms by which MMP activity could enhance cognitive reserve and reduce amyloid accumulation in individuals at risk for AD is diagrammed in Figure 2.
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FIGURE 2. Schematic showing hypothetical monoamine dependent effects on the aging brain. At left is a schematic showing a representative neuron with amyloid mediated synaptic injury in older age (A) and a neuron having more arbor and synapses, as well as lesser amounts of peri-neuronal amyloid, in older age developing in the background of monoamine reuptake inhibition (B).



Metalloproteinases target varied CNS substrates, and MMPs can thus enhance adaptive brain plasticity or stimulate inflammation and cytotoxicity. Though the location of release is also important, MMPs may have an inverted U shaped curve with respect to overall levels and benefit (see Figure 3).
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FIGURE 3. Benefits and risks of altering MMP expression. MMPs target a variety of CNS substrates and thus it is not surprising that their activity has been implicated in both neuroprotection and neuronal injury. Similar to norepinephrine, these enzymes appear to have an inverted U shaped curve with respect to benefit. Overall effects on plasticity likely depend not only on absolute levels but on MMP subtypes and cellular sources, as well as the location of their release. In depression, it may be of benefit to increase the expression of specific MMPs and/or shift overall levels to the right side of the area that remains within the inverted U shape.





SUMMARY AND FUTURE DIRECTIONS

In summary, an appreciable body of evidence has emerged to suggest that major depressive disorder is linked to disrupted excitatory neurotransmission. This can follow from changes including reduced neuronal arborization and synapse formation as well as increased PNN deposition (Thompson S.M. et al., 2015; Riga et al., 2017). If untreated, these changes can predispose an individual to depression and/or an increased risk of dementia.

Future studies will be necessary to examine critical questions including whether MMPs contribute to behavioral improvement in depression or animal models, and whether potential changes to gamma oscillatory power or sharp wave ripple event frequency will be adaptive. With respect to this latter issue, it will be necessary to determine whether monoamine reuptake inhibitors and/or MMPs will lead to reactivation of learning-activated neuronal assemblies during sharp wave ripple events.

Finally, future studies should further explore the possibility that select antidepressants, alone or in or combination, will reduce or ameliorate Alzheimer’s pathology/symptomatology. This could follow from slowly evolving enhancement of cognitive reserve and reduced amyloid deposition. In addition, improved cognition in the short term could follow from PNN modulation with subsequently enhanced SWR frequency and/or gamma power (Insel et al., 2012; Iaccarino et al., 2016; Klein et al., 2016; Cattaud et al., 2018; Cowen et al., 2018; Stoiljkovic et al., 2018).



AUTHOR CONTRIBUTIONS

SA and KC wrote and revised the portions of this review.



FUNDING

SA received support from the Saudi Arabian Government, Qassim University scholarship program, and KC received funds for support and supplies from Deborah Wilson and Anthony Herman through the Georgetown University Partners in Research program.



ACKNOWLEDGMENTS

We would like to acknowledge P. Lorenzo Bozzelli for assistance with figure preparation.



REFERENCES

Aerts, J., Nys, J., Moons, L., Hu, T. T., and Arckens, L. (2015). Altered neuronal architecture and plasticity in the visual cortex of adult MMP-3-deficient mice. Brain Struct. Funct. 220, 2675–2689. doi: 10.1007/s00429-014-0819-4

Alaiyed, S., Bozzelli, P. L., Caccavano, A., Wu, J. Y., and Conant, K. (2019). Venlafaxine stimulates PNN proteolysis and MMP-9-dependent enhancement of gamma power; relevance to antidepressant efficacy. J. Neurochem. 148, 810–821. doi: 10.1111/jnc.14671

Alfarez, D. N., Joels, M., and Krugers, H. J. (2003). Chronic unpredictable stress impairs long-term potentiation in rat hippocampal CA1 area and dentate gyrus in vitro. Eur. J. Neurosci. 17, 1928–1934. doi: 10.1046/j.1460-9568.2003.02622.x

Allen, M., Ghosh, S., Ahern, G. P., Villapol, S., Maguire-Zeiss, K. A., and Conant, K. (2016). Protease induced plasticity: matrix metalloproteinase-1 promotes neurostructural changes through activation of protease activated receptor 1. Sci. Rep. 6:35497. doi: 10.1038/srep35497

Almonte, A. G., Qadri, L. H., Sultan, F. A., Watson, J. A., Mount, D. J., Rumbaugh, G., et al. (2013). Protease-activated receptor-1 modulates hippocampal memory formation and synaptic plasticity. J. Neurochem. 124, 109–122. doi: 10.1111/jnc.12075

Anacker, C., Luna, V. M., Stevens, G. S., Millette, A., Shores, R., Jimenez, J. C., et al. (2018). Hippocampal neurogenesis confers stress resilience by inhibiting the ventral dentate gyrus. Nature 559, 98–102. doi: 10.1038/s41586-018-0262-4

Andersen, P., Morris, R., Amaral, D., Bliss, T., and O’Keefe, J. (eds). (2006). The Hippocampus Book. New York, NY: Oxford University Press.

Asahi, M., Asahi, K., Jung, J.-C., del Zoppo, G. J., Fini, M. E., and Lo, E. H. (2000). Role for matrix metalloproteinase 9 after focal cerebral ischemia: effects of gene knockout and enzyme inhibition with BB-94. J. Cereb. Blood Flow Metab. 20, 1681–1689. doi: 10.1097/00004647-200012000-00007

Bajor, M., Michaluk, P., Gulyassy, P., Kekesi, A. K., Juhasz, G., and Kaczmarek, L. (2012). Synaptic cell adhesion molecule-2 and collapsin response mediator protein-2 are novel members of the matrix metalloproteinase-9 degradome. J. Neurochem. 122, 775–788. doi: 10.1111/j.1471-4159.2012.07829.x

Baramova, E. N., Bajou, K., Remacle, A., L’hoir, C., Krell, H. W., Weidle, U. H., et al. (1997). Involvement of PA/plasmin system in the processing of pro-MMP-9 and in the second step of pro-MMP-2 activation. FEBS Lett. 405, 157–162. doi: 10.1016/s0014-5793(97)00175-0

Beneyto, M., Kristiansen, L. V., Oni-Orisan, A., Mccullumsmith, R. E., and Meador-Woodruff, J. H. (2007). Abnormal glutamate receptor expression in the medial temporal lobe in schizophrenia and mood disorders. Neuropsychopharmacology 32, 1888–1902. doi: 10.1038/sj.npp.1301312

Bijata, M., Labus, J., Guseva, D., Stawarski, M., Butzlaff, M., Dzwonek, J., et al. (2017). Synaptic remodeling depends on signaling between serotonin receptors and the extracellular matrix. Cell Rep. 19, 1767–1782. doi: 10.1016/j.celrep.2017.05.023

Bikbaev, A., Frischknecht, R., and Heine, M. (2015). Brain extracellular matrix retains connectivity in neuronal networks. Sci. Rep. 5:14527. doi: 10.1038/srep14527

Bittolo, T., Raminelli, C. A., Deiana, C., Baj, G., Vaghi, V., Ferrazzo, S., et al. (2016). Pharmacological treatment with mirtazapine rescues cortical atrophy and respiratory deficits in MeCP2 null mice. Sci. Rep. 6:19796. doi: 10.1038/srep19796

Bozzelli, P. L., Alaiyed, S., Kim, E., Villapol, S., and Conant, K. (2018). Proteolytic remodeling of perineuronal nets: effects on synaptic plasticity and neuronal population dynamics. Neural Plast. 2018:5735789. doi: 10.1155/2018/5735789

Brew, K., and Nagase, H. (2010). The tissue inhibitors of metalloproteinases (TIMPs): an ancient family with structural and functional diversity. Biochim. Biophys. Acta 1803, 55–71. doi: 10.1016/j.bbamcr.2010.01.003

Briest, W., Holzl, A., Rassler, B., Deten, A., Leicht, M., Baba, H. A., et al. (2001). Cardiac remodeling after long term norepinephrine treatment in rats. Cardiovasc. Res. 52, 265–273. doi: 10.1016/s0008-6363(01)00398-4

Buzsaki, G. (1989). Two-stage model of memory trace formation: a role for “noisy” brain states. Neuroscience 31, 551–570. doi: 10.1016/0306-4522(89)90423-5

Castillo-Gomez, E., Perez-Rando, M., Belles, M., Gilabert-Juan, J., Llorens, J. V., Carceller, H., et al. (2017). Early social isolation stress and perinatal NMDA receptor antagonist treatment induce changes in the structure and neurochemistry of inhibitory neurons of the adult amygdala and prefrontal cortex. eNeuro 4:ENEURO.0034-17.2017. doi: 10.1523/ENEURO.0034-17.2017

Cattaud, V., Bezzina, C., Rey, C. C., Lejards, C., Dahan, L., and Verret, L. (2018). Early disruption of parvalbumin expression and perineuronal nets in the hippocampus of the Tg2576 mouse model of Alzheimer’s disease can be rescued by enriched environment. Neurobiol. Aging 72, 147–158. doi: 10.1016/j.neurobiolaging.2018.08.024

Chalermpalanupap, T., Kinkead, B., Hu, W. T., Kummer, M. P., Hammerschmidt, T., Heneka, M. T., et al. (2013). Targeting norepinephrine in mild cognitive impairment and Alzheimer’s disease. Alzheimers Res. Ther. 5:21. doi: 10.1186/alzrt175

Chen, A. C., Shirayama, Y., Shin, K. H., Neve, R. L., and Duman, R. S. (2001). Expression of the cAMP response element binding protein (CREB) in hippocampus produces an antidepressant effect. Biol. Psychiatry 49, 753–762. doi: 10.1016/s0006-3223(00)01114-8

Chen, F., Madsen, T. M., Wegener, G., and Nyengaard, J. R. (2008). Changes in rat hippocampal CA1 synapses following imipramine treatment. Hippocampus 18, 631–639. doi: 10.1002/hipo.20423

Chen, F., Madsen, T. M., Wegener, G., and Nyengaard, J. R. (2009). Repeated electroconvulsive seizures increase the total number of synapses in adult male rat hippocampus. Eur. Neuropsychopharmacol. 19, 329–338. doi: 10.1016/j.euroneuro.2008.12.007

Chen, F., Madsen, T. M., Wegener, G., and Nyengaard, J. R. (2010). Imipramine treatment increases the number of hippocampal synapses and neurons in a genetic animal model of depression. Hippocampus 20, 1376–1384. doi: 10.1002/hipo.20718

Chi, K. F., Korgaonkar, M., and Grieve, S. M. (2015). Imaging predictors of remission to anti-depressant medications in major depressive disorder. J. Affect. Disord. 186, 134–144. doi: 10.1016/j.jad.2015.07.002

Choudary, P. V., Molnar, M., Evans, S. J., Tomita, H., Li, J. Z., Vawter, M. P., et al. (2005). Altered cortical glutamatergic and GABAergic signal transmission with glial involvement in depression. Proc. Natl. Acad. Sci. U.S.A. 102, 15653–15658. doi: 10.1073/pnas.0507901102

Cichon, S., Muhleisen, T. W., Degenhardt, F. A., Mattheisen, M., Miro, X., Strohmaier, J., et al. (2011). Genome-wide association study identifies genetic variation in neurocan as a susceptibility factor for bipolar disorder. Am. J. Hum. Genet. 88, 372–381. doi: 10.1016/j.ajhg.2011.01.017

Cirrito, J. R., Disabato, B. M., Restivo, J. L., Verges, D. K., Goebel, W. D., Sathyan, A., et al. (2011). Serotonin signaling is associated with lower amyloid-beta levels and plaques in transgenic mice and humans. Proc. Natl. Acad. Sci. U.S.A. 108, 14968–14973. doi: 10.1073/pnas.1107411108

Conant, K., Allen, M., and Lim, S. T. (2015). Activity dependent CAM cleavage and neurotransmission. Front. Cell. Neurosci. 9:305. doi: 10.3389/fncel.2015.00305

Conant, K., Lonskaya, I., Szklarczyk, A., Krall, C., Steiner, J., Maguire-Zeiss, K., et al. (2011). Methamphetamine-associated cleavage of the synaptic adhesion molecule intercellular adhesion molecule-5. J. Neurochem. 118, 521–532. doi: 10.1111/j.1471-4159.2010.07153.x

Conant, K., St Hillaire, C., Anderson, C., Galey, D., Wang, J., and Nath, A. (2004). Human immunodeficiency virus type 1 Tat and methamphetamine affect the release and activation of matrix-degrading proteinases. J. Neurovirol. 10, 21–28. doi: 10.1080/13550280490261699

Conant, K., Wang, Y., Szklarczyk, A., Dudak, A., Mattson, M. P., and Lim, S. T. (2010). Matrix metalloproteinase-dependent shedding of intercellular adhesion molecule-5 occurs with long-term potentiation. Neuroscience 166, 508–521. doi: 10.1016/j.neuroscience.2009.12.061

Cowen, S. L., Gray, D. T., Wiegand, J. L., Schimanski, L. A., and Barnes, C. A. (2018). Age-associated changes in waking hippocampal sharp-wave ripples. Hippocampus doi: 10.1002/hipo.23005 [Epub ahead of print].

Favuzzi, E., Marques-Smith, A., Deogracias, R., Winterflood, C. M., Sanchez-Aguilera, A., Mantoan, L., et al. (2017). Activity-dependent gating of parvalbumin interneuron function by the perineuronal net protein brevican. Neuron 95, 639–655.e10. doi: 10.1016/j.neuron.2017.06.028

Fenton, E. Y., Fournier, N. M., Lussier, A. L., Romay-Tallon, R., Caruncho, H. J., and Kalynchuk, L. E. (2015). Imipramine protects against the deleterious effects of chronic corticosterone on depression-like behavior, hippocampal reelin expression, and neuronal maturation. Prog. Neuropsychopharmacol. Biol. Psychiatry 60, 52–59. doi: 10.1016/j.pnpbp.2015.02.001

Fitzgerald, P. J., and Watson, B. O. (2018). Gamma oscillations as a biomarker for major depression: an emerging topic. Transl. Psychiatry 8:177. doi: 10.1038/s41398-018-0239-y

Fragkouli, A., Papatheodoropoulos, C., Georgopoulos, S., Stamatakis, A., Stylianopoulou, F., Tsilibary, E. C., et al. (2012). Enhanced neuronal plasticity and elevated endogenous sAPPalpha levels in mice over-expressing MMP9. J. Neurochem. 121, 239–251. doi: 10.1111/j.1471-4159.2011.07637.x

Fragkouli, A., Tsilibary, E. C., and Tzinia, A. K. (2014). Neuroprotective role of MMP-9 overexpression in the brain of Alzheimer’s 5xFAD mice. Neurobiol. Dis. 70, 179–189. doi: 10.1016/j.nbd.2014.06.021

Frischknecht, R., Heine, M., Perrais, D., Seidenbecher, C. I., Choquet, D., and Gundelfinger, E. D. (2009). Brain extracellular matrix affects AMPA receptor lateral mobility and short-term synaptic plasticity. Nat. Neurosci. 12, 897–904. doi: 10.1038/nn.2338

Ganguly, K., Rejmak, E., Mikosz, M., Nikolaev, E., Knapska, E., and Kaczmarek, L. (2013). Matrix metalloproteinase (MMP) 9 transcription in mouse brain induced by fear learning. J. Biol. Chem. 288, 20978–20991. doi: 10.1074/jbc.M113.457903

Gu, Z., Kaul, M., Yan, B., Kridel, S. J., Cui, J., Strongin, A., et al. (2002). S-nitrosylation of matrix metalloproteinases: signaling pathway to neuronal cell death. Science 297, 1186–1190. doi: 10.1126/science.1073634

Guirado, R., Perez-Rando, M., Sanchez-Matarredona, D., Castren, E., and Nacher, J. (2014). Chronic fluoxetine treatment alters the structure, connectivity and plasticity of cortical interneurons. Int. J. Neuropsychopharmacol. 17, 1635–1646. doi: 10.1017/S1461145714000406

Hartmann, D., De Strooper, B., Serneels, L., Craessaerts, K., Herreman, A., Annaert, W., et al. (2002). The disintegrin/metalloprotease ADAM 10 is essential for Notch signalling but not for alpha-secretase activity in fibroblasts. Hum. Mol. Genet. 11, 2615–2624. doi: 10.1093/hmg/11.21.2615

Hayani, H., Song, I., and Dityatev, A. (2018). Increased excitability and reduced excitatory synaptic input into fast-spiking CA2 interneurons after enzymatic attenuation of extracellular matrix. Front. Cell. Neurosci. 12:149. doi: 10.3389/fncel.2018.00149

He, H. Y., Shen, W., Hiramoto, M., and Cline, H. T. (2016). Experience-dependent bimodal plasticity of inhibitory neurons in early development. Neuron 90, 1203–1214. doi: 10.1016/j.neuron.2016.04.044

Hernandez-Guillamon, M., Mawhirt, S., Blais, S., Montaner, J., Neubert, T. A., Rostagno, A., et al. (2015). Sequential amyloid-beta degradation by the matrix metalloproteases MMP-2 and MMP-9. J. Biol. Chem. 290, 15078–15091. doi: 10.1074/jbc.M114.610931

Hoe, H. S., Cooper, M. J., Burns, M. P., Lewis, P. A., Van Der Brug, M., Chakraborty, G., et al. (2007). The metalloprotease inhibitor TIMP-3 regulates amyloid precursor protein and apolipoprotein E receptor proteolysis. J. Neurosci. 27, 10895–10905. doi: 10.1523/jneurosci.3135-07.2007

Howard, M. W., Rizzuto, D. S., Caplan, J. B., Madsen, J. R., Lisman, J., Aschenbrenner-Scheibe, R., et al. (2003). Gamma oscillations correlate with working memory load in humans. Cereb. Cortex 13, 1369–1374. doi: 10.1093/cercor/bhg084

Huntley, G. W. (2012). Synaptic circuit remodeling by matrix metalloproteinases in health and disease. Nat. Rev. Neurosci. 13, 743–757. doi: 10.1038/nrn3320

Iaccarino, H. F., Singer, A. C., Martorell, A. J., Rudenko, A., Gao, F., Gillingham, T. Z., et al. (2016). Gamma frequency entrainment attenuates amyloid load and modifies microglia. Nature 540, 230–235. doi: 10.1038/nature20587

Insel, N., Patron, L. A., Hoang, L. T., Nematollahi, S., Schimanski, L. A., Lipa, P., et al. (2012). Reduced gamma frequency in the medial frontal cortex of aged rats during behavior and rest: implications for age-related behavioral slowing. J. Neurosci. 32, 16331–16344. doi: 10.1523/JNEUROSCI.1577-12.2012

Jhaveri, D. J., Mackay, E. W., Hamlin, A. S., Marathe, S. V., Nandam, L. S., Vaidya, V. A., et al. (2010). Norepinephrine directly activates adult hippocampal precursors via beta3-adrenergic receptors. J. Neurosci. 30, 2795–2806. doi: 10.1523/JNEUROSCI.3780-09.2010

Jorissen, E., Prox, J., Bernreuther, C., Weber, S., Schwanbeck, R., Serneels, L., et al. (2010). The disintegrin/metalloproteinase ADAM10 is essential for the establishment of the brain cortex. J. Neurosci. 30, 4833–4844. doi: 10.1523/JNEUROSCI.5221-09.2010

Joshi, S. H., Espinoza, R. T., Pirnia, T., Shi, J., Wang, Y., Ayers, B., et al. (2015). Structural plasticity of the hippocampus and amygdala induced by electroconvulsive therapy in major depression. Biol. Psychiatry 79, 282–292. doi: 10.1016/j.biopsych.2015.02.029

Jutras, M. J., and Buffalo, E. A. (2010). Synchronous neural activity and memory formation. Curr. Opin. Neurobiol. 20, 150–155. doi: 10.1016/j.conb.2010.02.006

Kalinin, S., Gavrilyuk, V., Polak, P. E., Vasser, R., Zhao, J., Heneka, M. T., et al. (2007). Noradrenaline deficiency in brain increases beta-amyloid plaque burden in an animal model of Alzheimer’s disease. Neurobiol. Aging 28, 1206–1214. doi: 10.1016/j.neurobiolaging.2006.06.003

Kasthuri, N., Hayworth, K. J., Berger, D. R., Schalek, R. L., Conchello, J. A., Knowles-Barley, S., et al. (2015). Saturated reconstruction of a volume of neocortex. Cell 162, 648–661. doi: 10.1016/j.cell.2015.06.054

Kean, M. J., Williams, K. C., Skalski, M., Myers, D., Burtnik, A., Foster, D., et al. (2009). VAMP3, syntaxin-13 and SNAP23 are involved in secretion of matrix metalloproteinases, degradation of the extracellular matrix and cell invasion. J. Cell Sci. 122, 4089–4098. doi: 10.1242/jcs.052761

Kessing, L. V., and Nilsson, F. M. (2003). Increased risk of developing dementia in patients with major affective disorders compared to patients with other medical illnesses. J. Affect. Disord. 73, 261–269. doi: 10.1016/s0165-0327(02)00004-6

Kivipelto, M., Mangialasche, F., and Ngandu, T. (2018). Lifestyle interventions to prevent cognitive impairment, dementia and Alzheimer disease. Nat. Rev. Neurol. 14, 653–666. doi: 10.1038/s41582-018-0070-3

Klein, A. S., Donoso, J. R., Kempter, R., Schmitz, D., and Beed, P. (2016). Early cortical changes in gamma oscillations in Alzheimer’s disease. Front. Syst. Neurosci. 10:83. doi: 10.3389/fnsys.2016.00083

Kuhn, M., Mainberger, F., Feige, B., Maier, J. G., Mall, V., Jung, N. H., et al. (2016). State-dependent partial occlusion of cortical LTP-like plasticity in major depression. Neuropsychopharmacology 41, 1521–1529. doi: 10.1038/npp.2015.310

Kuzniewska, B., Rejmak, E., Malik, A. R., Jaworski, J., Kaczmarek, L., and Kalita, K. (2013). Brain-derived neurotrophic factor induces matrix metalloproteinase 9 expression in neurons via the serum response factor/c-Fos pathway. Mol. Cell. Biol. 33, 2149–2162. doi: 10.1128/MCB.00008-13

Lammich, S., Kojro, E., Postina, R., Gilbert, S., Pfeiffer, R., Jasionowski, M., et al. (1999). Constitutive and regulated alpha-secretase cleavage of Alzheimer’s amyloid precursor protein by a disintegrin metalloprotease. Proc. Natl. Acad. Sci. U.S.A. 96, 3922–3927. doi: 10.1073/pnas.96.7.3922

Lee, R., Kermani, P., Teng, K. K., and Hempstead, B. L. (2001). Regulation of cell survival by secreted proneurotrophins. Science 294, 1945–1948. doi: 10.1126/science.1065057

Lensjo, K. K., Christensen, A. C., Tennoe, S., Fyhn, M., and Hafting, T. (2017a). Differential expression and cell-type specificity of perineuronal nets in hippocampus, medial entorhinal cortex, and visual cortex examined in the rat and mouse. eNeuro 4:ENEURO.0379-16.2017. doi: 10.1523/ENEURO.0379-16.2017

Lensjo, K. K., Lepperod, M. E., Dick, G., Hafting, T., and Fyhn, M. (2017b). Removal of perineuronal nets unlocks juvenile plasticity through network mechanisms of decreased inhibition and increased gamma activity. J. Neurosci. 37, 1269–1283. doi: 10.1523/JNEUROSCI.2504-16.2016

Li, B., Yu, D., and Xu, Z. (2014). Activated protein C inhibits amyloid beta production via promoting expression of ADAM-10. Brain Res. 1545, 35–44. doi: 10.1016/j.brainres.2013.12.005

Li, D., Xiao, Z., Wang, G., and Song, X. (2015). Knockdown of ADAM10 inhibits migration and invasion of fibroblast-like synoviocytes in rheumatoid arthritis. Mol. Med. Rep. 12, 5517–5523. doi: 10.3892/mmr.2015.4011

Li, Y., Partridge, J., Berger, C., Sepulveda-Rodriguez, A., Vicini, S., and Conant, K. (2016). Dopamine increases NMDA-stimulated calcium flux in striatopallidal neurons through a matrix metalloproteinase-dependent mechanism. Eur. J. Neurosci. 43, 194–203. doi: 10.1111/ejn.13146

Lonskaya, I., Partridge, J., Lalchandani, R. R., Chung, A., Lee, T., Vicini, S., et al. (2013). Soluble ICAM-5, a product of activity dependent proteolysis, increases mEPSC frequency and dendritic expression of GluA1. PLoS One 8:e69136. doi: 10.1371/journal.pone.0069136

MacQueen, G., and Frodl, T. (2011). The hippocampus in major depression: evidence for the convergence of the bench and bedside in psychiatric research? Mol. Psychiatry 16, 252–264. doi: 10.1038/mp.2010.80

Malberg, J. E., Eisch, A. J., Nestler, E. J., and Duman, R. S. (2000). Chronic antidepressant treatment increases neurogenesis in adult rat hippocampus. J. Neurosci. 20, 9104–9110. doi: 10.1523/jneurosci.20-24-09104.2000

Maolood, N., Hardin-Pouzet, H., and Grange-Messent, V. (2008). Matrix metalloproteinases MMP2 and MMP9 are upregulated by noradrenaline in the mouse neuroendocrine hypothalamus. Eur. J. Neurosci. 27, 1143–1152. doi: 10.1111/j.1460-9568.2008.06099.x

Meighan, P. C., Meighan, S. E., Davis, C. J., Wright, J. W., and Harding, J. W. (2007). Effects of matrix metalloproteinase inhibition on short- and long-term plasticity of schaffer collateral/CA1 synapses. J. Neurochem. 102, 2085–2096. doi: 10.1111/j.1471-4159.2007.04682.x

Meighan, S. E., Meighan, P. C., Choudhury, P., Davis, C. J., Olson, M. L., Zornes, P. A., et al. (2006). Effects of extracellular matrix-degrading proteases matrix metalloproteinases 3 and 9 on spatial learning and synaptic plasticity. J. Neurochem. 96, 1227–1241. doi: 10.1111/j.1471-4159.2005.03565.x

Michaluk, P., Kolodziej, L., Mioduszewska, B., Wilczynski, G. M., Dzwonek, J., Jaworski, J., et al. (2007). Beta-dystroglycan as a target for MMP-9, in response to enhanced neuronal activity. J. Biol. Chem. 282, 16036–16041. doi: 10.1074/jbc.m700641200

Miller, B. R., and Hen, R. (2015). The current state of the neurogenic theory of depression and anxiety. Curr. Opin. Neurobiol. 30, 51–58. doi: 10.1016/j.conb.2014.08.012

Missan, D. S., Mitchell, K., Subbaram, S., and Dipersio, C. M. (2015). Integrin alpha3beta1 signaling through MEK/ERK determines alternative polyadenylation of the MMP-9 mRNA transcript in immortalized mouse keratinocytes. PLoS One 10:e0119539. doi: 10.1371/journal.pone.0119539

Mizoguchi, H., Yamada, K., and Nabeshima, T. (2008). Neuropsychotoxicity of abused drugs: involvement of matrix metalloproteinase-2 and -9 and tissue inhibitor of matrix metalloproteinase-2 in methamphetamine-induced behavioral sensitization and reward in rodents. J. Pharmacol. Sci. 106, 9–14. doi: 10.1254/jphs.fm0070139

Mizoguchi, H., Yamada, K., Niwa, M., Mouri, A., Mizuno, T., Noda, Y., et al. (2007). Reduction of methamphetamine-induced sensitization and reward in matrix metalloproteinase-2 and -9-deficient mice. J. Neurochem. 100, 1579–1588.

Murase, S., Lantz, C. L., Kim, E., Gupta, N., Higgins, R., Stopfer, M., et al. (2016). Matrix metalloproteinase-9 regulates neuronal circuit development and excitability. Mol. Neurobiol. 53, 3477–3493. doi: 10.1007/s12035-015-9295-y

Murase, S., Lantz, C. L., and Quinlan, E. M. (2017). Light reintroduction after dark exposure reactivates plasticity in adults via perisynaptic activation of MMP-9. eLife 6:e27345. doi: 10.7554/eLife.27345

Nagy, V., Bozdagi, O., Matynia, A., Balcerzyk, M., Okulski, P., Dzwonek, J., et al. (2006). Matrix metalloproteinase-9 is required for hippocampal late-phase long-term potentiation and memory. J. Neurosci. 26, 1923–1934. doi: 10.1523/jneurosci.4359-05.2006

Ohira, K., Takeuchi, R., Iwanaga, T., and Miyakawa, T. (2013). Chronic fluoxetine treatment reduces parvalbumin expression and perineuronal nets in gamma-aminobutyric acidergic interneurons of the frontal cortex in adult mice. Mol. Brain 6:43. doi: 10.1186/1756-6606-6-43

Okamoto, T., Akaike, T., Sawa, T., Miyamoto, Y., Van Der Vliet, A., and Maeda, H. (2001). Activation of matrix metalloproteinases by peroxynitrite-induced protein S-glutathiolation via disulfide S-oxide formation. J. Biol. Chem. 276, 29596–29602. doi: 10.1074/jbc.m102417200

Pantazopoulos, H., and Berretta, S. (2016). In sickness and in health: perineuronal nets and synaptic plasticity in psychiatric disorders. Neural Plast. 2016:9847696. doi: 10.1155/2016/9847696

Pauly, T., Ratliff, M., Pietrowski, E., Neugebauer, R., Schlicksupp, A., Kirsch, J., et al. (2008). Activity-dependent shedding of the NMDA receptor glycine binding site by matrix metalloproteinase 3: a PUTATIVE mechanism of postsynaptic plasticity. PLoS One 3:e2681. doi: 10.1371/journal.pone.0002681

Pizzorusso, T., Medini, P., Berardi, N., Chierzi, S., Fawcett, J. W., and Maffei, L. (2002). Reactivation of ocular dominance plasticity in the adult visual cortex. Science 298, 1248–1251. doi: 10.1126/science.1072699

Py, N. A., Bonnet, A. E., Bernard, A., Marchalant, Y., Charrat, E., Checler, F., et al. (2014). Differential spatio-temporal regulation of MMPs in the 5xFAD mouse model of Alzheimer’s disease: evidence for a pro-amyloidogenic role of MT1-MMP. Front. Aging Neurosci. 6:247. doi: 10.3389/fnagi.2014.00247

Rietz, A., and Spiers, J. (2012). The relationship between the MMP system, adrenoceptors and phosphoprotein phosphatases. Br. J. Pharmacol. 166, 1225–1243. doi: 10.1111/j.1476-5381.2012.01917.x

Riga, D., Kramvis, I., Koskinen, M. K., Van Bokhoven, P., Van Der Harst, J. E., Heistek, T. S., et al. (2017). Hippocampal extracellular matrix alterations contribute to cognitive impairment associated with a chronic depressive-like state in rats. Sci. Transl. Med. 9:eaai8753. doi: 10.1126/scitranslmed.aai8753

Robinson, T. E., and Kolb, B. (2004). Structural plasticity associated with exposure to drugs of abuse. Neuropharmacology 47(Suppl. 1), 33–46. doi: 10.1016/j.neuropharm.2004.06.025

Rossier, J., Bernard, A., Cabungcal, J. H., Perrenoud, Q., Savoye, A., Gallopin, T., et al. (2015). Cortical fast-spiking parvalbumin interneurons enwrapped in the perineuronal net express the metallopeptidases Adamts8, Adamts15 and Neprilysin. Mol. Psychiatry 20, 154–161. doi: 10.1038/mp.2014.162

Sanz, R., Ferraro, G. B., and Fournier, A. E. (2015). IgLON cell adhesion molecules are shed from the cell surface of cortical neurons to promote neuronal growth. J. Biol. Chem. 290, 4330–4342. doi: 10.1074/jbc.M114.628438

Sbai, O., Ferhat, L., Bernard, A., Gueye, Y., Ould-Yahoui, A., Thiolloy, S., et al. (2008). Vesicular trafficking and secretion of matrix metalloproteinases-2, -9 and tissue inhibitor of metalloproteinases-1 in neuronal cells. Mol. Cell Neurosci. 39, 549–568. doi: 10.1016/j.mcn.2008.08.004

Schmidt, M. V., Trumbach, D., Weber, P., Wagner, K., Scharf, S. H., Liebl, C., et al. (2010). Individual stress vulnerability is predicted by short-term memory and AMPA receptor subunit ratio in the hippocampus. J. Neurosci. 30, 16949–16958. doi: 10.1523/JNEUROSCI.4668-10.2010

Schoenfeld, T. J., Mccausland, H. C., Morris, H. D., Padmanaban, V., and Cameron, H. A. (2017). Stress and loss of adult neurogenesis differentially reduce hippocampal volume. Biol. Psychiatry 82, 914–923. doi: 10.1016/j.biopsych.2017.05.013

Shaywitz, A. J., and Greenberg, M. E. (1999). CREB: a stimulus-induced transcription factor activated by a diverse array of extracellular signals. Annu. Rev. Biochem. 68, 821–861. doi: 10.1146/annurev.biochem.68.1.821

Sheline, Y. I., West, T., Yarasheski, K., Swarm, R., Jasielec, M. S., Fisher, J. R., et al. (2014). An antidepressant decreases CSF Abeta production in healthy individuals and in transgenic AD mice. Sci. Transl. Med. 6:236re4. doi: 10.1126/scitranslmed.3008169

Skovronsky, D. M., Moore, D. B., Milla, M. E., Doms, R. W., and Lee, V. M. (2000). Protein kinase C-dependent alpha-secretase competes with beta-secretase for cleavage of amyloid-beta precursor protein in the trans-golgi network. J. Biol. Chem. 275, 2568–2575. doi: 10.1074/jbc.275.4.2568

Slaker, M., Churchill, L., Todd, R. P., Blacktop, J. M., Zuloaga, D. G., Raber, J., et al. (2015). Removal of perineuronal nets in the medial prefrontal cortex impairs the acquisition and reconsolidation of a cocaine-induced conditioned place preference memory. J. Neurosci. 35, 4190–4202. doi: 10.1523/JNEUROSCI.3592-14.2015

Smith, A. C., Kupchik, Y. M., Scofield, M. D., Gipson, C. D., Wiggins, A., Thomas, C. A., et al. (2014). Synaptic plasticity mediating cocaine relapse requires matrix metalloproteinases. Nat. Neurosci. 17, 1655–1657. doi: 10.1038/nn.3846

Sonderegger, P., and Matsumoto-Miyai, K. (2014). Activity-controlled proteolytic cleavage at the synapse. Trends Neurosci. 37, P413–P423. doi: 10.1016/j.tins.2014.05.007

Stawarski, M., Stefaniuk, M., and Wlodarczyk, J. (2014). Matrix metalloproteinase-9 involvement in the structural plasticity of dendritic spines. Front. Neuroanat. 8:68. doi: 10.3389/fnana.2014.00068

Stoiljkovic, M., Kelley, C., Horvath, T. L., and Hajos, M. (2018). Neurophysiological signals as predictive translational biomarkers for Alzheimer’s disease treatment: effects of donepezil on neuronal network oscillations in TgF344-AD rats. Alzheimers Res. Ther. 10:105. doi: 10.1186/s13195-018-0433-4

Sullivan, D., Csicsvari, J., Mizuseki, K., Montgomery, S., Diba, K., and Buzsaki, G. (2011). Relationships between hippocampal sharp waves, ripples, and fast gamma oscillation: influence of dentate and entorhinal cortical activity. J. Neurosci. 31, 8605–8616. doi: 10.1523/JNEUROSCI.0294-11.2011

Sun, Z. Y., Bozzelli, P. L., Caccavano, A., Allen, M., Balmuth, J., Vicini, S., et al. (2018). Disruption of perineuronal nets increases the frequency of sharp wave ripple events. Hippocampus 28, 42–52. doi: 10.1002/hipo.22804

Szepesi, Z., Bijata, M., Ruszczycki, B., Kaczmarek, L., and Wlodarczyk, J. (2013). Matrix metalloproteinases regulate the formation of dendritic spine head protrusions during chemically induced long-term potentiation. PLoS One 8:e63314. doi: 10.1371/journal.pone.0063314

Tamasi, V., Petschner, P., Adori, C., Kirilly, E., Ando, R. D., Tothfalusi, L., et al. (2014). Transcriptional evidence for the role of chronic venlafaxine treatment in neurotrophic signaling and neuroplasticity including also Glutamatergic [corrected] - and insulin-mediated neuronal processes. PLoS One 9:e113662. doi: 10.1371/journal.pone.0113662

Tewari, B. P., Chaunsali, L., Campbell, S. L., Patel, D. C., Goode, A. E., and Sontheimer, H. (2018). Perineuronal nets decrease membrane capacitance of peritumoral fast spiking interneurons in a model of epilepsy. Nat. Commun. 9:4724. doi: 10.1038/s41467-018-07113-0

Thompson, P. M., Andreassen, O. A., Arias-Vasquez, A., Bearden, C. E., Boedhoe, P. S., Brouwer, R. M., et al. (2015). ENIGMA and the individual: predicting factors that affect the brain in 35 countries worldwide. Neuroimage 145(Pt B), 389–408. doi: 10.1016/j.neuroimage.2015.11.057

Thompson, S. M., Kallarackal, A. J., Kvarta, M. D., Van Dyke, A. M., Legates, T. A., and Cai, X. (2015). An excitatory synapse hypothesis of depression. Trends Neurosci. 38, 279–294. doi: 10.1016/j.tins.2015.03.003

Tian, L., Stefanidakis, M., Ning, L., Van Lint, P., Nyman-Huttunen, H., Libert, C., et al. (2007). Activation of NMDA receptors promotes dendritic spine development through MMP-mediated ICAM-5 cleavage. J. Cell Biol. 178, 687–700. doi: 10.1083/jcb.200612097

Toth, M., Chvyrkova, I., Bernardo, M. M., Hernandez-Barrantes, S., and Fridman, R. (2003). Pro-MMP-9 activation by the MT1-MMP/MMP-2 axis and MMP-3: role of TIMP-2 and plasma membranes. Biochem. Biophys. Res. Commun. 308, 386–395. doi: 10.1016/s0006-291x(03)01405-0

Umemori, J., Winkel, F., Castren, E., and Karpova, N. N. (2015). Distinct effects of perinatal exposure to fluoxetine or methylmercury on parvalbumin and perineuronal nets, the markers of critical periods in brain development. Int. J. Dev. Neurosci. 44, 55–64. doi: 10.1016/j.ijdevneu.2015.05.006

van der Vorst, E. P., Jeurissen, M., Wolfs, I. M., Keijbeck, A., Theodorou, K., Wijnands, E., et al. (2015). Myeloid A disintegrin and metalloproteinase domain 10 deficiency modulates atherosclerotic plaque composition by shifting the balance from inflammation toward fibrosis. Am. J. Pathol. 185, 1145–1155. doi: 10.1016/j.ajpath.2014.11.028

Verslegers, M., Van Hove, I., Dekeyster, E., Gantois, I., Hu, T. T., D’hooge, R., et al. (2015). MMP-2 mediates Purkinje cell morphogenesis and spine development in the mouse cerebellum. Brain Struct. Funct. 220, 1601–1617. doi: 10.1007/s00429-014-0747-3

Wan, X. Z., Li, B., Li, Y. C., Yang, X. L., Zhang, W., Zhong, L., et al. (2012). Activation of NMDA receptors upregulates a disintegrin and metalloproteinase 10 via a Wnt/MAPK signaling pathway. J. Neurosci. 32, 3910–3916. doi: 10.1523/JNEUROSCI.3916-11.2012

Wang, X. B., Bozdagi, O., Nikitczuk, J. S., Zhai, Z. W., Zhou, Q., and Huntley, G. W. (2008). Extracellular proteolysis by matrix metalloproteinase-9 drives dendritic spine enlargement and long-term potentiation coordinately. Proc. Natl. Acad. Sci. U.S.A. 105, 19520–19525. doi: 10.1073/pnas.0807248105

Wen, T. H., Afroz, S., Reinhard, S. M., Palacios, A. R., Tapia, K., Binder, D. K., et al. (2017). Genetic reduction of matrix metalloproteinase-9 promotes formation of perineuronal nets around parvalbumin-expressing interneurons and normalizes auditory cortex responses in developing Fmr1 knock-out mice. Cereb. Cortex 28, 3951–3964. doi: 10.1093/cercor/bhx258

Widman, A. J., and McMahon, L. L. (2018). Disinhibition of CA1 pyramidal cells by low-dose ketamine and other antagonists with rapid antidepressant efficacy. Proc. Natl. Acad. Sci. U.S.A. 115, E3007–E3016. doi: 10.1073/pnas.1718883115

Wiera, G., Nowak, D., Van Hove, I., Dziegiel, P., Moons, L., and Mozrzymas, J. W. (2017). Mechanisms of NMDA receptor- and voltage-gated L-type calcium channel-dependent hippocampal LTP critically rely on proteolysis that is mediated by distinct metalloproteinases. J. Neurosci. 37, 1240–1256. doi: 10.1523/JNEUROSCI.2170-16.2016

Wiera, G., Wojtowicz, T., Lebida, K., Piotrowska, A., Drulis-Fajdasz, D., Gomulkiewicz, A., et al. (2012). Long term potentiation affects intracellular metalloproteinases activity in the mossy fiber-CA3 pathway. Mol. Cell. Neurosci. 50, 147–159. doi: 10.1016/j.mcn.2012.04.005

Wojtowicz, T., and Mozrzymas, J. W. (2014). Matrix metalloprotease activity shapes the magnitude of EPSPs and spike plasticity within the hippocampal CA3 network. Hippocampus 24, 135–153. doi: 10.1002/hipo.22205

Xie, S., Price, J. E., Luca, M., Jean, D., Ronai, Z., and Bar-Eli, M. (1997). Dominant-negative CREB inhibits tumor growth and metastasis of human melanoma cells. Oncogene 15, 2069–2075. doi: 10.1038/sj.onc.1201358

Yang, E. V., Sood, A. K., Chen, M., Li, Y., Eubank, T. D., Marsh, C. B., et al. (2006). Norepinephrine up-regulates the expression of vascular endothelial growth factor, matrix metalloproteinase (MMP)-2, and MMP-9 in nasopharyngeal carcinoma tumor cells. Cancer Res. 66, 10357–10364. doi: 10.1158/0008-5472.can-06-2496

Zanos, P., Nelson, M. E., Highland, J. N., Krimmel, S. R., Georgiou, P., Gould, T. D., et al. (2017). A Negative allosteric modulator for alpha5 subunit-containing GABA receptors exerts a rapid and persistent antidepressant-like action without the side effects of the NMDA receptor antagonist ketamine in mice. eNeuro 4:ENEURO.0285-16.2017. doi: 10.1523/ENEURO.0285-16.2017

Zarate, C. A. Jr., Singh, J. B., Carlson, P. J., Brutsche, N. E., Ameli, R., Luckenbaugh, D. A., et al. (2006). A randomized trial of an N-methyl-D-aspartate antagonist in treatment-resistant major depression. Arch. Gen. Psychiatry 63, 856–864.

Zarnadze, S., Bauerle, P., Santos-Torres, J., Bohm, C., Schmitz, D., Geiger, J. R., et al. (2016). Cell-specific synaptic plasticity induced by network oscillations. eLife 5:e14912. doi: 10.7554/eLife.14912

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Alaiyed and Conant. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 09 May 2019
doi: 10.3389/fnmol.2019.00097






[image: image]

Differential Regulation of Syngap1 Translation by FMRP Modulates eEF2 Mediated Response on NMDAR Activity

Abhik Paul1†, Bharti Nawalpuri2,3†, Devanshi Shah1, Shruthi Sateesh1‡, Ravi S. Muddashetty2 and James P. Clement1*

1Neuroscience Unit, Jawaharlal Nehru Centre for Advanced Scientific Research, Bengaluru, India

2Institute for Stem Cell Science and Regenerative Medicine, Bengaluru, India

3School of Chemical and Biotechnology, SASTRA Deemed University, Thanjavur, India

Edited by:
Barbara Bardoni, UMR7275 Institut de Pharmacologie Moléculaire et Cellulaire (IPMC), France

Reviewed by:
Maria Vincenza Catania, Institute of Neurological Sciences (CNR), Italy
Alessandra Folci, UMR7275 Institut de Pharmacologie Moléculaire et Cellulaire (IPMC), France
Thomas Olivier Maurin, Centre National de la Recherche Scientifique (CNRS), France

*Correspondence: James P. Clement, chelliah@jncasr.ac.in

†These authors have contributed equally to this work

‡Present address: Shruthi Sateesh, Department of Psychology, University of Otago, Dunedin, New Zealand

Received: 13 October 2018
Accepted: 01 April 2019
Published: 09 May 2019

Citation: Paul A, Nawalpuri B, Shah D, Sateesh S, Muddashetty RS and Clement JP (2019) Differential Regulation of Syngap1 Translation by FMRP Modulates eEF2 Mediated Response on NMDAR Activity. Front. Mol. Neurosci. 12:97. doi: 10.3389/fnmol.2019.00097

SYNGAP1, a Synaptic Ras-GTPase activating protein, regulates synapse maturation during a critical developmental window. Heterozygous mutation in SYNGAP1 (SYNGAP1-/+) has been shown to cause Intellectual Disability (ID) in children. Recent studies have provided evidence for altered neuronal protein synthesis in a mouse model of Syngap1-/+. However, the molecular mechanism behind the same is unclear. Here, we report the reduced expression of a known translation regulator, FMRP, during a specific developmental period in Syngap1-/+ mice. Our results demonstrate that FMRP interacts with and regulates the translation of Syngap1 mRNA. We further show reduced Fmr1 translation leads to decreased FMRP level during development in Syngap1-/+ which results in an increase in Syngap1 translation. These developmental changes are reflected in the altered response of eEF2 phosphorylation downstream of NMDA Receptor (NMDAR)-mediated signaling. In this study, we propose a cross-talk between FMRP and SYNGAP1 mediated signaling which can also explain the compensatory effect of impaired signaling observed in Syngap1-/+ mice.

Keywords: FMRP, Syngap1, NMDA, eEF2, polysome, Autism Spectrum Disorder, Intellectual Disability, synaptoneurosome


INTRODUCTION

SYNGAP1 is a synaptic RAS-GTPase Activating Protein (SYNGAP1), which acts downstream of N-Methyl D-Aspartate Receptors (NMDAR), and negatively regulates RAS GTPase (Kim et al., 1998; Komiyama et al., 2002). Ca2+/Calmodulin-dependent Kinase II (CAMKII)-mediated phosphorylation of SYNGAP1 leads to rapid dispersion of SYNGAP1 from dendritic spine to the dendritic shaft leading to the activation of downstream signaling proteins in dendritic spines (Krapivinsky et al., 2004; Araki et al., 2015). Removal of SYNGAP1 from dendritic spines leads to increased activity of Extracellular Signal-Regulated Kinases (ERK) via RAS (Rumbaugh et al., 2006), which further allows insertion of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid Receptors (AMPAR) on the post-synaptic membrane (Zhu et al., 2002).

Studies using a mouse model have shown that Syngap1-/+ causes early maturation of dendritic spines in the hippocampus (Clement et al., 2012), and altered critical period of development in thalamocortical synapses (Clement et al., 2013). These studies have shown abnormal dendritic spine activity, and morphology coincided with an increased AMPAR/NMDAR-mediated currents during Post-Natal Day (PND)14–16 and 4–5 in the hippocampus, and thalamocortical neurons, respectively, that led to an altered critical period of plasticity in Syngap1-/+ mice. Consistent with its molecular function, studies from human patients have shown that loss-of-function mutations in SYNGAP1 resulted in Intellectual Disability (ID), Autism Spectrum Disorder (ASD), and epilepsy (Hamdan et al., 2009, 2011; Rauch et al., 2012). All these studies suggest that SYNGAP1 is crucial for the development of neuronal connections during the critical period of development (Jeyabalan and Clement, 2016).

Recent studies using Syngap1-/+ mice and Syngap1 knock-down in rat cultured cortical neurons demonstrated increased levels of basal protein synthesis in Syngap1-/+ as compared to WT (Wang et al., 2013; Barnes et al., 2015). The studies also suggested that SYNGAP1 modulates insertion of AMPARs at the post-synaptic membrane, thereby, regulating synaptic plasticity through protein synthesis (Rumbaugh et al., 2006; Wang et al., 2013). However, the molecular mechanisms for SYNGAP1-mediated regulation of protein synthesis, particularly during development, are unclear.

To regulate synaptic protein synthesis, SYNGAP1 may crosstalk with other translation regulators. One such potential candidate to consider is Fragile X Mental Retardation Protein (FMRP). Similar to Syngap1-/+ mice, Fmr1 knock-out (KO) resulted in excessive levels of basal protein synthesis and altered dendritic spine structure and function (Huber et al., 2002). Additionally, a recent report showed exaggerated protein synthesis-independent mGluR-LTD (Metabotropic glutamate receptor-dependent long-term depression) in Syngap1-/+ (Barnes et al., 2015), which is another hallmark phenotype of FMRP associated synaptic deficits (Huber et al., 2002). Based on these findings, we hypothesized a possible cross-talk between SYNGAP1 and FMRP in regulating activity-mediated protein synthesis at the synapse. In this study, we have shown that FMRP level was altered during development, especially at PND21-23, in Syngap1-/+. Besides, FMRP interacts with and regulates the translation of Syngap1 mRNA, and, thus, compensates for Syngap1 translation in Syngap1-/+. These results may explain the impaired NMDAR-mediated signaling observed in Syngap1-/+.



MATERIALS AND METHODS

Animals

C57/BL6 Wild-type (WT) and Syngap1-/+ mice were obtained from The Jacksons Laboratory1 (Kim et al., 2003) and bred and maintained in the Animal Facility, JNCASR, under 12-h dark and light cycle. This study was carried out in accordance with the principles of the Basel Declaration and recommendations of the Institutional Animal Ethics Committee (IAEC; Prof. Anuranjan Anand, Chairman). The protocol was approved by the Committee for Control and Supervision of Experiments on Animals (CPCSEA; Dr. K. T. Sampath, CPCSEA Nominee).

Preparation of Hippocampal Slices

Acute brain slices were prepared from PND > 90 male and female WT and Syngap1-/+ mice. Mice were brought from the animal house and sacrificed by cervical dislocation, and the brain was dissected out. The brain was kept in ice-cold sucrose based artificial cerebrospinal fluid (aCSF; cutting solution) comprising of: 189 mM Sucrose (S9378, Sigma Aldrich), 10 mM D-Glucose (G8270, Sigma Aldrich), 26 mM NaHCO3 (5761, Sigma Aldrich), 3 mM KCl (P5405, Sigma Aldrich), 10 mM MgSO4.7H2O (M2773, Sigma Aldrich), 1.25 mM NaH2PO4 (8282, Sigma Aldrich) and 0.1 mM CaCl2 (21115, Sigma Aldrich). The brain was taken out of cutting solution and glued to the brain holder of the vibratome (Leica #VT1200), and 350 μm thick horizontal slices were prepared. Cortex and CA3 regions of the hippocampus were dissected out from each slice. All the slices were kept in slice chamber containing aCSF comprising: 124 mM NaCl (6191, Sigma Aldrich), 3 mM KCl (P5405, Sigma Aldrich), 1 mM MgSO4.7H2O (M2773, Sigma Aldrich), 1.25 mM NaH2PO4 (8282, Sigma Aldrich), 10 mM D-Glucose (G8270, Sigma Aldrich), 24 mM NaHCO3 (5761, Sigma Aldrich), and 2 mM CaCl2 (21115, Sigma Aldrich), in water bath (2842, Thermo Fisher Scientific) at 37°C for 45 min. Following recovery, slices were kept at room temperature (RT, 25°C) till the experiment completed. Post-dissection, every step was carried out in the presence of constant bubbling with carbogen (2–5% CO2 and 95% O2; Chemix, India). All measurements were performed by an experimenter blind to the experimental conditions.

Extracellular Field Recordings

One slice at a time was placed on a bath chamber (Scientifica, United Kingdom) perfused with aCSF, and the temperature in the bath chamber was maintained at 33°C using in-line solution heaters (Warner Instruments, United States). Field excitatory post-synaptic potential (fEPSP) were elicited from pyramidal cells of CA1 area of stratum radiatum by placing concentric bipolar stimulating electrode (CBARC75, FHC, United States) connected to a constant current isolator stimulator unit (Digitimer, United Kingdom) at Schaffer-Collateral commissural pathway, and recorded from stratum radiatum of CA1 area of the hippocampus with 3–5 MΩ resistance glass pipette (ID: 0.69 mm, OD: 1.2 mm, Harvard Apparatus) filled with aCSF. Signals were amplified using Axon Multiclamp 700B amplifier (Molecular Devices), digitized using an Axon Digidata 1440A (Molecular Devices), and stored on a personal computer. Online recordings and analysis were performed using pClamp10.7 software (Molecular Devices). Stimulation frequency was set at 0.05 Hz. mGluR-LTD was induced by 5 min bath application of the Group I mGluR agonist (S)-3,5-dihydroxyphenylglycine (DHPG; Cat# 0805, Tocris, United Kingdom).

Lysate Preparation

Brain lysates were prepared from Post-Natal Day (PND) 7–9, 14–16, 21–23, and adults (2–5 months). WT and Syngap1-/+ mice were sacrificed by cervical dislocation, brain was dissected out, and hippocampus was separated in cold Phosphate Buffered Saline (PBS) of pH 7.4 containing NaCl (137 mM, S6191, Sigma Aldrich), KCl (2.7 mM, P5405, Sigma Aldrich), Na2HPO4 (10 mM, 10028-24-7, Thermo Fisher Scientific), KH2PO4 (1.8 mM, GRM1188, HIMEDIA). The tissue was homogenized using RIPA buffer containing NaCl (150 mM, S6191, Sigma Aldrich,), Tris–Hcl (50 mM, Tris: 15965, Thermo Fisher Scientific; HCl: HC301585, Merck) pH 7.4, EDTA (5 mM, 6381-92-6, Thermo Fisher Scientific), Na-Deoxycholate (0.25%, RM-131, HIMEDIA), Triton X (1%, RM 845, HIMEDIA). Additionally, 1X Protease Inhibitor (P5726, Sigma Aldrich,), and 1X Phosphatase Inhibitor Cocktail 2 and 3 (P5726 and P0044, respectively, Sigma Aldrich) was added to the buffer to increase the stability of the lysate. Then, the homogenates were centrifuged at 16000 RCF for 30 min at 4°C. The samples were aliquoted and stored at -80°C. The supernatants were collected, and the protein was estimated using Bradford (5000006, Bio-Rad) or BCA (23225, Thermos Fisher Scientific) assay.

SDS–PAGE and Western Blotting

The protein samples (50 μg in each lane) were electrophoresed on SDS (161-0302, Bio-Rad) Polyacrylamide (161-0156, Bio-Rad), 5% stacking gel for 30 min and 8% resolving gel (for FMRP, SYNGAP1, and PSD95) for ∼2 h or 10% resolving gel (for Phospho-eEF2, Total-eEF2, Phospho-ERK1/2, ERK1/2, and RPLP0) for ∼3 h. Overnight transfer at 20 V was done for the detection of Phospho-ERK1/2 (#9101, Cell Signaling Technology, 1:1000, raised in rabbit) and Total-ERK1/2 (#9102, Cell Signaling Technology, 1:750, raised in rabbit). Post-transfer, Ponceau staining was done, and Methanol was used as a fixative, and further washed with PBS. Blots were incubated with primary antibody (Phospho-ERK1/2, and Total-ERK1/2) for 4 h at room temperature (RT) in a shaker. For other proteins, transfer was done for 3 h at 80 V at 4°C onto Polyvinylidene Fluoride (PVDF) membrane (1620177, Bio-Rad) and blocked using 5% skimmed milk (GRM 1254, HIMEDIA) or 5% BSA (GRM105, HIMEDIA) in PBS for 1-h in Room Temperature (RT) at 25°C. BSA was used for blocking of all Phospho-Proteins. The blots were washed with 1% PBST (PBS+ Tween 20; GRM156 HIMEDIA) three times for 10 min each, and incubated with Primary Antibodies for FMRP (F4055, Sigma Aldrich, 1:1000 dilution, raised in rabbit), β-ACTIN (PA116889, Thermo Fisher Scientific, 1:15000 dilution, raised in rabbit), PSD95 (MA1-046, Thermo Fisher Scientific, 1:1000 dilution, raised in mouse), Phospho-eEF2 (Thr 56, 2331S, Cell Signaling Technology, 1:1000 dilution, raised in rabbit), Total-eEF2 (2332S, Cell Signaling Technology, 1:1000 dilution, raised in rabbit), and RPLP0 (ab101279, Abcam, 1:1000 dilution, raised in rabbit) overnight. After primary incubation, blots were washed with PBST thrice for 10 min each, then incubated with anti-Rabbit (1706515, Bio-Rad) or anti-Mouse (1706516, Bio-Rad) HRP conjugated Secondary antibody (1:10000 dilution). After subsequent washes with PBST, the blots were developed by a chemiluminescent method using ECL western clarity solution (1705060, Bio-Rad). Images were taken in Versa Doc (Bio-Rad), or ImageQuant (LAS 4000 from GE) or iBright FL1000 (Thermo Fisher Scientific) and merged using ImageLab version 5.2.1 and bands were quantified using ImageJ software.

Immunoprecipitation

Hippocampus was dissected out from PND14-16 and 21-23 WT (littermates) and Syngap1-/+ (HET) as described earlier. Tissue was homogenized using Lysis buffer containing Tris–Hcl (50 mM, Tris: 15965, Thermo Fisher Scientific; HCl: HC301585, Merck), NaCl (150 mM, S6191, Sigma Aldrich), MgCl2 (5 mM, M8266, Sigma Aldrich), Dithiothreitol (DTT, 1 mM, 3483-12-3, Sigma Aldrich), NP40 (1%), RNase I (100 U/μl; Invitrogen, AM2294) and 1X Protease Inhibitor cocktail (P5726, Sigma Aldrich). All reagents were dissolved in Diethylpyrocarbonate (DEPC, D5758, Sigma) treated autoclaved water. Immunoprecipitation was done using anti-FMRP (F4055, Sigma Aldrich), Rabbit IgG (40159050MG, Millipore), and protein-G Dyna beads (10003D, Invitrogen). 30 μl of Dynabeads were equilibrated with lysis buffer, and further 200 μl of lysis buffer containing 5 μg of antibody was added to Dynabeads and incubated at RT for 1 h on a rotor at a slow speed. Afterward, the antibody solution was removed from the beads by placing the tube in the magnetic stand. Tissue lysate was added to the antibody bound beads and was incubated for 1-h at RT. The lysate was given five washes with lysis buffer. After the last wash, IP buffer was removed entirely, and the sample was eluted in either 1X Laemmli buffer (for protein detection) or Trizol (for RNA isolation). For the mRNA enrichment, mRNA copy number in the pellet was divided by mRNA copy number in the supernatant, unless otherwise mentioned.

RNA Extraction and qPCR

Total RNA was extracted from the polysome fractions by Trizol (15596026, Thermo Fisher Scientific) method (For each sample three times the volume of Trizol was added) and the mRNAs were converted to cDNA using iScript cDNA synthesis kit (1708891, Bio-Rad). qPCR was performed for Syngap1, Fmr1, and β-actin using CFX384.

Real-Time System from Bio-Rad. Primers were designed and obtained from Sigma Aldrich, India. SYBR green was obtained from Bio-Rad (1725122). Ct values obtained from the reactions were converted to the copy number of the mRNA (Muddashetty et al., 2007, 2011), and the percentage of these copy numbers in each fraction was plotted for polysome experiments. mRNA copy number was derived using the Ct values from the standard curve. The equation for the standard curve was y = -1.44x+31.699; Here, y = average Ct value and EXP(x) was the copy number. List of primers used is mentioned below.
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Cell Culture and Transfection

HeLa cells were maintained in DMEM containing 10% FBS at 37°C in a 5% CO2 environment passaged using 0.05% trypsin-EDTA solution. Transfections were performed using lipofectamine 2000 (11668027, Thermo Fisher Scientific) as per the manufacturer’s protocol.

Polyribosome Profiling Assay

Hippocampus was dissected out from PND21-23 and PND14-16 Syngap1-/+ (HET) and WT (littermates) as described earlier. Tissue was homogenized using Lysis buffer containing Tris–Hcl (200 mM, Tris: 15965, Thermo Fisher Scientific; HCl: HC301585, Merck), KCl (100 mM, P5405, Sigma Aldrich), MgCl2 (5 mM, M8266, Sigma Aldrich), Dithiothreitol (DTT, 1 mM, 3483-12-3, Sigma Aldrich), NP40 (1%), and 1X Protease Inhibitor cocktail (P5726, Sigma Aldrich). All reagents were dissolved in Diethylpyrocarbonate (DEPC, D5758, Sigma Aldrich) treated autoclaved water. Samples were aliquoted into two equal parts and treated with either of the protein synthesis inhibitors: Cycloheximide (CHX, 10 μg/ml, C7698, Sigma Aldrich) or Puromycin (1 mM, P9620, Sigma Aldrich). The lysates were kept at 37°C for 30 min and centrifuged at 4°C for 30 min at 18213 RCF. The supernatant was further loaded carefully on to the sucrose gradient prepared in polysome tubes. Sucrose (84097, Sigma Aldrich) gradient tubes were prepared 1-day before the day of the experiment. 15 to 45% gradients were made, and stored at -80°C. The supernatant was gently added to each polysome tubes (331372, BECKMAN COULTER), and ultra-centrifuged (Beckman, OptimaXL 100K) at 4°C at 39000 RPM for 1 h and 40 min. The tubes were then transferred to UV Visible spectrophotometer [Model: Type 11 Optical unit with reference Flowcell/No bracket, Serial No: 213K20162 at National Centre for Biological Sciences (NCBS)], and fractions were collected at A254 spectra using Fraction collector instrument (from TELEDYNE ISCO at NCBS). The bottom of the tube was pierced using a syringe attached to a pipe containing 60% sucrose, and the fractions were collected in 1.5 ml tubes. Total of 11 fractions was collected from each polysome tube, and these fractions were treated with SDS loading dye containing β-Mercaptoethanol (MB041, HIMEDIA) for immunoblotting or Trizol for RNA extraction and qPCR. SDS–PAGE was done for these fractions and immunoblotted for RPLP0 and FMRP.

Synaptoneurosome Preparation and NMDA Stimulation

Hippocampus was dissected out from PND14-16, PND21-23, and PND30-35 mice as described earlier, and homogenized in 1000 μl of synaptoneurosome buffer containing NaCl (116.5 mM, S6191, Sigma Aldrich), KCl (5 mM, P5405, Sigma Aldrich), MgSO4 (1.2 mM, M7506, Sigma Aldrich), CaCl2 (2.5 mM, C5670, Sigma Aldrich), KH2PO4 (1.53 mM, GRM1188, HIMEDIA), Glucose (3.83%, G8270, Sigma Aldrich), 1X Protease Inhibitor Cocktail (P5726, Sigma Aldrich). Homogenate was filtered through 100 μm filter thrice (NY1H02500, Merck Millipore), and 11 μm filter once (NY1102500, Merck Millipore). The filtrate obtained was centrifuged at 1500 RCF for 15 min at 4°C. Pellet was resuspended in 1 ml synaptoneurosome buffer. NMDA receptor stimulation was done by applying NMDA (Final concentration 40 μM, M3262, Sigma Aldrich) for 1-, 2-, and 5-min, respectively, at 37°C in 350 RPM. 100 μM AP-5 was added to the sample preparation used for NMDAR-block experiments. The synaptoneurosomes prepared from the hippocampus of PND21-23 mice were aliquoted into three tubes. Two aliquots were treated with NMDA (40 μM), and NMDA+ AP-5 (100 μM, Cat#0105, TOCRIS) respectively. One tube was left untreated and considered as Basal level. Stimulation was done for 1 min at 37 °C in 350 RPM. After stimulation, the synaptoneurosomes were centrifuged at 11000 RPM for 21 s, and the pellet was resuspended in Lysis buffer followed by centrifugation at 18213 RCF at 4°C for 30 min. The supernatant was taken and denatured in loading dye containing SDS and β-Mercaptoethanol (MB041, HIMEDIA), and immunoblot assays were done.

Statistics

All graphs were plotted using Graph Pad Prism 7 and Microsoft Excel 2016. Extracellular field recordings were performed and analyzed using Clampfit 10.7. Time course data shown in Figure 1A were plotted by averaging every 2 min. Example traces were those recorded for 1-2 min around the time point indicated. Error bars correspond to ± SEM (Standard Error of Mean). Unpaired Student’s t-test and 2-way ANOVA were performed to test for difference between groups and different age unless otherwise stated.
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FIGURE 1. Altered expression of FMRP in the Hippocampus of Syngap1-/+ during development. (A) Application of 50 μm (S)-DHPG induced enhanced Group I mGluR mediated LTD in the Schaffer-Collateral pathway of adult (PND90) Syngap1-/+ (HET) compared to WT (WT) littermates. Sample traces obtained before and after the induction of LTD as indicated by time points (top). WT = 61 ± 3% LTD, n = 14; HET = 47 ± 4% LTD, n = 15; Unpaired Student’s t-test; ∗p < 0.05. (B) Representative immunoblot for FMRP level in the hippocampus during development (top). Pooled data of FMRP level normalized to β-ACTIN in the hippocampus during development, normalized to the level of WT (below). PND14-16 (WT: N = 10; HET: N = 8), PND21-23 (WT: N = 10; HET: N = 8), PND > 60 (WT: N = 8; HET: N = 10). ∗p < 0.05; Unpaired Student’s t-test. (C) Representative Immunoblots for SYNGAP1 during development (top). Histogram depicts SYNGAP1 level normalized to β-ACTIN in WT and HET at PND14-16, PND21-23, and PND > 60 (WT: N = 4; HET: N = 3). Bar graph shows increased SYNGAP1 level in HET during PND21-23 (WT: N = 4; HET: N = 5) when compared to PND14-16 (WT: N = 5; HET: N = 5) while no significant change was observed in WT. All WT and HET samples for individual age groups were run on the same gel. Two-way ANOVA; Unpaired Student’s t-test; ∗p < 0.05, NS, not significant.





RESULTS

Reduced FMRP Level During Development in Syngap1-/+

Studies have shown that Group I mGluR and NMDA receptors interact via Homer-Shank, thereby, regulating protein synthesis (Tu et al., 1999; Bertaso et al., 2010). To determine whether Group I mGluR activation in Syngap1-/+ resulted in altered protein synthesis and hippocampal pathophysiology similar to Fmr1-/y, Group I mGluR-mediated LTD (mGluR-LTD) was induced in the Schaffer-Collateral pathway in adult mice by bath applying 50 μm (S)-DHPG, Group I mGluR agonist, for 5 min. We observed significantly increased mGluR-LTD in Syngap1-/+ mice (Syngap1-/+ referred as HET in Figures; 47 ± 4% LTD) as compared to their WT littermate controls (61 ± 3% LTD; p = 0.012; Figure 1A). This result suggests that mGluR-LTD in Syngap1-/+ is similar to Fmr1-/y at PND25-32 as shown earlier by Barnes et al. (2015). Our data further showed that abnormal signaling during early stages of development, in fact, continues throughout adulthood (PND90) that may explain the impaired cognitive and social behavior observed in adults. Therefore, we hypothesized that expression of FMRP might be altered during different neurodevelopment stages, including adulthood.

We studied the expression of FMRP in the hippocampus of WT and Syngap1-/+ mice during different stages of development, starting from PND7-9 to 2-5 months of age. Using quantitative immunoblotting, we observed that FMRP level (normalized to β-ACTIN) was reduced in Syngap1-/+ mice (0.775 ± 0.06) as compared to WT in PND21-23 (1.00 ± 0.07; p = 0.033; Figure 1B) but not in other age groups. FMRP expression profile in WT shows that FMRP level decreases as age increases (Supplementary Figure S1A). Previous studies have shown that reduced SYNGAP1 expression during development led to altered synaptic transmission in Syngap1-/+ mice (Vazquez et al., 2004; Clement et al., 2012). To study whether reduced level of FMRP is compensating for the altered SYNGAP1 level in Syngap1-/+ mice, expression of SYNGAP1 in WT and Syngap1-/+ mice was quantified as shown in Figure 1C and Supplementary Figure S1B (Genotype: p < 0.0001). Upon further analysis, we found that the SYNGAP1 level was increased during PND21-23 (1.12 ± 0.09) compared to PND14-16 in Syngap1-/+ (0.83 ± 0.05; p = 0.0236; Figure 1C), and no statistical difference was observed in adults (>PND60). In contrast, the level of SYNGAP1 was not altered significantly between PND21-23 (1.82 ± 0.06) and PND14-16 (1.33 ± 0.08) in WT mice (p = 0.0863; Figure 1C). In our study, we considered β-ACTIN as an internal control for normalization. However, β-ACTIN polymerisation-depolymerisation could be modulated by FMRP. Thus, we validated our results using GAPDH as a loading control that showed an expression profile for FMRP, and SYNGAP1 in WT similar to quantification performed with β-ACTIN (Supplementary Figures S1A,B).

FMRP Interacts With Syngap1 mRNA and Regulates Its Translation

FMRP is a known regulator of synaptic translation (Osterweil et al., 2010). A previous study using HITS-CLIP has reported Syngap1 as one of the mRNAs regulated by FMRP (Darnell et al., 2011; Darnell and Klann, 2013). G-quadruplexes are one of the structures present in RNA which could be recognized by FMRP (Darnell et al., 2001). Bioinformatics analysis using Quadruplex forming G-Rich Sequences (QGRS) Mapper predicted the presence of multiple G-quadruplexes structures with high G-Score in Syngap1 mRNA (Supplementary Figure S1C). Besides, G-quadruplex forming residues were found to be conserved among mice, rat, and human Syngap1 mRNA (Supplementary Figure S1C). To further confirm the interaction of FMRP with Syngap1 mRNA, we performed FMRP immunoprecipitation from mouse hippocampal lysates to investigate the enrichment of Syngap1 mRNA by qPCR. We observed a ∼5-fold enrichment of Syngap1 mRNA relative to β-actin mRNA in FMRP-IP pellet over supernatant (5.15 ± 0.43, p = 0.0009; Figure 2A, Supplementary Figure S2A). Psd-95 mRNA, a known FMRP target mRNA (Muddashetty et al., 2011) showed a significant 4.5-fold enrichment compared to β-actin mRNA (4.77 ± 0.09; p = 0.0001; Figure 2A and Supplementary Figure S2A), which we used as a positive control. These results demonstrated that FMRP interacts with Syngap1 mRNA.
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FIGURE 2. FMRP regulates Syngap1 mRNA translation. (A) Immunoblot for FMRP following FMRP-IP and IgG-IP (top). Bar graph showing relative Syngap1, Psd95 mRNA enrichment in FMRP IP pellet compared to Supernatant after normalizing to β-Actin (WT: N = 3; Below). Enrichment was calculated by the given formula: 2-(dCtFMRPIP); dCt = Ct (pellet) – Ct (Supernatant); One-way ANOVA followed by Dunnett’s multiple comparisons test. ∗∗∗p < 0.0001. (B) The bar graph shows relative Syngap1 mRNA enrichment in FMRP IP pellet compared to supernatant from hippocampus at PND21-23 (WT: N = 5; HET: N = 4), and PND14-16 (WT: N = 4; HET: N = 3) normalized to WT. Unpaired Student’s t-test; ∗p < 0.05; NS, not significant. (C) Representative immunoblot for SYNGAP1, FMRP, and β-ACTIN showing knock-down of FMRP leads to increase SYNGAP1 expression in Hela (left). The quantified bar graph shows an increase in the level of GFP-SYNGAP1 expression in the cells treated with FMR1 siRNA compared to Scr siRNA treatment (right). Unpaired Student’s t-test; ∗p < 0.05.



We further asked whether the interaction between FMRP and Syngap1 mRNA is altered during development, especially in PND14-16 and 21-23. We did not find a statistical significance in PND14-16 (p = 0.28; Syngap1-/+ = 2.3 ± 0.66; WT = 1.0 ± 0.1; Figure 2B). Whereas, the interaction between FMRP and Syngap1 mRNA was significantly decreased in Syngap1-/+ at PND21-23 (p = 0.045; 0.63 ± 0.04; Figure 2B) compared to WT (1.0 ± 0.13). We did not observe any change in the interaction of Psd-95 mRNA with FMRP at any of these age groups (PND14-16: p = 0.44; Syngap1-/+ = 1.297 ± 0.34; WT = 1.0 ± 0.2; PND21-23: p = 0.24; Syngap1-/+ = 0.8347 ± 0.12; WT = 1.0 ± 0.07; Supplementary Figure S2B) To validate these findings further, we overexpressed GFP-Syngap1 in Hela cells followed by knock-down of Fmr1 (decreased expression of FMRP; Supplementary Figures S2C–E). We have shown that a reduction in FMRP led to an increase in GFP-SYNGAP1 (p = 0.01; Scr siRNA 0.58 ± 0.05; FMR1 SiRNA 0.82 ± 0.067; Figure 2C). These results demonstrated that FMRP not only interacts with Syngap1 mRNA but also regulates its translation. On the basis of our data, we speculate that reduced interaction between FMRP and Syngap1 mRNA in Syngap1-/+ at PND21-23 might lead to increased SYNGAP1 level as observed earlier.

Syngap1 mRNA Translation Differentially Regulated in Syngap1-/+

To further understand the mechanistic details of the compensatory increase in SYNGAP1 levels during PND21-23 in Syngap1-/+, we analyzed Syngap1 mRNA translation status at PND14-16 and PND21-23. We studied translation by Polysome profile (Figure 3A) from hippocampal lysates of WT and Syngap1-/+ mice at PND14-16 and PND21-23 (Muddashetty et al., 2007). Based on the A254 traces from cycloheximide-treated samples, Figure 3B showed the distinct peaks corresponding to mRNP, monosome, and polysomes, respectively. A254 traces between WT and Syngap1-/+ mice did not show any significant difference, suggesting that the global translation in hippocampus might be unaffected in Syngap1-/+ mice at PND14-16 and PND21-23. Further, immunoblots for Ribosomal large subunit protein, RPLP0, has shown a shift in puromycin treated samples as puromycin disassemble the ribosome from translating mRNA (Figure 3B), along with a shift in β-actin mRNA (Supplementary Figure S3A). Additionally, as a quality check for RNA integrity, we checked for 18S rRNA distribution in the polysomal fractions of cycloheximide and puromycin treated samples. Our results showed a shift of rRNA toward non-polysomal fractions upon puromycin-treatment as compared to cycloheximide-treatment (Supplementary Figures S3B,C). In our experiments, fraction numbers 1 to 6 and 7 to 11 were considered as non-translating fractions and translating fractions or polysome (puromycin-sensitive) respectively, on the basis of RPLP0, 18S rRNA, and β-actin mRNA distribution (Supplementary Figures S3A–C). As a control, distribution of β-actin mRNA in translating pool was quantified, and no significant difference was observed between WT and Syngap1-/+ at PND14-16 (WT = 89.9 ± 3%; Syngap1-/+ = 83.6 ± 2.9%; p = 0.2039) and PND21-23 (WT = 97.9 ± 0.6%; Syngap1-/+ = 89.8 ± 3.8%; p = 0.0697; Supplementary Figure S3D). Next, we estimated the RPLP0 distribution in translating/non-translating fractions of WT and Syngap1-/+ during PND14-16 (WT = 1.06 ± 0.18, Syngap1-/+ = 0.71 ± 0.15, p = 0.22) and PND21-23 (WT = 1.27 ± 0.21, Syngap1-/+ = 0.83 ± 0.17, p = 0.14), suggesting no significant change in the distribution of RPLP0 (Figure 3C and Supplementary Figure S3E). To understand the translation status of Syngap1 mRNA during PND14-16 and PND21-23, we quantified Syngap1 mRNA present in translating fraction by performing quantitative PCR from RNA isolated from both non-translating (Fractions 1-6) and translating fractions (Fractions 7-11). However, a significant reduction in translating Syngap1 mRNA in Syngap1-/+ mice during PND14-16 compared to WT was observed (WT = 84.32 ± 4%; Syngap1-/+ = 65.77 ± 2%; p = 0.0018; Figure 3D). On the contrary, this difference was absent during PND21-23 (WT = 92.9 ± 3.5%; Syngap1-/+ = 87.9 ± 2.5%; p = 0.3033). Our data demonstrate that an increase in Syngap1 mRNA translation leads to the corresponding increase in SYNGAP1 level in PND21-23 when compared to PND14-16 in Syngap1-/+. As a control, we treated the samples with Puromycin, and it did not show distinct polysome peaks indicating disassembly of ribosomes from the mRNA (Supplementary Figure S3F).
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FIGURE 3. Altered Syngap1 mRNA distribution in translating polysomal fractions of HET. (A) Schematic diagram depicting the sucrose gradient method used for polyribosome profiling (translation assay). (B) Polyribosome profile obtained from Cycloheximide treated hippocampal lysate during PND14-16 in HET (top). Representative immunoblots for RPLP0 distribution in Cycloheximide and Puromycin treated polysome during PND14-16 (below). (C) Bar graph shows RPLP0 distribution in Translating/Non-translating fractions during PND14-16 (WT: N = 5; HET: N = 3; p = 0.22) and PND21-23 (WT: N = 4; HET: N = 4; p = 0.14). Unpaired Student’s t-test was done for both age groups. NS, not significant. (D) Syngap1 mRNA distribution in polysome in HET normalized to WT during PND14-16 (WT: N = 4; HET: N = 6; p = 0.0018) and PND21-23 (WT: N = 3; HET: N = 3; p = 0.3033); ∗∗p < 0.01; Unpaired Student’s t-test.



Reduced FMRP in Polysome at PND21-23 in Syngap1-/+

To understand whether the changes in the levels of translating Syngap1 mRNA is a result of the altered association of FMRP with polysomes, we estimated the distribution of FMRP in translating/non-translating fraction from polysome profiling. We observed that the distribution of FMRP was increased in PND14-16 in the polysomal fraction in Syngap1-/+ (0.41 ± 0.03) as compared to age-matched WT (0.17 ± 0.02; p = 0.0011; Figures 4A,B,C). However, we observed reduced FMRP distribution in the polysomal fraction of Syngap1-/+ (0.23 ± 0.03) in PND21-23 compared to WT (0.55 ± 0.15; p = 0.0473; Figures 4A,B,C). That might have a compounding effect on the translation of FMRP target mRNAs during PND21-23 in Syngap1-/+ as the overall FMRP level was also reduced. As a control, we analyzed the PSD-95 levels during PND14-16 (WT = 2.03 ± 0.35; Syngap1-/+ = 1.39 ± 0.15; p = 0.125) and PND21-23 (WT = 0.98 ± 0.05; Syngap1-/+ = 0.98 ± 0.12; p = 0.96). However, we did not observe any change between WT and Syngap1-/+ (Supplementary Figure S4A).
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FIGURE 4. Decreased Fmr1 mRNA and FMRP distribution in translating fractions of polysomes in HET during PND21-23. (A) Representative line graphs showing percentage FMRP distribution in polysomes during PND14-16 (top) along with representative immunoblot for FMRP distribution (below). (B) Line graph showing representative percentage FMRP distribution in polysomes during PND21-23 (top) and the corresponding representative immunoblot for FMRP distribution (below). (C) Bar graph showing FMRP distribution in translating/non-translating fractions in HET normalized to WT during PND14-16 (WT: N = 4; HET: N = 4) and PND21-23 (WT: N = 4; HET: N = 5). ∗p < 0.05 and ∗∗p < 0.01; Unpaired Student’s t-test. (D) Bar graph depicting relative Fmr1 mRNA in translating fractions of HET normalized to WT during PND14-16 (WT: N = 3; HET: N = 3) and PND21-23 (WT: N = 3; HET: N = 5). ∗p < 0.05, NS, not significant; Unpaired Student’s t-test.



Our previous result showed reduced FMRP level at PND21-23 in Syngap1-/+ as compared to its WT counterpart (Figure 1B). We investigated whether the reduced level of FMRP is due to altered Fmr1 mRNA levels or translation. We evaluated the levels of Fmr1 mRNA from the hippocampal lysates of WT and Syngap1-/+ mice at PND14-16 and PND21-23. We did not observe any significant difference in Fmr1 mRNA levels in PND14-16 (WT = 0.019 ± 0.008; Syngap1-/+ = 0.029 ± 0.008; p = 0.4065) and PND21-23 (WT = 0.009 ± 0.001; Syngap1-/+ = 0.020 ± 0.009; p = 0.3129) between WT and Syngap1-/+ (Supplementary Figure S4B). This result suggests that reduction in FMRP levels in Syngap1-/+ mice at PND21-23 could be due to a decrease in Fmr1 mRNA translation.

To further understand the translation status of Fmr1 mRNA during PND14-16 and PND21-23, Fmr1 mRNA present in translating fraction was quantified by qPCR. We found that Fmr1 mRNA distribution in translating pool was unaltered in PND14-16 (WT = 66.66 ± 2.9%; Syngap1-/+ = 66.03 ± 4.1%; p = 0.9058) but was significantly reduced in Syngap1-/+ mice compared to WT in PND21-23 (WT = 89.34 ± 1.03%; Syngap1-/+ = 73.38 ± 4%; p = 0.0257; Figure 4D), indicating reduced FMRP level was a result of decreased Fmr1 mRNA translation in PND21-23 in Syngap1-/+.

Altered NMDAR-Mediated Translation Response in Syngap1-/+

Previous studies have shown increased levels of basal protein synthesis in Syngap1-/+ (Wang et al., 2013; Barnes et al., 2015). SYNGAP1 regulates synaptic maturation during a critical time window, and our results demonstrated altered expression of FMRP during a specific developmental stage in Syngap1-/+. Based on this, we hypothesized that the translational status could be different at these developmental stages. To study that, the phosphorylation status of eukaryotic Elongation Factor 2 (eEF2) was used as a read-out of translation response. Phosphorylation of eEF2 has been shown to repress global translation (Scheetz et al., 2000). We analyzed phospho/total-eEF2 in response to NMDAR stimulation from WT and Syngap1-/+ hippocampal synaptoneurosomes at PND14-16 and 21-23 using immunoblotting analysis. Hippocampal synaptoneurosome preparation was evaluated by validating the enrichment of PSD-95 as shown by Muddashetty et al., 2007 (Supplementary Figure S6A). As a proof of principle, we demonstrated that NMDAR stimulation of synaptoneurosomes from WT mice showed ∼1.5-fold increase in phospho/total-eEF2 1-min post-stimulation (Basal = 0.84 ± 0.11; Stimulated = 1.3 ± 0.12; p = 0.0376; Supplementary Figure S5A). To validate that the phosphorylation response of eEF2 is indeed resulting from NMDAR stimulation, we pre-treated the synaptoneurosomes with AP-5, a potent antagonist of NMDAR. The NMDAR-mediated phosphorylation was lost on AP-5 pre-treatment, showing the specificity of our assay (Supplementary Figure S6B).

Further, we evaluated the translation response on NMDFR activation during development in Syngap1-/+. Our data showed an increase in phospho/total-eEF2 in Syngap1-/+ as compared to WT under basal conditions in both PND14-16 (WT = 0.84 ± 0.11; Syngap1-/+ = 1.6 ± 0.22%; p = 0.0245) and PND21-23 (WT = 0.22 ± 0.01%; Syngap1-/+ = 0.9 ± 0.11%; p = 0.0233 with Welch’s correction; Supplementary Figures S5B,C). We found that, at PND14-16, NMDAR-mediated increase in phosphorylation of eEF2 was not observed in synaptoneurosomes from Syngap1-/+ (stimulated/basal values for WT = 1.57 ± 0.2; Syngap1-/+ = 0.7 ± 0.09; p = 0.0069). Further analysis of this data by normalizing to WT showed a significant reduction in phospho/total eEF2 on NMDAR stimulation in Syngap1-/+ synaptoneurosomes (stimulated/basal values for WT = 1.00 ± 0.12; Syngap1-/+ = 0.45 ± 0.06; Supplementary Figure S5B). We hypothesize that it could be due to the increased level of phosphorylated-eEF2 at basal level in Syngap1-/+ mice. Surprisingly, even though we observed an increase in the level of phospho/total-eEF2 under the basal condition in PND21-23 in Syngap1-/+ synaptoneurosomes, NMDAR-mediated increase in phosphorylated-eEF2 in Syngap1-/+ was recovered to WT level (stimulated/basal values for WT = 1.81 ± 0.14; Syngap1-/+ = 1.92 ± 0.45; p = 0.8233; Supplementary Figure S5C). A similar phenomenon was observed in the 2-min stimulation of NMDAR (Supplementary Figures S6C,D). To verify that the loss in the NMDAR-mediated responses on eEF2 phosphorylation at PND14-16 in Syngap1-/+ is not due to unhealthy synaptoneurosomes, we measured the phosphorylated form of ERK, another well-known marker for NMDAR-mediated signaling pathway. We observed an increase in the phosphorylation of ERK upon NMDAR stimulation in both WT and Syngap1-/+ at PND14-16 (Supplementary Figure S5D), showing that the synaptoneurosomes were healthy. To further asses if the rescue in NMDAR-mediated signaling persists till adulthood, we performed similar experiments with PND > 60 mice. We further showed that NMDAR-mediated response on eEF2 phosphorylation was indeed absent in the Syngap1-/+ at PND > 60 (Supplementary Figure S6E). These data suggest that the rescue in NMDAR-mediated phosphorylation of eEF2 was transient and only present at a specific age window when FMRP is downregulated in Syngap1-/+ (Figure 5).
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FIGURE 5. Model, illustrating the regulation of FMRP-mediated translation of Syngap1 during development. This model shows that FMRP regulates Syngap1 mRNA translation, which in turn regulates NMDAR-mediated signaling. In WT, NMDAR stimulation in synapse led to increased phosphorylation of eEF2, which resulted in global translation inhibition and the signaling was efficiently regulated by SYNGAP1. Whereas, in Syngap1-/+ at PND14-16, NMDAR-mediated signaling was impaired as depicted by the loss of phosphorylation response to eEF2 due to a decreased level of SYNGAP1. At PND21-23 in Syngap1-/+, FMRP level was low that increased translation of Syngap1 mRNA leading to an increased SYNGAP1 level compared to PND14-16. Thus, an elevated level of SYNGAP1 might recover the NMDAR-mediated signaling via phosphorylation of eEF2.





DISCUSSION

Many synaptic plasticity mechanisms are dependent on activity mediated local protein synthesis in neurons (Klann et al., 2004; Pfeiffer and Huber, 2006). Protein synthesis is regulated stringently in the synapse. One such crucial regulator of synaptic protein synthesis is FMRP, which is encoded by FMR1 gene, the absence of which leads to Fragile X Syndrome, a monogenic cause of ID similar to SYNGAP1-/+ (Garber et al., 2008; Hamdan et al., 2009). Our observation of enhanced mGluR-LTD in the CA1 hippocampal region of Syngap1-/+ complements previous observation of enhanced basal protein synthesis in Syngap1-/+ prompted us to investigate the role of FMRP in the pathophysiology of Syngap1-/+ mutation (Wang et al., 2013; Barnes et al., 2015). Till date, only one report has studied interrelation between SYNGAP1 and FMRP (Barnes et al., 2015). They proposed that mutations in Fmr1 and Syngap1 lead to an opposite effect on synapse development, with FMRP deficits resulting in delayed synaptic maturation and deficit in SYNGAP1 causing accelerated maturation of dendritic spines. Considering this, Barnes et al. crossed Fmr1-/Y with Syngap1-/+ but failed to rescue the neurophysiological deficits observed in Syngap1-/+ (Barnes et al., 2015). This study indicates that chronic depletion of these genes may not be a useful measure to rescue the pathophysiology observed in Syngap1-/+, as both these genes are essential for normal brain development. Since SYNGAP1 is known to regulate synaptic maturation during a specific developmental window (Clement et al., 2012, 2013), we hypothesized that the role of FMRP in Syngap1-/+ could also be developmentally regulated. Hence, we looked at the developmental expression profile of FMRP in the hippocampus of Syngap1-/+ mice. Our results show reduced expression of FMRP specifically in PND21-23 in Syngap1-/+. A study by Darnell et al., have identified Syngap1 mRNA as one of the targets of FMRP by a high-throughput analysis. However, many such targets were not validated (Darnell et al., 2011). Our study is the first to validate the interaction between FMRP and Syngap1 mRNA, thereby, regulating its translation. Our result suggests that the reduction in FMRP levels, as well as its reduced interaction with Syngap1 mRNA at PND21-23 in Syngap1-/+, might lead to the compensatory increase in SYNGAP1 levels via increased Syngap1 mRNA translation. In polysome profiling assay, we did not observe any significant difference in the A254 traces or the distribution of protein RPLP0 between WT and Syngap1-/+ animals indicating no difference in the basal translation in the hippocampus from Syngap1-/+ animals at PND14-16 and PND21-23.

Studies have reported that NMDAR-mediated signaling is dysregulated in Syngap1-/+ (Komiyama et al., 2002; Rumbaugh et al., 2006; Carlisle et al., 2008). These studies have further shown that SYNGAP1 associates with NR2B (Rockliffe and Gawler, 2006) and negatively regulates NMDAR-mediated ERK activation (Kim et al., 2005) and, hence, regulates insertion of AMPAR in the post-synaptic membrane (Rumbaugh et al., 2006). In line with this, Komiyama et al., have demonstrated increased basal levels of ERK phosphorylation in Syngap1-/+ (Komiyama et al., 2002) which does not explain the deficits observed in NMDAR-LTP in Syngap1-/+ mice as NMDAR stimulation resulted in a robust increase in ERK activation in slices from Syngap1-/+ mice (Komiyama et al., 2002). Thus, to understand the deficits seen in NMDAR-mediated signaling in Syngap1-/+ mice, we studied NMDAR-mediated translation repression. It has already been reported that NMDAR activation causes a reduction in global translation through phosphorylation of eEF2 (Scheetz et al., 2000). In our study, we measured the basal levels of phosphorylated eEF2 in hippocampal synaptoneurosomes from WT and Syngap1-/+ at PND14-16 and PND21-23 which showed increased phosphorylation of eEF2 at the basal condition in Syngap1-/+. This increase in the basal level of phosphorylation of eEF2 could be due to enhanced excitatory neuronal activity in Syngap1-/+ which might lead to an increase in Ca2+ levels and a subsequent increase in eEF2 phosphorylation via Ca2+-Calmodulin kinase. We report that, at PND14-16, NMDAR activation fails to cause eEF2 phosphorylation in Syngap1-/+ animals. Strikingly, even though we observed an increase in basal phospho/total-eEF2 in Syngap1-/+ synaptoneurosomes at PND21-23, NMDAR-mediated increase in eEF2 phosphorylation was similar to WT. This observation suggests that NMDAR-mediated translation response at PND21-23 in Syngap1-/+ may be restored. This change observed in PND21-23 could be due to a compensatory mechanism through increased NMDAR-mediated signaling. These findings further corroborate with the observations made by Clement et al. in which they have demonstrated increased synaptic transmission and increased AMPAR/NMDAR-mediated currents in PND14-16 but return to normal level in the later age (Clement et al., 2012). Based on our findings, we propose a model in which increased NMDAR-mediated response to protein synthesis is compensating for the loss of SYNGAP1 during development in Syngap1-/+. We further propose that fine-tuned downregulation of Fmr1 translation during a specific developmental window in Syngap1-/+ mice might compensate for the dysregulation in NMDAR-mediated signaling.

These findings are interesting concerning the critical period of maturation of the hippocampus in mice. Early maturation of hippocampal neurons has been shown in Syngap1-/+ at PND14-16, whereas WT matures at PND21 (Clement et al., 2012). Our findings indicate that these two age groups are crucial for any compensation to occur. Once the window of critical period of development is lost, rescuing the pathophysiology becomes difficult.

Our data based on eEF2 phosphorylation on NMDAR activation is correlative to FMRP downregulation in Syngap1-/+ at PND21-23. Previous studies have shown dysregulated NMDAR-mediated signaling in the Fmr1 KO mouse model owing to the fact that FMRP plays an essential role in NMDAR-mediated pathway (Toft et al., 2016). Also, whisker stimulation and visual experience that dependent on NMDAR activation led to increased FMRP protein level (Todd et al., 2003; Gabel et al., 2004). Therefore, NMDAR-mediated protein synthesis could be regulated by the level of FMRP as studies have shown that FMRP regulates translation downstream of NMDAR-mediated signaling (Chmielewska et al., 2018). However, regulation of NMDAR-mediated signaling proteins by FMRP in Syngap1-/+ is unclear. Our study is the first to suggest a potential regulation of NMDAR-mediated signaling proteins by FMRP. Thus, it is crucial to study FMRP’s role in NMDAR-mediated signaling and its regulation by FMRP.



CONCLUSION

In conclusion, our study suggests that an altered response to activity-mediated protein synthesis during development is one of the major causes of abnormal neuronal function in Syngap1-/+. However, chronic depletion of two genes with common core pathophysiology may not be a useful measure to rescue the deficits observed in either of these mutations, i.e., Fmr1-/y and Syngap1-/+, as both these genes are essential for healthy brain development. Therefore, modulating these proteins at a specific developmental window could be a potential therapeutic strategy for treating ID-related pathophysiology.
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FIGURE S1 | FMRP and SYNGAP1 expression during development. (A) Representative Immunoblots for FMRP in WT at PND7-9, PND14-16, PND21-23, and PND > 60, normalized to β-ACTIN, and GAPDH (top). Line graph shows the expression profile of FMRP normalized to β-ACTIN (middle), and normalized to GAPDH (below) at PND7-9, PND14-16, PND21-23, and PND > 60 (N = 4 for all age groups, samples were run on the same gel); FMRP/ β-ACTIN: One-way ANOVA followed by Tukey’s multiple comparison test; PND7-9 vs. PND > 60: ∗∗p = 0.0084; PND14-16 vs. PND > 60: ∗∗∗p = 0.0007; PND21-23 vs. PND > 60: ∗p = 0.036. FMRP/GAPDH: One-way ANOVA followed by Tukey’s multiple comparison tests; PND7-9 vs PND > 60: ∗∗p = 0.0022; PND14-16 vs. PND > 60: ∗∗p = 0.0075. (B) Representative Immunoblots for SYNGAP1 in WT and HET at PND7-9, PND14-16, PND21-23, and PND > 60, normalized to β-ACTIN, and GAPDH (top). The line graph shows the expression profile of SYNGAP1 normalized to β-ACTIN (middle) and normalized to GAPDH (below; only WT) at PND7-9, PND14-16, PND21-23, and PND > 60 (N = 4 for all age groups, samples were run on the same gel). SYNGAP1/ β-ACTIN: Two-way ANOVA followed by Bonferroni’s multiple comparison test; WT vs HET at PND7-9: p = 0.23; PND14-16: ∗∗p = 0.0014; PND21-23: ∗∗∗p = 0.0006; PND > 60: ∗∗∗p = 0.0004. SYNGAP1/GAPDH: One-way ANOVA followed by Tukey’s multiple comparison tests; NS, not significant across age. (C) Multiple putative G-quadruplex was detected using QGRS Mapper in the validated sequence available for mouse Syngap1 from NCBI (Gene ID: 240057). Three G- quadruplex sequences having high G-score were highlighted in the red box. All these sequences have been mapped in the Coding Sequence (CDS) (left panel). Multiple sequence alignment of the highest score G-quadruplexes of mouse Syngap1 compared with Human and Rat. G score: 82 showing putative G-quadruplexes conserved among Human, Mouse, and Rat, respectively (right panel).

FIGURE S2 | FMRP interacts with Syngap1 mRNA in the hippocampus. (A) Bar graph showing relative mRNA enrichment in FMRP IP pellet compared to supernatant from the hippocampus of WT at PND14-16 normalized to IgG IP. Enrichment was calculated by the given formula: 2-(dCtFMRPIP)/2-(dCtIgGIP); dCt = Ct (pellet) – Ct (Supernatant); N = 1. (B) Bar graph showing relative Psd-95 mRNA enrichment in FMRP IP pellet compared to supernatant from hippocampus at PND14-16 (WT: N = 7; HET: N = 3) and PND21-23 (WT: N = 5; HET: N = 4) normalized to WT. Unpaired Student’s t-test. NS, not significant. (C) Representative immunoblot for SYNGAP1 and FMRP showing the expression of SYNGAP1 in transfected (T) compared to Un-transfected (UT) control. (D) Representative images of Hela cells showing the expression of GFP-SYNGAP1 (Green). Cell nuclei are stained with DAPI (Blue). The right panel shows a higher magnification image where GFP-SYNGAP1 shows punctate structure. (E) Representative immunoblot for FMRP normalized to β-ACTIN (top). The bar graph (below) shows a reduced level of FMRP in the FMR1 siRNA treated cells compared to scr siRNA treated control (WT: N = 4; HET: N = 4). Unpaired Student’s t-test; ∗p < 0.05.

FIGURE S3 | RPLP0 distribution unaltered in polysomes. (A) β-actin mRNA distribution in polysomes treated with cycloheximide and puromycin. (B) Representative percentage distribution of 18S rRNA in the polysome fractions of Cycloheximide and Puromycin treated WT samples in PND14-16. (C) Percentage distribution of 18S rRNA in the translating (Fractions 7–11) and non-translating (Fractions 1-6) pool of Cycloheximide and Puromycin treated WT samples in PND14-16. (D) Bar diagram showing β-actin mRNA distribution in Cycloheximide treated polysome HET normalized to WT in PND14-16 (WT: N = 6; HET: N = 6) and PND21-23 (WT: N = 4; HET: N = 5). NS, not significant. Unpaired Student’s t-test. (E) Representative percentage RPLP0 distribution line graph in PND14-16 (left) and PND21-23 (right). (F) Polyribosome profile obtained from Puromycin treated hippocampal lysate at PND14-16 in WT.

FIGURE S4 | PSD-95 level in PND14-16 and PND21-23. (A) Representative immunoblots for PSD-95 normalized to β-ACTIN in the hippocampus during PND14-16 and PND21-23 in WT and HET. Below Bar graph showing a no significant difference in the level of PSD-95 at PND14-16 (WT: N = 6; HET: N = 6) and PND21-23 (WT: N = 7; HET: N = 4) between WT and HET; NS = not significant. Unpaired Student’s t-test. (B) Bar graph depicting relative Fmr1 mRNA normalized to β-actin from total hippocampal lysate at PND14-16 (left, WT: N = 3; HET: N = 3) and PND21-23 (right, WT: N = 3; HET: N = 3); NS, not significant. Unpaired Student’s t-test.

FIGURE S5 | Dysregulated NMDAR-mediated translation response is recovered during PND21-23 in HET. (A) Representative immunoblot for Phospho-eEF2 and Total-eEF2 showing increased phosphorylation on NMDAR stimulation for 1-min in synaptoneurosomes from WT during PND21-23 (left). Pooled data of the same represented in the bar graph (right, Basal: N = 4; Stimulated: N = 4); ∗p < 0.05; Unpaired Student’s t-test. (B) Representative immunoblots of phospho- and total-eEF2 normalized to β-ACTIN during PND14-16 in WT and HET (top). The bar graph shows increased phosphorylation of eEF2 at basal conditions in synaptoneurosome obtained from the hippocampus of HET as compared to WT during PND14-16 in the (middle, WT: N = 4; HET: N = 3). Bar graph showing decreased phosphorylation of eEF2 in HET on NMDAR stimulation as compared to WT in PND14-16 (below, WT: N = 4; HET: N = 4). ∗p < 0.05, ∗∗p < 0.01; Unpaired Student’s t-test; WT and HET samples were run on the same gel; 1-min stimulation blots were cropped and showed here. (C) Representative immunoblots for phospho-eEF2 and total-eEF2 normalised to β-ACTIN during PND21-23 in WT and HET (top). Increased phosphorylation of eEF2 at the basal condition in HET synaptoneurosome as compared to WT during PND21-23 (middle, WT: N = 3; HET: N = 3). Bar graph showing the extent of phosphorylation in HET is similar to WT during PND21-23 (bottom, WT: N = 3; HET: N = 4). ∗p < 0.05, NS, not significant; Unpaired Student’s t-test. (D) Representative immunoblot for Phospho-ERK1/2 and Total-ERK1/2 showing increased phosphorylation on NMDAR stimulation for 5-min in synaptoneurosomes from WT and HET during PND14-16 (left). Pooled data of the same represented in the bar graphs (right, Basal: N = 4; Stimulated: N = 4); ∗p < 0.05; Unpaired Student’s t-test.

FIGURE S6 | Altered phosphorylation of eEF2 in HET. (A) Representative immunoblot depicting the enrichment of PSD-95 in synaptoneurosome (S) compared to Total hippocampal lysate (T; top). A bar graph is showing quantified data normalised to α-TUBULIN (below). (B) Representative immunoblot for Phospho-eEF2, Total-eEF2, and β-ACTIN in synaptoneurosomes after 1-min stimulation with NMDA, AP-5, and NMDA+AP-5 (top). Quantified data as histogram shows increased phosphorylation of eEF2 on NMDA treatment is lost when co-treated with AP-5 (below). ∗p < 0.05, One-way ANOVA followed by Dunnett’s multiple comparison tests. (C) Representative immunoblot images for Phospho-eEF2, Total-eEF2, and β-ACTIN in synaptoneurosomes after 1-min and 2-min NMDAR stimulation during PND14-16 (top). All samples (both WT and HET) were run on the same gel (B: Basal; N: NMDA stimulation). 1-min stimulation bands were cropped and represented in Supplementary Figure S5. Bar graph showing that a 2-min activation of NMDAR alters phosphorylation of eEF2 in HET (N = 3) compared to WT (N = 3) in PND14-16 (below). ∗p < 0.05; NS, not significant. Unpaired Student’s t-test. (D) Representative immunoblot for Phospho- and Total-eEF2 normalized to β-ACTIN synaptoneurosomes stimulated with NMDA for 2-min in WT and HET during PND21-23 (top). Bar graph depicting unaltered phosphorylation of eEF2 in HET (N = 3) compared to WT (N = 3) post-2-min activation of NMDAR. NS, not significant. Unpaired Student’s t-test. (E) Representative immunoblots of phospho- and total-eEF2 normalized to β-ACTIN during PND > 60 in WT and HET (left). Bar graph showing decreased phosphorylation of eEF2 in HET on NMDAR stimulation as compared to WT in PND > 60 (right, WT: N = 4; HET: N = 4). ∗p < 0.05; Unpaired Student’s t-test.
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To study the impact of donepezil, rivastigmine, galantamine, and memantine on cognitive, functional, behavioral, global changes and adverse effects in patients with mild, moderate and severe Alzheimer’s disease (AD), we screened the literature published before September 2017 in the Pubmed, Embase, Cochrane library and Web of Science Electronic databases according to the inclusion criteria. Thirty-six studies were finally determined from 1560 preliminary screened articles. The AD Assessment Scale-cognitive Subscale (ADAS-cog), AD Cooperative Study-Activities of Daily Living (ADCS-ADL), Neuropsychiatric Inventory (NPI), and Clinician’s Interview-Based Impression of Change Plus Caregiver Input scale (CIBIC+) were used as valid endpoints. Of the 36 trials included, meta-analyses of these placebo-control trials showed that there were significant differences between the donepezil, rivastigmine and placebo groups using ADAS-cog, ADCS-ADL, and CIBIC+. Meta-analyses of these placebo-controlled trials showed that there were significant differences between the galantamine and placebo groups using ADAS-cog, ADCS-ADL, NPI, and CIBIC+. These observations suggest that memantine is beneficial for stabilizing or slowing the decline in ADAS-cog and ADCS-ADL19 changes in AD patients. However, there was no significant effect according to the ADCS-ADL23, NPI, and CIBIC+ tests, which indicated that memantine treatment has no significant effect on these cognitive aspects of AD patients. Different effects of donepezil, rivastigmine, galantamine, or memantine on AD were found in this study. According to the results, we conclude that galantamine is effective in treating all aspects of AD and is the first choice for the treatment of AD. However, due to limited data, we should consider additional data to obtain more stable results.

Keywords: Alzheimer’s disease, donepezil, galantamine, memantine, rivastigmine, meta-analysis


INTRODUCTION

The relationship between cognitive dysfunction or impairment and Alzheimer’s disease AD has been reported in the literature (Stern et al., 1990; Chen et al., 1998; Perry and Hodges, 2000; Caro et al., 2002; Pereira et al., 2008). Meanwhile, cholesterol esterase inhibitors (ChEs) and memantine (Supplementary Table 1), which is a non-competitive N-methyl-D-aspartate (NMDA) receptor antagonist, can normalize dysfunctional glutamatergic neurotransmission (Parsons et al., 2013), which has shown effective efficacy in the treatment of AD. Since the intrinsic mechanism of acetylcholinesterase inhibitors (AChE-Is) requires a sufficient amount of residual endogenous acetylcholine, which is available, the therapeutic efficacy is expected to decrease with the severity of dementia. Cholinesterase inhibitors, which can reduce acetylcholine breakdown in the brain, are widely considered as a treatment options for AD (Doody et al., 2001). Therefore, greater atrophy in the brain regions that are responsible for the cholinergic pathway was found in those patients who had no response to donepezil (Bottini et al., 2012). It has been reported that donepezil is a type of AChE-I that improves cerebral blood flow (CBF), as well as its primary effect on memory function (Kogure et al., 2017). Galantamine is a newly available cholinergic drug that counteracts AD by specifically and reversibly inhibiting acetylcholinesterase (AChE) and altering the nicotinic cholinergic receptors, thereby subsequently reducing central cholinergic neurotransmission (Tariot, 2001). The deterioration of cognitive function in patients with AD appears to be mediated by the use of cholinergic drugs such as rivastigmine (Birks, 2006). Rivastigmine is a novel brain-selective inhibitor of “pseudo-irreversible” AChE, whose metabolism is almost completely independent of the cytochrome P450 system (Sramek et al., 1996). Memantine protects neurons against the overstimulation of NMDA receptors, which occurs in AD and thus causes glutamate- and calcium-mediated neurotoxicity (Jiang and Jiang, 2015). Evidence of the efficacy of memantine has been shown primarily in patients with moderate or severe AD (Areosa et al., 2005). The etiology and pathogenesis of AD are not well understood, but central cholinergic neurons are found to be impaired in AD patients with low choline intake and reduced choline synthesis (Inestrosa et al., 2005). The central cholinergic system plays a key role in regulating learning, memory and attention. AChE-Is is a major drug in the clinical management of AD (Tan et al., 2014), which can improve cognitive function by prolonging the duration of action of acetylcholine (Ach) in the CNS to improve cholinergic function and slow down memory loss. AchE-Is such as donepezil and galantamine show a significant effect on mild-to-moderate AD (Winblad et al., 2001; Raskind et al., 2004). Donepezil, rivastigmine and galantamine, which belong to the group of ChE inhibitors (ChE-Is), are capable of cognitive, functional and behavioral improvement; however, none of them has been shown to be effective in the progression of AD (Zemek et al., 2014). Currently, AchE-Is, including donepezil, rivastigmine, and galantamine, are standard treatments for slowing disease progression (Li et al., 2015). In addition, high dropout rates and adverse-effect-induced dropouts were observed in randomized clinical trials of these drugs. Therefore, the safety of ChE-Is and memantine has been proposed.

We conducted a systematic review and meta-analysis of donepezil, galantamine, rivastigmine and memantine in AD to elucidate the efficacy and safety of these drugs. We sought to elaborate on previous reviews and include a broad range of outcome measures to determine the extent to which these drugs have varying degrees of effects on cognitive, behavioral and functional impairment in AD patients at different stages of severity.



MATERIALS AND METHODS

Search Strategy

PubMed (from 1966 to September 2017), EMBASE (from 1980 to September 2017), Web of science (from 1986 to September 2017) and the Cochrane Library (September 2017) were searched. The following search terms were used: “Alzheimer Disease” or “AD,” “Donepezil,” “Galantamine,” “Memantine,” “Rivastigmine,” or combination of these words.

Selection Criteria

The inclusion criteria for the meta-analyses were as follows: (1) full-text publications written in English; (2) double-blind, parallel-group, placebo-controlled, with random assignment to donepezil, rivastigmine, galantamine, or memantine; (2) inclusion of patients with or probably with AD diagnosis, according to the fourth edition of the Mental Disorders Diagnostics and Statistics Manual (DSM-IV) and the National Association of Nervous and Communicative Disorders and Stroke/Alzheimer’s Disease Institute of Standards (NINCDS-ADRDA) (McKhann et al., 1984; American Psychiatric Association, 2000); (3) includes treatment duration for at least 52 weeks and at least one measure that reflects changes in cognitive, functional, behavioral or global assessment of change, as well as the number of adverse events (AEs) that led to dropout, and AE changes; (4) drug dosage and dosage form specifications. Studies with fatal defects in research design or data analysis were excluded, and trials with no readily available data were also excluded.

Studies were excluded for the following reasons: (1) not randomized controlled trials, such as case reports, reviews, and meta-analysis; (2) family-based studies; (3) lack of original data, such as meeting abstracts, and case reports/series; (4) non-human studies; and (5) publication in a language other than English.

Search Strategy and Selection Criteria

Data abstraction was performed as a collaboration between two researchers using standard data extraction by discussing with other team members or by asking for the exact data from the original investigators. For missing data, we sought missing information and essential clarification from the authors. For measure variables, there is an approximate or direct algebraic relationship with standard deviation (SD), which we obtained from the standard error, confidence interval, t-value, or p-value related to the differences between the two sets of means.

We obtained the following baseline variables from each study: sample size, age, sex, race, design, dosing, blinding, duration of the trial, baseline cognitive score (Mini-Mental State Examination, MMSE), random numbers, secondary outcomes, and AEs that led to dropouts during the double-blind trials.

Types of Outcome Measures

The measurement scales used in the tests varied. Therefore, we recorded measurement scales based on the general areas being assessed, namely, cognition, function, behavior and global assessment of change. Next, we attempted to determine a single measurement scale, which is the most commonly used key outcome measure in each area. We engaged the ADAS-cog, Alzheimer’s Disease Cooperative Research-Activities of Daily Living (ADCS-ADL), NPI and Clinician’s Interview-Based Impression of Change Plus Caregiver Input scale (CIBIC+) as primary measurements to assess the effects of different drugs on the cognition, function, behavior, and global assessment of change (Supplementary Table 2). The Alzheimer’s Disease Cooperative Study Activities of Daily Living 19- or 23-item scale (ADCS-ADL 19/23), which is based on interviews with caregivers or others close to the patients, was used as a scale to assess how the patients cope with daily activities. The 19-item subset was used for patients with moderate to severe AD, and the 23-item subset was used for patients with mild to moderate AD. In addition, to assess the efficacy and safety of these drugs, we recorded discontinuations of the trials due to AEs and dropouts due to adverse effects and other reasons.

Statistical Analysis

Meta-analysis was performed using the Review Manager 5.3 software. For continuous data collected using the same measurement scale (e.g., cognition and behavior), we calculated the mean difference (MD) or standardized mean differences (SMD) with 95% confidence intervals (CIs) for changes from the baseline or final values. For dichotomous clinical outcomes, dropouts, and AEs, we performed odds ratios (ORs), absolute risk differences, 95% CI and p values to assess the efficacy and safety of the studied drugs. Heterogeneity was assessed using the Cochran Q-statistic and I2 tests (Doody et al., 2001). I2 approximates the ratio of the total variance in effect estimates due to heterogeneity rather than sampling error. Heterogeneity of the index is considered when p < 0.10 and I2> 50%. The latent retrieval bias was evaluated by the MD or SMD funnel plot in the main results of each test.



RESULTS

Literature Search Findings

The search strategy yielded 1,560 citations in PubMed, EMBASE, Web of Science, and the Cochrane Library of Systematic Reviews. Figure 1 shows the results of the literature search and study selection. A total of 573 potentially relevant articles were identified in the original search, but only 36 were ultimately selected for meta-analysis. Of these, fifteen donepezil trials (Feldman et al., 2001; Tariot et al., 2001; Krishnan et al., 2003; Tune et al., 2003; Seltzer et al., 2004; Johannsen et al., 2006; Winblad et al., 2006; Black et al., 2007; Homma et al., 2008; Frölich et al., 2011; Maher-Edwards et al., 2011; Haig et al., 2014; Gault et al., 2015, 2016; Jia et al., 2017), seven galantamine trials (Raskind et al., 2000; Tariot et al., 2000; Wilcock et al., 2000; Rockwood et al., 2001; Wilkinson and Murray, 2001; Brodaty et al., 2005; Burns et al., 2009), four rivastigmine trials (Forette et al., 1999; Rosler et al., 1999; Feldman and Lane, 2007; Winblad et al., 2007), and ten memantine trials (Reisberg et al., 2003; Tariot et al., 2004; Peskind et al., 2006; van Dyck et al., 2007; Bakchine and Loft, 2008; Porsteinsson et al., 2008; Fox et al., 2012; Grossberg et al., 2013; Herrmann et al., 2013; Wang et al., 2013) were included in the review. The design and population characteristics of the ChE-Is and memantine tests are shown in Table 1 and Supplementary Tables 3 – 5.
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FIGURE 1. Flowchart describing the approach used to identify all eligible studies of meta-analysis.



TABLE 1. Baseline characteristics of the studies included in the meta-analysis, by study donepezil drug.
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Effects of Interventions

Cognitive Function

Donepezil

Nine studies (Tariot et al., 2001; Krishnan et al., 2003; Seltzer et al., 2004; Johannsen et al., 2006; Frölich et al., 2011; Maher-Edwards et al., 2011; Haig et al., 2014; Gault et al., 2015, 2016) assessed changes in cognition by using the ADAS-cog (Figure 2A). Significant cognition changes were found via meta-analysis in the available data, when compared with placebo. The SMD in the changes between the donepezil and placebo groups varied [SMD = –0.28, 95% CI (–0.39, –0.16); p < 0.00001]. The heterogeneity among most pooled studies was low (p = 0.18, I2= 32%). The funnel plots (data not shown) did not show symmetric distribution, indicating a hint of publication bias. When we eliminated the most unfavorable point (Johannsen et al., 2006), the size of the merger effect was statistically significant [SMD = –0.33, 95% CI (–0.45, –0.20); p < 0.00001]. The heterogeneity among most pooled studies was low (p = 0.41, I2= 2%).
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FIGURE 2. Cognitive outcomes on the ADAS-cog subscale (change from baseline) in AD patients in trials of cholinesterase inhibitors (A, Donepezil; B, Galantamine; C, Rivastigmine) and memantine (D), according to drug and dose.



When we deleted the most positive outlier (Gault et al., 2016), the size of the merger effect was statistically significant [SMD = –0.26, 95% CI (–0.38, –0.14); p < 0.0001]. The heterogeneity among most pooled studies was low (p = 0.14, I2= 37%).

Galantamine

Six articles (Raskind et al., 2000; Tariot et al., 2000; Wilcock et al., 2000; Rockwood et al., 2001; Wilkinson and Murray, 2001; Brodaty et al., 2005) used ADAS-cog to assess cognitive changes, and eleven studies reported the changes (Figure 2B). Among the available data, the cognitive effects of all drugs were displayed by meta-analysis, and the pooled SMDs between galantamine and placebo in ADAS-cog was significant [SMD = –0.49, 95% CI (–0.56, –0.43); p < 0.00001]. The heterogeneity among most pooled studies was low (p = 0.66, I2= 0%). The funnel plots (data not shown) did not show symmetric distribution, indicating a hint of publication bias. When we eliminated the most unfavorable point (Wilkinson and Murray, 2001), the size of the merger effect was significant [SMD = –0.50, 95% CI (–0.57, –0.44); p < 0.00001]. The heterogeneity among most pooled studies was low (p = 0.78, I2= 0%). When we deleted the most positive outlier (Raskind et al., 2000), the size of the merger effect was statistically significant [SMD = –0.47, 95% CI (–0.54, –0.41); p < 0.00001]. The heterogeneity among most pooled studies was low (p = 0.88, I2= 0%).

Rivastigmine

Four articles (Forette et al., 1999; Rosler et al., 1999; Feldman and Lane, 2007; Winblad et al., 2007) used ADAS-cog to assess cognitive changes (Figure 2C). Significant differences were found between all drugs and the placebo when cognitive effects were calculated by meta-analysis from the available data. The pooled SMDs in the changes between the rivastigmine and placebo groups was significant in ADAS-cog [SMD = –0.65, 95% CI (–1.06, –0.23); p = 0.002]. The heterogeneity among most pooled studies was high (p < 0.00001, I2= 92%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we eliminated the most unfavorable point (Rosler et al., 1999), the size of the merger effect was significant [SMD = –0.96, 95% CI (–1.62, –0.31); p = 0.004]. The heterogeneity among most pooled studies was high (p < 0.00001, I2= 95%). When we deleted the most positive outlier (Forette et al., 1999), the size of the merger effect was statistically significant [SMD = –0.29, 95% CI (–0.40, –0.19); p < 0.00001]. The heterogeneity among most pooled studies was low(p = 0.32, I2= 13%).

Memantine

Four articles (Peskind et al., 2006; Bakchine and Loft, 2008; Porsteinsson et al., 2008; Wang et al., 2013) used ADAS-cog to assess cognitive changes (Figure 2D). No significant difference was found between all drugs and placebo when cognitive effects were calculated by meta-analysis from the available data. The pooled, SMDs between memantine and placebo varied in ADAS-cog [SMD = –0.12, 95% CI (–0.24, –0.01); p = 0.03]. The heterogeneity among most pooled studies was low (p = 0.20, I2= 35%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we eliminated the most unfavorable point (Wang et al., 2013), the size of the merger effect was significant [SMD = –0.14, 95% CI (–0.25, –0.02); p = 0.02]. The heterogeneity among most pooled studies was low (p = 0.38, I2= 0%). When we deleted the most positive outlier (Peskind et al., 2006), the size of the merger effect was not statistically significant [SMD = –0.07, 95% CI (–0.21, 0.07); p = 0.33]. The heterogeneity among most pooled studies was low (p = 0.27, I2= 23%).

Functional Outcome

Donepezil

We pooled the data of AD Cooperative Study Activities of Daily Living Inventory from six articles (Winblad et al., 2006; Black et al., 2007; Homma et al., 2008; Haig et al., 2014; Gault et al., 2015, 2016) (Figure 3A), and significant benefit was found with donepezil treatment [SMD = 0.22, 95% CI (0.12, 0.33); p < 0.0001]. The heterogeneity among most pooled studies was low (p = 0.54, I2= 0%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we deleted the most positive outlier (Gault et al., 2016), the merged effect size was also statistically significant [SMD = 0.19, 95% CI (0.07, 0.30); p = 0.001]. The heterogeneity among most pooled studies was low (p = 0.94, I2 = 0%). When we eliminated the most unfavorable point (Black et al., 2007), the merged effect size was significant [SMD = 0.26, 95% CI (0.14, 0.38); p < 0.0001]. The heterogeneity among most pooled studies was low (p = 0.59, I2= 0%).
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FIGURE 3. Functional outcomes on the ADCS/ADL subscale (change from baseline) in AD patients in trials of cholinesterase inhibitors, according (A, Donepezil; B, Galantamine; C, Rivastigmine) to drug and dose.



Galantamine

We pooled the data of AD Cooperative Study Activities of Daily Living Inventory from three articles (Tariot et al., 2000; Brodaty et al., 2005; Burns et al., 2009) (Figure 3B), and significant benefit was found with galantamine treatment [SMD = 0.19, 95% CI (0.01, 0.37); p = 0.04]. The heterogeneity among most pooled studies was high (p = 0.006, I2= 76%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we deleted the most positive outlier (Tariot et al., 2000), the merged effect size was not significant [SMD = 0.14, 95% CI (–0.08, 0.36); p = 0.21]. The heterogeneity among most pooled studies was high (p = 0.01, I2= 77%). When we eliminated the most unfavorable point (Burns et al., 2009), the merged effect size was also statistically significant [SMD = 2.21, 95% CI (1.42, 2.99); p < 0.00001]. The heterogeneity among most pooled studies was low (p = 0.34, I2= 6%).

Rivastigmine

We pooled the data of AD Cooperative Study Activities of Daily Living Inventory from one studies (Winblad et al., 2007) (Figure 3C), and significant benefit was found with rivastigmine treatment [MD = 1.80, 95% CI (0.20, 3.40); p = 0.03].

Memantine

We pooled the data of AD Cooperative Study Activities of Daily Living Inventory 19 (ADCS-ADL19) from four studies (Reisberg et al., 2003; Tariot et al., 2004; van Dyck et al., 2007; Grossberg et al., 2013) (Supplementary Figure S1A) and significant benefit was found with memantine treatment [SMD = 0.15, 95% CI (0.05, 0.24); p = 0.003]. The heterogeneity among most pooled studies was low (p = 0.39, I2= 7%). The funnel plots (data not shown) did not show a fairly symmetric distribution, which indicated no hint of publication bias. When we deleted the most positive outlier (Reisberg et al., 2003), the merged effect size was significant [SMD = 0.12, 95% CI (0.01, 0.22); p = 0.03]. The heterogeneity among most pooled studies was low (p = 0.64, I2= 0%). When we eliminated the most unfavorable point (Grossberg et al., 2013), the merged effect size was significant [SMD = 0.19, 95% CI (0.06, 0.32); p = 0.003]. The heterogeneity among most pooled studies was low (p = 0.39, I2= 0%).

In a pooled study of Activities of Daily Living Inventory 23 (ADCS-ADL23), the pooled analysis of both studies showed that no significant benefit was found with memantine treatment [SMD = 0.00, 95% CI (–0.11, 0.12); p = 0.93] (Supplementary Figure S1B). The heterogeneity among most pooled studies was low (p = 0.99, I2= 0%). The funnel plots (data not shown) did not show a symmetric distribution, which indicated no hint of publication bias.

Behavioral Outcome

Donepezil

We pooled NPI data from nine studies (Feldman et al., 2001; Tariot et al., 2001; Tune et al., 2003; Johannsen et al., 2006; Winblad et al., 2006; Black et al., 2007; Haig et al., 2014; Gault et al., 2015, 2016) (Figure 4A), which contained detailed information on the baseline and final observation times for donepezil and placebo. Donepezil treatment showed no significant effect on the behavioral outcome of NPI assessment [SMD = –0.14, 95% CI (–0.29, 0.01); p = 0.06]. The heterogeneity among most pooled studies was moderate (p = 0.03, I2= 54%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we deleted the most positive outlier (Gault et al., 2016), the merged effect size was not significant [SMD = –0.11, 95% CI (–0.26, 0.04); p = 0.15]. The heterogeneity among most pooled studies was moderate (p = 0.04, I2= 51%). When we eliminated the most unfavorable point (Tune et al., 2003), the merged effect size was not significant [SMD = –0.15, 95% CI (–0.31, 0.00); p = 0.05]. The heterogeneity among most pooled studies was moderate (p = 0.02, I2= 58%).
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FIGURE 4. Behavior outcomes on the NPI scale (change from baseline) in AD patients in trials on cholinesterase inhibitors (A, Donepezil; B, Galantamine; C, Rivastigmine) and memantine (D), according to drug and dose.



Galantamine

We pooled NPI data from three articles (Tariot et al., 2000; Rockwood et al., 2001; Brodaty et al., 2005) (Figure 4B), which contained detailed information on the baseline and final observation times for galantamine and placebo. Galantamine treatment showed a significant effect on the behavioral outcome when assessed by NPI [SMD = –0.15, 95% CI (–0.24, –0.06); p = 0.001]. The heterogeneity among most pooled studies was low (p = 0.91, I2= 0%). The funnel plots (data not shown) did not show a symmetric distribution, which indicated no hint of publication bias.

Rivastigmine

We pooled NPI data from one study (Winblad et al., 2007) (Figure 4C), which contained detailed information on the baseline and final observation times for rivastigmine and placebo. Rivastigmine treatment showed no significant effect on behavioral outcome when assessed by NPI [MD = –0.50, 95% CI (–2.68, 1.68); p = 0.65].

Memantine

We pooled NPI data from nine studies (Reisberg et al., 2003; Tariot et al., 2004; Peskind et al., 2006; van Dyck et al., 2007; Bakchine and Loft, 2008; Porsteinsson et al., 2008; Fox et al., 2012; Grossberg et al., 2013; Herrmann et al., 2013), which contained detailed information on the baseline and final observation times for memantine and placebo (Figure 4D). Memantine treatment showed no significant effect on the behavioral outcomes when assessed by NPI [SMD = –0.11, 95% CI (–0.22, 0.01); p = 0.06]. The heterogeneity among most pooled studies was moderate (p = 0.01, I2= 60%). The funnel plots (data not shown) did not show symmetric distribution, indicating hint of publication bias. When we eliminated the most unfavorable point (Herrmann et al., 2013), the size of the merged effect is an important influence size [SMD = –0.13, 95% CI (–0.25, –0.01); p = 0.03]. The heterogeneity among most pooled studies was moderate (p = 0.02, I2= 59%). When we deleted the most positive outlier (Fox et al., 2012), the merged effect size was not significant [SMD = –0.08, 95% CI (–0.19, –0.03); p = 0.14]. The heterogeneity among most pooled studies was moderate (p = 0.02, I2= 57%).

Global Assessment

Donepezil

Four articles (Black et al., 2007; Homma et al., 2008; Maher-Edwards et al., 2011; Jia et al., 2017) based on interviews and CIBIC+ used the clinician’s impression of change to evaluate the clinician’s global impression (Figure 5A). We pooled the results from the studies and found a significant difference in the donepezil group [OR = 1.48, 95% CI (1.14, 1.91); p = 0.003]. The heterogeneity among most pooled studies was low (p = 0.17, I2= 37%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we eliminated the most unfavorable point (Homma et al., 2008), the merged effect size was a significant OR = 1.58, 95% CI (1.19, 2.09); p = 0.001]. The heterogeneity among most pooled studies was moderate (p = 0.17, I2= 40%). When we deleted the most positive outlier (Homma et al., 2008), the merged effect size was not significant [OR = 1.28, 95% CI (0.96, 1.70); p = 0.09]. The heterogeneity among most pooled studies was low (p = 0.81, I2= 0%).
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FIGURE 5. Global change outcomes in AD patients in cholinesterase inhibitors (A, Donepezil; B, Galantamine; C, Rivastigmine) trials based on CIBIC+ versus no change or worsening compared to the baseline according to drug and dose.



Galantamine

Five articles (Raskind et al., 2000; Tariot et al., 2000; Wilcock et al., 2000; Rockwood et al., 2001; Brodaty et al., 2005) based on interviews and CIBIC+ used the clinician’s impression of change to evaluate the clinician’s global impression (Figure 5B). We pooled the results from the studies and found a significant difference in the galantamine group [OR = 1.48, 95% CI (1.26, 1.73); p < 0.00001]. The heterogeneity among most pooled studies was low (p = 0.25, I2= 22%). The funnel plots (data not shown) did not show symmetric distribution, indicating a hint of publication bias. When we eliminated the most unfavorable point (Brodaty et al., 2005), the merged effect size was also statistically significant [OR = 1.59, 95% CI (1.33, 1.88); p < 0.00001]. The heterogeneity among most pooled studies was low (p = 0.52, I2= 0%). When we deleted the most positive outlier (Tariot et al., 2000), the merged effect size was significant [OR = 1.38, 95% CI (1.16, 1.64); p = 0.0004]. The heterogeneity among most pooled studies was low (p = 0.46, I2= 0%).

Rivastigmine

Two articles (Rosler et al., 1999; Feldman and Lane, 2007) based on interviews and CIBIC+ used the clinician’s impression of change to evaluate the clinician’s global impression (Figure 5C). We pooled the results of studies and found a significant difference in the rivastigmine group [OR = 2.08, 95% CI (1.53, 2.83); p < 0.00001]. The heterogeneity among most pooled studies was low (p = 0.49, I2= 0%). The funnel plots (data not shown) did not show a symmetric distribution, indicating no hint of publication bias.

Memantine

Two articles (Tariot et al., 2004; Bakchine and Loft, 2008) based on interviews and CIBIC+ used the clinician’s impression of change to evaluate the clinician’s global impression (Supplementary Figure S1C). We pooled the results from the studies, and no significant difference was found in the memantine group [OR = 1.23, 95% CI (0.85, 1.78); p = 0.28]. The heterogeneity among most pooled studies was low (p = 0.70, I2= 0%). The funnel plots (data not shown) did not show a symmetric distribution, which indicated no hint of publication bias.

Safety and Tolerability

Donepezil

When any AE was considered, there was a statistically significant association between the donepezil group and the placebo group [OR = 1.24, 95% CI (1.04, 1.49); p = 0.02] (Figure 6A). The heterogeneity among most pooled studies was low (p = 0.87, I2= 0%). The funnel plots (data not shown) did not show a symmetric distribution, indicating no hint of publication bias. Overall, when considering the number of dropouts caused by any reason, no difference was found between patients treated with donepezil and placebo [OR = 1.12, 95% CI (0.91, 1.37); p = 0.28] (Figure 6B). The heterogeneity among most pooled studies was low (p = 0.20, I2= 25%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we deleted the greatest positive outlier (Gault et al., 2015), the merged effect size was not statistically significant [OR = 1.10, 95% CI (0.90, 1.35); p = 0.35]. The heterogeneity among most pooled studies was low (p = 0.18, I2= 28%). When we eliminated the most unfavorable point (Krishnan et al., 2003), the merged effect size was not significant [OR = 1.15, 95% CI (0.94, 1.41); p = 0.19]. The heterogeneity among most pooled studies was low (p = 0.24, I2= 21%). When the number of dropouts was caused by adverse effects, a significant difference was found between the donepezil group and the placebo group [OR = 1.58, 95% CI (1.22, 2.05); p = 0.0006] (Supplementary Figure S2). The heterogeneity among most pooled studies was low (p = 0.80, I2= 0%). The funnel plots (data not shown) did not show a fairly symmetric distribution, which indicated no hint of publication bias.
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FIGURE 6. Safety and tolerability outcome comparison for any adverse effect (A) and any reason that caused dropouts (B) in the donepezil group versus the placebo group.



Galantamine

When any AE was considered, there was a statistically significant association between the galantamine group and the placebo group [OR = 1.84, 95% CI (1.41, 2.41); p < 0.00001] (Supplementary Figure S3A). The heterogeneity among most pooled studies was high (p = 0.0001, I2= 70%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we eliminated the most unfavorable point (Burns et al., 2009), the merged effect size was significant [OR = 1.94, 95% CI (1.47, 2.55); p < 0.00001]. The heterogeneity among most pooled studies was high (p = 0.0002, I2= 70%). When we deleted the greatest positive outlier (Rockwood et al., 2001), the merged effect size was significant [OR = 1.71, 95% CI (1.33, 2.20); p < 0.0001]. The heterogeneity among most pooled studies was moderate (p = 0.003, I2= 63%). Overall, when the number of dropouts caused by any reason was considered, significant difference was found between patients treated with galantamine and placebo [OR = 1.95, 95% CI (1.52, 2.50); p < 0.00001] (Supplementary Figure S3B). The heterogeneity among most pooled studies was moderate (p = 0.002, I2= 63%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we eliminated the most unfavorable point (Burns et al., 2009), the merged effect size was significant [OR = 2.08, 95% CI (1.64, 2.63); p < 0.00001]. The heterogeneity among most pooled studies was moderate (p = 0.01, I2= 55%). When we deleted the greatest positive outlier (Wilkinson and Murray, 2001), the merged effect size was significant [OR = 1.84, 95% CI (1.45, 2.33); p < 0.00001]. The heterogeneity among most pooled studies was moderate (p = 0.008, I2= 58%). When the number of dropouts caused by adverse effects was considered, a significant difference was found between the galantamine group and the placebo group [OR = 2.48, 95% CI (1.64, 3.75); p < 0.0001] (Supplementary Figure S4). The heterogeneity among most pooled studies was high (p < 0.00001, I2= 77%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we deleted the greatest positive outlier (Rockwood et al., 2001), the merged effect size was significant [OR = 2.26, 95% CI (1.50, 3.40); p < 0.0001]. The heterogeneity among most pooled studies was high (p < 0.0001, I2= 76%). When we eliminate the most unfavorable point (Burns et al., 2009), the merged effect size was significant [OR = 2.73, 95% CI (1.83, 4.09); p < 0.00001]. The heterogeneity among most pooled studies was high (p < 0.0001, I2= 73%).

Rivastigmine

Overall, when the number of dropouts caused by any reason was considered, a difference between patients treated with rivastigmine and placebo was found [OR = 2.24, 95% CI (1.29, 3.88); p = 0.004] (Supplementary Figure S5A). The heterogeneity among most pooled studies was moderate (p = 0.03, I2= 66%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we eliminated the most unfavorable point (Feldman and Lane, 2007), the merged effect size was significant [OR = 2.64, 95% CI (1.93, 3.62); p < 0.00001]. The heterogeneity among most pooled studies was moderate (p = 0.13, I2= 51%). When we deleted the greatest positive outlier (Forette et al., 1999), the effect size was significant [OR = 2.04, 95% CI (1.20, 3.45); p = 0.008]. The heterogeneity among most pooled studies was moderate (p = 0.04, I2= 69%). When the number of dropouts caused by adverse effects was concerned, a significant difference was found between the rivastigmine group and the placebo group [OR = 2.38, 95% CI (1.12, 5.02); p = 0.02] (Supplementary Figure S5B). The heterogeneity among most pooled studies was high (p = 0.01, I2= 72%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we eliminated the most unfavorable point (Feldman and Lane, 2007), the merged effect size was significant [OR = 3.04, 95% CI (1.99, 4.65); p < 0.00001]. The heterogeneity among most pooled studies was moderate (p = 0.07, I2= 63%). When we deleted the greatest positive outlier (Forette et al., 1999), the effect size was not significant [OR = 2.03, 95% CI (0.97, 4.27); p = 0.06]. The heterogeneity among most pooled studies was high (p = 0.01, I2= 76%).

Memantine

When any AE was considered, no statistically significant association was found between the memantine group and the placebo group [OR = 0.97, 95% CI (0.92, 1.02); p = 0.28] (Supplementary Figure S6A). The heterogeneity among most pooled studies was moderate (p = 0.02, I2= 64%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we eliminated the most unfavorable point (Peskind et al., 2006), the merged effect size was not significant [OR = 0.96, 95% CI (0.91, 1.01); p = 0.09]. The heterogeneity among most pooled studies was moderate (p = 0.02, I2= 66%). When we deleted the greatest positive outlier (Porsteinsson et al., 2008), the merged effect size was not significant [OR = 1.01, 95% CI (0.96, 1.07); p = 0.62]. The heterogeneity among most pooled studies was low (p = 0.77, I2= 0%). Overall, when the number of dropouts caused by any reason was concerned, no difference was found between patients treated with memantine and placebo [OR = 0.93, 95% CI (0.79, 1.11); p = 0.44] (Supplementary Figure S6B). The heterogeneity among most pooled studies was low (p = 0.13, I2= 35%). The funnel plots (data not shown) did not show a fairly symmetric distribution, which indicated no hint of publication bias. When we eliminated the most unfavorable point (Bakchine and Loft, 2008), the merged effect size was not significant [OR = 0.88, 95% CI (0.74, 1.06); p = 0.18]. The heterogeneity among most pooled studies was low (p = 0.26, I2= 21%). When we deleted the greatest positive outlier (Tariot et al., 2004), the effect size was not significant [OR = 1.02, 95% CI (0.85, 1.22); p = 0.86]. The heterogeneity among most pooled studies was low (p = 0.48, I2= 0%). When the number of dropouts caused by adverse effects was concerned, no significant difference was found between the memantine group and the placebo group [OR = 1.24, 95% CI (0.97, 1.58); p = 0.08] (Supplementary Figure S7). The heterogeneity among most pooled studies was moderate (p = 0.07, I2= 44%). The funnel plots (data not shown) did not show symmetric distribution, which indicated a hint of publication bias. When we eliminated the most unfavorable point (Tariot et al., 2004), the merged effect size was significant [OR = 1.40, 95% CI (1.08, 1.83); p = 0.01]. The heterogeneity among most pooled studies was low (p = 0.31, I2= 16%). When we deleted the greatest positive outlier (Bakchine and Loft, 2008), the merged effect size was not significant [OR = 1.17, 95% CI (0.91, 1.50); p = 0.23]. The heterogeneity among most pooled studies was moderate (p = 0.09, I2= 43%).

Among these side effects, some gastrointestinal and nervous system side effects such as nausea, vomiting, diarrhea, anorexia, dizziness, depression and headache were observed. Since some studies did not report these events in detail, we did not separately compare the incidence of AEs.



DISCUSSION

Different methods of measurement were used in assessing treatment outcomes. We divided the impact into four parts, cognitive function, functional outcome, behavioral outcome, and global assessment. In this article, we presented a meta-analysis of the effects of donepezil, galantamine, rivastigmine, and memantine (Supplementary Table 1) on mild-to-moderate, moderate-to-severe, and severe AD using the ADAS-cog (cognitive function), ADCS-ADL (functional outcome), NPI (behavioral outcome) and CIBIC+ scores (global assessment). We obtained data from 6611 AD patients across 36 trials. Meta-analyses of these placebo-controlled trials showed that there were significant differences between the donepezil and placebo groups using ADAS-cog, ADCS-ADL, and CIBIC+, between the galantamine and placebo groups using ADAS-cog, ADCS-ADL, NPI, and CIBIC+, between the rivastigmine and placebo groups using ADAS-cog, ADCS-ADL, and CIBIC+, and between the memantine and placebo groups using ADAS-cog, and ADCS-ADL19 (Supplementary Table 6). This observation suggests that donepezil is beneficial for stabilizing or slowing the decline in cognitive function, functional outcome, and global assessment change in AD patients. Analysis of the entire database showed consistent results, which indicated positive results with the donepezil treatment and improvement in the condition of mild-to-moderate, moderate-to-severe, and severe AD patients. To our knowledge, this is the first meta-analysis to reveal the favorable performance of donepezil with mild-to-moderate, moderate-to-severe, and severe AD. This observation suggests that galantamine is beneficial for stabilizing or slowing the decline in cognitive function, functional outcome, behavior outcome and global assessment change in AD patients. To our knowledge, this is the first meta-analysis to reveal the favorable performance of galantamine with mild-to-moderate, moderate-to-severe, and severe AD. This observation suggests that rivastigmine is beneficial for stabilizing or slowing the decline in cognitive function, functional outcome, and global assessment change in AD patients. Analysis of the entire database showed consistent results, which indicated positive results with rivastigmine treatment and improvement in the condition of mild-to-moderate, moderate-to-severe, and severe AD patients. There was no significant effect on the outcome of NPI-assessed behavioral therapy, except galantamine. This observation suggests that memantine is beneficial for stabilizing or slowing the decline in cognitive function, and functional outcome change in AD patients. However, there was no significant effect according to the ADCS-ADL23, NPI, and CIBIC+ tests, which indicated that memantine treatment has no significant effect on these cognitive aspects of AD patients.

Safety and tolerability are as important as the effectiveness of the interventions in clinical research. In the current meta-analysis, when any AE, dropout caused by any reason, or adverse effect was considered in all patients or subgroups, significant differences were found between the galantamine or rivastigmine groups and the placebo group, which indicated that donepezil and galantamine were not sufficiently safe and tolerable for AD treatment. However, no significant difference was found in all patients or subgroups when the donepezil group and the placebo group were compared, which indicates that donepezil is safe and tolerable enough for AD treatment. When any AE, dropout caused by any reason, or adverse effect was considered, no significant difference was found between the memantine group and the placebo group in all patients or subgroups, which indicates that memantine is safe and tolerable enough for AD treatment. Doody et al. (2007) reported a lower rate of discontinuation due to AEs in the memantine group and a lower discontinuation rate than the placebo group. On the other hand, Yang et al. (2013) and Jiang and Jiang (2015) did not find the differences.

Compared with the published meta-analysis (Loveman et al., 2006; Raina et al., 2008; Bond et al., 2012; Di Santo et al., 2013), galantamine has potent therapeutic effects on all aspects of the treatment of AD, but the other three drugs do not have effective therapeutic effects on some aspects (Supplementary Table 6). Therefore, based on the current statistical conclusion, we have determined that we prefer galantamine for the treatment of AD. However, due to limited data, we should also consider additional data to obtain more stable results.

This analysis is subject to the number of limitations. First, although all studies are short-lived, the duration of the study is still a variable and may be a factor to consider. Second, the results of neuropsychiatric symptoms are based on a relatively small number of trials. This can affect the wider range of estimates. Third, meta-analysis data come only from published scientific literature, and some negative results and non-statistical data are difficult to publish; therefore, there is publication bias. Fourth, the genetic backgrounds of these patients involved in our analysis were different, which could potentially influence the rivastigmine treatment. Finally, some of our trials used flexible drug doses. Overall, the results indicate benefits in cognition but the efficacy on functional, behavioral, and global change symptoms is questionable in patients with mild to moderate to severe AD. Our results might suggest a possible perspective for anti-dementia drug trials, such as increasing placebo effects over time and heterogeneity of neuropsychiatric symptoms in AD. The results of this study still need to be confirmed by further studies.



CONCLUSION

Our analysis is the first attempt to incorporate available direct or indirect evidence to evaluate the efficacy and safety of 4 drugs in the treatment of AD. The results suggest that donepezil exhibited a significant positive efficacy with respect to cognition, function, behavior, and global change. However, the efficacy of rivastigmine or galantamine in behavioral outcome is questionable in patients with mild to moderate to severe AD. The efficacy of memantine on global assessment is questionable in patients with mild-to-moderate and moderate-to-severe AD. This review shows that donepezil, galantamine, rivastigmine, and memantine can delay cognitive impairment in patients with mild-to-moderate-to-severe AD for at least 52 weeks. Based on the current statistical conclusions, galantamine is effective in treating all aspects of AD and may be the first choice in the treatment of AD. However, due to limited data, we should also consider additional data to obtain more stable results.
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Gestational infection causes various neurological deficits in offspring, such as age-related spatial learning and memory (SLM) decline. How inflammation causes age-related SLM dysfunction remains unknown. Previous research has indicated that histone modifications, such as phosphorylation of H3S10 (H3S10p) and trimethylation of H3K9 (H3K9me3) may be involved. In our study, pregnant mice received an intraperitoneal injection of lipopolysaccharide (LPS, 50 or 25 μg/kg) or normal saline during gestational days 15–17. After normal parturition, the offspring were randomly separated into 1-, 6-, 12-, 18-, and 22-month-old groups. SLM performance was assessed using a radial six-arm water maze (RAWM). The hippocampal levels of H3S10p and H3K9me3 were detected using an immunohistochemical method. The results indicated that the offspring had significantly impaired SLM, with decreased H3S10p and increased H3K9me3 levels from 12 months onward. Maternal LPS exposure during late gestation significantly and dose-dependently exacerbated the age-related impairment of SLM, with the decrease in H3S10p and increase in H3K9me3 beginning at 12 months in the offspring. The histone modifications (H3S10p and H3K9me3) were significantly correlated with impairment of SLM. Our findings suggest that prenatal exposure to inflammation could exacerbate age-related impairments of SLM and changes in histone modifications in CD-1 mice from 12 months onward, and SLM impairment might be linked to decreased H3S10p and increased H3K9me3.
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INTRODUCTION

Cognitive abilities, such as learning and memory, commonly decline with age. However, the mechanism underlying age-associated memory impairment remains unknown. According to the hypothesis of “fetal origins of adult disease” (Osmond and Barker, 2000; Calkins and Devaskar, 2011), prenatal disturbances are associated with psychiatric and neurological disorders later in life (Batinic et al., 2016).

Maternal bacterial infections, which cause systemic inflammation, are the most common adverse exposure during the human fetal period (Khan et al., 2017). In mammals, peripheral inflammation induced by lipopolysaccharide (LPS) has been confirmed to be able to induce poor neurobehavioral performance in the elderly mammals (Bakos et al., 2004; Izvolskaia et al., 2018; Tchessalova and Tronson, 2019; Wang et al., 2019). Our previous studies have proved that, among CD-1 mice, gestational inflammation not only accelerates the mother’s age-related spatial learning and memory (SLM) impairment (Li X. Y. et al., 2016) but also linearly exacerbates her offspring’s age-related SLM impairment from midlife (12 months old) onward (Li X. W. et al., 2016). However, the mechanisms underlying the effect of an adverse intrauterine environment on the offspring’s age-related SLM impairment remain unknown.

Experimental evidence has indicated that numerous diseases are linked to epigenetic dysfunction, which has been viewed as an important molecular mechanism underlying the “fetal origins of adult disease” (Edwards and Myers, 2008; Bannister and Kouzarides, 2011; Brunet and Berger, 2014; Venkatesh and Workman, 2015). Our prior experiments showed that, among mice offspring with maternal LPS exposure during pregnancy, decreased acetylation of hippocampal lysine 8 (K8) of histone 4 (H4K8) and lysine 9 (K9) of histone 3 (H3K9) occurs from midlife onward, and these accelerating changes are significantly correlated with the age-related impairment of SLM (Jiang et al., 2016; Li X. W. et al., 2016; Li X. Y. et al., 2016). However, whether other abnormal post-translational modifications (PTMs, such as phosphorylation and methylation) of H3 are associated with age-related SLM impairment and are accelerated by prenatal inflammatory insult remains to be explored.

Histones (H) phosphorylation (Hp) is regulated by protein kinases and phosphatases (PPs), and it is associated with transcriptional activity (Koshibu et al., 2011). In the brain, protein kinases are known to be vital for the regulation of long-term memory and modulation of synaptic plasticity, such as that associated with long-term potentiation (Shivarama Shetty and Sajikumar, 2017). Recent studies have shown that serine/threonine protein phosphatase 1 (PP1), an important PP for phosphorylation at serine 10 (S10) of H3 (H3S10p), is known to be a suppressive molecule regarding memory formation and long-term hippocampal potentiation. Inhibiting PP1 in the amygdala can alter the H3S10p, and thereby enhance long-term fear memory (Kandel, 2001; Koshibu et al., 2011). H3p also activates the immediate-early genes, which is essential for the formation of hippocampus-dependent memory (Carter et al., 2015). A study has shown that phosphorylation at S10 and acetylation at lysine 14 (K14) of H3 (H3S10p-K14ac) work as dual H marks that are involved in behavioral changes in reaction to intense psychologically stressful events (Reul, 2014). To date, however, the functional role of the level of phosphorylated H3 in cognitive impairment has not been well elucidated. A report showed that maternal lack of n-3/n-6 polyunsaturated fatty acids during gestation significantly decreased H3S10p in the offspring hippocampi, which interfered with neurogenesis and increased the susceptibility to Alzheimer’s disease (AD; Fan et al., 2015).

In contrast to the effect of Hp on gene transcription, the consequences of H methylation (Hme) depend on the number and location of the relevant methyl groups (Bach et al., 2015). A growing number of studies have revealed that Hme is involved in memory formation. For instance, fear memory can trigger the di- or tri-methylation of K9 or K4 of H3 (H3K9me2 and H3K4me3) in the hippocampal cornu ammonis 1 (CA1; Jarome et al., 2014). Furthermore, mice that are deficient in Kmt2b (a type of H3K4 methyltransferase) perform poorly in a test of long-term memory involving object recognition and contextual fear conditioning (Kerimoglu et al., 2013). These results indicate an important role of H3 lysine methylation in long-term memory formation. However, whether H3me is involved in memory impairment has been poorly explored. JMJD2B is an H demethylase that regulates demethylation of H3K9me. A recent study found that JMJD2B-deficient mice exhibit hyperactive behaviors and deficits in working memory (Fujiwara et al., 2016). In cultured hippocampal/cortical neurons, the level of H3K9me increases significantly with age in C57BL/6 mice, and this increase is even more obvious in 3xTg-AD mice (a tri-transgenic AD model), raising the possibility that this H modification is closely associated with memory deficits (Walker et al., 2013).

Therefore, it is very interesting to hypothesize that maternal exposure to LPS could accelerate the age-related deficits of SLM in their offspring by exacerbating age-related changes in H3p and H3me levels. In the current study, therefore, we first identified whether the age-related deficits of SLM in CD-1 mice offspring (from early youth to the elderly period) could be strengthened by maternal LPS exposure during late pregnancy. Subsequently, we evaluated whether there were age-related changes in the offspring levels of H3S10p and H3K9me3 in different hippocampal subregions. Finally, we explored the correlations between worse SLM impairment and altered levels of H3S10p and H3K9me.



MATERIALS AND METHODS


Animals and Treatments

Approximately 7- to 8-week-old CD-1 mice (males: 30–32 g, females: 26–28 g) were purchased from Beijing Vital River Laboratory Animal Technology Co. Ltd., whose foundation colonies were from Charles River Laboratories, Inc. The colony was housed in an animal room at a controlled temperature (21 ± 1°C) and humidity (55% ± 5%) with a 12-h light/dark cycle (light on: 7:00 a.m.). Food and water were provided ad libitum. After 2 weeks of acclimatization, male mice were paired with females (1:2) and the females were checked for vaginal plugs every morning. The presence of a vaginal plug was designated as gestational day (gd) 0. All the pregnant mice were randomly divided into three groups: higher dose-LPS group (H-LPS), lower dose-LPS group (L-LPS), and control group (CON). The mice in the LPS groups separately received intraperitoneal (i.p.) injections of LPS (50 or 25 μg/kg, Escherichia coli LPS, serotype 0127:B8, L3129; Sigma) at gds 15–17, based on our previous studies (Li X. W. et al., 2016; Li X. Y. et al., 2016). The CON mice received the same volume of normal saline during the same period. Mice offspring (eight males and eight females per group) were randomly selected to undergo the tasks described in Sections 2.2–2.5 (except for the mice with movement disorders, hair loss, or visible tumors) when they reached 1, 6, 12, 18, and 22 months. All animal procedures were performed in compliance with the guidelines published in the National Institutes of Health (NIH) Guide for the Care and Use of Laboratory Animals.



Evaluation of Spatial Learning and Memory

A radial six-arm water maze (RAWM) was used to assess the SLM (Diamond et al., 1999). The apparatus was filled with water (21–22°C) and composed of a circular black tank (diameter: 100 cm, depth: 21 cm) with six swimming alleys (30.5 × 19 × 21 cm3) placed on a steel frame (height: 30 cm; Alzoubi et al., 2012). Each swimming alley radiated out from a central area (diameter: 40 cm). An escape platform (10 cm × 15 cm) was situated at the end of one arm, 1 cm below the surface of the water. A white curtain was hung around the apparatus from the ceiling to the ground at 75 cm from the wall, with three cardboard shapes (a circle, triangle, and square) hung at equidistance on the interior of the curtain, which acted as spatial clues. The location of the experimenter and escape platform was not changed during the entire test. 48 mice were tested in each age group (16 mice from the H-LPS, L-LPS, and control groups, respectively; half male and half female) at 8:30–10:30 every morning. The order of the mice tested daily was random. Each mouse underwent 10 consecutive days of testing, which included four consecutive identical acquisition trials (trials 1–4) and one memory retention trial (trial 5) per day. In trials 1–4, the mouse was started from one of four random alleys (not the platform alley nor its opposite alley). The mouse was allowed to find the escape platform within 60 s and stay there for 30 s. When a mouse was unable to find the platform alley (with its whole body entering the alley) or when it failed to select any alley within 10 s, it was gently guided to the beginning and an error was counted. Each consecutive acquisition trial was administered with a 30 s inter-trial interval. After the acquisition trials were completed, the mouse was placed back into its home cage and rested for 30 min. Subsequently, the mouse was released into water from the starting arm of trial 4 to carry out trial 5. The latency to find the escape platform and the number of errors from trial 1–5 were counted each day and the data were presented as means for the acquisition trials.



Tissue Preparation

After completing the behavioral tests, the mice were anesthetized with 3% halothane in moment and decapitated. The brain tissues were then rapidly removed from the skull on ice. The tissues were bisected in the mid-sagittal position, the right hemisphere was fixed with 4% paraformaldehyde at 4°C for 3 days, and a paraffin-embedded tissue block was prepared for immunohistochemistry. Each of the paraffin-embedded tissue blocks was cut into 6-μm sections (LEICA RM 2135) and mounted on polylysine-coated slides for subsequent experiments.



Immunohistochemistry of H3S10p and H3K9me

The streptavidin-biotin-peroxidase complex (SABC) method was used, which has been previously described in detail (Nagashima et al., 1992). Dorsal hippocampal sections were dewaxed and hydrated in graded alcohol solutions and then rinsed with tap water for 3 min. The sections were treated with periodate inactivated enzyme for 1 min (to suppress endogenous peroxidase activity) and microwaved for 20 min with citrate buffer (0.01 mol/L, pH 6.0) for antigen retrieval. Afterward, the sections were processed with 5% fetal bovine serum albumin in phosphate-buffered saline at 37°C for 10 min to minimize non-specific staining, and they were then incubated with the following primary antibodies: polyclonal rabbit anti-H3K9me (1:400; ab8898, Abcam, USA); anti-H3S10p (1:400; ab5176, Abcam, USA); or anti-total H3 (1:1,000; AH433, Beyotime, China) overnight at 4°C. On the next day, four serial procedures were performed for each section, comprising rewarming at 37°C for 40 min, incubating with a secondary antibody (biotin-labeled goat anti-rabbit) and SABC (SA1022, Wuhan Boster Bioengineering Co., Wuhan, China) for 20 min, respectively, and eventually visualizing using diaminobenzidine. The Hs are mainly located in the cellular layer, containing the dentate gyrus (DG), CA1, and CA3. The optical density (OD) values of the stained nuclei in the whole hippocampus (4 × 10) and the three subregions (the DG, CA1, and CA3, 20 × 10) were obtained with a digital camera (Nikon, Japan) equipped with an optical microscope (Olympus, Japan), and measured with Image-Pro Plus 6.0 software. In brief, the background staining was subtracted before analysis using the intensity calibration function. The intensity of the background staining and the mean value was then calculated to calibrate the incident light, which could minimize the effect of nonspecific staining. In the cellular layer of different hippocampal subregions, the areas of interest (AOI) were selected randomly to measure the OD values of immunoreactivity. The mean OD calculated using OD/AOI was viewed as the relative level of specific H. This analysis process was performed based on the double-blind principle.



Statistical Analysis

Results were expressed as mean ± standard deviation for the data that were normally distributed. Repeated-measures analysis of variance (rm-ANOVAs) was used to analyze behavioral data, with the number of days and groups (LPS treatment group and age group) as independent variables. Immunohistochemical analysis results were tested with multivariate ANOVA to observe the main effects of maternal LPS exposure and age with sex. Fisher’s least significant difference test was performed to compare the differences among the groups. The correlations between the RAWM performance and the immunohistochemical results were analyzed with Pearson’s correlation test. P < 0.05 was used to represent statistical significance. The Statistical Package for Social Sciences (SPSS, version 16.0) was used to perform the data analysis.




RESULTS


Radial Arm Water Maze


Age Effects


Control Groups

In the learning phase, latency (F(9,630) = 87.889, P < 0.001; Figure 1A) and number of errors (F(9,630) = 74.503, P < 0.001; Figure 1B) significantly decreased over time for all control mice combined. There was a clear effect of age on latency (F(4,70) = 18.029, P < 0.001) and errors (F(4,70) = 11.354, P < 0.001). Post hoc analysis revealed that the 22-, 18-, and 12-month-old mice had longer latency and more errors than the two younger (6- and 1-month-old) groups (Ps < 0.05). Although there was no significant difference in the latency to reach platform between the three older groups, i.e., 22-, 18-, and 12-month-old mice (Ps > 0.05), there was a significant increase in the number of errors in the 22- and 18-month-old mice vs. their 12-month-old counterparts (Ps < 0.01). In the memory phase, latency (F(9,630) = 37.103, P < 0.001; Figure 1C) and number of errors (F(9,630) = 22.266, P < 0.001; Figure 1D) decreased over time for all mice combined. Age significantly affected latency (F(4,70) = 4.155, P = 0.045) and errors (F(4,70) = 2.846, P = 0.030). Further, the 22-, 18-, and 12-month-old mice had longer latency to reach the platform and more number of errors than their 6- and 1-month-old counterparts (Ps < 0.05). There were no significant differences among 22-, 18-, and 12-month-old mice in the latency (Ps > 0.05), but the 22- and 18-month-old mice had more errors than their 12-month-old counterparts (Ps < 0.01). Sex and the interactions involving group × sex, group × day, sex × day, and group × sex × day had no significant effects on latency and errors (Ps > 0.05).
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FIGURE 1. Radial six-arm water maze (RAWM) performances of control mice in different age groups. Latency (A) and number of errors (B) during the learning phase; and latency (C) and number of errors (D) during the memory phase. All values are means ± SD. *P < 0.05 and **P < 0.01 indicate significant differences compared to the 1-month-old mice; #P < 0.05 and ##P < 0.01 indicate significant differences compared to the 6-month-old mice; &P < 0.05 and &&P < 0.01 indicate significant differences compared to the 12-month-old mice.





L-LPS Groups

Learning latency (F(9,630) = 100.978, P < 0.001; Figure 2A) and number of errors (F(9,630) = 82.825, P < 0.001; Figure 2B) decreased over time for all mice combined. Age significantly influenced latency (F(4,70) = 4.641, P = 0.002) and errors (F(4,70) = 5.162, P = 0.001). Post hoc analysis showed that the 22-, 18-, and 12-month-old groups had longer latencies (Ps < 0.01) and more errors (Ps < 0.05) than their 6- and 1-month-old counterparts. However, only the number of errors increased in the 22- and 18-month-old mice vs. their 12-month-old counterparts (Ps < 0.01). The changed pattern of memory latency (F(9,630) = 32.948, P < 0.001; Figure 2C) and errors (F(9,630) = 37.988, P < 0.001; Figure 2D) was similar to the changed pattern of learning latency. Age impressively affected memory latency (F(4,70) = 2.793, P = 0.033) and errors (F(4,70) = 5.144, P = 0.001). Further, the 22-, 18-, and 12-month-old mice had longer latencies to reach platform and more significant increase errors than their two younger counterparts (Ps < 0.05). Among the three older groups, the 22- and 18-month-old mice had more errors than their 12-month-old counterparts (Ps < 0.01). Neither sex nor the interactions involving group × sex, group × day, sex × day, and group × sex × day had significant effects on the two parameters (Ps > 0.05).


[image: image]

FIGURE 2. RAWM performances of L-lipopolysaccharide (LPS) mice in different age groups. Latency (A) and number of errors (B) during the learning phase; and latency (C) and number of errors (D) during the memory phase. All values are means ± SD. *P < 0.05 and **P < 0.01 indicate significant differences compared to the 1-month-old mice; #P < 0.05 and ##P < 0.01 indicate significant differences compared to the 6-month-old mice; &P < 0.05 and &&P < 0.01 indicate significant differences compared to the 12-month-old mice.





H-LPS Groups

Learning latency (F(9,630) = 81.136, P < 0.001; Figure 3A) and number of errors (F(9,630) = 98.318, P < 0.001; Figure 3B) significantly decreased over time for all mice combined. Age had significant effects on learning latency (F(4,70) = 7.257, P < 0.001) and errors (F(4,70) = 8.370, P < 0.001). Post hoc analysis revealed that the two behavioral parameters were significant changes in the 22-, 18-, and 12-month-old mice compared to their younger counterparts (Ps < 0.01). Furthermore, the 22- and 18-month-old mice had longer latencies to reach platform and more significant increase errors than their 12-month-old counterparts (Ps < 0.01). In the memory phase, the latency (F(9,630) = 33.706, P < 0.001; Figure 3C) and the number of errors (F(9,630) = 39.108, P < 0.001; Figure 3D) also significant declined over time for all mice combined. Significant age effects existed for both the latency to reach platform (F(4,70) = 7.715, P < 0.001) and the number of errors (F(4,70) = 6.618, P < 0.001). Post hoc analysis showed that the 22-, 18-, and 12-month-old mice had more latencies and the number of errors compared to their younger counterparts (Ps < 0.01). There were no significant differences in the latency among the 12-, 18- and 22-month-old groups (Ps > 0.05). However, the 22- and 18-month-old mice had more errors than the 12-month-old mice (Ps < 0.05). Sex and the interactions involving group × sex, group × day, sex × day, and group × sex × day non-significantly affected the two parameters (Ps > 0.05).
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FIGURE 3. RAWM performances of H-LPS mice in different age groups. Latency (A) and number of errors (B) during the learning phase; and latency (C) and number of errors (D) during the memory phase. All values are means ± SD. *P < 0.05 and **P < 0.01 indicate significant differences compared to the 1-month-old mice; #P < 0.05 and ##P < 0.01 indicate significant differences compared to the 6-month-old mice; &P < 0.05 and &&P < 0.01 indicate significant differences compared to the 12-month-old mice.






LPS Treatment Effects at Different Ages


1- and 6-Month-Old Mice

Latencies (1-month-old: F(9,378) = 45.446 and 27.823, Ps < 0.001, Figures 4A,C; 6-month-old: F(9,378) = 35.431 and 16.708, Ps < 0.001, Figures 5A,C) and errors (1-month-old: F(9,378) = 64.174 and 25.235, Ps < 0.001, Figures 4B,D; 6-month-old: F(9,378) = 44.055 and 13.354, Ps < 0.001, Figures 5B,D) in both the learning and memory phases declined over time for all mice combined. There were non-significant effects of LPS treatment on latencies and errors in the learning and memory phases (Ps > 0.05). Sex and the interactions involving group × sex, group × day, sex × day, and group × sex × day also had no significant effects (Ps > 0.05).
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FIGURE 4. Effects of LPS treatment on the performances of 1-month-old mice. Latency (A) and number of errors (B) during the learning phase; and latency (C) and number of errors (D) during the memory phase. There were no significant treatment effects in either phase. All values are means ± SD.
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FIGURE 5. Effects of LPS treatment on the performances of 6-month-old mice. Latency (A) and number of errors (B) during the learning phase; and latency (C) and number of errors (D) during the memory phase. There were no significant treatment effects in either phase. All values are means ± SD.





12-Month-Old Mice

Learning latency (F(9,378) = 80.880, P < 0.001; Figure 6A) and errors (F(9,378) = 65.410, P < 0.001; Figure 6B) significantly decreased over time for all mice combined. The treatment effects were non-significant for latency and errors (F(2,42) = 2.295, 1.803; P = 0.113, 0.177). Similarly, memory latency (F(9,378) = 25.424, P < 0.001; Figure 6C) and errors (F(9,378) = 23.328, P < 0.001; Figure 6D) reduced over time for all mice combined. LPS treatment significantly affected memory latency and errors (F(2,42) = 4.984, 4.364; P = 0.011, 0.019). Further, the H-LPS mice had longer memory latency and more errors than the same-age CON mice (Ps < 0.01). In both phases, sex and the interactions involving group × sex, group × day, sex × day, and group × sex × day had no significant effects on the two parameters (Ps > 0.05).
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FIGURE 6. Effects of LPS treatment on the performances of 12-month-old mice. Learning latency (A) and number of errors (B), and memory latency (C) and number of errors (D). All values are means ± SD. There were significant treatment effects regarding the two memory phase parameters. *P < 0.05 indicates significant treatment effects compared to the same-age controls.





18-Month-Old Mice

Learning latency (F(9,378) = 55.566, P < 0.001; Figure 7A) and errors (F(9,378) = 46.058, P < 0.001; Figure 7B) declined over time for all mice combined. LPS treatment significantly affected latency and errors (F(2,42) = 5.689, 4.841; P = 0.007, 0.013), with longer latency and more errors in the H-LPS mice relative to the CON mice (Ps < 0.01). The changed patterns of memory latency (F(9,378) = 32.547, P < 0.001; Figure 7C) and errors (F(9,378) = 48.842, P < 0.001; Figure 7D) were similar to those during learning phase. LPS treatment showed significant main effects on the memory latency and errors (F(2,42) = 8.359, 5.984; P = 0.001, 0.005). Further, both the H-LPS and L-LPS mice had longer latencies and more errors than the 18-month-old CON mice (Ps < 0.05). Sex and the interactions involving group × sex, group × day, sex × day, and group × sex × day non-significantly affected the behavioral parameters in both phases (Ps > 0.05).
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FIGURE 7. Effects of LPS treatment on the performances of 18-month-old mice. Learning latency (A) and number of errors (B), and memory latency (C) and number of errors (D). All values are means ± SD. There were significant treatment effects on the two learning phase parameters and two memory phase parameters. *P < 0.05 and **P < 0.01 indicate significant treatment effects compared to the same-age controls.





22-Month-Old Mice

Learning latency (F(9,378) = 57.393, P < 0.001; Figure 8A) and errors (F(9,378) = 47.717, P < 0.001; Figure 8B) significantly decreased over time for all mice combined. LPS treatment had significant effects on learning latency and errors (F(2,42) = 8.622, 10.722; Ps < 0.01), with longer latencies and more errors in the H-LPS and L-LPS mice relative to the CON mice (Ps < 0.05). Memory latency (F(9,378) = 11.606, P < 0.001; Figure 8C) and errors (F(9,378) = 7.082, P < 0.001; Figure 8D) had similar changed patterns to those in the learning phase. Latency and errors (F(2,42) = 8.821, 8.774; P = 0.001, 0.001) were significantly affected by LPS treatment. Further, both the H-LPS and L-LPS mice had longer latency and more errors than the CON mice (Ps < 0.01). In both phases, the two parameters were non-significantly affected by sex and the interactions involving group × sex, group × day, sex × day, and group × sex × day (Ps > 0.05).
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FIGURE 8. Effects of LPS treatment on the performances of 22-month-old mice. Learning latency (A) and number of errors (B), and memory latency (C) and number of errors (D). All values are means ± SD. There were significant treatment effects on the two learning phase parameters and two memory phase parameters. *P < 0.05 and **P < 0.01 indicate significant treatment effects compared to the same-age controls.







Levels of H3K9me3, H3S10p, and Total H3 in Hippocampal Subregions

The specific immunohistochemical staining of H3K9me3, H3S10p, and total H3 were primarily observed in the cellular layer in the dorsal hippocampus, while these particular responses had a scattered distribution in the other sublayers.


Age Effects

In different months of mice, the level of H3S10p gradually decreased, and the level of H3K9me3 increased with ages (see Figures 9–11). In the CON mice, age significantly affected the levels of H3S10p and H3K9me3 in the DG (F(4,75) = 12.970, 13.677; Ps < 0.001) and CA1 (F(4,75) = 8, 445, 16.791; Ps < 0.001), but not the total H3 levels in the DG, CA1 and CA3 (F(4,75) ≤ 1.947, P ≥ 0.138; see Figures 12C,F,I). Further, the DG and CA1 levels of H3S10p were lower in the 22-, 18-, and 12-month-old mice compared to the 6- and 1-month-old mice (Ps < 0.05), as were the levels of DG H3S10p in the 22- and 18-month-old mice compared to the 12-month-old mice (Ps < 0.05, Figure 12C). However, the three older groups had increased DG and CA1 H3K9me compared to the two younger groups (Ps < 0.05, Figure 12F). Regarding the three older groups, the 22- and 18-month-old mice had increased DG and CA1 H3K9me compared to the 12-month-old mice (Ps < 0.05, Figure 12F).
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FIGURE 9. The H3S10p (A–C), H3K9me3 (D–F), and total H3 (G–I) levels in the dorsal hippocampus of 12-month-old CD-1 mice. Low-magnification images of the whole dorsal hippocampus are shown. Scale bar = 400 μm.




[image: image]

FIGURE 10. Immunoreactivities of H3S10p (A–C), H3K9me3 (D–F), and total H3 (G–I) in the dorsal hippocampus of 18-month-old mice. Low-magnification images of the whole dorsal hippocampus are shown. Scale bar = 400 μm.
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FIGURE 11. Immunoreactivities of H3S10p (A–C), H3K9me3 (D–F), and total H3 (G–I) in the dorsal hippocampus of 22-month-old mice. Low-magnification images of the whole dorsal hippocampus are shown. Scale bar = 400 μm.




[image: image]

FIGURE 12. Relative levels of H3S10p (A–C), H3K9me3 (D–F), and total H3 (G–I) represented by the average optical density (AOD) of immunoreactivity in the hippocampal dentate gyrus (DG), CA1, and CA3 in different treatment groups. Panels (A,D,G) represent the H-LPS group; (B,E,H) represent the L-LPS group; and (C,F,I) represent the control group. All values are means ± SD. *P < 0.05 and **P < 0.01 indicate significant differences compared to the 1-month-old mice; #P < 0.05 and ##P < 0.01 indicate significant differences compared to the 6-month-old mice; &P < 0.05 and &&P < 0.01 indicate significant differences compared to the 12-month-old mice.



In the L-LPS group, age also significantly affected the levels of H3S10p and H3K9me3 in the DG (F(4,75) = 25.590, 14.818; Ps < 0.001) and CA1 (F(4,75) = 21.494, 17.171; Ps < 0.001), as well as the H3S10p levels in the CA3 (F(4,75) = 10.274, P < 0.001), but not the total H3 levels in all three subregions (F(4,75) ≤ 1.589, P ≥ 0.198; see Figures 12B,E,H). Further, the levels of H3S10p in the DG, CA1, and CA3 were lower in the 22-, 18-, and 12-month-old groups compared to the two younger groups (Ps < 0.05), as did the 22- and 18-month-old mice relative to the 12-month-old mice (Ps < 0.05, Figure 12B). Regarding H3K9me3, the 22-, 18-, and 12-month-old mice had increased DG and CA1 levels compared to the two younger groups (Ps < 0.05), as did the 22- and 18-month-old mice relative to the 12-month-old mice in the CA1 (Ps < 0.05, Figure 12E).

In the H-LPS group, age significantly affected the levels of H3S10p and H3K9me3 in the DG (F(4, 75) = 11.510, 18.085; Ps < 0.001) and CA1 (F(4,75) = 14.964, 16.735; Ps < 0.001), as well as the H3S10p level in the CA3 (F(4,75) = 10.232, P < 0.001), but not the total H3 levels in all subregions (F(4,75) ≤ 0.636, P ≥ 0.642; see Figures 12A,D,G). The 22-, 18-, and 12-month-old mice had lower H3S10p levels than the two younger groups in the DG, CA1, and CA3 (Ps < 0.05), as did the 22- and 18-month-old mice relative to the 12-month-old mice in the CA3 (Ps < 0.05, Figure 12A). Interestingly, the three older groups had increased DG and CA1 H3K9me3 levels relative to the two younger groups (Ps < 0.05), as did the 22- and 18-month-old mice relative to the 12-month-old mice in the CA1 (Ps < 0.01). The levels of H3S10p, H3K9me3, and total H3 were non-significantly affected by sex and the interactions involving group × sex in each subregion (Ps > 0.05, Figure 12D).



LPS Treatment Effects

In the 6- and 1-month-old mice, the levels of H3K9me3, H3S10p, and total H3 were non-significantly different among the H-LPS, L-LPS, and CON mice (Ps > 0.05; data not shown).

In the 12-month-old mice, LPS treatment significantly affected the levels of H3S10p in the DG (F(2,45) = 3.649, P = 0.034) and CA1 (F(2,45) = 3.279, P = 0.047), and H3K9me3 in the DG (F(2,45) = 3.621, P = 0.035; see Figures 13A,D). More specifically, the H-LPS mice showed lower levels of H3S10p in the DG (P = 0.011) and CA1 (P = 0.015, Figure 13A) relative to the CON mice. However, the H-LPS and L-LPS mice had higher H3K9me3 levels in the DG compared to the CON mice (Ps < 0.05, Figure 13D).


[image: image]

FIGURE 13. Relative levels of H3S10p (A–C), H3K9me3 (D–F), and total H3 (G–I) represented by AOD of immunoreactivity in the hippocampal DG, CA1, and CA3 in different age groups. Panels (A,D,G) represent 12-month-old mice; (B,E,H) represent 18-month-old mice; and (C,F,I) represent 22-month-old mice. All values are means ± SD. *P < 0.05 and **P < 0.01 indicate significant treatment effects compared to the same-age controls.



In the 18-month-old mice, LPS treatment significantly affected the levels of H3S10p and H3K9me3 in the DG (F(2,45) = 4.628, 4.076; P = 0.015, 0.024) and CA1 (F(2,45) = 6.180, 11.500; Ps < 0.01), as well as the H3S10p level in the CA3 (F(2,45) = 3.273, P = 0.047; see Figures 13B,E). Compared to the CON mice, the H-LPS and L-LPS mice showed decreased H3S10p in the DG (Ps < 0.05) and CA1 (Ps < 0.05), as did the H-LPS mice in the CA3 (P = 0.035) relative to the CON mice (Figure 13B). Regarding H3K9me, the H-LPS and L-LPS mice showed higher levels in the DG and CA1 than the CON mice (Ps < 0.05, Figure 13E).

In the 22-month-old mice, LPS treatment significantly influenced H3S10p and H3K9me3 levels in the DG (F(2,45) = 3.392, 3.448; P = 0.042, 0.040) and CA1 (F(2,45) = 10.056, 3.318; P < 0.0001, = 0.045; see Figures 13C,F). Regarding H3S10p, the H-LPS mice had significantly decreased levels in the DG (P = 0.028) and CA1 (P < 0.01), and the L-LPS mice had a lower level in the CA1 (P = 0.002) than the CON mice (see Figure 13C). Regarding H3K9me3, the H-LPS mice had higher levels in the DG (P = 0.012) and CA1 (P = 0.031) than the CON mice, as did the L-LPS mice in the CA1 (P = 0.040, Figure 13F).

Regarding the 12- to 22-month-old mice, LPS treatment had no significant effects on the expression of total H3 for each subregion: DG (F(2,45) = 1.717, 0.495, 1.514; Ps > 0.218), CA1 (F(2,45) = 0.475, 0.825, 0.175; Ps > 0.457), and CA3 (F(2,45) = 1.102, 1.093, 0.470; Ps > 0.361; see Figures 13G–I).

Sex and the interactions involving group × sex non-significantly affected the levels of H3S10p, H3K9me3, and total H3 in each subregion (Ps > 0.05; see Figures 12, 13).




Correlations Between RAWM Performance and Levels of H3K9me3 and H3S10p

Regarding the 12- to 22-month-old mice, the levels of H3K9me3 and H3S10p in different hippocampal subregions were significantly associated with the learning and memory RAWM parameters, but with different patterns (Table 1).


TABLE 1. Correlations between performance of radial six-arm water maze (RAWM) and levels of H3K9me3 and H3S10p in different subregions of the hippocampus [r(P)].
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H3K9me3

In the 12-month-old, the only positive correlation existed in the CA1 for learning latency for all mice combined (r = 0.342, P = 0.012). In the 18-month-old, positive correlations existed in the DG regarding learning and memory latencies (r = 0.556, 0.424; P = 0.000, 0.038) and errors (r = 0.522, 0.491; P = 0.003, 0.016), and in the CA1 regarding learning latency (r = 0.320, P = 0.027) for all mice combined. When considered different treatments, DG-H3K9me3 positively correlated with memory latency and errors in the H-LPS mice (r = 0.583, 0.528, P = 0.018, 0.036), and learning and memory latencies (r = 0.551, 0.527; P = 0.027, 0.036) and learning errors (r = 0.523, P = 0.037) in the L-LPS mice. In the 22-month-old, positive correlations were noticed in the DG (r = 0.357, 0.318; P = 0.013, 0.027) and CA1 (r = 0.415, P = 0.003) regarding memory latency for all mice combined. Moreover, the H-LPS mice had a positive correlation in the DG regarding memory errors (r = 0.521, P = 0.038).



H3S10p

Some negative correlations with the behavioral parameters existed in different subregions in the three older groups with more correlations relative to H3K9me3. In the 12-month-old, DG-H3S10p level negatively correlated with learning and memory latencies (r = –0.320, –0.575; P = 0.026, < 0.001) and errors (r = –0.316, –0.474; P = 0.029, 0.001) for all mice. Regarding individual LPS treatment groups, DG-H3S10p negatively correlated with memory latency and errors (r = –0.593, –0.618; Ps < 0.05) in the H-LPS mice, and with memory latency and errors in the L-LPS mice (r = –0.741, –0.520; Ps = 0.001, 0.039). In the 18-month-old, DG-H3S10p with memory errors (r = –0.330; P = 0.022), and CA1-H3S10p with learning latency and errors (r = –0.424, –0.294; P = 0.003, 0.042) and memory errors (r = –0.305, P = 0.035) were negatively correlated for all mice. Furthermore, DG-H3S10p negatively correlated with memory errors in the H-LPS mice (r = –0.505, P = 0.046). In the 22-month-old, negative correlations existed in all three hippocampal subregions for all mice combined. In detail, negative correlations existed between DG-H3S10p with learning and memory latencies (r = –0.355, –0.288; P = 0.013, 0.047) and errors (r = –0.395, –0.294; P = 0.005, 0.042), CA1-H3S10p with learning errors (r = –0.480, P = 0.001) and memory latency and errors (r = –0.420, –0.314; P = 0.003, 0.030) and CA3-H3S10p with learning latency and errors (r = –0.330, –0.293; P = 0.022, 0.041). Furthermore, DG-H3S10p negatively correlated with memory errors (r = –0.529, P = 0.035) in the H-LPS mice.





DISCUSSION


Spatial Learning and Memory Gradually Deteriorates With Aging

Age-related memory impairment is a risk factor for AD and appears to be an important factor influencing the behavioral response (Hohman et al., 2017). SLM is an essential memory component, and it is mainly dependent on the integrity of the hippocampal structure and function (McAuliffe et al., 2006; Foster, 2012). The RAWM task has been widely used to assess SLM in rodents (Paul et al., 2009), and it is highly sensitive to mild SLM impairment (Chen et al., 2004; Yang et al., 2015).

A study showed that long-term spatial memory (detected with an object-location recognition task) became impaired with aging in mice (Wimmer et al., 2012). Our prior findings suggested that SLM significantly declines with aging in SAMP8 (Chen et al., 2007) and C57BL/6 (Yang et al., 2012) mice. In the current study, CD-1 mice during late pregnancy underwent three treatments, i.e., H-LPS, L-LPS, and normal saline. The mice in each treatment group were divided into 1-, 6-, 12-, 18-, and 22-month-old groups, representing early youth, adult, midlife, old and elderly mice, respectively. The results indicate that the early youths and adults had similar performances in the RAWM, but the performance began to worsen from midlife onward in each treatment, i.e., the 12-month-old mice had more errors and longer latency in both the learning and memory phases compared to the 1- and 6-month-old mice, with even worse performances in the older and elderly mice. Our findings appear to imply that the SLM impairment of mice began in midlife, and gradually deteriorated with age until the mice were elderly, which is consistent with our previous findings (Chen et al., 2011; Li X. W. et al., 2016). A few studies showed sex differences in the decline of cognitive ability for normal aging mice, and they indicated that SLM decline began at an earlier age in females, such as 17-month C57BL/6NIA (Frick et al., 2000), 17-month Kunming (Chen et al., 2004, 2014) and 12-month CD-1 mice (Li X. W. et al., 2016). In this study, sex had no significant effects on the cognitive performance.



Prenatal Proinflammatory Exposure Accelerates the Age-Related Impairment of Spatial Learning and Memory

Bacterial or viral infections are common during pregnancy, and they activate the maternal immune system. LPS is used widely in vitro and in vivo experimental models of neuroinflammation (Candiracci et al., 2012; MacRae et al., 2015; Anaeigoudari et al., 2016). Many researchers have used LPS-induced inflammation to explore long-term memory impairment after inflammatory stimulation (Zakaria et al., 2017). Our prior studies showed that LPS exposure during pregnancy exacerbates age-related SLM impairment in both the mothers and offspring (Chen et al., 2011; Li X. Y. et al., 2016), and the females’ damage emerged earlier than the males’ as indicated by the 12-month-old CD-1 mice whose treatment effect only occurred in the females (Li X. W. et al., 2016). In the current study, we used the same system to mimic prenatal inflammation exposure. The results showed that latencies and errors in both phases of RAWM were similar among the H-LPS, L-LPS, and CON mice aged 1 and 6 months, suggesting that inflammatory exposure within a certain dose range during the late embryonic stage did not have significant effects on SLM in youth and adulthood. This supports our previous findings (Chen et al., 2011). Regarding the 12-month-old mice, the H-LPS mice firstly exhibited damaged memory, i.e., increased memory latency and more errors, compared to the CON mice. At the age of 18 months, the H-LPS mice had impairments not only in memory but also in learning, as indicated by increased errors and latency in both phases. After entering the elderly phase (22 months old), the L-LPS mice also exhibited worse learning and memory. These results indicated that maternal LPS exposure during late gestation can result in SLM impairment in the offspring, and this treatment effect emerges from midlife (e.g., 12-month-old for CD-1 mice) onward in a dose-dependent manner, with impairments occurring earlier in memory compared with learning. This conclusion is supported by our previous findings (Chen et al., 2011; Li X. W. et al., 2016).



Age and Prenatal Inflammatory Insult Affect Phosphorylation and Methylation of Hippocampal Histone 3

In the current study, for the first time, we observed the effects of age and prenatal inflammatory insult on H3S10p and H3K9me3 in different hippocampal subregions. Here, the semi-quantitative immunohistochemistry was utilized to assess the phosphorylation and methylation of H3 and the H3 total levels in different hippocampal subfields. We found that there was no difference on H3 total levels, and it confirmed that the change in the modified proteins was not actually a change in the core histones, but actually a change in the modification.

Regarding the age effects, the changed patterns were similar in the H-LPS, L-LPS and CON mice, i.e., hippocampal H3S10p and H3K9me3 levels in three subregions were similar at 1- and 6-month-old, but H3S10p decreased and H3K9me3 increased in the CA1 and DG at 12-month-old. At age of 18 months, the changes in H3S10p and H3K9me3 reached a peak in the severity and the number of subregions (CA3 was also affected). The peak levels seemed to be maintained until 22-month-old (with indifference compared to the 18-month-old). These results suggested that there were significant alterations in both H3 modifications from midlife (12-month-old) until the elderly for CD-1 mice, preferentially in the DG and CA1.

Regarding the effects of prenatal inflammation, the H3S10p levels decreased and the H3K9me3 levels increased from the 12-month-old onward in the LPS-treated offspring relative to the CON mice. In the 12-month-old, LPS treatment effects on the H3S10p levels significantly exhibited in the DG and CA1 of H-LPS group, and on the DG-H3K9me3 levels in both the H-LPS and L-LPS groups. In the 18-month-old, LPS treatment effects on H3S10p levels were found in all three subregions (the DG, CA1 and CA3) in the H-LPS mice, and also in the DG and CA1 in the L-LPS mice. The H3K9me3 levels increased in the DG and CA1 in both LPS groups. In the 22-month-old, LPS treatment effects on H3S10p and H3K9me3 levels were only found in the DG and CA1 of H-LPS mice, and the CA1 of L-LPS mice.

Above-mentioned findings suggest that not only in normal-aging mice but also in mice that have experienced a prenatal inflammatory insult, the inverted patterns of changes involving hippocampal H3S10p and H3K9me3 levels began in 12-month-old CD-1 mice, preferentially in the DG, then in the CA1, and lastly in the CA3, which were affected with age and severity of prenatal inflammation, and both effects had reached a peak in the 18-month-old.



Changed Phosphorylation and Methylation of Hippocampal Histone 3 Are Associated With Age- and Prenatal Inflammation-Related Decline of Spatial Learning and Memory

We know that altering H modification or activity of H-related enzymes, such as histone deacetylases (HDACs), affects memory storage (Dash et al., 2009; Monti, 2013). But how do PTMs affect memory? An intriguing hypothesis has proposed that there is an “H code,” which regulates specific gene expression for memory formation processes. The combinatorial nature of the H code is an attractive mechanism for gene regulation, and phosphorylation and methylation of H3 may be part of an epigenetic H code for memory formation.

Our study and other studies have revealed that H acetylation is relevant to memory formation (Gräff and Tsai, 2013; Jiang et al., 2016; Li X. W. et al., 2016; Li X. Y. et al., 2016). Likely acetylation, phosphorylation is associated with transcriptional activation. Interestingly, decreasing hippocampal H3p can cause defects in spatial memory, while enhancing H3p by deleting H phosphatase PP1 can improve spatial memory in mice (Koshibu et al., 2011). H3S10p may play a vital role in activating transcription and synaptic plasticity (Jarome et al., 2014) and is related to the formation of hippocampus-dependent long-term memory (Gräff et al., 2010). The resultant H3S10p is thought to open up the chromatin structure, allowing transcription factors to bind to their responsive elements and leading to transcription of formerly silenced genes, resulting in enhance memory formation with increased H3p. Presently, there is little information on the effect of H3S10p on cognition dysfunction. A study showed that mice with defective mitogen and stress activated protein kinase 1 (MSK1), which mediated H3S10p, had impairments in fear responses and spatial memory (Chwang et al., 2007). Inhibition of PPI (reversing H3S10p) improved long-term object-recognition memory (Cohen-Armon et al., 2004; Mastroeni et al., 2010).

As for Hme, transcriptional activation is accompanied by H arginine residue methylation, while the effects of lysine residue methylation differ depending on the site of methylation. For instance, methylation of H3K4 and H3K36 activate transcription, while methylation of H3K9, H3K27, H3K79, and H4K20 repress transcription (Rivera et al., 2014). A study reported that mice deficient in the H3K4-specific H methyltransferase, Mll, display deficits in contextual fear conditioning and spatial working memory (Jakovcevski et al., 2015), suggesting that Hme are closely related to memory impairment. For the H3K9me3, a study identified that using SUV39H1 (an inhibitor of H methyl transferase) to decrease its level can improve different-type memories, including object-location memory, fear conditioning, and complex spatial environment learning tasks, and increase hippocampal brain-derived neurotrophic factor levels in aged mice (Park and Poo, 2013; Snigdha et al., 2016).

Our results indicated that for the mice combined at different ages, the levels of H3K9me3 in the CA1 in the 12-month-old, and the CA1 and DG in the 18- and 22-month-old, positively correlated with the impairment of SLM ability, and the H3S10p levels in the DG in the 12-month-old, the DG and CA1 in the 18-month-old mice, and the DG, CA1, and CA3 in the 22-month-old negatively correlated with impairment of SLM ability. These results generally indicated that the hippocampal decreased H3S10p and increased H3K9me3 levels were associated with impaired SLM ability normal-aging mice and mice experienced a prenatal inflammatory insult, beginning at 12-month-old onward in the CD-1 mice (see Table 1). Furthermore, our results also suggest that changes in H3K9me3 first occurred in the CA1 and extended to the DG with further aging (without occurring in the CA3), and changes in H3S10p first emerged in the DG and extended to the CA1 and CA3 with further aging.

For the prenatal exposure to inflammation, a positive correlation was found only between DG-H3K9me3 and latencies and/or errors in the learning and/or memory phases in the 18-month-old L-LPS and H-LPS mice, and memory errors in the 22-month-old H-LPS mice. However, a negative correlation was found between DG-H3S10p and memory errors in 12-, 18-, and 22-month-old H-LPS mice and 12-month-old L-LPS mice. These findings suggest that prenatal exposure to inflammation damages age-related memory might be more attributed to decreased H3S10p than increased H3K9me3, which firstly began in the DG.

In brief, we found, for the first time: (1) the age-related hippocampal H3S10p decrease and H3K9me3 increase began in 12-month-old CD-1 mice and continued to the elderly phase (22 months old); (2) prenatal exposure to inflammation accelerated these epigenetic changes; and (3) changes in neurobiological indicators significantly correlated with impairment of SLM abilities. Nonetheless, the study was limited by the semi-quantitative method of immunohistochemistry. This experiment ignored the distribution of the H modifications in other cognition-related brain regions. Therefore, the correlation between H3K9me3 levels and the impairment of learning and memory was not strong. In future research, we will use more accurate detection methods to clarify the mechanism of age-related memory impairment.
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Early life experiences program lifelong responses to stress. In agreement, resilience and vulnerability to psychopathologies, such as posttraumatic stress disorder (PTSD), have been suggested to depend on the early background. New therapies have targeted memory reconsolidation as a strategy to modify the emotional valence of traumatic memories. Here, we used animal models to study the molecular mechanism through which early experiences may later affect aversive memory reconsolidation. Handling (H)—separation of pups from dams for 10 min—or maternal separation (MS) — 3-h separation—were performed from PDN1–10, using non-handled (NH) litters as controls. Adult males were trained in a contextual fear conditioning (CFC) task; 24 h later, a short reactivation session was conducted in the conditioned or in a novel context, followed by administration of midazolam 3 mg/kg i.p. (mdz), known to disturb reconsolidation, or vehicle; a test session was performed 24 h after. The immunocontent of relevant proteins was studied 15 and 60 min after memory reactivation in the dorsal hippocampus (dHc) and basolateral amygdala complex (BLA). Mdz-treated controls (NH) showed decreased freezing to the conditioned context, consistent with reconsolidation impairment, but H and MS were resistant to labilization. Additionally, MS males showed increased freezing to the novel context, suggesting fear generalization; H rats showed lower freezing than the other groups, in accordance with previous suggestions of reduced emotionality facing adversities. Increased levels of Zif268, GluN2B, β-actin and polyubiquitination found in the BLA of all groups suggest that memory reconsolidation was triggered. In the dHc, only NH showed increased Zif268 levels after memory retrieval; also, a delay in ERK1/2 activation was found in H and MS animals. We showed here that reconsolidation of a contextual fear memory is insensitive to interference by a GABAergic drug in adult male rats exposed to different neonatal experiences; surprisingly, we found no differences in the reconsolidation process in the BLA, but the dHc appears to suffer temporal desynchronization in the engagement of reconsolidation. Our results support a hippocampal-dependent mechanism for reconsolidation resistance in models of early experiences, which aligns with current hypotheses for the etiology of PTSD.

Keywords: neonatal handling, maternal separation, fear memory, reconsolidation, dorsal hippocampus, basolateral amygdala


INTRODUCTION

Early life experiences modify the development of neural circuits, impacting the individuals on cognitive and emotional levels (Bolton et al., 2017) and may program the development of vulnerability or resilience to psychopathologies later in life (Franklin et al., 2012; Singh-Taylor et al., 2015; Di Segni et al., 2018). In fact, childhood adversities appear to be at the origin of a significant portion of mental disorders (Kessler et al., 2010), with particular relevance to posttraumatic stress disorder (PTSD). Stressful early life experiences have been proposed to induce an emotional dysregulation scenario that renders individuals more susceptible to develop this disorder after exposure to a traumatic event (Lanius et al., 2010). PTSD is a complex disorder that has lately been regarded as a memory disease (Van Marle, 2015); recent therapeutical approaches to PTSD have targeted reconsolidation as a strategy to modify the emotional valence of traumatic memories (Hartley and Phelps, 2010; Schiller et al., 2010; Akirav and Maroun, 2013; Kindt and van Emmerik, 2016; Dunbar and Taylor, 2017; Elsey and Kindt, 2017), but much more research is necessary to resolve conflicting results. In light of this, resistance to reconsolidation, a phenomenon that can be observed under certain conditions (Tronson and Taylor, 2007), might present both a challenge to the reconsolidation-based therapies, as well as a hypothetical pathological mechanism contributing to PTSD, since patients constantly and involuntarily evoke the traumatic memory but for some reason are incapable of modifying its emotional valence.

While the effects of early interventions on aversive memory acquisition, recall and extinction have been well studied in rodents (Wilber et al., 2009; Kosten et al., 2012; Diehl et al., 2014), to our knowledge, only one study has evaluated the effects of early stress on aversive memory reconsolidation (Villain et al., 2018), but in that study gestational and prepubertal stress was applied. The rodent neonatal period corresponds to early childhood in humans (Eiland and Romeo, 2013), an important period of the development that has been viewed as extremely relevant for the development of vulnerability or resilience to psychopathologies (Singh-Taylor et al., 2015); external interventions in this period, such as handling (H) or maternal separation (MS) modify the dynamics of dam-pup interaction in rats (Couto-Pereira et al., 2016), resulting in useful models to study the effects of early experiences on traumatic memories (Diehl et al., 2012, 2014).

Memory reconsolidation seems to comprise two distinct but entangled processes. First, the reactivated memory is destabilized and the trace becomes again labile; this process appears to depend on protein degradation via the ubiquitin-proteasome system—UPS, at least in the basolateral amygdala complex—BLA (Artinian et al., 2008; Lee et al., 2008; Jarome et al., 2011, 2016; Sol Fustiñana et al., 2014). NMDA receptors (NMDARs) activity is required for memory destabilization in the BLA, as shown by the administration of selective antagonists (Ben-Mamou et al., 2006; Milton et al., 2008). Further studies have shown that GluN2B-containing NMDARs are specifically involved with protein degradation via the UPS through activation of the calcium–calmodulin dependent protein kinase II (CaMKII), which in turn, activates the UPS (Mao et al., 2008; Jarome et al., 2016). The reconsolidation theory postulates that memory destabilization is followed by a restabilization phase that has been repeatedly shown to depend on protein synthesis (Nader et al., 2000; Pedreira et al., 2002; Artinian et al., 2008; Akirav and Maroun, 2013). Hence, activity-inducible transcription factors, such as Zif268, appear to be necessary for memory reconsolidation (Bozon et al., 2003; Maddox et al., 2011; Besnard et al., 2013).

Retrieval-induced labilization renders the memory susceptible to external or internal interferents, which may disrupt or update the original memory. Benzodiazepines (BZD), GABAA receptor (GABAAR) positive allosteric modulators, have long been known for their amnestic properties (Malkani and Rosen, 2000), and their use as reconsolidation interferents has brought some interesting insights about the process (Makkar et al., 2010). In particular, midazolam (mdz), a rapid absorption BZD, has been applied in studies that focus on stress-modulatory effects on memory reconsolidation (Zhang and Cranney, 2008; Bustos et al., 2010; Ortiz et al., 2015; Espejo et al., 2016). These studies have shown that stress previous to training renders aversive memories resistant to reconsolidation (Bustos et al., 2010; Hoffman et al., 2015; Ortiz et al., 2015; Espejo et al., 2016), hypothetically by increasing memory strength, a feature that has been associated with decrease in NMDAR-mediated glutamatergic neurotransmission, particularly the GluN2B subunit (Wang et al., 2009), in the BLA (Ortiz et al., 2015; Espejo et al., 2016). These observations are in accordance with the essential role the amygdala plays in processing the emotional content of memories (LeDoux, 2003). In addition to the amygdala, the hippocampus, particularly its dorsal region—dorsal hippocampus (dHc), also has a relevant part in encoding and retrieving context-conditioned emotional memories (Phillips and LeDoux, 1992; Richter-Levin and Akirav, 2000). Both H and MS impact the development of the BLA and dHc, leading to morphological and functional changes in adulthood (Andersen and Teicher, 2004; Stevenson et al., 2009; Lajud et al., 2012; Diehl et al., 2014; Daskalakis et al., 2015; Koe et al., 2016).

Considering the long-term effects of neonatal interventions on emotionality and brain functioning, we hypothesized that H and MS adult rats could show changes in the reconsolidation of aversive memories, possibly resulting of alterations in signaling pathways, protein degradation and synaptic density dynamics associated with reconsolidation, in the BLA or dHc. Identifying mechanistic failures in the reconsolidation process may contribute to better understand the vulnerability to PTSD observed in individuals that suffered childhood adversities, as well as help improve reconsolidation-based therapies for the treatment of PTSD.



MATERIALS AND METHODS


Subjects

All procedures were approved by the institutional Research Ethics Committee (CEUA-UFRGS #23844) and followed the Brazilian Law regarding the use of animals (Federal Law 11.794/2008) and the Guidelines for the Care and Use of Mammals in Neuroscience and Behavioral Research (National Research Council 2003). Care was taken to minimize animal suffering during the experiments.

Primiparous pregnant Wistar rats bred at our animal facility were used. At gestational day 17–18, they were single-housed in home cages made of Plexiglas (38 × 32 × 17 cm) with sawdust-covered floors and kept in a controlled environment (lights on from 7:00 to 19:00, temperature at 22 ± 2°C, standard rat chow and water provided ad libitum). The day of birth was considered postnatal day 0 (PND 0). All litters were randomly culled to 6–8 pups within 24 h after birth and were randomly assigned to one of the neonatal interventions described below. Weaning was performed on PND 21: males were randomly housed 3–4 per cage and remained under standard animal facility conditions until the beginning of the experiments.

To minimize the influence of each litter genetic load on our results, as adults, siblings were distributed among the various treatments: a maximum of two males from the same litter were assigned to the same drug or reactivation protocol for behavioral experiments and for biochemical experiments, only one male/litter was used in the same reactivation protocol. Females were assigned to other projects.



Neonatal Intervention Models

Non-handled group (NH): pups and dams were left undisturbed until weaning, except for cage cleaning.

Neonatal Handling group (H): from PND 1–10, once a day, pups were gently placed together in a clean box lined with a paper towel, in a warm bath set to 32°C, where they remained for 10 min. After this period, pups were returned to their respective cages. This procedure was performed during the lights-on cycle, between 12:00 and 13:00.

Maternal separation group (MS): same protocol as the H group, except pups remained in the warm bath for 3 h and this intervention was conducted between 14:15 and 17:30.

Each litter had its own glove to be manipulated with, to avoid the spread of odors between nests. During the interventions, dams remained in the homecage, inside the room, so they could hear the pups’ vocalizations. From birth to weaning, cage cleaning was performed only when necessary, similarly for all groups: dirty sawdust was carefully removed from the cage, avoiding the nest area, and replaced with clean sawdust. Neither the dam nor the pups were disturbed during this process.



Contextual Fear Conditioning

The contextual fear conditioning (CFC) task was performed on male rats, aged PND 90–100, that were subjected to the neonatal interventions described above. Experiments took place from 9:00 to 13:00. Two days before the beginning of the task, animals were taken to the room where they remained for 2 h, for acclimation; at the end of this period, they were gently handled and weighted: NH—397.3 ± 30.9; H—401.0 ± 36.7; MS—412.2 ± 38.2 [mean ± standard deviation; F(2,99) = 1.302, p = 0.277, 1w-analysis of variance (ANOVA)].

CFC was performed in a wooden lidded apparatus (220 × 280 × 260 mm), with a transparent plastic wall, and a grid floor of parallel stainless steel bars 1.0 cm spaced (context A). In the training session, rats were allowed 3 min free exploration, to ensure they would form and consolidate a coherent representation of the context (Fanselow and Dong, 2010); animals then received three 1 s-duration footshocks of 0.8 mA, 30 s-interval, and 1 min later they were placed in clean homecages, to avoid contact with animals waiting to be trained. The electric current intensity was chosen based on a previous flinch-jump test (Couto-Pereira et al., 2016) and corresponds to an intensity to which NH, H and MS males all exhibited a jump response.

Two different Reactivation (React) sessions were conducted, 24 h after training. In the React A session, 55 animals (NH—20; H—17; MS—18) were re-exposed to context A, for 5 min. In the pseudo React B, 47 animals (NH—15; H—16; MS—16) were exposed to an unfamiliar context (B) for 5 min, which consisted of a plastic transparent box (400 × 220 × 260 mm) with smooth floor and walls, placed in a different room. Immediately after the end of both React sessions, animals received an intraperitoneal injection (i.p.) of either sterile saline solution—sal 1 mL/kg or mdz (“Dormonid,” Produtos Roche Químicos e Farmacêuticos, Brazil) diluted in sterile saline solution to a concentration of 3 mg/mL and administered at a dosage of 3 mg/kg. Twenty-four hours later, a Test session was conducted with all animals, in context A, for 5 min. All React and Test sessions were recorded; the training sessions of 39 animals (NH—13; H—13; MS—13) from the 15 min cyt experiment (described below) were recorded for baseline freezing assessment. Freezing duration, defined as the total absence of body and head movement except for that associated with breathing (Blanchard and Blanchard, 1969), was later scored by a single experimenter, whose analysis was compared with another experimenter for inter-reliability (Intraclass correlation coefficient = 0.988). Freezing is expressed in percentage of total session time.



Biochemical Analyses

To evaluate the reconsolidation process at a molecular level, animals were euthanized at two different time points: 15 and 60 min after the end of a 5-min Reactivation session in the context A (React), with non re-exposed animals as controls (No React). No drugs were administered in this experiment. The 60 min post React experiment was divided into two experiments to obtain the cytosolic fraction (cyt) and, in a different subset of animals, a synaptosomal membrane-enriched fraction (synapt). A different subset of animals was euthanized at PND 90, without undergoing any experimental procedure except for the neonatal interventions (naïve). Adult male animals, weighing 381 ± 35 g (mean ± standard deviation), which were subjected to the neonatal interventions described above, were divided as follows: 15 min cyt—NH: 13 (React—6; No React—7), H: 13 (React—8; No React—5), MS: 14 (React—7; No React—7); 60 min cyt—NH: 16 (React—8; No React—8), H: 12 (React—6; No React—6), MS: 14 (React—6; No React—6); 60 min synapt—NH: 13 (React—6; No React—7), H: 12 (React—6; No React—6), MS: 11 (React—6; No React—5); naïve cyt—NH: 7; H: 8; MS: 6. Experiments were performed from 9:00 to 13:00.


Brain Dissection

Fresh brain tissue was dissected on ice. To dissect the dHc and BLA, coronal brain slices of 2 mm were cut using an acrylic brain matrix (#AL-1160, Alto). Structure boundaries were identified using a rat brain atlas (Paxinos and Watson, 1998): the dorsal portion of the hippocampus (dHc) was dissected from slices from bregma −2 mm to approximately bregma −5.52 mm and slices between approximately bregma −2 mm and −4 mm were used for the BLA, which was dissected using a 2 mm-diameter punch. Once dissected, samples were immediately frozen in liquid nitrogen and later stored at −80°C until further analysis.



Tissue Fractionation and Protein Extraction


Cyt Fraction

Samples were homogenized in 1:10 (w:v) hypotonic 10 mM Hepes buffer, containing 1.5 mM MgCl2, 10 mM KCl, 1 mM EDTA, 1 mM DTT, protease inhibitor (#11697498001, Roche, Germany) and phosphatase inhibitor (#88667, Pierce, ThermoFisher Scientific, Waltham, MA, USA) cocktails, pH = 7.9, 4°C. Samples were incubated on ice for 15 min to allow cell swelling; Nonidet P-40 0.6% (#E109, Amresco, Cleveland, OH, USA) was added and samples were placed on ice for 5 min more, with agitation every 15 s. Homogenates were centrifuged at 10,000 g, for 10 min, at 4°C, and the supernatant containing the cytosolic proteins was collected. Total protein content was determined using the PierceTM BCA Protein Assay kit (#23227, ThermoFisher Scientific, Waltham, MA, USA).



Synapt Fraction

Crude synaptosomal fractions (Synapt) of BLA and dHc were obtained based on previous studies (Dunah and Standaert, 2001; Jarome et al., 2011). This extraction method yields a fraction that is rich in synaptic membrane and synapse-associated proteins (Dunah and Standaert, 2001). Briefly, samples were thawed on ice and then homogeneized in 1:10 (m/v) TEVP+sucrose buffer [10 mM Tris-HCl, 5 mM NaF, 1 mM EDTA, 1 mM EGTA, phosphatase inhibitor cocktail (#88667, Pierce, ThermoFisher Scientific, Waltham, MA, USA), 320 mM sucrose, pH 7.4], using a pestle and a glass tissue grinder. Homogenates were centrifuged at 1,000 g for 10 min, at 4°C. The supernatant was collected and centrifuged at 10,000 g for 10 min, at 4°C. The resulting pellet was ressuspended in 1/5 detergent containing Lysis buffer [in 10 ml ultra-pure H2O: 0.0605 g Tris-HCl, 0.025 g sodium deoxycholate, 0.0876 g NaCl, 1 ml 10% SDS solution, protease inhibitor (#11697498001, Roche, Germany) and phosphatase inhibitor (#88667, Pierce, ThermoFisher Scientific, Waltham, MA, USA) cocktails] and then centrifuged at 15,000 g for 5 min, 4°C. The supernatant containing synaptosomal membrane proteins was collected and total protein content was determinedas above.




Western Blot

Denatured, reduced samples were loaded (40 μg protein/lane) on NuPAGE® precast 4–12% gradient polyacrylamide gels (#NP0323BOX, ThermoFisher Scientific, Waltham, MA, USA), together with a 12–225 kDa molecular weight marker (#RPN800E, Amersham, GE Healthcare, UK). Electrophoresis and electrotransfer were performed on a XCell SureLock® Mini-Cell and XCell IITM Blot Module, respectively (#EI0002, Invitrogen, ThermoFisher Scientific, Waltham, MA, USA). Proteins were transferred to nitrocellulose membranes [1 h 50 at 50 V in transfer buffer (48 mM Trizma, 39 mM glycine, 20% methanol, 0.25% SDS)] and blots were then blocked for 2 h in Tris-buffered saline containing tween and 5% (m/v) non-fat dry milk or 5% (m/v) bovine serum albumin for phosphorylated proteins detection. Blots were incubated overnight, at 4°C, with one of the following primary antibodies: anti-Zif268 (1:1,000, #4154, Cell Signaling Technology, Danvers, MA, USA), anti-ERK 1/2 (1:4,000, #ABS44, Millipore, Germany), anti-pERK 1/2 (1:2,000, #9101, Cell Signaling Technology, Danvers, MA, USA), anti-GluN2A (1:1,000, #M264, Sigma-Aldrich, St. Louis, MO, USA), anti-GluN2B (1:2,000, #06600, Millipore, Germany), anti-pGluN2B (1:1,000, #M2442, Sigma-Aldrich, USA), anti-GABAAR α1–6 (1:500, #sc-376282, Santa Cruz Biotechnology, Santa Cruz, CA, USA), anti-synaptophysin (1:2,000, #AB9272, Millipore, Germany), anti-ubiquitin k48-specific (1:500, #05–1307, Merck-Millipore, Germany), anti-α-tubulin (1:4,000, #T6074, Sigma-Aldrich, St. Louis, MO, USA) or anti-β-actin (1:3,500, #8457, Cell Signaling Technology, Danvers, MA, USA). Secondary peroxidase-conjugated anti-rabbit antibody (1:1,000, #AP132P, Merck-Millipore, Germany, or 1:2,500, Jackson ImmunoResearch, West Grove, PA, USA) or anti-mouse antibody (1:1,000, #402335, Calbiochem, Merck-Millipore, Germany) was incubated for 2 h at room temperature. Blots were developed using a chemiluminescence ECL kit (#RPN2209, Amersham, GE Healthcare, UK) and images were digitally acquired using ImageQuant LAS 4,000 (GE Healthcare Bio-Sciences AB, Umeå, Sweden); in the k48-linked polyubiquitination experiment, chemiluminescence was acquired on x-ray films. Antibody stripping was performed using 1 M sodium hydroxide and stripping efficiency was confirmed by incubating blots with the respective secondary antibody, followed by chemiluminescence detection.

Optical density (OD) was determined using the software ImageJ (National Institutes of Health, Bethesda, MD, USA). Results were quantified as the ratio of the protein of interest OD to that of the loading control. β-actin was used as loading control for all western blot experiments except in BLA synaptosomes blots, in which α-tubulin was used, as explained in the Results section. Loading control absolute OD was tested in all experiments for differences between groups and was only accepted if no significant interaction or main effects were found (p > 0.05, 2w-ANOVA, data not shown). All results are expressed in percentage of control (NH No Reactivation group).




Statistical Analysis

Data were analyzed using the software SPSS version 16.0. Levene’s test of equality of error variances was used to test the homogeneity of group variances. Two-way analysis of variance (2w-ANOVA), with neonatal intervention and drug as factors, or one-way ANOVA (1w-ANOVA), with neonatal intervention as factors were performed for behavioral results. 2w-ANOVA with neonatal intervention and reactivation as factors was used for all biochemical results, except for the analysis of naïve animals, in which a 1w-ANOVA was used. Tukey post hoc test was performed to compare groups, when appropriate. Data are expressed as mean ± standard error of the mean (SEM). Statistical significance was set at p < 0.05. Data was excluded from behavioral experiments only if freezing was more than 2 standard deviations from the group mean. A total of four animals was excluded using this criteria: 2 NH, 1 H and 1 MS.




RESULTS


Mdz Disrupts Memory Reconsolidation in NH but Not in H and MS Adult Male Rats

To study the effects of different neonatal interventions on aversive memory reconsolidation, we first established a protocol that triggered contextual fear memory reconsolidation in male adult rats. We used mdz, a GABAergic drug known to interfere with memory reconsolidation (Bustos et al., 2006), to provide behavioral evidence that the protocol used was inducing reconsolidation, by testing animals 24 h later in context A, for 5 min (Figure 1A). A significant interaction between neonatal intervention and drug was found for freezing, in the Test session (F(2,48) = 4.108, p = 0.023, 2w-ANOVA); no significant main effects were found (neonatal intervention: F(2,48) = 2.012, p = 0.145; drug: F(2,48) = 1.143, p = 0.290; 2w-ANOVA). Post hoc analysis revealed that NH animals that were administered mdz 3 mg/kg after React had freezing levels significantly lower than NH rats that received sal (p = 0.040, Tukey post hoc test), showing that mdz administered during the reconsolidation window successfully disrupted memory in NH rats and providing evidence that the experimental conditions employed here successfully induced memory reconsolidation in control animals (Figure 1C).
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FIGURE 1. Effect of midazolam (mdz) injection after memory reactivation by re-exposure to context A, in adult male rats that were non-handled (NH) or subjected to handling (H) or maternal separation (MS) in the neonatal period. Only NH animals were sensitive to the disrupting effect of mdz on reconsolidation. (A) Schematic diagram of the experimental design. (B) Freezing in context A, in the Reactivation (React) session, n = 17–20/group. (C) Freezing in context A, in the Test session, of animals that received either sal or mdz 3 mg/kg i.p. after the React session, n = 8–10/group. Data are expressed as mean ± standard error of the mean (SEM), as percentage of total session duration. Two-way analysis ofvariance (2w-ANOVA) was used for statistical analyses; *p < 0.05. Statistics results are presented in detail in subsections “Mdz Disrupts Memory Reconsolidation in NH but Not in H and MS Adult Male Rats” and “H Animals Exhibit Less Freezing When Re-exposed to the Conditioned Context.”



Furthermore, neonatal interventions appeared to affect this process; there were no differences in freezing between sal or mdz-treated H and MS rats (p = 1.000 and p = 0.937, respectively; Tukey post hoc test), suggesting that fear memory in these animals was resistant to interference by a GABAAR positive allosteric modulator.



H Animals Exhibit Less Freezing When Re-exposed to the Conditioned Context

In the React A session (Figure 1B), a significant effect of neonatal intervention was found (F(2,52) = 3.448, p = 0.039, 1w-ANOVA); Tukey post hoc revealed that H animals exhibited significantly less freezing than NH (p = 0.030), but no differences were detected between MS and NH rats (p = 0.516) or MS and H rats (p = 0.325), which is in accordance with previous studies on aversive memory consolidation in H and MS rats (Meerlo et al., 1999; Ladd et al., 2004; Kosten et al., 2006; Diehl et al., 2007; Arnett et al., 2015).

Context-induced freezing may be influenced by the emotional valence of the aversive experience or by pain sensitivity. Regarding training strength, we have previously reported that 0.8 mA is an electric current intensity that generates similar behavioral responses and corticosterone secretion levels after conditioned context exposure in NH, H and MS male rats; also, no differences on footshock sensitivity were observed in these groups in the flinch-jump test (Couto-Pereira et al., 2016).



MS Rats Generalize the Fear Response to Novel Environments

Memory precision was tested by exposing the animals to an unfamiliar context 24 h after training –pseudo React in context B (Figure 2B). A significant effect of neonatal intervention was detected (F(2,42) = 4.102, p = 0.027, 1w-ANOVA); Tukey post hoc analysis showed that MS rats freezing was significantly increased in the new context compared to H animals (p = 0.020), suggesting that MS induces generalization of fear memory, at least in comparison to H; no differences were found between H and MS rats compared to controls (p = 0.339 and p = 0.448, respectively).
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FIGURE 2. The effect of midazolam (mdz) injection after a pseudo-reactivation in context B was tested by re-exposure to context A, in adult male rats that were non-handled (NH) or subjected to handling (H) or maternal separation (MS) in the neonatal period. Mdz effect on reconsolidation is specific to reactivated memories. (A) Schematic diagram of the experimental design. (B) Freezing in context B, in the pseudo Reactivation (React) session, n = 15–17/group. (C) Freezing in context A, in the Test session, of animals that received either sal or mdz 3 mg/kg after the pseudo React B session, n = 7–9/group. Data are expressed as mean ± SEM, in percentage of total session duration. 2w-ANOVA was used for statistical analyses; *p < 0.05. Statistics results are presented in detail in subsections “MS Rats Generalize the Fear Response to Novel Environments” and “Mdz Disrupting Effect on Reconsolidation Requires Properly Reactivated Memories.”



Regarding this result, anxiety could be a confounding factor, since several studies reported that MS animals show increased anxiety-like behaviors in unfamiliar environments (Romeo et al., 2003; de Kloet et al., 2005; Makena et al., 2012); hence, freezing in context B could result of novelty-induced anxiety. To test this hypothesis, we examined freezing in the training session, during the 3 min pre-shock, when animals were exploring a context that was new to them at that moment. Consistent with our previous report (Diehl et al., 2014), before conditioning, neonatal interventions did not change freezing in response to a new environment: NH—1.3% ± 0.5, H—0.9% ± 0.5, MS—1.0% ± 0.5 (n = 13/group). Since no differences were found at this point (F(2,36) = 0.224, p = 0.801, 1w-ANOVA), it is valid to assume that the aversive experience was necessary to induce the generalization of fear to unconditioned environments observed in MS rats.



Mdz Disrupting Effect on Reconsolidation Requires Properly Reactivated Memories

The pseudo React B session was also performed to evaluate the specificity of the effect of mdz on memory reconsolidation. After exposure to context B, sal or mdz 3 mg/kg i.p. was injected and 24 h later, animals were re-exposed to the conditioned context (A) for 5 min (Figures 2A,C). No significant interaction or main effects were detected (interaction: F(2,39) = 0.143, p = 0.867; neonatal intervention: F(2,39) = 1.155, p = 0.326; drug: F(1,39) = 1.474, p = 0.232; 2w-ANOVA). Consistently with previous reports (Bustos et al., 2006, 2009), mdz only impaired memory when it was properly reactivated in the conditioned context (A), providing further evidence of the specific effect of the drug in disrupting memory reconsolidation after retrieval.



ERK 1/2 Activity and Zif268 Levels Were Not Changed in the BLA 15 min After Aversive Memory Reactivation

To better understand the resistance to reconsolidation interference in H and MS rats, a different subset of animals was trained and re-exposed to the conditioned apparatus A (React) and 24 h later dHc and BLA were collected 15 or 60 min after the end of the session; since the goal of this set of experiments was to evaluate biochemical changes during reconsolidation induced by reactivation, animals that were trained but not re-exposed to the context (No React) were used as controls (Figure 3A).
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FIGURE 3. ERK 1/2, pERK 1/2 and Zif268 immunocontent in the basolateral amygdala complex (BLA) cytosolic fraction (cyt) of adult male rats that were non-handled (NH) or subjected to handling (H) or maternal separation (MS) in the neonatal period, 15 min after Reactivation (React) compared to trained animals that were not re-exposed to the training context (No React). No significant differences in ERK 1/2 activation or Zif268 expression were found in the BLA at this time point. (A) Schematic diagram of the experimental design; (B) ERK 1/2; (C) pERK 1/2; (D) calculated ratio of pERK 1/2 per ERK 1/2 immunocontent; (E) Zif268; (F) representative Western blot bands. Data are expressed as mean ± SEM. n = 5–7/group. 2w-ANOVA was used for statistical analyses. Statistics results are presented in detail in subsection “ERK 1/2 Activity and Zif268 Levels Were not Changed in the BLA 15 min After Aversive Memory Reactivation.”



ERK 1/2 levels, as well as its active form phosphorylated at residues T202/Y204, were evaluated by Western blot, 15 min after the end of the Reactivation session, in the BLA of NH, H and MS adult males (Figures 3B–D,F). No significant interaction or main effects were found for ERK 1/2 or its phosphorylated form (ERK 1/2: interaction—F(2,33) = 0.929, p = 0.405; neonatal intervention—F(2,33) = 0.946, p = 0.399; reactivation—F(1,33) < 0.001, p = 0.991; pERK 1/2: interaction: F(2,33) = 0.074, p = 0.929; neonatal intervention—F(2,33) = 0.576, p = 0.568; reactivation—F(1,33) = 2.465, p = 0.127; 2w-ANOVA). BLA ERK 1/2 activation happens later than in the dHc, reaching a peak at 30 min post-reactivation (Besnard et al., 2014). Similarly, we did not find any significant differences in Zif268 levels at this time point (Figures 3E,F; interaction: F(2,30) = 0.107, p = 0.899; neonatal intervention: F(2,30) = 0.516, p = 0.602; reactivation: F(1,30) = 2.516, p = 0.123; 2w-ANOVA).



Zif268 Levels Increase in the BLA, 60 min After Aversive Memory Reactivation

The immunocontent of Zif268 was also analyzed 60 min post-reactivation (Figures 4A,B,D), a time point at which higher increases in the BLA have been reported (Besnard et al., 2014). In fact, we found significantly increased levels of Zif268 in NH, H and MS rats that were exposed to context A, compared to No React controls (F(1,35) = 19.965, p < 0.01, 2w-ANOVA, main effect of Reactivation). Zif268 induction has been implicated in the memory reconsolidation process in several studies (Hall et al., 2001; Bozon et al., 2003; Lee et al., 2004; Maddox et al., 2011; Besnard et al., 2013; Espejo et al., 2016). No interaction or main effect of neonatal intervention were found (interaction: F(2,35) = 1.995, p = 0.151; neonatal intervention: F(2,35) = 0.761, p = 0.475; 2w-ANOVA).
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FIGURE 4. Zif268, synaptophysin and k48-linked polyubiquitinated proteins immunocontent in the basolateral amygdala complex (BLA) cytosolic fraction (cyt) of adult male rats that were non-handled (NH) or subjected to handling (H) or maternal separation (MS) in the neonatal period, 60 min after Reactivation (React) compared to trained animals that were not re-exposed to the training context (No React). Memory reactivation induced a significant increase in Zif268 and polyubiquitinated proteins in the BLA cyt of all groups. (A) Schematic diagram of the experimental design; (B) Zif268; (C) synaptophysin; (D) representative Western blot bands; (E) k48-linked polyubiquitin proteins; (F) representative Western blot bands. Data are expressed as mean ± SEM. n = 5–8/group. 2w-ANOVA was used for statistical analyses; #p < 0.05 (main effect of reactivation). Statistics results are presented in detail in subsections “Zif268 Levels Increase in the BLA, 60 min After Aversive Memory Reactivation,” “Memory Reactivation Induces Changes in Receptor Composition at the BLA Synapses” and “Synaptic NMDA and GABAAR Subunits Were not Changed by Memory Reactivation in the dHc.”





Memory Reactivation Induces Changes in Receptor Composition at the BLA Synapses

NMDAR subunits GluN2A and GluN2B (total and phosphorylated form), GABAAR subunits α1–6 and β-actin were analyzed in the BLA synapt fraction, 60 min post-reactivation (Figure 5A).
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FIGURE 5. NMDA receptor (NMDAR) subunits GluN2A and GluN2B (total and phosphorylated), GABAAR α1–6 subunits and β-actin immunocontent in the basolateral amygdala complex (BLA) synaptosome membrane fraction (synapt) of adult male rats that were non-handled (NH) or subjected to handling (H) or maternal separation (MS) in the neonatal period, 60 min after Reactivation (React) compared to trained animals that were not re-exposed to the training context (No React). Memory reactivation induced a significant increase in all receptor subunits and also β-actin in the BLA synapt of all groups. (A) Schematic diagram of the experimental design; (B) GluN2A; (C) GluN2B; (D) pGluN2B; (E) calculated ratio of pGluN2B per GluN2B immunocontent; (F) GABAAR α1–6 subunits; (G) β-actin; (H) representative Western blot bands. Data are expressed as mean ± SEM. n = 5–7/group. 2w-ANOVA was used for statistical analyses. #p < 0.05 (main effect of reactivation). Statistics results are presented in detail in subsection “Memory Reactivation Induces Changes in Receptor Composition at the BLA Synapses.”



The immunocontent of GluN2B, pGluN2B, GluN2A and GABAAR α1–6 subunits was significantly increased in the synapt fraction by memory reactivation (GluN2B: F(1,25) = 12.861, p = 0.001; pGluN2B: F(1,25) = 8.311, p = 0.009; GluN2A: F(1,25) = 4.225, p = 0.050; 2w-ANOVA, main effect of reactivation). For GluN2A, a trend towards an interaction was also found (F(2,25) = 2.575, p = 0.098, 2w-ANOVA). No significant interactions or main effects of neonatal intervention were found for the other receptor subunits analyzed here (GluN2B: interaction—F(2,25) = 1.909, p = 0.169; neonatal intervention—F(2,25) = 0.764; p = 0.476; pGluN2B: interaction—F(2,25) = 0.095, p = 0.910; neonatal intervention—F(2,25) = 0.287; p = 0.753; GluN2A: neonatal intervention—F(2,25) = 0.505; p = 0.610; 2w-ANOVA). Phosphorylation of GluN2B subunit was assessed at its major phosphorylation site, Y1472 (Chen and Roche, 2007). While both total and phosphorylated forms of GluN2B were significantly increased by reactivation, as described above, no interaction or main effects were found for the ratio pGluN2B/GluN2B (interaction: F(2,25) = 0.978, p = 0.392; neonatal intervention: F(2,25) = 0.643, p = 0.536; reactivation: F(1,25) = 0.146, p = 0.706; 2w-ANOVA), which means that the increase in GluN2B at synapses was accompanied by its phosphorylation (Figures 5B–E,H).

A ratio of the synapt immunocontent of GluN2A/GluN2B was also calculated since it has been shown that increased GluN2A/GluN2B synaptic ratio in the BLA inhibits retrieval-dependent memory destabilization (Holehonnur et al., 2016). No significant interaction or main effects were found for this ratio (interaction: F(2,25) = 0.965, p = 0.395; neonatal intervention: F(2,25) = 1.978, p = 0.159; reactivation: F(1,25) = 0.447, p = 0.510; 2w-ANOVA, data not shown).

Since a GABAAR positive allosteric modulator was used as a memory interferent in this work, it was important to assess this receptor concentration at synapses. To do so, we used an antibody that recognizes all 1–6 α-type subunits of the GABAAR. Since all GABAAR possess two α subunits in their composition (Olsen and Sieghart, 2009), measurement of total levels of this subunit should provide an approximate determination of total receptor content. While a reactivation effect was observed (F(1,30) = 5.815, p = 0.022; 2w-ANOVA), similarly to NMDAR subunits, no interaction or neonatal intervention effect was observed for this measure (interaction: F(2,30) = 0.818, p = 0.451; neonatal intervention: F(2,30) = 0.382, p = 0.686; 2w-ANOVA), suggesting that GABAAR levels were not altered in the BLA synapses of H, NH and MS rats before exposure to context (Figures 5F,H). This does not necessarily represent basal levels since No Reactivation rats had been trained in an aversive task 24 h earlier.

A significant reactivation-induced increase in β-actin was also found for all neonatal treatments (F(1,30) = 8.354, p = 0.007, 2w-ANOVA, main effect of Reactivation; Figures 5G–H); this effect is in accordance with previous reports that show that actin filaments proliferation is necessary for reconsolidation (Rehberg et al., 2010; Lamprecht, 2016; Lunardi et al., 2018; Popik et al., 2018). No significant interaction (F(2,30) = 1.178, p = 0.322, 2w-ANOVA) or main effect of neonatal intervention (F(2,30) = 0.274, p = 0.762, 2w-ANOVA) were found. To detect a possible confounding effect on our BLA synapt results that could arise from a variation in the number or activity of synapses in our neonatal intervention groups, we measured synaptophysin levels in the BLA cyt fraction, a protein that is commonly used as pre-synaptic terminal marker (Andersen and Teicher, 2004). No significant interaction or main effects were found concerning synaptophysin levels in the BLA of NH, H and MS adult rats (Figures 4C,D; interaction: F(2,35) = 1.861, p = 0.171; neonatal intervention: F(2,35) = 0.281, p = 0.757; reactivation: F(1,35) = 1.047, p = 0.313; 2w-ANOVA).

Also as a control experiment, we analyzed the immunocontent of GluN2A, GluN2B and GABAAR subunits α1–6 in the BLA cyt fraction of naïve NH, H and MS rats, to check for differences which could influence our results (Figure 6A). NH animals showed a higher basal level of GluN2A compared to NH (F(2,17) = 4.045, p = 0.037; 1w-ANOVA; Tukey post hoc: NH vs. H: p = 0.044, NH vs. MS: p = 0.08; Figures 6B,E). This difference disappeared after training in the CFC paradigm, as can be seen by the H No React result (Figure 5B), although no direct comparison was made between these data. No significant differences were detected for GluN2B (F(2,17) = 0.084, p = 0.919; 1w-ANOVA; Figures 6C,E), GABAAR subunits α1–6 (F(2,18) = 0.093, p = 0.912; 1w-ANOVA; Figures 6D,E) or the ratio GluN2A/GluN2B (F(2,16) = 1.724, p = 0.210; 1w-ANOVA; data not shown).
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FIGURE 6. NMDAR subunits GluN2A and GluN2B and GABAAR α1–6 subunits immunocontent in the basolateral amygdala complex (BLA) cytosolic fraction (cyt) of adult male rats that were non-handled (NH) or subjected to handling (H) or maternal separation (MS) in the neonatal period. (A) Schematic diagram of the experimental design; (B) GluN2A; (C) GluN2B; (D) GABAAR α1–6 subunits; (E) representative Western blot bands. Data are expressed as mean ± SEM. n = 6–8/group. 1w-ANOVA was used for statistical analyses. *p < 0.05. Statistics results are presented in detail in subsection “Memory Reactivation Induces Changes in Receptor Composition at the BLA Synapses.”





Neonatal Interventions Change ERK 1/2 Activation in the dHc, 15 min After Aversive Memory Reactivation

ERK 1/2 levels, as well as its activation by phosphorylation, were also studied in the dHc, 15 min post-reactivation (Figure 7A).
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FIGURE 7. ERK 1/2, pERK 1/2 and Zif268 immunocontent in the dorsal hippocampus (dHc) cytosolic fraction (cyt) of adult male rats that were non-handled (NH) or subjected to handling (H) or maternal separation (MS) in the neonatal period, 15 min after Reactivation (React) compared to trained animals that were not re-exposed to the training context (No React). Activation of ERK 1/2 in the dHc appears to be delayed, particularly in MS rats. (A) Schematic diagram of the experimental design; (B) ERK 1/2; (C) pERK 1/2; (D) calculated ratio of pERK 1/2 per ERK 1/2 immunocontent; (E) Zif268; (F) representative Western blot bands. Data are expressed as mean ± SEM. n = 5–8/group. 2w-ANOVA was used for statistical analyses. *p < 0.05; $p < 0.05 (main effect of neonatal intervention). Statistics results are presented in detail in subsection “Neonatal Interventions Change ERK 1/2 Activation in the dHc, 15 min After Aversive Memory Reactivation.”



A significant interaction was found for ERK 1/2 levels in this brain region (F(2,31) = 3.905, p = 0.031, 2w-ANOVA; Figures 7B,F) but no significant main effects were found (neonatal intervention: F(2,31) = 0.059, p = 0.942; reactivation: F(2,31) = 2.142, p = 0.153; 2w-ANOVA). Tukey post hoc analysis revealed no significant differences between groups (p > 0.05). Still, the significant interaction between neonatal intervention and reactivation allows us to infer that early after memory reactivation, total ERK 1/2 appears to decrease in H and MS, but increase in NH animals. Phosphorylated ERK 1/2 (pERK 1/2) levels were lower in MS animals, independently of reactivation (F(2,31) = 3.589, p = 0.040; 2w-ANOVA, main effect of neonatal intervention; Figures 7C,F); no interaction (F(2,31) = 0.926, p = 0.407; 2w-ANOVA) or main effect of reactivation (F(1,31) = 1.697, p = 0.202; 2w-ANOVA) were found. A ratio of pERK 1/2 per total ERK 1/2 levels was calculated to evaluate changes in the relative phosphorylation status of ERK 1/2. A significant interaction was found for this ratio (F(2,31) = 4.590, p = 0.018, 2w-ANOVA; Figures 7D,F): Tukey post hoc test showed that cytosolic ERK 1/2 activation levels were lower in the dHc of MS No React rats, compared to NH No React (p = 0.049) and H React (p = 0.030); but MS React animals were not different from other React groups (vs. NH React—p = 0.977; vs. H React—p = 0.994), which reveals a great increase in ERK 1/2 phosphorylation at this time point, when NH animals already stabilized this process (NH No React vs. NH React—p = 0.630). No main effects of neonatal intervention (F(2,31) = 1.596, p = 0.219; 2w-ANOVA) or reactivation (F(1,31) = 2.426, p = 0.130; 2w-ANOVA) were found for this variable.

Increases in Zif268 immunocontent in hippocampal areas have been reported as early as 15 min post-reactivation (Besnard et al., 2014). Here, we did not find any significant differences in Zif268 levels at this time point (Figures 7E,F; interaction: F(2,31) = 0.924, p = 0.407; neonatal intervention: F(2,31) = 0.547, p = 0.584; reactivation: F(1,31) = 0.154, p = 0.697; 2w-ANOVA). The lack of a significant effect may be attributed to the lower sensitivity of the Western blot technique compared to immunohistochemistry, which was used in the aforementioned study.



Zif268 Levels Increase in the dHc of NH, but Not H or MS, 60 min After Aversive Memory Reactivation

Zif268 levels steadily increase in dentate gyrus during the reconsolidation window (Besnard et al., 2014). Hence, we also evaluated Zif268 immunocontent at 60 min post-reactivation (Figures 8A–C). A significant interaction was found (F(2,29) = 5.361, p = 0.010; 2w-ANOVA); Tukey post hoc showed that memory reactivation in NH induced a significant increase in the immunocontent of this transcription factor, compared to NH No React (p = 0.001), H No React (p = 0.042), H React (p = 0.005) and MS No React (p = 0.011). React H and MS were not different from their respective No React controls (H: p = 1.000; MS: p = 0.558). A significant effect of Reactivation was also encountered (F(1,29) = 12.554, p = 0.001; 2w- ANOVA), but there was no significant effect of neonatal intervention on this variable (F(2,29) = 0.690, p = 0.509; 2w- ANOVA).


[image: image]

FIGURE 8. Zif268 and k48-linked polyubiquitinated proteins immunocontent in the dHc cytosolic fraction (cyt) of adult male rats that were non-handled (NH) or subjected to handling (H) or maternal separation (MS) in the neonatal period, 60 min after Reactivation (React) compared to trained animals that were not re-exposed to the training context (No React). Only NH rats exhibited the expected increase in Zif268 in the dHc induced by memory reactivation. (A) Schematic diagram of the experimental design; (B) Zif268; (C) representative Western blot bands; (D) k48-linked polyubiquitin proteins; (E) representative Western blot bands. Data are expressed as mean ± SEM. n = 6–8/group. 2w-ANOVA was used for statistical analyses; *p < 0.05. Statistics results are presented in detail in subsections “Zif268 Levels Increase in the dHc of NH, but Not H or MS, 60 min After Aversive Memory Reactivation” and “k48-Linked Polyubiquitin Levels Were Increased by Reactivation in the BLA, but Not in dHc.”





Synaptic NMDA and GABAAR Subunits Were Not Changed by Memory Reactivation in the dHc

NMDAR subunits GluN2A and GluN2B and α1–6 subunits of the GABAAR were also measured in the dHc synapt fraction, 60 min post-reactivation (Figure 9A).
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FIGURE 9. NMDAR subunits GluN2A and GluN2B and GABAAR α1–6 subunits immunocontent in the dHc synaptosome membrane fraction (synapt) of adult male rats that were non-handled (NH) or subjected to handling (H) or maternal separation (MS) in the neonatal period, 60 min after Reactivation (React) compared to trained animals that were not re-exposed to the training context (No React). No significant changes in N-Methyl-D-aspartate (NMDA) or GABAAR subunit composition were found in the dHc. (A) Schematic diagram of the experimental design; (B) GluN2A; (C) GluN2B; (D) GABAAR α1–6 subunits; (E) representative Western blot bands. Data are expressed as mean ± SEM. n = 5–7/group. 2w-ANOVA was used for statistical analyses. Statistics results are presented in detail in subsection “Synaptic NMDA and GABAAR Subunits Were not Changed by Memory Reactivation in the dHc.”



No significant changes were found in the immunocontent of subunits GluN2A (interaction: F(2,30) = 0.679, p = 0.515; neonatal intervention: F(2,30) = 0.395, p = 0.677; reactivation: F(1,30) = 0.895, p = 0.352, 2w-ANOVA; Figures 9B,E) or GluN2B (interaction: F(2,30) = 0.508, p = 0.607; neonatal intervention: F(2,30) = 1.144, p = 0.332; reactivation: F(1,30) = 1.604, p = 0.215, 2w-ANOVA; Figures 9C,E). For GABAAR α1–6 subunits, a trend towards a main effect of reactivation was found (F(1,30) = 3.074, p = 0.090; 2w-ANOVA; Figures 9D,E), but no significant interaction (F(2,30) = 0.148, p = 0.863; 2w-ANOVA) or main effect of neonatal intervention were detected (F(2,30) = 0.471, p = 0.629; 2w-ANOVA), which as mentioned before, suggests no significant differences in GABAAR content at dHc synapses.

As in the BLA, no significant interaction (F(2,30) = 0.078, p = 0.925; 2w-ANOVA) or main effects (neonatal intervention: F(2,30) = 0.718, p = 0.496; reactivation: F(1,30) = 0.045, p = 0.833; 2w-ANOVA) were found for the GluN2A/GluN2B synaptic ratio (data not shown).



k48-Linked Polyubiquitin Levels Were Increased by Reactivation in the BLA, but Not in dHc

k48-linked polyubiquitination was assessed 60 min after memory reactivation since it has been demonstrated that at this time point, retrieval-induced UPS activation significantly increases both in the hippocampus and amygdala (Lee et al., 2008; Jarome et al., 2011). A significant increase was detected in Reactivation animals in the BLA (Figures 4E,F; F(1,31) = 5.041, p = 0.032, 2w-ANOVA, main effect of Reactivation, no interaction). In the dHc, no interaction or main effects were detected (Figures 8D,E; p > 0.05, 2w-ANOVA). k48-linked polyubiquitination is an indirect measure of protein degradation, which in the amygdala has been successfully correlated with memory destabilization (Jarome et al., 2011, 2016; Jarome and Helmstetter, 2014), but in the hippocampus, more direct techniques have been used to link protein degradation to retrieval-induced memory destabilization, including UPS inhibition (Artinian et al., 2008; Lee et al., 2008; Sol Fustiñana et al., 2014) and sample purification using the 26S proteasome subunit S5a before Western blot experiments (Lee et al., 2008), so it is possible that the method used here may lack sensitivity to detect hippocampal protein degradation.




DISCUSSION

Neonatal interventions change memory consolidation and retrieval (Kosten et al., 2012). Here, we showed that they also affect aversive memory reconsolidation. Unlike NH rats, H and MS animals showed resistance to reconsolidation disruption by mdz, a GABAergic drug, administered after memory retrieval. At a molecular level, both groups showed changes similar to NH animals in the BLA after memory reactivation, but their dHc appeared to respond differently. Furthermore, behavioral expression of the aversive memory was very different in the two groups: while H animals exhibited significant less freezing to the conditioned context presentation, MS rats generalized their fear response to a new and unconditioned context.

Decreased retrieval-induced freezing shown by H rats is consistent with reduced emotional reactivity and the proposed increased inhibitory control of the amygdala by the medial pre-frontal cortex (Stevenson et al., 2008), since amygdalar nuclei are involved in fear expression through its excitatory projections to the periaqueductal gray—PAG (Gross and Canteras, 2012). It could also be the result of cortical or hippocampal dysfunction and consequently impairments in context recognition. However, H males perform normally in memory tasks that are associated with neutral or appetitive stimuli (Kosten et al., 2007; Noschang et al., 2010, 2012) so the cognitive impairment hypothesis has been disregarded (Kosten et al., 2012). Furthermore, re-exposure to the aversive context is stressful for H animals, as can be seen by corticosterone secretion 15 min post exposure (Couto-Pereira et al., 2016), pointing that these animals are perfectly able to recognize the danger and the associated context. Besides, several studies have pointed out that H animals exhibit a behavioral and neurochemical profile of resilience to stress, when adults (Plotsky et al., 2005; Meaney et al., 2013). Together with the low freezing shown here, it is reasonable to assume that the fear memory acquired by H animals may be less emotionally aversive, which may have affected its consolidation and, consequently, reconsolidation.

Aversive memory generalization is a less investigated type of memory impairment, which can be observed when animals freeze to unspecific cues. This trait has often been associated with PTSD, both in animal models and clinical studies (Xu and Südhof, 2013; Thome et al., 2018). Fear generalization to a new context has already been shown in the adult neonatal isolation offspring and was attributed to enhanced theta synchronization in the hippocampus–amygdala–cortical loop during REM sleep by the authors (Sampath et al., 2014). MS rats in our study exhibited higher freezing in the new context (B), compared to H, which suggests fear memory generalization (Winocur et al., 2009; Yang et al., 2011; Sampath et al., 2014). Novelty anxiety impact on this result was discarded by showing that before receiving footshocks, MS animals did not freeze more than the other groups in an unfamiliar environment. A previous study from our group has shown that a strong aversive experience subsequently impairs spatial memory in MS rats (Diehl et al., 2012), which suggests that stressful events may impair MS hippocampal function, causing the animals to have lower ability to discriminate contextual cues, a feature that requires the hippocampus (Fanselow and Dong, 2010), and setting them to exhibit a PTSD-like phenotype (Finsterwald et al., 2015). The absence of behavioral differences comparing MS rats to the other groups before the stressful event (footshock), followed by fear generalization after being exposed to a stressor is in accordance with the second-hit hypothesis (Daskalakis et al., 2013; Finsterwald et al., 2015).

Since H and MS rats showed resistance to mdz interfering effect on memory reconsolidation, we further investigated the molecular pathways involved with this process in the BLA and dHc. Both these brain regions are involved with the processing of contextual aversive memories, as pointed earlier (Phillips and LeDoux, 1992), but operate in an unequal manner (Cammarota et al., 2008). ERK 1/2 signaling has been differently implicated in the molecular mechanism of memory destabilization and reconsolidation in the dHc and BLA (Tronson and Taylor, 2007; Besnard et al., 2013, 2014). Here, we reported that 15 min after reactivation, ERK 1/2 activation was altered in the dHc, but not in the BLA, possibly because in the latter, increased pERK 1/2 levels have been reported only 30 min after reactivation (Besnard et al., 2014). Results presented here refer to cytosolic protein levels. Upon activation, pERK 1/2 translocates to the nucleus, where it phosphorylates downstream transcription factors (Treisman, 1996), which has been shown to be essential for LTP in the dentate gyrus (Davis et al., 2000). Hence, it is reasonable to hypothesize that at the time point analyzed here, in NH animals, activated ERK 1/2 could have already migrated to the nucleus, causing the observed lower levels in the cyt fraction, while in MS rats, this process was still beginning since differences in absolute and relative pERK 1/2 levels were found in these animals. To further elucidate this hypothesis, it would be interesting to analyze the activation of its nuclear substrates, such as the cAMP response element-binding protein (CREB) or Elk-1.

Zif268, an inducible transcription factor which expression is also regulated by ERK 1/2 signaling (Davis et al., 2000; Tronson and Taylor, 2007), is necessary for reconsolidation (Bozon et al., 2003; Lee et al., 2004; Besnard et al., 2013), and has been repeatedly found increased in the hippocampus (Hall et al., 2001; Besnard et al., 2014) and amygdala (Hall et al., 2001; Maddox et al., 2011; Espejo et al., 2016), during contextual memory reconsolidation. We reported here a significant increase in Zif268, 60 min after the reactivation session in the BLA of all animals, independently of the neonatal treatment. In contrast, in the dHc, only NH rats showed a significant increase in Zif268 levels, but not H or MS animals.

Increases in GluN2A, GluN2B and its phosphorylated form were also observed in the BLA synap fraction, 60 min after reactivation; whether these changes result from increased synthesis or increased trafficking of receptor subunits to the synapse or both remains unanswered; it does not seem to result from decreased endocytosis, since no changes in the ratio of pGluN2B to total GluN2B were found. Interestingly, an increase in GABAAR α1–6 subunits was also found in the BLA after memory reactivation, which to our knowledge, had not been reported previously. Structural and functional changes in postsynaptic terminals of MS rats BLA have been reported, including dendrite hypertrophy and increased spine density (Koe et al., 2016), as well as increased firing rate in the BLA in vivo, when a GABAAR inverse agonist was administered (Stevenson et al., 2008), so we analyzed synaptophysin levels in the BLA. In the present study, no significant differences were found concerning synaptophysin in the BLA, which is in accordance with a previous study in MS rats of similar age (Andersen and Teicher, 2004); this suggests that there are no marked changes in presynaptic terminals in the BLA of NH, H and MS adult rats. Still, naïve H animals had higher levels of GluN2A compared to NH in the BLA, which appeared to level with controls after consolidation. Receptor composition reorganization is part of the consolidation plasticity process (Kopp et al., 2007), thus it is possible that consolidation in H occurred differently at the BLA, thus subsequently affecting reconsolidation. This hypothesis deserves further investigation, as it may lead to the elucidation of another aspect of resilience induced by early handling.

In the dHc synapt, no changes in NMDAR or GABAAR subunits were found. NMDARs in the dHc are crucial for aversive memory reconsolidation; intra-dHc administration of an NMDA antagonist prevented the reconsolidation-induced update of an aversive memory (Crestani et al., 2015; Haubrich et al., 2015) and NMDA subunit composition determined destabilization and restabilization processes (Milton et al., 2013). However, changes in NMDAR activity unrelated to subunit immunocontent cannot be ruled out by our findings.

Memory reactivation by exposure to contextual cues brings the trace back to a labile state which has been attributed to protein degradation via UPS (Lee et al., 2008; Jarome et al., 2011, 2016; Sol Fustiñana et al., 2014). Retrieval-induced UPS activation depends on NMDAR-mediated calcium influx and subsequent activation of CaMKII, in the amygdala (Jarome et al., 2011, 2016). A significant increase in the levels of polyubiquitinated k48-linked proteins was found 60 min after retrieval, in the BLA of all groups studied here. Ubiquitin polymeric chains linked through lysine residue 48 are involved with targeting proteins for degradation by the UPS (Mattiroli and Sixma, 2014) and the amount of k48-polyubiquitinated proteins detected in the amygdala have been shown to be correlated with proteasome activity in the amygdala (Jarome et al., 2011). This suggests that memory destabilization occurred in the BLA of all groups. The involvement of protein degradation in memory destabilization has been less studied in the hippocampus; while, like in the BLA, it has been suggested as the mechanism underlying memory destabilization (Lee et al., 2008), inhibition of the UPS in hippocampal areas produced the same effects as protein synthesis inhibitors in spatial memory (Artinian et al., 2008), raising some questions regarding the role and time of hippocampal protein degradation in memory reconsolidation (Jarome and Helmstetter, 2014). Here, we could not detect any significant changes in k48-linked polyubiquitin levels in the dHc, which could also be due to the sensitivity of the methodology used.

So, why did H and MS animals fail to change their behavioral responses to the aversive context after receiving the GABAergic drug mdz, following memory retrieval? The simplest explanation is that the GABAergic system is altered in these animals so that the drug does not achieve the same effect as in NH rats. In accordance, stressful experiences in rats can change GABAergic transmission in the BLA afferents and internal circuits (Caldji et al., 2000; Rodríguez-Manzanares et al., 2005; Stevenson et al., 2008) and may decrease the effect of mdz on memory reconsolidation (Ortiz et al., 2015). In adult H males, increased binding of a non-BZD GABAAR agonist was reported in amygdala nuclei, compared to NH and MS (Caldji et al., 2000). In the dentate gyrus of adult animals that were exposed to a single MS event, decreased neuronal GABAAR-mediated inhibitory currents were found, as well as changes in α subunits transcription (Hsu et al., 2003). Our findings suggest no differences in the total GABAAR density at the synapses of NH, H and MS rats; furthermore, if altered GABAergic transmission was the main explanation, at least H rats would be expected to respond to mdz treatment, since evidences point to an increase in overall GABAergic function in their amygdala. The possibility of a floor effect is not excluded, since H rats exhibited low freezing in all sessions, equivalent to NH freezing after memory impairment by mdz. Hence, it would be interesting to test reconsolidation impairment in these animals in response to a different drug.

However, more relevant to answer this question is that our results suggest that the BLA of H and MS rats underwent a process very similar to what is currently believed to occur during reconsolidation, in terms of Zif268 upregulation, GluN2B subunit and actin increased density at the synaptic membrane and increased protein polyubiquitination, but not their dHc, which showed relevant differences compared to NH animals, particularly regarding the delay in ERK 1/2 activation and the absence of Zif268 induction.

Most studies on reconsolidation boundary conditions have identified impairments in the retrieval-reconsolidation process at the BLA (Wang et al., 2009; Ortiz et al., 2015; Espejo et al., 2016, 2017). In fact, downregulation of GluN2B (Wang et al., 2009) or increased GluN2A/GluN2B ratio (Holehonnur et al., 2016) in the BLA has been proposed to be the mechanism that prevents strong memories from becoming labile and undergoing reconsolidation. Here, no differences were found regarding the ratio of the two subunits. Also, Zif268 increased expression has been shown to be dependent on NMDARs activity (Malkani and Rosen, 2001; Mokin and Keifer, 2005) and H and MS animals had an increase in the levels of this transcription factor. It is plausible to think that despite the proposed differences in basal and stress-induced excitability of the amygdala resulting from different early experiences (Stevenson et al., 2008; Koe et al., 2016), the BLA of NH, H and MS appears to similarly engage in reconsolidation after retrieval of a contextual fear memory. Hence, our results point to the hippocampus or to its interaction with the amygdala as the possible origin of their differences in memory reconsolidation. In fact, in another study in which rats were subjected to a strong and prolonged stress as adults, differences in the hippocampal response were also found in memory reconsolidation resistance (Hoffman et al., 2015).

The dHc is responsible for detecting novelty in the context where memory is retrieved (Rossato et al., 2007) and a mismatch between the expectation the animal has when it is exposed to the context and reality is a condition that has been shown to be necessary to trigger reconsolidation (Pedreira et al., 2004; Agustina López et al., 2016). Futhermore, hippocampal plasticity mechanisms have been implicated in memory update after retrieval (de Oliveira Alvares et al., 2013; Crestani et al., 2015; Haubrich et al., 2015) and blocking protein synthesis in the dHc after memory retrieval impaired subsequent freezing to multiple contextual cues, while the same procedure in the BLA only impaired freezing to an auditory cue (Yang et al., 2011). The BLA-dHc circuit presents a dual-dynamic interaction (Richter-Levin and Akirav, 2000) and orchestrated processing by the two structures in memory reconsolidation has been reported (Wang et al., 2009; Besnard et al., 2014), including enhanced theta synchronization in this circuit during retrieval (Seidenbecher et al., 2003; Narayanan et al., 2007). If impaired or delayed dHc plasticity was the mechanism responsible for the failure in memory update in H and MS rats, it could be the result of differential BLA modulation of dHc in H and MS rats or partial failure in enhancing theta synchronization between the two structures during reactivation. The apparent timeshift in dHc ERK 1/2 activation in H and MS rats supports this hypothesis. The hippocampus has been suggested as a central structure in PTSD (Maren et al., 2013; Abdallah et al., 2017) and aberrant context processing could, in fact, be a mechanism underlying PTSD (Liberzon and Abelson, 2016), possibly more important than amygdala hyperactivation (Diamond and Zoladz, 2015).

In summary, our results suggest that neonatal interventions in rodents are interesting models to study the mechanisms underlying resistance to reconsolidation; they also contribute to the study of dHc-BLA interaction during memory reconsolidation and to the idea that a fine synchrony between brain structures must occur for memory to be labilized; finally, understanding how early experiences, particularly MS, modulate fear memory reconsolidation in rodents may provide interesting insights on the neurobiological mechanisms of PTSD as well as new therapeutical approaches.
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Compensatory vascular mechanisms can restore cerebral blood flow (CBF) but fail to protect against chronic cerebral hypoperfusion (CCH)-mediated neuronal damage and cognitive impairment. Prostaglandin E1 (PGE1) is known as a vasodilator to protect against ischemic injury in animal models, but its protective role in CCH remains unclear. To determine the effect of PGE1 on cerebral hemodynamics and cognitive functions in CCH, bilateral common carotid artery occlusion (BCCAO) was used to mimic CCH in rats, which were subsequently intravenously injected with PGE1 daily for 2 weeks. Magnetic resonance imaging, immunofluorescence staining and Morris water maze (MWM) were used to evaluate CBF, angiogenesis, and cognitive functions, respectively. We found that PGE1 treatment significantly restored CBF by enhancing vertebral artery dilation. In addition, PGE1 treatment increased the number of microvascular endothelial cells and neuronal cells in the hippocampus, and decreased the numbers of astrocyte and apoptotic cells. In the MWM test, we further showed that the escape latency of CCH rats was significantly reduced after PGE1 treatment. Our results suggest that PGE1 ameliorates cognitive dysfunction in CCH rats by enhancing CBF recovery, sustaining angiogenesis, and reducing astrocyte activation and neuronal loss.

Keywords: cerebral blood flow, chronic cerebral hypoperfusion, cognitive functions, neuronal damage, prostaglandin E1


INTRODUCTION

Chronic cerebral hypoperfusion (CCH) is a common consequence of various cerebral vascular disorders and hemodynamic changes, which commonly occurs in the elderly and diseases such as vascular dementia (VD) and Alzheimer’s disease (AD) (Shu et al., 2013; Zhao and Gong, 2015). CCH was known to cause aggravation of progressive cognitive deficits (Choi et al., 2015). It has been reported that CCH is linked to risk factors of VD and AD through chronic disruption of cerebral blood flow (CBF) resulting in neurological deficit and behavioral impairment (de la Torre, 2004; Oh et al., 2015). However, current therapeutic strategy in CCH research is mainly limited to neuroprotection (Anastacio et al., 2014; Gupta et al., 2015; Oh et al., 2015), whereas the use of other potentially important approach, such as revascularization during carotid occlusion, is still lacking (Maddula et al., 2017). Emerging evidence has shown that collateral circulation-enhancing strategies play critical role in restoring blood flow within ischemic regions. Because cerebral collateral circulation could provide the subsidiary network of vascular channels that stabilize CBF when principal conduits fail, adequate collateral circulation may contribute to the maintenance of tissue viability in the absence of re-canalization (Bang et al., 2015). Therefore, we hypothesize that a combinatorial therapy of restoring CBF and neuroprotection should be more desirable for CCH treatment.

The permanent rat model of bilateral common carotid artery occlusion (BCCAO) is the most commonly used model of CCH (Ji et al., 2010; Zhao and Gong, 2015). Our previous studies have shown that CBF decreases acutely after BCCAO and subsequently returns to the pre-occlusion level after 4 weeks of BCCAO. However, the restoration of CBF cannot ameliorate neurodegeneration and memory impairment (Jing et al., 2015). This may be related to the lack of timely neuroprotection after BCCAO. Currently, however, there is only a few effective interventions for CCH, including Dl-3-n-butylphthalide, human urinary kallidinogenase and statins (Xiong et al., 2017). Therefore, it is in urgent need to identify effective therapies to simultaneously accelerate CBF recovery and protect neurons in order to improve cognitive functions in patients with CCH.

Prostaglandin E1 (PGE1) is an E series prostaglandin which is a prostacyclin analog (Hafez et al., 2007). Previous studies of the pharmacological activities of PGE1 mainly focused on its effect on vasodilation. These studies showed that PGE1 can increase peripheral blood flow in heart, kidney, liver, and eyes in patients with peripheral vascular disease (Shin et al., 2012; Zhao et al., 2013; Yucel et al., 2015; Steigerwalt et al., 2016; Li et al., 2018). Emerging evidence has also shown that PGE1 activates angiogenesis and fibrinolysis, inhibits platelet aggregation, fibrinogenesis, inflammatory cell activity and proliferation (Schror and Hohlfeld, 2004; Huang et al., 2008; Gao et al., 2010). Recent studies further suggested that PGE1 can reduce infarct size and promote neurogenesis in acute ischemic stroke animal models (Sheng et al., 2011; Ling et al., 2016). However, the effect of PGE1 on hemodynamics and cognitive functions in chronic cerebral hypoperfusion or global cerebral ischemia remains unclear. This study comprehensively evaluated the efficacy of PGE1 in restoring CBF and ameliorating cognitive impairment in a rat model of chronic cerebral hypoperfusion.



MATERIALS AND METHODS

Animals and Drug Administration

Adult male Sprague-Dawley rats (aged 3 months and weighing 300–380 g at the beginning of the study) were obtained from the Animal Experiment Center of Southern Medical University (Guangzhou, China). All animal procedures were performed in accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health. The protocol was approved by the ethics committees at Jinan University. PGE1 was purchased from the Ted Pharmaceutical Co., Ltd., Beijing, China. PGE1 was dissolved in 0.9% saline (PGE1: 0.9% saline, 1:1) for intravenous injection. A total of 70 rats were randomly divided into seven groups as follows: two groups (the vehicle and PGE1-treated groups) were measured for CBF and vertebral artery (VA) diameters, and five groups [sham, Veh-2wk (vehicle-treated, observed at 2 weeks after BCCAO), PGE1-2wk (PGE1-treated, observed at 2 weeks after BCCAO), Veh-4wk (vehicle-treated, observed at 4 weeks after BCCAO), and PGE1-4wk (PGE1-treated, observed at 4 weeks after BCCAO) groups] were assigned for detection of behavior and pathology. PGE1-treated rats received daily tail-vein injection of PGE1 solution (6 μg/kg/day) and 9% saline for 14 days (from days 1 to 14 after BCCAO) (Hasegawa and Ichioka, 2015). Pathological changes in the rats were observed at 2 weeks (PGE1-2wk) and 4 weeks (PGE1-4wk) after BCCAO. The vehicle group received daily tail-vein injection of 9% saline at the same dose used for the PGE1- treated group for 14 days after BCCAO. Rats in the sham group underwent the same surgical procedures without BCCAO and received daily tail-vein injection of 9% saline at the same dose used for the PGE1- treated group for 14 days after BCCAO.

Bilateral Common Carotid Artery Occlusion (BCCAO)

Bilateral common carotid artery occlusion (BCCAO) surgery was performed as described in our previous study (Jing et al., 2015; Xiong et al., 2017). CCH was induced by the modified permanent BCCAO method. Briefly, rats were initially occluded at the right common carotid artery (RCCA), and at 1 week after the initial occlusion, the rats were occluded at the left common carotid artery (LCCA). During the procedure, the rats were anesthetized with 3% pentobarbital sodium (0.1 ml/100 g) and the operating room was maintained at a temperature of 28.0 ± 2.0°C. Sham-operated rats were subjected to the same surgery without the occlusion of common carotid artery.

Magnetic Resonance Imaging (MRI)

Magnetic resonance imaging (MRI) experiments were conducted with a Discovery 750 3.0T scanner with an 8-channel wrist coil (GE Healthcare, Milwaukee, WI, United States). The PGE1-treated and vehicle groups were scanned with MRI at six time points: pre-occlusion, 0-h-post-BCCAO, and 1, 2, 3, and 4 weeks after BCCAO. Following anesthesia with3% pentobarbital sodium (0.1 ml/100 g), animals were placed in a supine position prior to scanning. Detailed imaging parameters for the 3D ASL series are described in our previous study (Jing et al., 2015; Xiong et al., 2017).

3D Arterial Spin Labeling Technique (3D ASL)

Cerebral blood flow in different brain regions of rats was measured by the 3D Arterial Spin Labeling (ASL) technique. The detailed processes and parameters have been described in our previous study (Jing et al., 2015; Xiong et al., 2017).

Morris Water Maze Task

Learning and spatial memory deficiencies caused by cerebral chronic hypoperfusion in the rats in each group were evaluated with the Morris water maze (MWM) test at 2 and 4 weeks after BCCAO, using a previously described method (Jing et al., 2015). For the experiment of navigation trials, all rats were subjected to 1 min of swimming adaptation training at 1 day before the trial, and the rats with poor swimming ability were eliminated. Next, the trial was conducted for 5 days at the same time each day. The rats were placed in a water-filled tank with four quadrants and one platform to swim for 60 s in each quadrant, with a 5-min interval between trial in each quadrant. The time required for a rat to find the platform and stay on the platform for more than 5 s was recorded by a video camera linked to an animal behavioral recording system (Ethovision XT; Noldus Information Technology Co., The Hague, Netherlands), and the time was called as escape latency. If a rat could not find the platform within 60 s, the latency would be recorded as 60 s, and the experimenter would guide it to the platform, let it stay on the platform for 10 s, and then put it back in the cage for 5 min before proceeding to the next test. The mean escape latency of four training sessions in a day was recorded as the daily learning score of an individual rat. For the experiment of probe trials, on the 6th day, the platform was removed, and the rats were placed in water at the 4th quadrant, which was the farthest from the original platform location. The swimming route and number of times that the rats crossed the platform in 60 s were recorded by the animal behavioral recording system.

Tissue Preparation

At 2 and 4 weeks after BCCAO, rats (n = 5 in each group) were anesthetized as described above and transcardially perfused with physiologic saline followed by 4% paraformaldehyde in 0.1 mol/L phosphate-buffered saline (PBS, pH 7.4). The brain was dissected immediately and fixed in 4% paraformaldehyde 12 h at 4°C. Coronal blocks from the optic chiasm to the posterior level of hypothalamus, which includes the hippocampus and parietal cortex (PC), were prepared and then processed for dehydration with an increasing alcohol gradient and three xylene exposures in an Automated Tissue Processor (LYNX II, Hatfield, PA, United States). The blocks were embedded with paraffin in an embedding machine (HistoStar; Thermo Scientific, Kalamazoo, MI, United States). Coronal sections were cut at of 10-mm thickness with a paraffin microtome (RM2235; Leica, Wetzelar, Germany).

Immunofluorescent Labeling

Immunofluorescence analysis was performed as previously described (Jing et al., 2015; Xiong et al., 2017). Briefly, sections were processed for immunofluorescent labeling with CD34 antibody (for endothelial cells of microvessels), glial fibrillary acidic protein (GFAP) antibody (for astrocytes), NeuN antibody (for neurons) and cleaved caspase-3 (C-caspase 3) antibody (for apoptotic cells). The sections were immersed in blocking solution (5% normal goat serum or donkey serum in PBS) at 20°C for 2 h, then incubated 12 h at 4°C with CD34 antibody (rabbit, 1:100; Abcam, United States), GFAP antibody (rabbit, 1:1000; Abcam, United States),and NeuN antibody (mouse, 1:100; Abcam, United States) and cleaved caspase-3 antibody (rabbit, 1:100; Abcam, United States). After three times of washing with 0.01 M PBS, the sections were incubated with secondary antibody (Alexa Fluor 488-conjugated goat anti-rabbit IgG, 1:400; Jackson Immunoresearch, West Grove, PA, United States). CY3- conjugated goat anti-rabbit or goat anti-mouse IgG, 1:300; Servicebio,China) for 2 h at 20°C. After three times of washing in PBS, the sections were covered with anti-quenching fluorescence mounting medium.

Detection of Cerebral Blood Flow (CBF)

3D-ASL images with a scanner software (Functool 3D ASL, v4.5, GE Medical Systems, Milwaukee, WI, United States) were used to calculate CBF. Regions of approximately 2 mm × 2 mm from the parietal cortex, basal ganglion and hippocampal regions were selected for CBF measurement. A total of 48 regions from these regions in each group were analyzed at each time point.

Measurement of Vertebral Arteries (VAs)

Vertebral arteries were captured by 3D TOF angiography. The diameter of the left and right VAs were measured at the middle of the cervical region. A total of 16 diameter values in each group were analyzed at each time point.

Analysis of Numbers of CD34-, GFAP-, NeuN-, and C-Caspase-3- Positive Cells

For pathological detection, eight rats in each group were used. In each group, a total of 32 sections at 100 μm intervals for each time point were selected for immunofluorescent labeling. Digital images were captured under 400× magnification from the CA1 and CA3 subfields of the hippocampus and PC. A total of 32 photos were taken from both side of the CA1 region, CA3 region, or PC region in each group at one time point separately. The numbers of CD34-, GFAP-, NeuN-, and C-caspase-3- positive cells in each image were counted with ImagePro Plus version 6.0 software (Media Cybernetics Co., United States). Measurements were performed by two individuals blind to the study parameters.

Analysis of Spatial Memory Function

Spatial memory function was analyzed from the escape latency and frequency of rats crossing the original platform. Data were transferred from the animal behavioral recording system to the SPSS version 24 software (SPSS IBM, New York, NY, United States) for analysis. At least 32 numerical values in each group at different time points were analyzed.

Statistical Analysis

All data were tested for normal distribution using the One-sample Kolmogorov–Smirnov test with SPSS version 24 (SPSS IBM). Normally distributed data were presented as mean ± standard deviation (SD). For the data that were not normally distributed, they were expressed as median ± interquartile range. The repeated measures of analysis of variance (ANOVA) of the general linear model and the LSD post hoc test were conducted in SPSS to compare different measured times of CBF. An uncorrected p-value of <0.05 was used to ensure the maximum time of CBF restoration and the significance of the findings. Similarly, the diameter of VAs was analyzed by repeated measurement with Bonferroni post hoc test to compare different measure time. Multivariate ANOVA was used to compare CBF and diameter of VAs between the vehicle and PGE1 groups at the six time points. Second, the data of escape latency from the MWM test were transferred to SPSS and analyzed by repeated measurement and multivariate ANOVA with Tukey post hoc test (if equal variances were assumed) or Tamhane’s T2 test (if equal variances were not assumed). Finally, data on the numbers of CD34-, GFAP-, NeuN-, caspase-3- positive cells, as well as data on the frequency in the platform quadrant from the MWM test, were analyzed by one-way ANOVA with Tukey post hoc test (if equal variances were assumed) or Tamhane’s T2 test (if equal variances were not assumed). The charts were drawn by GraphPad Prism 6.0 software (GraphPad Software, La Jolla, CA, United States). Statistical significance was set at p < 0.05.



RESULTS

PGE1 Promoted CBF Recovery in the Parietal Cortex, Hippocampus, and Striatum After BCCAO

We measured CBF with 3D Arterial Spin Labeling Technique in the parietal cortex (PC), hippocampus and striatum of rats in the vehicle and PGE1-treated groups at the time of pre-occlusion, beginning of BCCAO, and 1–4 weeks after BCCAO. Color signals from green to red represent an increasing gradient of CBF level (Figure 1A). Consistent with our previous observation (Jing et al., 2015; Xiong et al., 2017), red signal appeared in the brain areas including the cortex, hippocampus and striatum in both groups at the pre-occlusion time (Figure 1A). After BCCAO, CBF in the vehicle-treated rats decreased, as judged by the shifting of signal to the green end of the spectrum. The low CBF persisted until 3 weeks post-occlusion when red signals reappeared in the cortex, hippocampus and striatum, and then reached pre-occlusion levels at 4 weeks after BCCAO (Figure 1A). In contrast to the vehicle control, the PGE1-treated animals recovered at a faster rate (Figure 1A). Quantitative analysis indicated that in the right cortex, CBF in vehicle-treated rats was dramatically reduced to 45.64% ± 10.27 upon BCCAO (p < 0.01, 95% CI: pre-occlusion, 83.28–116.72%; post-BCCAO, 37.53–53.75%), and then moderately returned to the normal level at 4 weeks post-BCCAO (p > 0.05, 95% CI: 85.63–110.69%, Figure 1B). In the PGE1-treated group, however, CBF at 1 week after BCCAO was significantly higher than that in vehicle group (p < 0.01, 95% CI: PGE1-treated group, 65.73–82.13%; vehicle-treated group, 45.69–62.09%). In addition, the level of CBF returned to the normal level after 2 weeks of BCCAO (p > 0.05, 95% CI: 73.79–91.20%, Figure 1B). The pattern of changes in CBF and the effect of PGE1 on the left cortex were similar to those of the right cortex (Figure 1B).
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FIGURE 1. PGE1 treatment accelerates CBF recovery in BCCAO rat model. (A) MRI 3D ASL analysis was used to monitor changes in CBF in the cortex, hippocampus (rows 1, 2), and striatum (rows 3, 4) of the vehicle- (rows 1, 3) and PGE1-treated (rows 2, 4) rat brains at the indicated time points following BCCAO. Images at the right column indicate the corresponding brain regions. The red dots in the right image represent the range and location of the measurement. The red color in the heat map represents increased CBF level, whereas green indicates lower CBF level. CBF quantitative analysis results in the parietal cortex (B), hippocampus (C), and striatum (D) in the vehicle- and PGE1-treated groups at the indicated time points after BCCAO. Data are presented as mean ± SD; n = 8; ∗∗p < 0.01, ∗p < 0.05. PC, parietal cortex; Hip, hippocampus; ST, striatum; Pre, pre-occlusion; BCCAO, bilateral common carotid artery occlusion; CBF, cerebral blood flow; L, left; R, right.



With respect to the hippocampus, CBF in the left side also markedly decreased to 53.77% ± 10.86 during the period of BCCAO in the vehicle group (p < 0.01, 95% CI: pre-occlusion, 85.07–114.93%; post-BCCAO, 46.20–61.33%), and then gradually recovered to 95.45% ± 21.27 at 4 weeks after BCCAO (p > 0.05, 95% CI: 81.19–109.72%). Treatment with PGE1 particularly enhanced CBF in both sides of the hippocampus at 1 week post-BCCAO (p < 0.01, 95% CI: PGE1-treated group, left side, 68.73–88.36%; p < 0.05, 95% CI: PGE1-treated group, right side, 64.35–82.22%, respectively, Figure 1C). Remarkably, PGE1 treatment caused CBF recovery to the normal level in both side of the hippocampus at 3 weeks after BCCAO. In the left side of the striatum, PGE-1 treatment also enhanced CBF at 1 week post-BCCAO (p > 0.05, 95% CI: 74.45–89.09%, Figure 1D). These results show that PGE1 promoted the recovery of CBF after BCCAO.

PGE1 Ameliorated Learning and Memory Impairments After BCCAO

To investigate whether the observed enhancement of CBF recovery by PGE1 could improve cognitive functions in CCH, we examined the learning and memory functions by analyzing escape latency and frequency in the platform quadrant using MWM test. As shown in Figure 2A, the escape latency of the vehicle-treated rats from days 1 to 5 of MWM test was significantly longer than that of the sham group at 2 and 4 weeks after BCCAO (all p < 0.05, e.g., 95% CI at day 1: Sham group, 30.23–41.79 s; Veh-2wk group, 45.24–58.15 s; Veh-4wk group, 42.58–54.75 s), validating the establishment of learning and memory deficits in our BCCAO model. Remarkably, PGE1-treated animals at 2 weeks after BCCAO showed dramatically reduced escape latency from days 1 to 5 of MWM test, compared to the vehicle-treated group (all p < 0.05, e.g., 95% CI at day 1: Veh-2wk group, 45.24–58.15 s; PGE1-2wk group, 32.46–44.01 s). At 4 weeks after BCCAO, the escape latency of PGE1-treated rats was significantly reduced at day 2 and day 3 of MWM test, compared to that of the vehicle-treated group (p < 0.05, e.g., 95% CI at day 2: Veh-4wk group, 40.58–55.36 s; PGE1-4wk group, 25.37–40.16 s, Figure 2A). With respect to the frequency of time in the platform quadrant, PGE1-treated group also showed an increased frequency compared with that of the vehicle group, although the differences were not statistically significant (Figure 2B). However, the mean velocity and total distance at day 6 showed the differences between these groups. As shown in Figure 2C, the mean velocity of the sham group was higher than that of the Veh-2wk, Veh-4wk, and PGE1-4wk groups (all p < 0.05, 95% CI: Sham group, 29.31–36.57 cm/s; Veh-2wk group, 20.44–28.44 cm/s; Veh-4wk group, 13.91–24.33 cm/s; PGE1-4wk, 19.34–21.91 cm/s), except the PGE1-2wk group (p > 0.05, 95% CI: PGE1-2wk group, 25.60–35.60 cm/s). In contrast, the mean velocity of the PGE1-2wk group was higher than that of the PGE1-4wk (p < 0.05), which indicated that PGE1 treatment was effective in alleviating the learning and memory impairment caused by CCH. Result of the total distance measurement showed similar trend to that of mean velocity (Figure 2D). We also performed analysis of the swimming path at day 6 of MWM test. As shown in Figure 2E, rats in the Veh-2wk and Veh-4wk groups showed a more monotonous paths, whereas PGE1-treated rats swam in a more versatile paths which were similar to those of the sham group (Figure 2E). These results show that PGE1 mitigated the learning and memory deficits caused by BCCAO.


[image: image]

FIGURE 2. PGE1 alleviates cognitive impairment as measured by Morris water maze (MWM) test. (A) Escape latency changes in the different groups from days 1 to 5 of MWM test. Data are presented as mean ± SD; n = 10, 8, 10, 9, 9, respectively. (∗∗p < 0.01, ∗p < 0.05, sham group vs. Veh-2wk or Veh-4wk groups; ##p < 0.01, #p < 0.05, PGE1-2wk group vs. Veh-2wk group; $p < 0.05, PGE1-4wk group vs. Veh-4wk group). (B) Changes between different groups in the frequency of time in the platform quadrant in 1 min. Data are presented as median ± interquartile range; n = 10, 8, 10, 9, 9, respectively. (C) Quantitative analysis of the mean velocity in 1 min at day 6 of MWM test between the different groups. Data are presented as mean ± SD; n = 10, 8, 10, 9, 9, respectively. (D) Quantitative analysis of the total distance in 1 min between the different groups. Data are presented as mean ± SD; n = 10, 8, 10, 9, 9, respectively. (E) Swimming path of rats in different groups at day 6 of MWM test. The small empty circle represents the platform in one quadrant of the swimming pool (the large circle). Rats of the Veh-2wk and Veh-4wk groups were mainly swimming along the side wall, whereas the rats of the sham, PGE1-2wk and PGE1-4wk groups were searching for the platform purposefully.



PGE1 Stimulated Dilation of Bilateral Vertebral Arteries After BCCAO

Because PGE1 is a well-known potent vasodilator (Hasegawa and Ichioka, 2015; Lee, 2017). To investigate whether the enhancement of CBF and cognitive functions by PGE1 was attributed to vascular alteration, we examined the effect of PGE1 on vertebral arteries (VAs). As shown in Figure 3A, the VAs in both pre-occlusion groups were undetectable owing to their narrow size. However, VA diameter in the vehicle group gradually increased after BCCAO, which is consistent with our previous finding (Jing et al., 2015). Treatment with PGE-1 significantly enhanced VA diameter, compared to treatment with vehicle after 2 weeks of BCCAO (Figure 3A). Quantitative analysis results are shown in Figure 3B. The diameter of left VAs in the vehicle-treated rats increased from 0.51 mm ± 0.03 at the beginning of BCCAO to 0.93 mm ± 0.04 at 4 weeks after BCCAO (p < 0.01, 95% CI: post-BCCAO: 0.48–0.54 mm, 4 weeks after BCCAO: 0.89–0.96 mm). In PGE1-treated group, the diameter of left VAs was significantly larger than that in the vehicle group at 2 weeks (p < 0.01, 0.85 mm ± 0.08 vs. 0.62 mm ± 0.08, 95% CI: 0.78–0.92 mm, 0.55–0.69 mm, respectively), 3 weeks (p < 0.01, 0.96 mm ± 0.09 vs. 0.78 mm ± 0.07, 95% CI: 0.88–1.04 mm, 0.72–0.84 mm, respectively) and 4 weeks (p < 0.05, 1.04 mm ± 0.10 vs. 0.93 mm ± 0.04 95% CI: 0.95–1.12 mm, 0.89–0.96 mm, respectively) post-BCCAO (Figure 3B). The effect of PGE1 on the right VAs was similar to that on the left side (Figure 3B). These results suggest that PGE1 promoted vasodilation and growth of VAs in the BCCAO rats.
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FIGURE 3. PGE1 treatment promotes vasodilation in the vertebral arteries. (A) MRI 3D-TOF angiography was used to capture the morphological changes and diameter of the vertebral arteries (VAs) in the vehicle- and PGE1-treated groups following BCCAO. Common carotid arteries (CCAs) and VAs were indicated by white arrowheads. (B) Quantitative analysis showing changes in left (L) and right (R) VA diameter from 1 to 4 weeks in the vehicle- and PGE1-treated groups. Data are presented as mean ± SD; n = 8. ∗∗p < 0.01, ∗p < 0.05.



PGE1 Sustained Angiogenesis in the Cortex and Hippocampus After BCCAO

To further explore the accelerating effect of PGE1 on CBF recovery, we investigated whether PGE1 promoted angiogenesis after BCCAO. We employed immunofluorescence staining of CD34, an endothelial progenitor cell marker (Siemerink et al., 2012; Fan et al., 2018), to detect changes in angiogenesis in the PC and the CA1 and CA3 regions of the hippocampus at 2 and 4 weeks after BCCAO (Figure 4A). In these three regions, BCCAO-induced hypoperfusion was associated with a significant decrease in the number of CD34-positive cells at week 2 after BCCAO (all p < 0.01, e.g., 95% CI at LPC: Sham group, 26.48–30.02; Veh-2wk group, 16.09–19.41). The number of CD34-positive cells returned to the normal level at week 4 after BCCAO (all p > 0.05, e.g., 95% CI at LPC: Sham group, 26.48–30.02; Veh-4wk group, 24.95–28.05, Figure 4B). Strikingly, PGE1 treatment alleviated the decrease of CD34-positive cells at 2 weeks after BCCAO (all p > 0.05, e.g., 95% CI at LPC: Sham group, 26.48–30.02; PGE1-2wk group, 24.58–28.67). At 4 weeks, the numbers of CD34-positive cells in the PGE1-treated group were even higher than those in the vehicle-treated group, although there was no statistically significant difference. These findings showed that PGE1 may reduce the loss of endothelial progenitor cells and sustain angiogenesis after BCCAO.


[image: image]

FIGURE 4. Changes in angiogenesis of immunolabeled microvessels in response to vehicle and PGE1 treatment. (A) Immunofluorescent staining of CD34-positive cells in the microvessels of the left parietal cortex (LPC), right parietal cortex (RPC), left CA1 area (LCA1), right CA1 area (RCA1), left CA3 area (LCA3), and right CA3 area (RCA3) in the sham, vehicle group at 2 weeks after BCCAO (Veh-2wk), vehicle group at 4 weeks after BCCAO (Veh-4wk), PGE1-treated group at 2 weeks after BCCAO (PGE1-2wk) and PGE1-treated group at 4 weeks after BCCAO (PGE1-4wk). Microphotographs in column 1 (a1–a6) show the sections stained with fluorescent double-staining of CD34 (red) and DAPI (blue). The white squares in the microphotographs show the selected position. Microphotographs in column 2 to 6 (b1–f6) show parts of the magnified view of specific areas. CD34 positive cells were indicated by white arrowheads. Scale bar: a1–a6, 1,000 μm; b1–f6, 20 μm. (B) Quantification of CD34-positive cell density in the indicated brain regions at different time points after BCCAO. Data are presented as median ± interquartile range; n = 8; ∗∗p < 0.01. CD34, cluster of differentiation 34.



PGE1 Suppressed Astrocyte Activation in the Hippocampus After BCCAO

In our previous study (Jing et al., 2015), we found that the number of activated astrocytes increases owing to prolongation of the CCH process, resulting in progressive cognitive impairment. We reasoned that PGE1 ameliorated learning and memory impairments, as shown in Figure 2, by reducing astrocyte activation. To test this hypothesis, we investigated the effect of PGE1 on astrocyte activation by GFAP immunostaining in the hippocampus. Temporal changes in GFAP immunofluorescent labeling in each group are shown in Figure 5A. Quantitative analysis results showed that in the vehicle group at 2 weeks after BCCAO, the densities of GFAP-positive cells in LCA1 and RCA1 increased compared with those in the sham group (all p < 0.01, e.g., 95% CI at LCA1: Sham group, 13.09–16.41; Veh-2wk group, 25.55–30.45, Figure 5B). The cell densities were further increased at 4 weeks after BCCAO (all p < 0.01, 95% CI at Veh-4wk groups: LCA1, 37.02–47.23; RCA1, 39.06–44.19). PGE1 treatment reduced the increased GFAP-positive cells at 2 and 4 weeks following BCCAO (all p < 0.01; Veh-2wk vs. PGE1-2wk, e.g., 95% CI at LCA1: 25.55–30.45, 12.38–19.12, respectively; Veh-4wk vs. PGE1-4wk, e.g., 95% CI at LCA1: 37.02–47.23, 22.68–26.57, respectively). In the CA3 area, the number of GFAP-positive cells and temporal pattern of change in both sides were similar to those in the CA1 region (Figure 5B). These findings suggested that PGE1 could suppress astrocyte activation.
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FIGURE 5. Changes in astrocyte activation in response to vehicle and PGE1 treatment. (A) Astrocyte was stained by immunofluorescent labeling with GFAP antibody (red) and DAPI (blue) in LCA1, RCA1, LCA3, and RCA3 in the sham, Veh-2wk, Veh-4wk, PGE1-2wk, and PGE1-4wk groups. GFAP positive cells were indicated by white arrowheads. Scale bar: a1–a4: 1,000 μm; b1–f4: 20 μm. (B) Changes in astrocyte density, as measured by the number of GFAP-positive cells/HP in these regions at different times following BCCAO. Data are presented as mean ± SD; n = 8; ∗∗p < 0.01, ∗p < 0.05. GFAP, glial fibrillary acidic protein.



PGE1 Reduced Neuronal Loss and Apoptosis in the Hippocampus After BCCAO

We further determined the number of neurons in the hippocampal CA1 and CA3 regions by NeuN immunostaining. Figure 6A showed the overview pictures of hippocampus with NeuN staining. The number of neurons in sham group was higher than other groups and PGE1-treated groups were higher than the vehicle-treated groups. As shown in Figure 6B, BCCAO resulted in significant reduction in the number of NeuN-positive cells in all analyzed hippocampal regions in the vehicle-treated rats at 2 and 4 weeks after BCCAO. PGE1 treatment significantly reduced the loss of NeuN-positive cells at 2 and 4 weeks after BCCAO (all p < 0.05; Veh-2wk vs. PGE1-2wk, e.g., 95% CI at LCA1: 40.01–43.74, 43.72–46.78, respectively; Veh-4wk vs. PGE1-4wk, e.g., 95% CI at LCA1: 35.66–38.09, 42.08–45.17, respectively). In addition, this PGE1-mediated effect was also observed in both sides of the hippocampus (Figure 6C). To verify that the loss of neurons was due to apoptosis, we used cleaved-Caspase-3 immunostaining to label apoptotic cells in the CA1 and CA3 regions (Figure 7A). Quantitative analysis indicated that the number of caspase-3- positive cells markedly increased in all analyzed hippocampal regions at 2 weeks after BCCAO (all p < 0.05, Sham vs. Veh-2wk/PGE1-2wk, e.g., 95% CI at LCA1: 2.97–5.78, 13.65–16.85, 6.43–9.32, respectively). The number of caspase-3- positive cells further increased at 4 weeks after BCCAO (all p < 0.05, Sham vs. Veh-4wk/PGE1-4wk, e.g., 95% CI at LCA1: 2.97–5.78, 22.97–29.03, 12.68–15.57, respectively, Figure 7B). However, PGE1 treatment significantly alleviated the increase in the number of caspase-3 positive cells in all hippocampal regions at 2 and 4 weeks after BCCAO (all p < 0.01, Veh-2wk vs. PGE1-2wk, Veh-4wk vs. PGE1-4wk, e.g., 95% CI at LCA1 were shown above, Figure 7B). These results suggest that PGE1 reduces neuronal loss and apoptosis in the hippocampus after BCCAO.
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FIGURE 6. PGE1 treatment mitigates neuronal loss after BCCAO. (A) Representative overview pictures of hippocampus of NeuN staining. Scale bar: 500 μm. (B) Neuronal cell density was determined by immunostaining with NeuN antibody (red). The nuclei were stained with DAPI (blue). Representative images of NeuN positive cells in the LCA1, RCA1, LCA3, and RCA3 areas in the sham, Veh-2wk, Veh-4wk, PGE1-2wk, and PGE1-4wk groups. NeuN positive cells were indicated by white arrowheads. Scale bar: a1–a4: 1,000 μm; b1–f4: 20 μm. (C) Changes in neuron density in these areas at different times following BCCAO. Data are presented as mean ± SD; n = 8; ∗∗p < 0.01, ∗p < 0.05. NeuN, neuron-specific nuclear-binding protein.
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FIGURE 7. PGE1 treatment reduces apoptosis induced by BCCAO. (A) Apoptotic cells were stained by immunofluorescent labeling using cleaved caspase-3 antibody (red). The nuclei were stained with DAPI (blue). Representative images of cleaved caspase-3 positive cells in the LCA1, RCA1, LCA3, and RCA3 areas in the sham, Veh-2wk, Veh-4wk, PGE1-2wk, and PGE1-4wk groups. Cleaved caspase-3 positive cells were indicated by white arrowheads. Scale bar: a1–a4: 1,000 μm; b1–f4: 20 μm. (B) Changes in the number of caspase-3 positive cells in the LCA1, RCA1, LCA3, and RCA3 regions at different time points after BCCAO. Data are presented as mean ± SD; n = 8; ∗∗p < 0.01, ∗p < 0.05. Caspase-3, cysteinyl aspartate specific proteinase 3.





DISCUSSION

In the present study, we discovered that PGE1 treatment significantly alleviates cognitive impairment in cerebral hypoperfusion in BCCAO model rats. We found that this novel therapeutic effect of PGE1 is apparently associated with its accelerating effect of CBF restoration. We further revealed that PGE1-mediated CBF enhancement is associated with dilation of VAs and sustaining angiogenesis. Furthermore, we showed that PGE1 reduces neuronal loss and apoptosis, as well as astroglial activation, probably through PGE1-mediated CBF enhancement. According to our knowledge, this is the first report relating PGE1-mediated CBF enhancement to amelioration of cognition deficits in CCH. This study provided a preclinical evidence suggesting that PGE1 has promising potential to be developed as an effective therapeutic drug to treat CCH.

To comprehensively assess hemodynamics in CCH model rats, we used 3D ASL, 3D TOF and immunofluorescence staining to measure CBF, diameter of VAs, and CD34-positive cells, respectively. 3D ASL is commonly used to measure CBF because it facilitates non-invasive and repeatable examinations without the use of contrast agents (Nery et al., 2018; Hu et al., 2019). Using this method, we found that PGE1 promotes CBF recovery in the parietal cortex, hippocampus and striatum after BCCAO. Our result is consistent with the finding by Hosoi’s group, which suggests that PGE1 can be used as a cerebral vasodilator (Yamanaka et al., 2014). In addition, it has been shown that PGE1 therapy for patients with hypertensive intracerebral hemorrhage after stroke is capable of enhancing regional CBF of perihematomal tissue (Cao et al., 2011). However, it has been reported that PGE1 does not influence cerebrocortical blood flow, as measured by Laser-Doppler flowmeter, in acute middle cerebral artery occlusion ischemic animal models (Han et al., 2008; Sheng et al., 2011). This discrepancy may be due to the different ischemic models and experimental settings used in these studies. It is important to elucidate the underlying mechanism of PGE1 for vasodilation in future studies.

By 3D TOF analysis, we found that PGE1 acts on VAs and improves blood flow in the brain of animal CCH model. However, we cannot rule out the possibility that PGE1 also acts on other cerebral vessels for its effect on improving CBF and cognitive functions. It has been proposed that PGE1 may improve symptoms in patients with lumbar spinal canal stenosis by promoting blood flow in the cauda equina and nerve roots through its vasodilating and anti-platelet aggregating effects (Yoshihara, 2016). In addition, Miyabe et al. (2001) showed that cerebral microvessel diameter in rabbits is increased by intravenous administration of PGE1. As our previous finding has shown that the VAs have the ability to increase their diameter as an adaptive response to BCCAO (Jing et al., 2015). The effect of PGE1 on enhancing CBF observed in the present study may be contributed, at least in part, to its vasodilating action on the VAs.

In addition, we further revealed that PGE1 sustains angiogenesis, thereby promoting CBF restoration in CCH. Consistent with our finding, it has been reported that PGE1 promotes angiogenesis in ischemic limb in patients with diabetes by potentiating the impaired angiogenic properties of bFGF (Huang et al., 2008). PGE1 can also up-regulate the expression of VEGF in ischemic stroke model rats and vascular cognitive impairment in rats, which may be mediated by lipo-PGE1 via the VEGF/VEGFR pathway (Ling et al., 2016, Liu et al., 2017). Considering that PGE1 has multiple pharmacological effects (Tonseth et al., 2017), further investigation is required to clarify the correlation between the effect of PGE1 on angiogenesis and CBF in CCH.

Evidence from animal experiments and clinical trials has suggested that the early and marked CBF restoration in ischemic brain plays a critical role in tissue repair and functional recovery after ischemic injury (Li et al., 2007; El Amki and Wegener, 2017). Accumulating evidence has shown that adaptive responses in the brain following CCH include angiogenesis and dilation of collateral vessels for CBF restoration (Jing et al., 2015; Nishijima et al., 2016; Xiong et al., 2017). In this study, we found that astrocyte activation, neuronal loss and apoptosis may also contribute to cognitive impairment in CCH rats. As PGE1 could accelerate CBF restoration, it may alleviate these effects in CCH rats.

Astrocytes play critical roles in coupling neuronal activity to CBF, and modulating excitatory synaptic transmission (Maragakis and Rothstein, 2006). Following injury in the central nervous system, astrocytes become reactivated and change their morphology. This phenomenon is known as astrogliosis, which is characterized by rapid synthesis of GFAP (Eng et al., 2000; Yang and Wang, 2015). In this study, we showed that the number of GFAP-positive cells in the hippocampus of CCH rats is significantly increased, whereas PGE1 can alleviate astrocyte activation. After the interruption of PGE1 administration, the number of GFAP-positive cells in the PGE1-treated group increased dramatically. These results strongly suggest that PGE1 inhibits astroglial activation. Currently, the underlying mechanism remains unknown. Since it has been reported that PGE1 might improve ipsilateral reperfusion and decrease the number of reactive astrocytes and lesion volume in neonatal stroke model rats (Bonnin et al., 2018), we speculate that PGE1-mediated CBF enhancement may contribute to the reduction in astrocyte activation, which in turn may reduce inflammatory responses and alleviate cognitive impairment. In addition, it has been reported that endoplasmic reticulum stress plays critical roles in determining the degree of astroglial activation after brain ischemia (Yoshikawa et al., 2015). Future research is required to elucidate the regulation of PGE1-mediated reduction in astroglial activation in CCH.

Neuron damage is typical in brain ischemia. Our results also showed that rat CCH causes reduction in neuronal numbers, and PGE1 alleviates neuronal loss. We further found that the numbers of Caspase-3- positive cells in the PGE-treated groups were lower than those in the vehicle groups, indicating that PGE1 treatment contributes to the reduction in apoptosis in CCH. Considering our finding that PGE1 accelerates CBF restoration and relieves hypoperfusion, we reason that PGE1-mediated CBF enhancement may contribute to the reduction in neuronal loss and apoptosis. PGE1-mediated reduction in neuronal loss and apoptosis may consequently ameliorate learning and memory deficits in CCH. Future research is required to elucidate the mechanism of the ameliorative effects of PGE1 on neuronal loss and apoptosis.
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Aging is associated with a decline in a wide range of cognitive functions and working memory (WM) deterioration is considered a main factor contributing to this. Therefore, any attempt to counteract WM decline seems to have a potential benefit for older adults. However, determination of whether such methods like WM trainings are effective is a subject of a serious debate in the literature. Despite a substantial number of training studies and several meta-analyses, there is no agreement on the matter of their effectiveness. The other important and still not fully explored issue is the impact of the preexisting level of intellectual functioning on the training’s outcome. In our study we investigated the impact of WM training on variety of cognitive tasks performance among older adults and the impact of the initial WM capacity (WMC) on the training efficiency. 85 healthy older adults (55–81 years of age; 55 female, 30 males) received 5 weeks of training on adaptive dual N-back task (experimental group) or memory quiz (active controls). Cognitive performance was assessed before and after intervention with measures of WM, memory updating, inhibition, attention shifting, short-term memory (STM) and reasoning. We found post-intervention group independent improvements across all cognitive tests except for inhibition and STM. With multi-level analysis individual learning curves were modeled, which enabled examining of the intra-individual change in training and inter-individual differences in intra-individual changes. We observed a systematic and positive, but relatively small, learning trend with time. Moderator analyses with demographic characteristics as moderators showed no additional effects on learning curves. Only initial WMC level was a significant moderator of training effectiveness. Older adults with initially lower WMC improved less and reached lower levels of performance, compared to the group with higher WMC. Overall, our findings are in accordance with the research suggesting that post-training gains are within reach of older adults. Our data provide evidence supporting the presence of transfer after N-back training in older adults. More importantly, our findings suggest that it is more important to take into account an initial WMC level, rather than demographic characteristics when evaluating WM training in older adults.
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INTRODUCTION

Advances in medicine and public health, in combination with rising standards of living, have lengthened the human lifespan. Increases in life expectancy, along with decreasing fertility rates, have led to the growth of a number of older adults in most populations. These days, a typical 60-year-old has many more years to live than a person of the same age 100 years ago (Office for National Statistics, 2017). This is unquestionably a positive change. However, there are also challenges associated with it. The most common effect concerns cognitive proficiency that is known to naturally decline with increasing age (Park and Payer, 2006; Salthouse, 2009; Harada et al., 2013). At the same time, new experiences and knowledge provide a potential for learning. This contrast between decline and learning is reflected in heterogeneous changes in cognitive performance that occur with age: while some of its aspects decline substantially, others may stay preserved. As previous empirical studies have indicated, age-related cognitive decline concerns especially fluid capacities (Salthouse, 2006; Hertzog et al., 2008; Lindenberger, 2014). Impairments are observable in measures of processing speed (Salthouse, 2009; Wahl et al., 2010), cognitive inhibition (e.g., Lustig et al., 2007; Rey-Mermet and Gade, 2018), processes of shifting (between tasks or mental sets) (meta-analysis: Wasylyshyn et al., 2011) and working memory (WM) (Kramer et al., 1999; Park et al., 2002; Klencklen et al., 2017). According to a definition by Miyake et al. (2000), above-mentioned functions constitute executive functions (EF) and are crucial for cognitively demanding day-to-day activities such as planning, reasoning, problem-solving, reading comprehension, and more general aspects of fluid intelligence (Cowan, 2010; Thompson et al., 2013). Therefore, all attempts to counteract the decline in EF are potentially beneficial for older adults and especially, cognitive training programs. WM seems to be a reasonable target for a cognitive training, given that it is perceived as a central component of general cognition and is inherently engaged in all higher-level cognitive activities. WM is referred to a moment-to-moment cognitive processing and temporary information storage (Logie et al., 2015). Studies have shown that the capacity of WM could be an indicator of performance in several other cognitive tasks: from simple attentional tasks (Kane et al., 2001; Bleckley et al., 2003; Fukuda and Vogel, 2009) to tasks requiring more compound capabilities, such as reading comprehension (Daneman and Carpenter, 1980), reasoning and problem solving (Kyllonen and Christal, 1990; Fry and Hale, 1996; Barrouillet and Lecas, 1999; Engle et al., 1999), as well as executive functioning in everyday life (Kane et al., 2007; Nagel and Lindenberger, 2015). Accordingly, one could expect that training-based increases in WM efficiency will be reflected as improvements in several other functions.

However, the effectiveness of WM training has been an ambiguous and passionately debated issue lately, especially the aspect of post-training growth in untrained abilities. A number of meta-analyses and reviews have addressed this matter (for meta-analysis see: Melby-Lervåg and Hulme, 2013; Karbach and Verhaeghen, 2014; Au et al., 2015; Schwaighofer et al., 2015; Melby-Lervåg et al., 2016; Soveri et al., 2017; for reviews see: Lövdén et al., 2010; Shipstead et al., 2010, 2012; Melby-Lervåg and Hulme, 2013; Shinaver et al., 2014; Au et al., 2016; Dougherty et al., 2016; Weicker et al., 2016). Initial enthusiasm about WM training effectiveness on fluid intelligence evoked by the results from Jaeggi et al. (2008); (see also: Lövdén et al., 2010), waned. In 2013 other researchers argued that “…there was no convincing evidence of the generalization of WM training to other skills” (Melby-Lervåg and Hulme, 2013, p. 270). Shinaver et al. (2014) responded with the meta-analysis showing highly significant effects of WM training on advancing verbal WM and visuospatial WM and thus confirming the existence of the near transfer. In 2015 another team (Au et al., 2015) reaffirmed those findings by showing a significant increase in fluid intelligence as a result of WM training. This conclusion was in line with results presented by others (Karbach and Verhaeghen, 2014; Schwaighofer et al., 2015). In 2016 Melby-Lervåg and Hulme, previously skeptical, presented a meta-analysis with positive post-training effects (Melby-Lervåg et al., 2016). Following training, there were reliable improvements in performance on verbal and non-verbal working-memory measures identical or similar to the trained tasks. However, in terms of the far transfer, there was no convincing evidence of improvements, especially when working-memory training was compared to an active-control condition. Also, Weicker et al. (2016) found small transfer effects to cognitive control and attention, but no transfer to long-term memory or reading comprehension. McCabe et al. (2016) went further and concluded their review with the idea that WM trainings, in the form that they are currently implemented, shall not be effective. However, the latest reports and meta-analysis are more hopeful. Soveri et al. (2017) observed medium-sized transfer effects to untrained N-back tasks and rather small effects for other WM tasks. However, overall pre-post training gains are medium sized and significantly higher than in control groups (Piryaei and Ashkzari, 2017).

Working memory training studies examined the role of age in explaining the benefits of training mostly by comparing young and older adults (see Borella and De Ribaupierre, 2014; for a review). Likewise, these results are ambiguous. Part of the studies reported larger enhancements in younger than in older adults (e.g., Dahlin et al., 2008; Schmiedek et al., 2010; Dorbath et al., 2011; Brehmer et al., 2012; Heinzel et al., 2014; Zinke et al., 2014). Other suggested that training gains are comparable (Li et al., 2008; Richmond et al., 2011; Bürki et al., 2014; von Bastian and Oberauer, 2014; Zajac-Lamparska and Trempała, 2016). As showed by Borella et al. (2017), if near or far transfer effects existed, the studies found either no differences between the two age groups, or larger effects in young adults than in older adults. Regarding the long-term effects, only two reviewed articles noted similar training improvements for both young as well as older participants, and only one found near and far transfer effects. However, larger long-term training-specific gains for young adults, and comparable long-term near transfer effects were also documented (Li et al., 2008). Among the studies focusing only on older adults, the ones that found significant training gains and transfer effects, were especially those involving young-old participants (<74 years old). Studies that included old-old participants (75–87 years old) or those that considered a broad age range reported mixed findings in terms of specific and transfer training gains. Likewise, according to the meta-analysis by Karbach and Verhaeghen (2014), cognitive interventions resulting in positive effects are those referring to near transfer. Far transfer observed in pre-to-post-training gains was significantly higher when improvements were compared to passive control group. Nonetheless, when analyzing group differences only at post-test level, profits were significantly bigger regardless of type of control group.

There have been mixed reports on the matter of the efficacy of WM training in aging, what makes it necessary to identify factors that are involved in modulating training benefits. We can specify the numerous elements that are believed to predict the benefits of memory training (e.g., Verhaeghen and Marcoen, 1996) and may also play a role as modulators of WM training outcomes (Bürki et al., 2014). The most prominent among them seems to be general cognitive ability and baseline cognitive resources. In an aforementioned work, Borella et al. (2017) showed that participants who had a higher initial cognitive performance and/or were younger were more likely to improve after the training. Interestingly, for more passive tasks (i.e., the Forward Digit Span – short term memory task) they observed a compensation effect: older subjects with lower initial vocabulary scores and weaker WM performance benefited more from the WM training. The same pattern was observed in the test similar to the trained task: participants with poorer achievements in a task based on crystallized intelligence – determined with the vocabulary test, benefited more than those with higher vocabulary scores. According to the authors, such pattern of results suggests that knowledge can counterbalance age-related decline (e.g., Baltes, 1987). These findings are considered an evidence for the compensation effect, which states that lower functioning individuals will have greater training benefits than high-functioning individuals, because they have higher learning potential (Olazarán et al., 2004). This was also confirmed in other studies (Ranganath et al., 2011; Zinke et al., 2012, 2014; Bürki et al., 2014). At the same time, the contrary hypothesis: so-called Matthew effect, exists. This phenomenon, popular in educational research (e.g., Bakermans-Kranenburg et al., 2005), refers to the observation that individuals with high initial ability are more likely to improve their skills to an even greater extent.

Taken together, there are solid foundations to believe that baseline cognitive resources could be crucial for WM training gains. It is, however, surprising how little reports have been published on this topic (e.g., Bürki et al., 2014; Foster et al., 2017). In fact, even large individual differences in initial cognitive resources, especially across older adults, are often neglected in the analyses of intervention research (Kliegel and Bürki, 2012). For this reason, this study investigated the influence of initial cognitive resources on WM training’s effectiveness in healthy older adults. We verified the possibility that demographic factors such as age, gender, education level or occupational activity of older adults could modify the training outcome. We compared a computerized, home-based dual N-back training program (experimental group) and an active control training based on a memory quiz (active control group). Including an active comparison group, instead of passive one, allowed for controlling every other element, except for the task used in the training (training content). The quiz task served as an active comparison since no impact of a semantic memory training (that refers to general knowledge of facts, ideas, and concepts) on WM has been found so far (see e.g., Li et al., 2016).



MATERIALS AND METHODS

Participants

A total of 85 volunteers (55 female and 30 male) who matched inclusion criteria, aged 60 years and older (mostly from Warsaw, Poland) were recruited from Internet advertisements, Universities of the Third Age and social events for elderlies. Exclusion criteria were: history of brain trauma, use of medication known to affect cognition, progressive neurological diseases or severe hear or eyesight deficits. Participants were additionally screened for cognitive impairments [people with scores below 27 on the Mini-Mental State Examination (Folstein et al., 1975) were excluded from participation in the study]. 83 participants attended pre- and post-training tests. All seniors completed 25 training sessions although, as a result of technical problems, data from one participant was not recorded at all, same as information from 2 training sessions from another participant. For two seniors OSPAN task results from first measurement were improperly saved, therefore were excluded from analyses. Applicants were randomly divided into two training groups.

Procedure

This study was carried out in accordance with the recommendations of the SWPS University of Social Sciences and Humanities Ethics Committee with written informed consent from all participants. All participants gave written informed consent in accordance with the Declaration of Helsinki. The research consisted of three steps (sessions): (1) Pre-training measurement of cognitive functions, (2) Training sessions, and (3) Post-training evaluation of cognitive performance (within a week following the last training) (Figure 1). Experimenters were present in all pre- and post-training meetings that took place in the laboratories of the SWPS University in Warsaw.
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FIGURE 1. Study design with examples of a training tasks.



Working memory training was based on adaptive version of the dual N-back task. Active control group trained on semantic memory with the authorial Quiz Task. None of the training tasks were administered during evaluation. However, N-back tasks were discussed in detail with each participant, to ascertain that task objectives are comprehensible. Both training groups attended exactly 25 on-line training sessions spanning over 5 weeks. There were no restrictions concerning where or when practice should take place but the volunteers were obligated to accomplish the minimum of five training sessions per week and no more than one session per day. Subjects also needed to attend all of the sessions to be compensated and included in the analysis. The total compensation for each participant completing the experiment was 150 PLN (∼$40). Although participants were asked to not engage in other forms of “brain training” during the study period, we were unable to control for such potential contamination.

Training Programs

Training Task 1 – Dual N-Back Task

An adaptive dual N-back task is a complex WM training program that simultaneously recruits auditory and visual attention, maintenance, and updating processes introduced by Jaeggi et al. (2008) One dual N-back session consisted of 15 rounds of 20 + N trials. Prior to the start of the actual task the participants were briefly instructed on the task at level N = 2. The visual stimuli were green squares presented in one of nine locations in a 3 × 3 matrix. Alphabet letters served as auditory stimuli. Each trial consisted of a 500-ms item presentation followed by a 2500-ms interval, during which the participants were supposed to respond. Volunteers were instructed to answer with a keyboard whenever the current stimuli matched the target stimuli presented N trials back. The current stimuli could match the target visual (response with left hand) or auditory stimulus (response with right hand) or both (response with both hands simultaneously). The N-back level was fixed at N = 2 for the first block, after which the N level for the current block was determined by the correctness of answers in the previous block. If accuracy fell below 85%, difficulty would not increase. Participants were informed of the N-back level before the start of each block. Reaction times (RTs) and accuracy (ACC) measures were obtained for each trial.

Training Task 2 – Memory Quiz

The active control group task comprised of 135 questions, which engage semantic memory. The questions were based on the material collected from the Internet. The training regime consisted of 25 sessions with 15 random questions each. The trainee was to answer the questions presented one after another. There was no time limit to read the question but after selecting the “answer” button the participant had to choose one of the four given possibilities within 40 s. The feedback about correctness was provided. Each session included 5 questions presented in the previous test and 10 new.

Outcome Measures

Baseline and post-training neuropsychological assessment involved cognitive tests estimating WM, attention switching, processing speed and fluid intelligence. Measures were chosen on the basis of their use in previous investigations of WM training, their ability to reliably measure the cognitive domains of interest, and their sensitivity to age-related differences in cognitive performance. Each measure is described in detail below.

Operation SPAN Task

We used computerized version of original OSPAN Task (Turner and Engle, 1989). During each trial of this complex span task participants had to validate the results of simple equations and memorize a set of letters (F, H, J, K, L, N, P, Q, R, S, T, Y) at the same time. There were three practice sections: (1) Letter span: a group of letters appeared on the screen one by one, for 1000 ms each (in all experimental conditions). Participants were required to recall and choose the letters from the presented matrix, in the same order as they were presented. There was no time limit for this part. (2) Mathematical equation: Participants were instructed to calculate the results of the operations displayed on the screen (e.g., 3∗5 – 1 = ?) as quickly as possible and decide whether the presented on the next screen answer is correct (e.g., 16 – True/False?). During this section the program estimated individual time for participants required to solve the calculations. This time (plus 2.5 SD) was then used as the maximum time allowed for the mathematical portion in the main part of the task. (3) Mixed practice: Participants performed both subtasks, just as they would do in the real block of the attempts. Because of the dual-task character, complex span tasks put severe demands on EFs: apart from the updating of the WM content, subjects have to shift between the two subtasks and inhibit currently irrelevant information (Conway et al., 2002). A main task was identical to mixed practice section. This task is highly correlated with other measures of WM and fluid intelligence (Unsworth et al., 2005). Furthermore, it requires immediate attention, manipulation of information within immediate memory span and information updating. Therefore, OSPAN’s results may be reckoned as a complex measure of a cognitive reserve based on the WM capacity.

Syllogisms Task

Participants solved a computerized version of the linear-order reasoning paradigm – Syllogisms Task. This task consisted of set of premises that constituted logical chain of relations, and five questions about those relations. Three pairs of relations were studied in separate trials, each premise contained a pair of letters and information about a relationship between them e.g., “A > B,” “B > C,” and “C > D.” An integrated mental model representation (Johnson-Laird, 1983) of such a set of pairs would always be in the linear order “A > B > C > D.” There were two phases of the task – learning and testing. In the learning phase of the reasoning condition participants had to integrate presented information from three premises, where the first two were not related until the third premise appeared (A > B was followed by C > D and in the end by B > C). Immediately after presentation of the three pairs, we tested participants on all possible pairs within the order, i.e., AB, BC, CD (adjacent pairs, exactly the same as those that had been seen in the learning phase), AC, BD (two-step relations, not seen before and requiring integration of information), and AD (end point relation, not seen before and requiring integration of information), by prompting participants with statements in either a correct (e.g., “A > D”) or false format (e.g., “D > A”) and asking them for a speeded verification. We used capital letters as stimuli in all tasks instead of whole sentences in order to avoid linguistic connotations, and the symbol “>” was additionally presented to indicate the relation between elements. The arrangement of the letters was randomized in order to minimize possible interference induced by implied alphabetical ordering of letters. In the testing phase participants had to decide whether the questions about relations between letters were true (right button) or false (left button). In the easy condition premises were displayed one after the other (the subsequent premises had common element: e.g., B > V; V > M; M > A) in the difficult condition order of premises presentation was mixed (e.g., B > V; M > A; V > M). Questions about adjacent pairs probed memory and questions about two-step relations and end-point relations asked about information integration ability. The accuracy and response time (RT) for each question in both conditions were measured.

Memory SPAN Task

A digit-span task was used as a measure of WM storage capacity. During each trial of this task participants were presented with a series of letters, which elongated with each attempt. The stimuli were presented in the center of the screen for 1,500 ms, followed by a 500-ms interval. At the end of each trial, the participants were asked to recall between 3 and 6 last elements (maximum length of the series were 9). The participant’s span is the longest number of sequential digits that can accurately be remembered. Accuracy of recollection for each span was calculated.

Sternberg’s Task

Participants performed a computerized version of Sternberg’s paradigm (Sternberg, 1966). Each trial consisted of 2 to 5 white digits presented on a black screen in a sequence (1200 ms each). After maintenance period (2500 ms after the last digit) a yellow digit (target) appeared and participants had to indicate whether displayed sequence contained this digit or not (by pressing the adequate button). Task sessions were divided into equally distributed positive (“in” – probe present in the memory sequence) and negative (“out” – probe not present in the memory sequence) attempts. There were 120 experimental trials in total, preceded by 15 trials of the training. Accuracy of answers was measured.

Attention Switching Task

We reused procedure proposed by Dobrowolski et al. (2015), created on the basis of the tasks used by Colzato et al. (2013), with target stimuli adapted from Huizinga et al. (2006). Participants reacted as fast as possible to two kinds of requirements of the task. They had to decide if the figure is a square or a rectangle (condition 1 – global) or if the figure consists of squares or rectangles (condition 2 – local), depending on the presented cue. Global figures were comprised of smaller, local figures. Two training blocks were administered (each of 50 trials) with constant instruction across all trials. Answer was given by pressing “left button” for squares and “right button” for rectangles. Experimental block consisted of 160 trials in which participants switched between global and local. The measure of switch cost, based on differences in reaction times for conditions, was calculated.

Go/No-Go Task

The go/no-go is a cognitive task aimed at determining the ability of an individual to inhibit a response deemed inappropriate. Participants had to respond with a keyboard as fast as possible to the target stimulus (letter “X”) presented in the center of the screen, and to suppress the reaction for any other letter. The task consisted of two conditions based on ratio of go/no-go trials: easy- where ratio was 70/30, difficult – with ratio equal 50/50 (when half of the target letters came after target letter and the half came after any other letter). The trials were displayed on a white screen and composed of a 250 ms fixation point (white +), the stimulus presentation (a letter) for 1250 ms and a fixed inter-stimulus interval of 2000 ms. We considered the go/no-go task as a measure of cognitive inhibition efficiency.

Statistical Analyses

All analyses were conducted using IBM SPSS Statistical Package for the Social Sciences (SPSS) version 24 and using Matlab custom scripts. For tasks that controlled the reaction time (Sternberg’s, Switching, Go/no go, OSPAN tasks) outlying trials (exceeding cut-off of 2.5 standard deviations, individually calculated for each participant) were removed. A significance level of p < 0.05 was adopted for all conducted tests and post hoc comparisons. All post hoc between-groups comparisons were Bonferroni corrected. Repeated measures multivariate analysis of variance (RM-MANOVA) was used to test for differences in training groups (N-back training, Quiz training) over time (pre-, post-training) across the dependent variables (outcome measures).

In order to find a more refined method to observe learning process, i.e., the unique effects of performance in the 1st training session and cumulative change in training improvements over time, we decided to conduct multilevel modeling (MLM). MLM provides the best parameter estimates while accommodating the hierarchical structure of the data: repeated measurements (level 1) nested within participants (level 2) (Bolger and Laurenceau, 2013). The MLM analysis dataset consisted of 42 (participants) × 25 (sessions) = 1,050 observations. Both fixed (the regression intercept and slope for the average person) and random effects (between-subject variability around the average) were examined. In Model 1, the change in N-back task scores over time was modeled represented by the number of a training session as a predictor (time). To test predicting and moderating effects of demographics (age, sex, education level, occupational activity) as well as the influence of a baseline OSPAN score (between-person predictors – level 2) on within-subject variation (level 1) in N-back training additional models (2 to 6) were calculated. To avoid multicollinearity, all predictors were tested separately. Initial OSPAN score was categorized and two groups were created: (1) group with higher than mean scores (high initial OSPAN), (2) group with average and lower than average scores (low initial OSPAN). Age was grand-mean centered and dummy-codes were created for categorical demographic variables. In all models, a quadratic effect for the slope (besides linear one) was tested and subsequently removed because its fixed effects and variance components were not significant. The time variable was centered at 1st day of the training. The restricted maximum likelihood (REML) was used as the estimator. Goodness of fit for the models was based on –2 Restricted log likelihood ratio (-2LL) and the Akaike Information Criterion (AIC). The first-order autoregressive [AR(1)] covariance structure was used for the models, given the common proximal autocorrelation in the daily data (Kwok et al., 2008).



RESULTS

Participants Characteristics

There were no group differences in the demographic data, but we found variance between groups in the baseline measure of general cognitive functioning – OSPAN task. Table 1 presents participants’ characteristics.

TABLE 1. Participants characteristics at baseline.
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Training Tasks Results

Training results were analyzed in the N-back group only as the quiz group did not undergo a cognitive training and executed tasks of equal difficulty through the whole length of the study. Training progress in the WM training group was based on maximum N-back level achieved in each of 25 training sessions. All participants started at level N = 2 and could increase this number by good execution (80% of accuracy in the block) of the task or have it set to the N = 1 level because of poor performance in task (below 65% of accuracy in the task). Throughout training, 21.4% of the volunteers never surpassed entering level, other 28.6% reached maximum 3-back, and almost half of the group managed to attempt 4-back (47.6%). Only one participant reached 5-back. The mean maximal N-back level achieved through the whole training was 3.31 (SD = 0.14), and on the last day of training – 2.9 (SD = 0.15). The difference in average N-back level achieved from the first to last day of training was statistically significant, t(40) = 5.89, p < 0.001.

Results of MLM indicated that the initial N-back level was 2.16 on a 1+∞ scale and showed a 0.03 unit increase over 25 days of training (see MODEL 1, Figure 2 and Table 2). In addition, all random effects were significant, pointing to the between-person variability in intercept, slope, and positive correlation between max n-level achieved in the first time of a training and upswing in the task results over time.
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FIGURE 2. N-back training effectiveness. Change in training task scores (N-back) over time (training sessions) estimated for each participant (black lines).



TABLE 2. Multilevel anlaysis of the training data (n-back task).
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Predictors of a Training Effectiveness

The results of MLM for models 2–6 (Table 2) revealed that none of demographic variables was predictive neither of the initial level of max N-back nor of its change over time. Only baseline OSPAN performance turned out to be a significant predictor of the N-back result at the first day of training and moderator of the whole training course. Both groups, with high versus low OSPAN scores, showed an initial N-level of approximately 2.00 units on a 1+∞ scale (low OSPAN = 1.93; high OSPAN = 1.93 + 0.38 = 2.31). After training, the participants with low initial OSPAN scores showed a 0.01 unit increase in N-back level, whereas the participants with the high initial OSPAN scores showed a 0.01 + 0.03 = 0.04 unit increase in N-back training. The initial performance of the OSPAN task clearly affects the trajectory of improvement during the training: people with a higher initial OSPAN score have significantly higher N-level achievement in the 1st session and a steeper learning curve in training (p < 0.001), which is presented in Figure 3.
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FIGURE 3. Change in training task scores (N-back) over time (training sessions) presented for high and low performers in baseline OSPAN task measurement.





OUTCOME MEASURES RESULTS

To determine whether baseline cognitive performance was comparable across training groups, we conducted a MANOVA with all the pretest measures as the dependent variables and the training group as the between-subjects factor. The main effect of the group was not significant, F(8,71) = 1.815, p = 0.88, [image: image] = 0.17. In addition, almost all of the Bonferroni corrected post hoc between-groups comparisons for outcome measures were non-significant. We noted pre-training group discrepancy in one task. The N-back group showed better baseline performance in the OSPAN task than the active control group (Mdiff = 6.79, p = 0.007, [image: image] = 0.09).

Transfer effects were analyzed for each outcome results for both training groups over time (pre-, post-training) with RM-MANOVA using tasks’ performance as dependent variables, and training group and measurement points (pre- versus post-training) as independent variables. Table 3 presents results of this analysis.

TABLE 3. Statistical evaluation of the change in outcome measures.
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Repeated measures multivariate analysis of variance revealed post-training improvement in OSPAN performance (a strong tendency toward statistical significance: p = 0.06). However the initial disproportion between groups (higher results in the N-back group) remained. Although interaction effect per se was not statistically significant, post hoc comparisons revealed that only participants in the N-back group increased their OSPAN scores (p = 0.02) (Figure 4A). We have also observed a statistically significant post-training growth in syllogisms task results (p < 0.001), regardless of the type of intervention (Figure 4B). In the memory SPAN task the baseline assessments were slightly worse (p = 0.08) than after the intervention for all the participants. However, the analysis showed relatively large disproportion in results between groups: participants in the N-back training group achieved higher scores at baseline, as well as after training (Figure 4C). As could be predicted based on the RM-MANOVA results the post-training scores were also better in both groups in Sternberg’s task (a strong tendency toward statistical significance: p = 0.06). Post hoc comparisons revealed that the difference in task accuracy was better after training only in the quiz group (p = 0.06) (Figure 4D). Likewise, performance in attention switching increased with time (Figure 4E): switch cost was smaller after the training, which is reflected in the negative difference in means (p = 0.02). Pre- and post- training performance in the go/no-go task was dependent on the training group affiliation. Although none of the between-subject effects was statistically significant, we found a close to significance interaction (p = 0.09) (Figure 4F). Training groups did not differ in the performance on the first measurement, but after the training the participants exercising with the N-back task improved their results (fewer commission mistakes), while the quiz group recorded worse results after the training.
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FIGURE 4. Pre-to-post training changes in measurements of: (A) working capacity – OSPAN task, (B) reasoning – Syllogisms task, (C) working memory span – running memory SPAN, (D) short-term memory – Sterberg’s task, (E) attention switching – switching task, (F) – cognitive inhibition – go/no-go task.



That means that performance in all outcome measures was improved by the intervention. However, only changes in the cognitive inhibition efficiency and WMC appeared to be positive and more pronounced after WM training.



DISCUSSION

The aim of the study presented here was to investigate the effects of WM training with the dual N-back task in healthy older adults from Poland, developing country with an aging population demography. The first analysis was focused on answering the question of whether there was a progress in the active training task itself. The results showed that most of the elderly participants were able to improve on the N-back task, although we identified a substantial number (21.4%) of them not being able to surpass the entering level of N during the whole training. The specificity of a dual N-back task makes it very challenging, particularly for older adults. Dual N-back simultaneously recruits auditory and visual attention, maintenance, and updating processes. Those are the exact cognitive functions that most commonly decrease with age (Wasylyshyn et al., 2011; Overdorp et al., 2016). At the same time not every senior experience cognitive decline at the same degree (Stern, 2009). There is a possibility that effect observed in physical training of older adults (Godde and Voelcker-Rehage, 2017) is virtual also for cognitive intervention and those, who had started with lower initial level of function trained, finished with a better post-training results. The multilevel analysis revealed a significant learning effect for the whole group that trained with the N-back task, meaning that, in general, our participants improved throughout the training course. As expected, there was an appreciable variability in the N-back task performance from the early beginning of the training to its end. Individuals with higher maximal N achieved at the first session improved faster than the others on consecutive training sessions (the effect with a high tendency to statistical significance). That indicate that the initial gap in performance between the participants increased with time. A similar result was reported by Foster et al. (2017). They exposed the relation between baseline WM agility and performance on the memory span training tasks, which suggests that a person’s ability to gain from WM training depends on this person’s prior level of intellectual skills. We explored this matter more closely via another multilevel analysis accommodating initial cognitive discrepancies and demographic variables as predictors of the improvement gained during the training process. The results showed that the preliminary score in OSPAN task, interpreted as a level of cognitive functioning based on the WM capacity assessment (WMC) was a strong predictor of change in the learning curve during the training. Participants characterized by higher initial WMC performed better in training from the very first day and had stepper learning curve in comparison to seniors with WMC below the average of the sample. Those observations are in line with our predictions and studies reporting Matthew effect in WM training interventions, where participants with initial higher ability benefited more from training on this ability as well as on new skills (e.g., Bissig and Lustig, 2007; Borella et al., 2010; Bürki et al., 2014; López-Higes et al., 2018; Kraemer et al., in press).

However, when compared to results supporting contrary hypothesis of compensation effect in cognitive interventions (Mondini et al., 2016; López-Higes et al., 2018) alternative interpretation of our results might be raised. Effects observed in our study could be explained by the mismatch between capacity for plasticity (“supply”) and “demands” of the environment, in accordance to the Lövdén et al. (2010) hypothesis. In our study the difficulty of the training task is a demand and one’s cognitive abilities are supplies. The discord appears when the demands exceed challenges that the cognitive system usually faces. In those situations individuals might just give up on the task, what could be noticed as a flat learning curve in N-back task. They could also develop task-specific strategies enabling to hurdle task requirements, nonetheless impossible to transfer to performance in post-training measurements. Such strategy should be reflected in worse post-training gains among those subjects. Unfortunately, the size of the sample in our study precludes any reasonable analysis on this matter. Some of the other studies, presenting results contrary to ours, verified post-training gains using the measure, which was one of our exclusion criterion – MMSE score (López-Higes et al., 2018). It is hence impossible for us to arbitrate how WM training improved the results of participants with low MMSE scores, since they were excluded from the study.

It is important to note that WMC was the only significant predictor of the training progress. None of the demographic variables was a significant predictor of the training effectiveness. This result contrasts with other studies showing that educational achievements (proxy of cognitive reserve) modulate training gains, and participants with lower educational level usually achieve better outcomes (Clark et al., 2016). However, this effect could be also explained by subjects’ age. Zinke et al. (2014) examined both initial WMC and age in the context of a WM task performance. They found that both factors – the initial WMC and age – contributed to the amount of a training gain, but age was a weaker predictor than the initial WMC. Thus, age influence on training outcomes probably reflects the sole effect of pre-training cognitive ability rather than a general cognitive decline over the life-span (von Bastian and Oberauer, 2014). It may be that including old-old adults would affect the magnitude of the effect of the age on training gains, because they experience a more noticeable cognitive decline than the young-old (Borella et al., 2007), regrettably our oldest participant was 81 years old. Nevertheless, these observations give foundations for further exploration of an influence of initial variability in cognition on training gains.

Our third analysis concerned the effectiveness of training through its impact on the measures of cognitive functioning. We expected post-training improvement in the tasks involving the same function as the one being trained (Operation SPAN Task, Sternberg’s Task, memory SPAN task) and insignificant training effects for tasks distantly related to WM (attention switching, syllogisms, and go/no-go tasks). According to Barnett and Ceci’s taxonomy (Barnett and Ceci, 2002) near transfer appears when training task and outcome measures are structurally similar. Executing N-back is likely to lead to improvements on similar in design and structure N-back task, as was demonstrated by Lilienthal et al. (2013) and von Bastian and Eschen (2016). With dual N-back task we were aiming to train a processes of WM, and verify if the process was improved afterward. That is the reason why we used the memory SPAN and OSPAN tasks, which are as far as possible from training task in design, however, they are still measures of the same cognitive construct. Therefore, improvement in those tasks should be seen more as indicator of the mid-transfer rather than near transfer. The third indicator of memory abilities – Sternberg task – is a measure of short-term memory (STM) capacity. That is why training influence on its scores is treated as an evidence of the far transfer. Likewise, a syllogistic reasoning task. As we predicted, analyses revealed significant post-training gains in memory SPAN task accuracy and operation SPAN scores only in an N-back group (near transfer). An opposite effect was found for Sternberg task – only the quiz group showed an improvement after training. With respect to the STM, it should be noted that the N-back task requires temporary storage, and training might increase short-term storage capacity in either the verbal or the spatial domain. Apparently, the discrepancy between verbal/spatial (N-back) and visual (Sternberg’s task) stimuli in the tasks obstructed post-training gains or the N-back tasks simply do not promote STM capacity. Such explanation could be supported by the lack of transfer to STM capacity, which was also found in several other studies (e.g., Owen et al., 2010; Lilienthal et al., 2013). To our surprise, the quiz training group showed improvement in this task. Although we did not exclude the possibility of observing positive changes after the semantic memory training, we assumed that they would be rather subtle. However, Kuo et al. (2018) demonstrated that significant post-training improvement in EF (such as attentional control engaged in simultaneous execution of WM task) could be observed after semantic memory training.

Further analysis revealed the lack of training effects on inhibitory control tasks in both training groups. The higher post-training results were found in the active control group, but pre-to-post training changes were insignificant in both groups. While interpreting this results, especially when the screened group consists of older adults, it is important to be aware of the conflict at the perceptual and/or motor level. Aging processes may differently affect motor and perceptual inhibition as well as the interplay between them. It is almost impossible to determine which of those two played a greater role in making the errors in go/no-go task when only behavioral measures were taken into account. Unfortunately, we did not control for our participants’ motor functions. It is also suggested that the increased noise in perceptual processing is a key factor for age-related memory reductions (Schneider and Pichora-Fuller, 2000). The decrease in sensory functioning may demand a greater cognitive effort to uphold sensory functioning, thus leaving less available resources for cognitive operations. It has been shown that older adults under quiet conditions perform at the same level as if younger adults were presented with information in auditory noise (Murphy et al., 2000). The quiz group, that trained with less cognitively demanding, semantic memory task at home (in a noise-uncontrolled environment) could be less challenged to overcome the influence of surrounding distractors. Therefore, it is possible that they developed different, and possibly less effective strategies eliminating signal-to-noise ratio influence on task performance than N-back group which was exposed to a severe attention load. Related to the inhibitory deficit theory are claims that the amount of attentional resources is the limiting factor in aging. Decades ago studies showed that, under divided attention conditions, younger adults lower their performance to similar levels as older adults under single-task conditions (Anderson et al., 1998). To proceed under these circumstances people need to allocate all attentional resources, and if they are not sufficiently available, the encoding and subsequent recall will be affected negatively. Regarding this, it is unsurprising that a positive post-training effect in attention switching task was found only in N-back group.

We would like to put the emphasis on the recent reinterpretation of WM interventions reporting positive effects of WM training relative to control groups. It revealed that observed transfer effects were present due to decreases in control group performance rather than reliable increases in training groups (Redick, 2015). That is why it is important to stress that our study showed lack of post-training reduction in outcome measurements in the quiz group, except for the go/no-go task. It is also worth noticing that the social engagement in general is considered to be the main factor in maintaining good intellectual health. We have to remember that all our participants (regardless of group belongingness) volunteered to the study. Correlational studies have shown that voluntary work protects against cognitive aging (reviews: Anderson et al., 2014; Guiney and Machado, 2018; Proulx et al., 2018), so we cannot exclude the possibility that any new and voluntary engagement might be intellectually beneficial for elderly people. Overall, our findings do fit well with the research suggesting that post-training gains are within reach of older adults. However, it is always advisable to achieve the best possible cognitive agility as early as possible and before aging deficits appear.
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Verbal Working memory (vWM) capacity measures the ability to maintain and manipulate verbal information for a short period of time. The specific neural correlates of this construct are still a matter of debate. The aim of this study was to conduct a coordinate-based meta-analysis of 42 fMRI studies on visual vWM in healthy subjects (n = 795, males = 459, females = 325, unknown = 11; age range: 18–75). The studies were obtained after an exhaustive literature search on PubMed, Scopus, Web of Science, and Brainmap database. We analyzed regional activation differences during fMRI tasks with the anisotropic effect-size version of seed-based d mapping software (ES-SDM). The results were further validated by performing jackknife sensitivity analyses and heterogeneity analyses. We investigated the effect of numerous relevant influencing factors by fitting corresponding linear regression models. We isolated consistent activation in a network containing fronto-parietal areas, right cerebellum, and basal ganglia structures. Regarding lateralization, the results pointed toward a bilateral frontal activation, a left-lateralization of parietal regions and a right-lateralization of the cerebellum, indicating that the left-hemisphere concept of vWM should be reconsidered. We also isolated activation in regions important for response inhibition, emphasizing the role of attentional control in vWM. Moreover, we found a significant influence of mean reaction time, load, and age on activation associated with vWM. Activation in left medial frontal gyrus, left precentral gyrus, and left precentral gyrus turned out to be positively associated with mean reaction time whereas load was associated with activation across the PFC, fusiform gyrus, parietal cortex, and parts of the cerebellum. In the latter case activation was mainly detectable in both hemispheres whereas the influence of age became manifest predominantly in the left hemisphere. This led us to conclude that future vWM studies should take these factors into consideration.

Keywords: verbal working memory, meta-analysis, neuroimaging, fMRI, subcortical areas, fronto-parietal activation, right cerebellum


INTRODUCTION

Working memory (WM) is a cognitive system that holds information available that is needed for complex cognition in the present moment (Baddeley, 2010; Oberauer and Hein, 2012). It has been shown that WM capacity is a strong predictor of a wide range of complex cognitive tasks such as analytic problem solving, language acquisition, and reading comprehension (Daneman and Carpenter, 1980; Engle et al., 1999; Wiley and Jarosz, 2012). There have been several attempts to understand the organization of human WM. The arguably most influential model is the multiple-component model proposed by Baddeley and Hitch (1974). The authors hypothesized the existence of a “central executive” component, which controls the incoming information and passes the information to two subsystems: the “phonological loop” and the “visuospatial sketchpad.” Within the phonological loop, due to the interplay of its two components—the phonological store and the articulatory loop—the verbal material representation can be kept in an active state. Verbal information is processed in perceptual systems before it enters the phonological loop in which it is temporarily stored in the phonological store and maintained through the articulatory loop using subvocal rehearsal of the information. In addition to subvocal rehearsal, the articulatory loop is also thought to be involved whenever verbal information is presented visually: whereas auditory verbal information (e.g., spoken words) can directly enter the phonological store, visually presented verbal information (e.g., written words) must first be recoded into phonological information. In other words, subvocalization is necessary in order to reroute visually derived verbal material into the phonological store (Buchsbaum and D'Esposito, 2008). The visuospatial sketchpad is responsible for integrating visual and spatial information. Later, the “episodic buffer” was added (Baddeley, 2000). It binds the information from the different subsystems into integrated episodes. Alternative models proposed that WM holds any type of information in a state of heightened availability (Oberauer, 2010; Cowan et al., 2012) whereas others models have emphasized on the role of attentional control in WM (e.g., Kane and Engle, 2003; Unsworth and Engle, 2007). These different theoretical conceptualizations of WM are not necessarily mutually exclusive (Cowan et al., 2012), with common features including a variety of processes such as encoding, maintaining and retrieving information of various domains (e.g., letters, geometric forms, or words), and some attentional control mechanism that supports dealing with interference from irrelevant or distracting information. Thus, the neural correlates of WM may vary depending on the processes, the type of information, and the modality of stimulation (auditory or visual). Given the variety across studies with regard to WM domain and the lack of process differentiation in most studies, the present meta-analysis focused exclusively on visually presented verbal working memory (vWM) across all processes involved in WM.


Visual Verbal Working Memory

Several fMRI studies over the past years have specifically investigated the brain areas involved in vWM (Honey et al., 2000; Veltman et al., 2003; Chen and Desmond, 2005; Narayanan et al., 2005; Wolf et al., 2006). They basically corroborated the general notion that a variety of brain networks are activated during vWM mainly including areas in the prefrontal cortex (PFC) and the parietal cortex as well as cerebellar and basal ganglia regions (Paulesu et al., 1993; Petrides et al., 1993; Desmond et al., 1997; Crosson et al., 1999; Lewis et al., 2004; Chang et al., 2007; Buchsbaum et al., 2011; Thürling et al., 2012; Moore et al., 2013; Chai et al., 2018). Previous meta-analyses have indicated that the left PFC might be predominantly involved in vWM processes whereas the right PFC seems to be more strongly involved in spatial WM, leading to a lateralization of this region due to different input (Wager and Smith, 2003; Owen et al., 2005). However, there is no general consensus on the functional organization of the PFC (Eriksson et al., 2015). Functional neuroimaging studies suggested that the articulatory loop is associated with the left inferior frontal cortex—where Broca's area is located –, left supplementary motor area (SMA), left premotor cortex (BA6), and left insula. The phonological store has been shown to be associated with the left BA 40, corresponding to the left supramarginal gyrus located in the left inferior parietal lobule. Thus, these regions are essential for any kind of vWM task (Paulesu et al., 1993; Smith and Jonides, 1998; Henson et al., 2000; Buchsbaum and D'Esposito, 2008). Moreover, parietal activation has been interpreted as a buffer for modality-specific information. Whereas, the relevance of prefrontal and parietal regions for vWM has long been recognized, the cerebellum came into focus only some years ago. Originally regarded mainly as a structure involved in motor control and coordination, its involvement in higher-order cognitive processes, such as vWM, is no longer called into question (Ravizza et al., 2006; Hayter et al., 2007; Cooper et al., 2012; Thürling et al., 2012; Tomlinson et al., 2014). More specifically, it has been suggested that the cerebellum plays a relevant role in subvocal rehearsal, but the specific contribution of the cerebellum to the various processes involved in vWM is still a matter of debate (Desmond et al., 2003; Pleger and Timmann, 2018). Like the cerebellum, the basal ganglia (BG) are critical structures for motor control by enhancing desired motor behaviors and suppressing undesired ones (Alexander et al., 1986; Mink, 1996). In addition, the BG are involved in various cognitive processes, such as language production and working memory (McNab et al., 2008). Again, for many years, fMRI studies on vWM tended to focus on cortical structures such as parietal and frontal regions, underestimating the relevance of BG structures such as caudate, putamen and globus pallidus. Finally, limbic areas, such as cingulate, are known to be involved in vWM, but its contribution has likewise long been underestimated (Moore et al., 2013).



Influencing Factors in the Neural Correlates of vWM

Activation in these brain regions can be influenced by several factors, such as age, gender, and type and difficulty (i.e., WM load) of the fMRI task. Moreover, the activation can be assumed to depend on individual performance (e.g., response velocity/speed as assessed by mean response times) and the statistical threshold which analyses are based on.



Age

Older adults compared to younger adults have been found to show a more bilateral pattern of prefrontal cortex activity under comparable task demands, a finding which constituted the basis of the Hemispheric Asymmetry Reduction in Older Adults (HAROLD) model (Cabeza, 2002; Cabeza et al., 2004). One hypothesis is that bilateral activity in older adults could reflect a functional compensatory mechanism, in which age-related asymmetry reductions compensate neurocognitive decline leading to a less lateralized brain activity. This is known as the compensation view. A second hypothesis is the so-called dedifferentiation view which assumes a less specific recruitment of neural networks due to gradual changes occurring with age. In a PET study, Reuter-Lorenz et al. (2000) showed that PFC activity in younger adults was left lateralized for verbal and right lateralized for spatial stimuli, whereas older adults presented a bilateral PFC activation for verbal and visual tasks. This model is not only supported by functional neuroimaging results but also by behavioral results from a letter matching task (Reuter-lorenz et al., 1999). Apart from these models, a number of other theories related to age differences in brain activation have been proposed, such as the Posterior-Anterior Shift in Aging (PASA). This theory assumes both frontal over-activation and posterior midline cortex under-activation in older adults compared to younger ones (Davis et al., 2009). The Compensation-Related Utilization of Neural Circuits Hypothesis (CRUNCH) proposes that people will activate more cortical regions if task difficulty increases (Reuter-Lorenz and Cappell, 2008). Finally, the Scaffolding Theory of Aging and Cognition (STAC and STAC-r) suggests that the increased frontal activation with age is a marker of the adaptive human brain indicating a compensation for the structural and functional decline going along with aging (Park and Reuter-Lorenz, 2009). This theory takes a holistic view by considering compensation a normal process involved in our daily lives in order to be able to achieve our goals.



Gender

The influence of gender in the context of WM and, more specifically, vWM, is still rather controversial, with some studies reporting no gender effects (Bell et al., 2006; Schmidt et al., 2009) and others reporting significant differences between male and female participants (Lejbak et al., 2011; Zilles et al., 2016). The controversial results might be due to the potential influence of sex hormones, which have been shown to influence several cognitive functions including vWM (Mordecai et al., 2008; Joseph et al., 2012). Sex hormones are known to fluctuate with, for instance, menstrual cycle or hormonal contraception. However, most studies did not provide any information on these aspects which may explain the result heterogeneity to some degree.



Additional Factors (Tasks, Load, Mean, Reaction Time)

A previous meta-analysis showed differences in brain activity due to WM task type (Rottschy et al., 2012). They found that n-back and Sternberg tasks, which are typical fMRI WM tasks, not only showed differences in mental processes but also in brain activation. Moreover, tasks can vary in their difficulty through modulating the WM load (i.e., the number of items that need to be remembered). Load effects reflect the neural activation related to the increasing memory demands of information (Cowan et al., 2012; Cowan, 2017). Rottschy et al. (2012) found that load effects were mainly associated with activation in the bilateral inferior frontal gyrus. Finally, Honey et al. (2000) demonstrated that prolonged mean reaction times (RT) in response to a vWM task could influence activation in WM related brain regions. Therefore, these findings suggest that all the previously mentioned potential factors should be taken into consideration.



Aim of the Study

Against this background, the first aim of the present study was to provide an updated and extended meta-analysis of the neural correlates of vWM in healthy humans using a coordinate-based meta-analysis. The second aim was to find out more about the role of the potential moderators (age, gender, type and difficulty of the fMRI task, mean RT, and statistical threshold). Although task performance which is related to the difficulty level could be another potential factor, it was not taken into consideration due to the heterogeneous assessment in the selected studies (i.e., absolute correct values, percentage of correct values, accuracy) as pointed also by Meule (2017). To our knowledge this is the first meta-analysis to study these factors in vWM. A better knowledge about their influence on the neural correlates of vWM will increase understanding of the general mechanisms of vWM as well as help to improve methods and analyses of future vWM studies.




MATERIALS AND METHODS


Literature Search and Inclusion of Studies

An exhaustive literature search was conducted on whole-brain fMRI studies on vWM from January 2000 to December 2017. We searched the databases PubMed, Scopus and Web of Science for English-language studies with the combination of the following key words: “n-back,” “DMTS,” “Sternberg,” ”delayed matched to sample,” “delayed match to sample,” plus “verbal working memory,” “fMRI,” “healthy.” The Brainmap database was also searched with their respective search criteria (Subjects Size is more than 10, Experiments Paradigm Class is Delayed Match to Sample/n-back, Experiments Imaging Modality is fMRI, Conditions Stimulus is Visual Letters, and Subjects Handedness is Right). Further studies (11 publications) were identified through chasing citations from the selected studies (see Figure 1 for flowchart diagram). The “Meta-analysis of Observational Studies in Epidemiology” (MOOSE) guidelines Stroup et al. (2000) were used for the literature search and selection of studies. All articles were identified, selected and coded by a single investigator (M.E.). The same investigator double-checked the manually extracted peak coordinates and effect size values from the selected studies.
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FIGURE 1. Flowchart diagram of selected papers.



The criteria for inclusion were whole-brain analyses with reported results in a standard reference space (Talairach or MNI), inclusion of more than 10 healthy subjects and studies with clear boundaries between inclusion and exclusion criteria. Studies were excluded if they only included region-of-interests (ROI) analyses, did not report peak coordinates, investigated between- or within-group effects of pharmacological treatment, disease, living conditions, or used reward trials or emotional retrieval. We also excluded studies that re-analyzed previously reported data to avoid overestimating the effects. Positron emission tomography (PET) experiments were also not included in this meta-analysis due to methodological differences (e.g., differences in temporal resolution between PET and MRI) and differences in the underlying physiology (i.e., BOLD contrast vs. glucose mechanism).



Comprehensive Meta-Analysis

We first conducted a meta-analysis of all the vWM studies. The demographic and study characteristics are shown in Table 1. The vast majority of the selected studies used the SPM software (https://www.fil.ion.ucl.ac.uk/spm/software/) to perform their fMRI analyses (83.3% of studies) indicating a clear bias toward this software package. Coordinates and t-values included in the analysis are shown in Supplementary Table 1. When only p- or z-values were reported, they were transformed into t-values taking into account the sample size per study. The influence of gender (% female), mean age, type of fMRI task (DMTS including the Sternberg task or n-back), mean RT, and the type of threshold used in the study (uncorrected vs. corrected) were studied with meta-regressions. The majority of studies corrected for multiple comparisons by controlling the false-discovery rate (FDR), except for one study that used the family-wise error rate (FWE) and another one that used Bonferroni correction. Those studies presenting results with peak coordinates at p < 0.005 or p < 0.001 uncorrected (33.3%) controlled for the cluster-size with different thresholds (5, 8, 10, 17, or 25 contiguous voxels). On a side note—although IQ and years of education have been shown to be associated with WM performance (Fukuda et al., 2010; Boller et al., 2017), we could not assess these factors here because the majority of studies did not provide any information on IQ or years of education.



Table 1. Characteristics of the 42 fMRI studies included in the meta-analysis.
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There are several established fMRI vWM paradigms: n-back, Sternberg, and delayed matching to sample (DMTS) tasks (Kirchner, 1958; Sternberg, 1966; Paule et al., 1998). N-back tasks include a sequential presentation of stimuli. Subjects have to decide whether the current stimulus is the same as the one n positions before (e.g., the previous one in a 1-back condition or the one two positions back in a 2-back condition). In Sternberg tasks, a set of stimuli is presented simultaneously that need to be maintained over a certain period which is followed by a single probe stimulus for which participants need to decide whether it was part of the set or not. In DMTS tasks, a single stimulus is presented. After the maintenance period, a set of multiple probes is presented from which participants need to recognize the single stimulus they had to memorize. While n-back tasks are normally presented in the form of a block-design, DMTS and Sternberg tasks are presented in an event-related design.



Load-Effect Meta-Analysis

To assess the neural correlates of increasing vWM load (i.e., the difficulty of the fMRI task), we performed a load-effect meta-analysis. We only included studies in which there was a contrast between higher and lower vWM loads, such as 3-back vs. 1-back or 3-back vs. 2-back. The selected studies are shown in Supplementary Table 2.



Meta-Analytical Approach: ES-SDM

We used the anisotropic effect-size version of seed-based d' mapping software (http://www.sdmproject.com) to conduct coordinate-based meta-analyses. The software uses a voxel-based meta-analytic approach. First, a strict selection of the reported peak coordinates of gray matter differences was applied by only including the studies containing whole-brain analyses. This is essential in order to avoid biased results from some neuroimaging studies, in which more liberal statistical thresholds were used for some ROIs relative to the rest of the brain. Peak coordinates in MNI or Talairach and effect size values were manually extracted from each contrast of interest in each study. All p- or z-values were transformed into t-values using SDM web utilities. Second, a map for the activation in gray matter was created for each study using the Automated Anatomical Labeling (AAL) atlas partitioned into 116 brain regions (Tzourio-Mazoyer et al., 2002). If a study included more than one contrast of interest, we adjusted for multiple contrasts by combining the created images of each contrast into one image for the final analyses. The ES-SDM software re-creates the maps from the studies by converting the t-value of each peak to Hedge's g (Alegria et al., 2016). Third, an anisotropic non-normalized Gaussian kernel was applied by assigning different values to the different neighboring voxels based on the spatial correlation between them (Radua et al., 2014). At the end, we obtained a mean map by a voxelwise calculation of the mean of the study maps, weighted by the square root of the sample size, so that studies with larger sample sizes contributed more strongly (Radua and Mataix-Cols, 2009).

To assess the robustness of the main findings, we performed a whole-brain Jackknife analysis. Jackknife analysis consists of repeating the statistical analyses several times by discarding one study each time thus demonstrating the stability of the results (Müller et al., 2018). Heterogeneity of effect sizes and publication bias were assessed with the I2 index and Egger's test (Egger et al., 1997; Müller et al., 2018). The I2 index provides the proportion of variability across studies that is due to true heterogeneity relative to that from sampling error (Higgins and Thompson, 2002). Egger's tests were used to test for asymmetry of funnel plots, serving as an indicator of publication bias (see Supplementary Figure 1 for examples).

Statistical significance was determined with random-effects models. We used the default threshold for the calculated mean (voxel-level p < 0.005 uncorrected, peak height threshold 1, minimum cluster extent 10 contiguous voxels) (Radua and Mataix-Cols, 2009). To control for multiple testing in the several meta-regressions we used a more conservative threshold, Bonferroni-corrected threshold of p < 0.001.




RESULTS


Comprehensive Meta-Analysis (42 Studies)

The mean map of brain regions of the whole-brain meta-analysis for vWM is shown in Figure 2. The majority of studies reported only task-positive activation. We observed extended activation patterns in the frontal lobe including left superior frontal gyrus (SFG), medial frontal gyrus, right middle frontal gyrus (MFG), right inferior frontal gyrus (IFG), triangular, orbital and opercular part of the right IFG, orbital and opercular part of the left IFG, bilateral SMA, bilateral precentral gyrus, and left rolandic operculum. There was also activation in parietal areas including left post-central gyrus, right angular gyrus, and left inferior parietal gyri (IPG). Moreover, there was activation in the bilateral median cingulate, the left insula, the right lenticular nucleus (i.e., putamen and pallidum) and in bilateral cerebellum (crus I).
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FIGURE 2. Neural correlates of vWM estimated by meta-analysis. Results are displayed at p < 0.005 (cluster size ≥10) projected on the MNI 151 T1 template.



Robustness analyses showed that these results were preserved in all studies. Egger's tests indicated that there were some regions for which there was evidence of heterogeneity: left SFG, left SMA, left precentral gyrus, left post-central gyrus, right angular gyrus, left IPG, right median cingulate, left insula, and right cerebellum (crus I) (see Table 2).



Table 2. Comprehensive meta-analysis results.
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Meta-regression analyses confirmed that mean age and mean RT moderated activation in some brain regions. Mean age was associated with decreased activation in the left rolandic operculum, left insula, left superior temporal gyrus (STG), left IFG (opercular part), left heschl gyrus, left post-central gyrus, left lenticular nucleus (putamen), and the right MFG. Mean RT was positively associated with activation in the left precentral gyrus and the left MFG (see Figure 3 and Table 3). None of the other meta-regression analyses yielded any significant results.
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FIGURE 3. Meta-regression results. Results are displayed at p < 0.001 on MNI 152 2009. Red color, age regressor results; Green color, RT regressor results.





Table 3. Meta-regression analysis.
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Load-Effect Meta-Analysis (16 Studies)

We found activation in several frontal areas: right SFG (dorsolateral and medial part), left SFG (medial part), right MFG, right IFG (triangular part), left IFG (triangular and opercular part), right SMA, bilateral precentral gyrus, bilateral rolandic operculum. Moreover, there was activation in several parietal areas (left post-central gyrus, left angular gyrus, left SPG, and bilateral IPG) as well as in the left anterior cingulate gyri, bilateral median cingulate gyri, left fusiform gyrus, and right cerebellum (crus I and hemispheric lobule VI) (see Table 4).



Table 4. Load-effect meta-analysis results.
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Jackknife analyses showed that the findings were preserved across studies, except for the right rolandic operculum and left fusiform gyrus, which were no longer detectable after discarding two papers. We only observed heterogeneity in the right inferior parietal gyrus (see Table 4).




DISCUSSION

The present comprehensive meta-analysis across 42 whole-brain vWM fMRI tasks showed vWM processing to be based on a fronto-parieto-cerebellar network and to involve also subcortical regions such as the cingulate, left insula and right lenticular nucleus. Thus, the present results corroborate previously discussed networks, but also provide evidence for the involvement of additional regions that have been neglected in the past in the discussion of vWM processing.


Dual-Selection Model

A tentative explanation of the results is provided by the dual-selection model. Nee et al. (2013) proposed this model based on a meta-analysis of 36 event-related fMRI studies aimed at understanding the executive processes of WM. According to this model the caudal superior frontal sulcus (SFS) is associated with a spatial selection while the mid-lateral PFC is especially sensitive to non-spatial content, matching the “where” and “what” based selections, respectively. This proposal was further corroborated by a previous meta-analysis of 24 experiments based on an n-back task (Owen et al., 2005). The results of the present meta-analysis lend further support to the dual-selection model given that we also found activation of the mid-lateral PFC (bilateral IFG, right MFG, and medial part of the left SFG). The left SFG appeared to be a heterogeneous region. The fact that we found a noticeable bilateral prefrontal activation in this meta-analysis suggests that the assumption of a strongly left-lateralized verbal WM activation in PFC should be reconsidered. However, it needs to be clarified that we did not include studies systematically comparing spatial vs. non-spatial WM. Therefore, these conclusions need to be drawn with caution because the mere fact that we found the same activation does not fully support the dual-selection model.



Phonological Loop

We did not find activation of the left supramarginal gyrus, which is known to be important for the phonological store, but instead in the region where the supramarginal gyrus is located, the left inferior parietal cortex. The activation of this region was found to be heterogeneous, which tends to be in line with the hypothesis of Buchsbaum and D'Esposito (2008). They argue that the phonological store does not precisely correspond to a single specific functional brain region, but rather is associated with several brain regions that underlie neural processes from perception and production of speech. Surprisingly, the present meta-analysis did not reveal any activation in the Wernicke area although this is an essential area for the comprehension and/or production of verbal material (Binder, 2015). This area is assumed to comprise mainly the posterior part of the superior temporal gyrus as well as the occipito-parieto-temporal junction including the angular gyrus. However, the exact location of the Wernicke area is still a matter of debate also due to its comprehensive and partly heterogeneous functionality in the context of verbal processing. Moreover, the fact that we used the AAL atlas, which comprises relatively large brain regions, might also explain why we were not able to isolate activation of this specific and somewhat ill-defined region. The fact that we did not find any activation in the right parietal cortex was also expected, since this region is assumed to serve spatial rehearsal. Hence, as opposed to the bilateral activation in the prefrontal cortex, activation in the parietal cortex turned out to be strongly left-lateralized, presumably due to modality. As predicted, we also found activation in the left IFG containing the Broca's area, as well as in the left SMA, which are components central to the articulatory loop. The fact that we did not find any activation in the premotor cortex could also be due to the atlas used. The AAL atlas does not contain this region because the labeled SMA embeds both the premotor cortex and the pre-SMA. Therefore, we cannot exclude that there was specific activation of the premotor cortex. In addition, there was activation in the left rolandic operculum, which is caudally adjacent to Broca's area. It has been demonstrated that this brain area is involved in speech production (Koelsch et al., 2009) and speech prosody processing (Wu et al., 2017). To the best of our knowledge, this is the first WM meta-analysis isolating activation specifically in this area. This finding may indicate that the majority of the participants used an overt rehearsal strategy during the vWM tasks. Further studies testing the impact of the opportunity for rehearsal during vWM tasks on brain activation are however needed to confirm this hypothesis.



Attentional Control

Many conceptualizations of WM include an attentional control mechanism that supports dealing with interferences such as from other items in memory. The right IFG has been proposed to be an important region for attentional control (Aron et al., 2003; Forstmann et al., 2008). Specifically, Aron et al. 's (2003) data strongly suggest that response inhibition is uniquely located in the right IFG, in particular in its triangular part. The data were acquired by studying patients with lesions of the right frontal lobe during a go/no-go task. Forstmann et al. (2008) found a direct linkage between structural and functional properties of the right IFG, and its role in response inhibition. Another fMRI study (Aron and Poldrack, 2006) found that the IFG targets the subthalamic nucleus (STN) and regions in its vicinity. The STN sends excitatory projections to the globus pallidus externus, which, in turn, suppresses the thalamo-cortical output; this is assumed to lead to an inhibition of the initiated response. Finally, a strongly right-lateralized network comprising the right IFG, the STN, and also the pre-SMA, is recruited during response suppression (Aron, 2007). It remains unclear, however, whether the right IFG triggers the STN directly or via the pre-SMA (Aron et al., 2014). We found a strong activation of the right IFG, especially in the triangular part, the right SMA—which also includes the pre-SMA in this atlas –, and the right pallidum, giving support to the idea that these areas constitute a network subserving response inhibition in the context of vWM processing. Indeed, a substantial body of behavioral research has found that attentional control as employed in response inhibition tasks is related to WM capacity (Kane and Engle, 2003; Unsworth and Engle, 2007, but see Rey-Mermet et al., 2019). Notably, heterogeneity analyses confirmed the stability of these networks indicating that activation in these regions is not likely due to a possible publication bias. However, it is important to mention that the selected studies did not manipulate attention. The fact that we found activation in the same areas that mediate response inhibition in other experimental contexts does not completely mean that they do so in the context of vWM.

In addition to the IFG, the angular gyrus has been found to be activated in the context of response inhibition (Wager et al., 2005). The angular gyrus is located in the posterior part of the inferior parietal lobule and has been found to be activated in a variety of tasks (Seghier, 2013). Some anatomical studies (Makris et al., 2005, 2009; Uddin et al., 2010) define the angular gyrus as an important seed point, given its strong interaction with temporo-frontal subsystems as well as regions such as hippocampus, caudate, and precuneus. It is a key component of the default-mode network and shows activation in most tasks demanding information retrieval (Spaniol et al., 2009; Kim, 2010). The role of this region in memory retrieval is plausible given its strong connectivity with the hippocampus. To the best of our knowledge, this is the first time that the right angular gyrus appears in a vWM meta-analysis. Considering that this region has been reported to be important for inhibition and retrieval we conclude that the activation of the angular gyrus in the present meta-analysis may predominantly reflect the employment of attentional control during information retrieval. Although we cannot exclude the possibility of this region's activity being found due to presence of publication bias in the selected literature. Further studies allowing for a separate analysis of the retrieval process are however needed to further explore this assumption.



Cerebellar and Subcortical Activations

It has been shown that cerebellum is connected not only to motor areas, but also to prefrontal cortical areas (Schmahmann, 1996); this suggests an involvement of the cerebellum in higher-order cognitive processes. A distinct cross-cerebro-cerebellar circuitry for vWM has been proposed with predominant involvement of right cerebellum, especially the lobule VI (Ng et al., 2016). In accordance with this proposal, earlier studies already pointed at the relevance of the right cerebellum in the context of vWM. Using inhibitory continuous theta burst stimulation (cTBS) Tomlinson et al. (2014) found that participants were less accurate during a verbal version of the Sternberg task if a trial was preceded by a stimulation of the right cerebellar hemisphere. Moreover, patients with right-sided cerebellar lesions have been found to be impaired in verbal memory, whereas patients with left cerebellar lesions turned out to be slower in a visuospatial task (Hokkanen et al., 2006). All these findings suggest a lateralized function of the cerebellum with its right hemisphere contributing mainly to verbal and its left hemisphere to visuospatial processing. Moreover, a meta-analysis (Stoodley and Schmahmann, 2009) analyzing cerebellum neuroimaging studies found that regions involved in vWM studies overlap with those involved in language tasks which is in agreement with domain-specific storage modules as in Baddeley's model. It corroborates the idea that vWM is more right-lateralized with a strong activation occurring mostly at the junction lobule VI/Crus I. Our results showing a significantly stronger activation in the right cerebellum (crus I) support this hypothesis. A case study of a right cerebellar hemispherectomy in an 18-years-old patient reported that the patient suffered from a disproportionate impairment of the rehearsal system, while the phonological store was preserved (Silveri et al., 1998). This could be due to anatomical connections between Broca's area, left SMA, right lobule VI and crus I of the cerebellum (Schmahmann, 1991). However, in the present meta-analysis, we did not differentiate between those processes and, thus, we cannot further investigate whether the right cerebellum is mainly involved in rehearsal. Still, our analysis provides clear evidence for the relevance of the right cerebellum, especially crus I, in the context of vWM processing. Further studies disentangling the different vWM processes are warranted to elucidate the specific function of the right cerebellum in vWM.

Apart from the cerebellum, a number of additional subcortical areas are assumed to be relevant for vWM. Thus, basal ganglia regions, especially the caudate and the lenticular nucleus, have been found to be activated during encoding and maintenance phases during vWM tasks (Lewis et al., 2004; Chang et al., 2007; Moore et al., 2013). Although in the present meta-analysis basal ganglia activation was restricted to the right lenticular nucleus, it remains unclear whether the activation is ascribable to these processes. Again, we were unable to distinguish between the different vWM processes given the available data. Caudate, putamen and capsular regions are known to receive afferents from the left pre-SMA region, which is involved in vWM (Inase et al., 1999). Crosson et al. (2003) found that basal ganglia activity was accompanied by activation of the left pre-SMA during a word production task. They hypothesized that the increase of right basal ganglia activation serves to suppress the non-dominant right frontal cortex, whereas the increase of the left basal ganglia activation serves to enhance the language processing of the left dominant hemisphere. Against the background of these findings, the basal ganglia can be assumed to interact closely with the frontal cortex and to serve as a selective gating mechanism for the prefrontal cortex (Frank et al., 2001). From this perspective, the findings showing the basal ganglia to be active only during encoding and maintenance phases seem plausible, because selective gating plays a major role for these processes. However, as we did not study the phases separately, we cannot rule out that these activations also reflect attentional processes in addition to pure vWM processes. Moreover, six publications compared activation conditions with a simple baseline (e.g., fixation of a cross hair). Hence, we cannot rule out that some parts of the subcortical activation were due to motor activity (i.e., button press in the activation conditions vs. no button press in the baseline condition). In the present meta-analysis we also found left pre-SMA activation, but a conclusion about their influence on basal ganglia is unwarranted without any connectivity data. In addition to the pre-SMA activation, our meta-analysis demonstrated significant activation in the anterior cingulate which has been found to be activated during vWM tasks before (Bedwell et al., 2005; Narayanan et al., 2005). It should be noted that in the AAL atlas the significant cluster was labeled as median cingulate, which is part of the anterior cingulate. It is striking, however, that a majority of vWM did not find an involvement of the anterior cingulate. Hence, future studies should make an attempt to clarify the specific contribution of the different parts of the cingulate to vWM.



Age, Load, and Mean RT as Influencing Factors

Age-related changes in vWM are not fully understood because of a lack of longitudinal data. A recent longitudinal study found the activation of left prefrontal cortex (i.e., MFG and parts of the IFG) to be reduced during a vWM manipulation task in older people (Rieckmann et al., 2017). Somewhat in accordance with this finding, the present meta-analysis demonstrated a negative association between activation in the left and right IFG—including Broca's area—and age. In addition, we found a negative association between activation in the right MFG and age. It is known that cortical thickness, surface area, and volume of this region decrease with age (Lemaitre et al., 2012) which may, to some degree, explain this finding. Moreover, the right MFG plays a central role in reorienting attention from exogenous to endogenous attentional control (Japee et al., 2015). Our results are in agreement with the ontogenetic model of brain development according to which those brain regions that are the last to mature are the first to be affected by aging (Raz et al., 2005). Of note, all the other regions exhibiting a negative association between activation and age were localized in the left hemisphere. We found this negative association in the left insula, which—as stated above—plays a relevant role in the context of rehearsal, in the left putamen, which is involved in the active filtering of irrelevant material allowing us to focus on relevant material (Moore et al., 2013) in the left rolandic operculum, important for overt rehearsal, and in the left superior temporal gyrus, parts of which are critically involved in phonological storage. The fact that these regions important for different vWM processes showed a negative association with age might explain why older people tend to exhibit worse vWM performance, although it should be kept in mind that we did not take into account any longitudinal data or individual subject performance. Since these associations were detectable mainly in the left hemisphere and age-related changes were not restricted to the right PFC, our results seem to speak against the HAROLD model (Cabeza et al., 2002). Overall, the present results do not provide any evidence for a decrease of this lateralization with age, as claimed in other studies (Reuter-Lorenz et al., 2000; Cabeza et al., 2002, 2004). The fact that we found a decreased frontal activation with increasing age could either mean that the brain is not as adaptive as proposed by the earlier discussed STAC model or indicate that task demands were too high for elderly people leading to a “breakdown” of frontal activation instead of a compensatory increase. In order to draw any further conclusion it would be helpful to study the activation of these regions in elderly people taking also into account their individual task performance (e.g., accuracy). However, only three studies selected for the meta-analysis specifically included older populations; thus, the age-range was clearly undersampled in the current meta-analysis and the power to reliably assess the influence of age was too low. This might also explain why our results do not seem to be in line with the HAROLD model. Therefore, more empirical data comparing older and younger populations are necessary in order to find out more about specific age differences in activation during vWM. A better understanding of these age-related differences would pave the way for creating more sophisticated methods to preserve or enhance cognitive function in elderly populations.

Höller-Wallscheid et al. (2017) hypothesized the decreased lateralization across the PFC to be independent of age, but to depend on the subjective difficulty of WM tasks. In line with this hypothesis we found a bilateral activation across the PFC in the load effect meta-analysis. Our results are also in accordance with the load effect meta-analysis performed by Rottschy et al. (2012). The CRUNCH model states that the extent of cortical activation depends on the task load. Our results support this model, since we found a positive correlation between activation in several cortical regions (e.g., frontal areas) and task load. Apart from PFC areas we also found activation in the parietal cortex (IPG and left SPG) to be influenced by load, as reported in a previous study by Braver et al. (1997). Likewise, activation of the right lobule VI and crus I of the cerebellum turned out to depend on the difficulty of the vWM tasks. This is in accordance with a previous study which showed these parts of the cerebellum to respond to changes in vWM load (Kirschen et al., 2005). As stated before, there are anatomical connections between these parts of the cerebellum and frontal areas. Hence, the increased input from frontal regions involved in the articulatory system during a load manipulation could also reflect the increased activation of the right cerebellum. In addition, we found an association between load and activation in the fusiform gyrus. Tsapkini and Rapp (2010) pointed out that lesions of the left fusiform gyrus were significantly associated with reading and spelling deficits. In light of this finding, the positive correlation between load and activation in the left fusiform gyrus in the present study might indicate that a majority of people may have used overt rehearsal as a strategy to cope with increasing task difficulty.

It has long been recognized that RT is sensitive to manipulations of any kind of WM load (Just and Carpenter, 1992). Therefore, RT can also be viewed as a measure of load. A previous study found a significant positive correlation between RT and fMRI signal in nine subjects in the MFG and the left IFG (Braver et al., 1997). The present meta-analysis partially corroborates these findings showing both the left MFG and the left precentral gyrus to be positively associated with RT. However, our results seem to contradict a study by Honey et al. (2000), which reported that posterior parietal cortical activation was predicted by a prolonged RT in a vWM task. Importantly though, as states earlier, activation in the parietal cortex is influenced by load, which—in turn is related to RT. Moreover, the present meta-analysis revealed a positive association between left precentral gyrus activation and RT. This finding is plausible considering that the left precentral gyrus constitutes a major part of the primary motor area and its activation is contralateral to the side of the hand movement. Hence, increased activation in the primary motor cortex might facilitate faster responding. It should be emphasized that RT information was not available for all studies. Moreover, RT depends on many other factors such as number of responses alternatives, type of discrimination or delay time. Therefore, results of this factor should be treated with caution.

Although we performed a meta-analysis in which only fMRI studies were included, there has been a previous meta-analysis in which they selected both fMRI and PET studies to isolate the neural correlates of human working memory (Wager and Smith, 2003). Although they found some support for left frontal cortex dominance in vWM tasks, this was only for tasks with low executive demand. These results support our finding regarding the lateralization, i.e., the higher the difficulty on the task, the less lateralization of PFC activation is to be expected.

Finally, we expected the type of fMRI paradigm to be a significant moderator as demonstrated in a previous meta-analysis (Rottschy et al., 2012). This expectation was not met by the data. This could be due to a strong overlap in task activation, with potentially existing subtle quantity differences being too weak to be significant. We also found that gender did not affect activation associated with vWM tasks. However, we cannot exclude that gender differences would emerge when controlling for effects of sex hormones. Hence, future studies are required that carefully consider these potentially confounding factors.



Limitations

In the present meta-analysis we discussed a number of relevant networks based on fMRI activity, such as the attentional system, but we did not take into account brain connectivity. However, the localization of brain areas is just the first step toward a more comprehensive understanding of the neural correlates of vWM. Analyses based on temporal dynamics, such as EEG or single-unit recordings, are essential to build a more integrative view. Another limitation regards our cerebellum findings. There is strong reason to assume that we did not find any inferior cerebellum activation because some of the scans included in the present meta-analysis did not cover the whole cerebellum due to methodological limitations (e.g., trade-off between brain coverage and repetition time).




CONCLUSIONS

We used a coordinate-based meta-analysis to integrate the current literature on vWM in healthy humans. We found activation of the established fronto-parietal network and the right cerebellum, especially crus I, and lobule VI. Our results support the dual-selection model, according to which a mid-lateral PFC activation occurs due to verbal input. Moreover, our results illustrate that we should not underestimate the activation of subcortical regions that play an important role for response inhibition. Age, mean RT, and load moderate vWM task activation and, thus, should be taken into consideration in future research. Especially the influencing factor of age should be further analyzed since the sample included in the present meta-analysis consists of primarily young people. Mean reaction time, moreover, could be influenced by many other factors. Further, more fine-grained studies are needed to gain a better understanding of the neural correlates underlying processes involved in vWM including encoding, maintenance, and retrieval.
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The sensory recruitment model envisages visual working memory (VWM) as an emergent property that is encoded and maintained in sensory (visual) regions. The model implies that enhanced sensory-perceptual functions, as in synaesthesia, entail a dedicated VWM-system, showing reduced visual cortex activity as a result of neural specificity. By contrast, sensory-perceptual decline, as in old age, is expected to show enhanced visual cortex activity as a result of neural broadening. To test this model, young grapheme-color synaesthetes, older adults and young controls engaged in a delayed pair-associative retrieval and a delayed matching-to-sample task, consisting of achromatic fractal stimuli that do not induce synaesthesia. While a previous analysis of this dataset (Pfeifer et al., 2016) has focused on cued retrieval and recognition of pair-associates (i.e., long-term memory), the current study focuses on visual working memory and considers, for the first time, the crucial delay period in which no visual stimuli are present, but working memory processes are engaged. Participants were trained to criterion and demonstrated comparable behavioral performance on VWM tasks. Whole-brain and region-of-interest-analyses revealed significantly lower activity in synaesthetes’ middle frontal gyrus and visual regions (cuneus, inferior temporal cortex), respectively, suggesting greater neural efficiency relative to young and older adults in both tasks. The results support the sensory recruitment model and can explain age and individual WM-differences based on neural specificity in visual cortex.
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INTRODUCTION

Visual working memory (VWM) refers to the transient mental rehearsal of visual stimuli that have been perceptually cued or retrieved from long-term memory, but are no longer present in the environment. VWM is supported by a distributed system, involving lateral regions of the prefrontal cortex (PFC), as well as parietal and occipital-temporal areas (Curtis and D’Esposito, 2003; Postle, 2006; Ranganath, 2006; D’Esposito, 2007; D’Esposito and Postle, 2015). However, the precise role of these brain regions has only been researched more recently. One WM model, dubbed the “sensory recruitment model” (Serences et al., 2009; Lee and Baker, 2016), envisages VWM as an emergent property from sensory regions as early as V1, which specifically code for feature and stimulus-specific information. An important characteristic of the model is the sustained representation of visual perceptual information along inferior occipito-temporal cortex, even after the perceptual stimulus has faded. Thus, the model suggests that VWM is maintained in the same posterior visual brain regions that are responsible for perceptual encoding. Early influential research has attributed WM-related stimulus representations to PFC rather than visual regions, e.g. (Baddeley and Hitch, 1974; Goldman-Rakic, 1990). A number of non-human primate studies reported spiking activity of single units during the delay-period of WM-tasks, which was taken as evidence for retained stimulus-specific information in PFC (Fuster, 1973, 1989; Goldman-Rakic, 1995). However, converging findings with human participants and functional magnetic resonance imaging (fMRI) have since offered further insights into the specific frontal and posterior contributions to WM. For example, the distributed model of working memory envisages the PFC as an area exerting top-down control over posterior sensory regions. It converges with the sensory recruitment model on the notion that posterior sensory regions carry specific representational content (Postle, 2006; D’Esposito and Postle, 2015; Lee and Baker, 2016). Key support for the distributed and sensory recruitment model comes from studies using multi voxel pattern analysis (MVPA) that could discern the representational content in relevant frontal and occipito-temporal regions. Two studies (Christophel et al., 2012; Riggall and Postle, 2012) showed that although there was a sustained BOLD-response in frontal regions throughout the delay-period of a VWM task, decoding accuracy of the stimulus content was at chance-level. By contrast, no sustained BOLD-response could be detected within lateral occipito-temporal (Riggall and Postle, 2012) and early visual regions (Christophel et al., 2012), but decoding performance of the sub-threshold activity in these regions was significantly above chance-level. Other MVPA studies have recently reported high decoding accuracy of stimulus content in visual and frontal regions (Sreenivasan et al., 2014; Ester et al., 2015). However, only visual regions exhibited sensory-specific information while PFC exhibited non-sensory representations referring to higher-order task or goal orientations (Sreenivasan et al., 2014). Together, these and other studies (Ranganath et al., 2004; Albers et al., 2013; Han et al., 2013) suggest that content-specific information of VWM is represented in occipito-temporal cortex, while the PFC appears to respond adaptively to task specific input (Sigala et al., 2008, Stokes et al., 2013).

Concerning visual cortex activity, two studies have shown that the application of transcranial magnetic stimulation (TMS) over early visual cortex (V1 and V2) facilitated performance accuracy (Soto et al., 2012) and reduced response times (Cattaneo et al., 2009) during VWM tasks. These findings suggest that increased cortical excitability of visual regions, as induced via TMS-stimulation, can boost VWM. Here, we further tested this hypothesis by examining young grapheme-color synaesthetes who show enhanced cortical excitability (Terhune et al., 2011) as well as enhanced sensitivity in early visual regions (Barnett et al., 2008), concomitant with superior performance on a range of cognitive tasks including WM (Rothen et al., 2012; Terhune et al., 2013). Grapheme-color synaesthesia (in the following referred to as synaesthesia) is a stable perceptual phenomenon, found in about 1% of the population (Simner et al., 2006), whereby black letters, words, or digits (graphemes) are experienced as inherently colored (e.g., the letter S may be perceived as green). Synaesthesia has a neurological basis, showing increased white matter connectivity in inferior temporal gyrus and superior parietal lobe (Rouw and Scholte, 2007), as well as increased gray-matter volume along the calcarine, lingual- and inferior temporal gyrus relative to controls (Jancke et al., 2009; Weiss and Fink, 2009; Rouw et al., 2011; Banissy et al., 2012). These anatomical differences are paralleled by functional differences in posterior brain regions and provide evidence of enhanced neural sensitivity in synaesthetes. Several studies were able to show activation in color area V4 while synaesthetes processed black letters (Hubbard et al., 2005; Brang et al., 2010; van Leeuwen et al., 2011; Gould van Praag et al., 2016); but see (Paulesu et al., 1995; Weiss et al., 2005; Rouw and Scholte, 2010; Hupe et al., 2011). Behaviourally, synaesthetes show a performance advantage over controls in WM for color (Terhune et al., 2013) or in color memory (Yaro and Ward, 2007; Rothen and Meier, 2010; Rothen et al., 2012; Pritchard et al., 2013), suggesting enhanced neural sensitivity in color areas per se. Indeed, the synaesthetes’ frequent sensory experiences with colors following the secondary responses to words may sensitize color areas in the brain and lead to enhanced color processing (Banissy et al., 2009). However, the synaesthetes’ enhanced neural sensitivity goes beyond color processing and is even found for stimuli that neither evoke a synaesthetic response, nor contain a perceptual color. Perceptual processing of black pseudo-letters (that evoked no color responses) yielded activity in the synaesthetes’ left inferior parietal lobe (IPL), which was not seen in controls (Sinke et al., 2012). Likewise, perceptual processing of abstract patterns with high spatial frequency and varying luminance contrast yielded enhanced early visually evoked potentials that were attributed to processing differences in primary visual cortex (Barnett et al., 2008). Although behavioral evidence for the enhanced processing account for non-synaesthesia inducing stimuli is mixed, a number of studies have shown an advantage of synaesthetes relative to controls in drawing abstract stimuli from memory (Rothen and Meier, 2010; Gross et al., 2011); but see (Yaro and Ward, 2007), and in recognizing achromatic fractal images (Ward et al., 2013; Pfeifer et al., 2014).

In contrast to the enhanced visual sensitivity observed in synaesthetes, older individuals typically experience a loss of visual sensitivity. This has been explained as age-related neural broadening in ventral visual cortex (Park et al., 2004, 2012). Neural broadening is characterized by poorly differentiated neural responses to category selective stimuli (e.g., faces, houses, words). Category selective face, house and word areas in ventral visual cortex lose their sensitivity with age and respond broadly and less selectively across many stimuli (Park et al., 2004). Interestingly, the effects of age-related neural broadening are not limited to perceptual encoding, but have also been observed during visual imagery of category selective stimuli (Kalkstein et al., 2011). In fMRI, neural broadening is characterized by enlarged activation patterns, resulting from activation of many non-selective units across larger patches of cortex in response to different stimulus categories (Kok et al., 2012). By contrast, enhanced visual sensitivity and feature-selective responses are characterized by sparse and efficient encoding, resulting in smaller activation maps in fMRI. Evidence for age-related neural broadening was demonstrated by our previous fMRI analyses of the present dataset, which focused on associative memory (Pfeifer et al., 2016): Our group of older adults showed enhanced activation in visual cortex relative to synaesthetes and young adults during cued retrieval. The age-specific effect suggested that the increased visual cortex activation might have been the result of neural broadening and loss of visual sensitivity in older adults.

In the present study, we conducted a different analysis of the fMRI dataset from our previous study with young synaesthetes, and young and older non-synaesthetes (Pfeifer et al., 2016), in order to address a novel research question. The previous analysis focused on visual cues (the first item in a pair) and visual recognition (to determine if the stimulus was the corresponding item to the first). These memory processes involve, respectively, generating internal representations in response to the cue and deciding whether that internal representation matches the presented one. Both, out of necessity, conflate visual perception and memory. In the current analysis, by focussing on the delay period (between cue and recognition), it is possible to study a different memory process (working memory maintenance of the internally generated visual representation) in the absence of visual perception. Specifically, we focused on the delay period of a delayed pair-associative (DPA) retrieval task and a delayed matching-to-sample (DMS) task. Both tasks involve stimulus 1 (cue), followed by delay, followed by stimulus 2 (recognition). While the delay period of the DPA-task required the maintenance of retrieved pair-associates from memory (high WM-load), the delay period of the DMS-task constituted a pure WM condition, simply requiring participants to hold a cued image in mind (low WM-load). The stimuli consisted of achromatic abstract fractal images, allowing us to test the enhanced processing hypothesis in synaesthetes for non-synaesthesia inducing stimuli, e.g. (Yaro and Ward, 2007; Barnett et al., 2008; Terhune et al., 2011; Rothen et al., 2012) and its relationship to VWM.

Insofar as synaesthetes show enhanced neural sensitivity in feature-selective and non-selective regions in occipito-temporal cortex (Hubbard et al., 2005; Barnett et al., 2008; Brang et al., 2010; Pfeifer et al., 2016), we predicted activation differences in these regions relative to young and older adults during VWM maintenance. Specifically, older adults might show greater activity than synaesthetes in inferior temporal regions as a result of age-related neural broadening (Park et al., 2012). Neural broadening opposes the neural specificity found in synaesthetes in that feature-selective neurons lose their selectivity (e.g., the fusiform face area in response to faces) and code for a variety of other visual stimuli. Consequently, age-related neural broadening in inferior temporal cortex would yield increased BOLD-responses in fMRI relative to synaesthetes, and possibly young adults.

We further expected group differences in early visual regions. A key finding in our previous report (Pfeifer et al., 2016) was that the present group of participants showed activation differences in early visual cortex during visual associative memory. Specifically, we found enhanced activation in synaesthetes’ early visual cortex relative to young and older adults during the recognition stage of the DPA and DMS tasks, reflecting enhanced sensitivity to external, behaviourally relevant stimuli (cf. Barnett et al., 2008; Terhune et al., 2011). By contrast, activation was reduced in synaesthetes’ early visual cortex relative to young and older adults during cued retrieval, reflecting selective coding of internally represented associative memories (cf. Kalkstein et al., 2011). The present analyses focus on VWM, which requires internal, mental representations of visual stimuli. Hence, we predicted lower activation in synaesthetes’ visual cortex relative to young and older adults, based on our previous findings. Alternatively, our whole-brain analyses might not detect a group difference in occipito-temporal regions, given that the content-specificity of maintained stimuli in posterior visual areas is often not accompanied by a sustained BOLD-response (Christophel et al., 2012; Riggall and Postle, 2012).

Prefrontal cortex activity was expected to be enhanced in older adults as a compensatory strategy for neuronal dedifferentiation in occipital-temporal cortex, described as the posterior-to-anterior shift (Davis et al., 2008). Finally, the group differences were expected to be modulated by task difficulty. We predicted activation differences between the two WM-tasks, based on findings of differential neural activity for different types of information maintained in WM (Curtis et al., 2004; Ranganath et al., 2004; D’Esposito, 2007).



MATERIALS AND METHODS


Participants

Nineteen young adults (8 female; age range = 21–32 years; M = 24.32), nineteen older adults (11 female; age range = 59–81 years; M = 66.21), and nineteen young grapheme-color synaesthetes (15 female; age range = 19–33 years; M = 23.00) took part in the experiment, which was reviewed and approved by the Brighton and Sussex Medical School Research Governance and Ethics Committee. The same participants took part in our previously reported fMRI study that focused on visual associative memory (Pfeifer et al., 2016).

The participants had no history of psychiatric or neurological diseases.


Education

The average number of years of formal education for young adults was M = 16.95 (SD = 1.68), for older adults M = 13.95 (SD = 3.32), and for the synaesthetes M = 16.74 (SD = 2.11). The groups differed in the number of years of education [F(2,54) = 8.717; p = 0.001]. Tukey post hoc comparisons showed that the difference was significant between young and older adults (p = 0.001), between synaesthetes and older adults (p = 0.003), but not between young adults and synaesthetes (p = 0.963).



Cognitive Assessment

Screening for cognitive impairment was carried out for all but 5 young adults, using the Mini Mental State Examination [MMSE; (Folstein et al., 1975)]. All participants performed comparably on the MMSE, F(2,51) = 2.11; p = 0.131, with high average scores across the 14 young adults (M = 28.93; SD = 0.93), 19 older adults (M = 28.15; SD = 1.46), and 19 synaesthetes (M = 28.89; SD = 1.37).



Synaesthesia Battery

Synaesthetes were recruited from the University of Sussex and via the UK Synaesthesia association website www. uksynaesthesia.com. All synaesthetes reported seeing colors in response to letters or digits. To verify Synaesthesia, we used the “Synesthesia battery” (Eagleman et al., 2007), available on www.synesthete.org, and the adapted cut-off score of 1.43 (Rothen et al., 2013). Using this battery, a mean score of M = 0.81 (SD = 0.28; range = 0.38–1.39) was obtained across our group of synaesthetes, which is consistent with synaesthesia.




Experimental Design and Stimuli

The fMRI protocol consisted of a delayed pair-associative (DPA) retrieval task and a delayed matching-to-sample (DMS) task. The DPA-task was always presented first in order to avoid retroactive interference effects on participant’s associative memory.


DPA-Task

For the DPA-task, we selected eight pair-associates (black-and-white fractal images) from a pool of 16 pairs. The eight pair-associates were divided into four visually similar and four visually dissimilar pairs to create a low and high memory load condition, respectively. The visual similarity of all pair-associates was rated by an independent group of 20 participants. This has been described in more detail in Pfeifer et al. (2014). Participants gave their ratings on a 5-point Likert scale (Likert, 1932), where a rating of 1 indicated no visual similarity and a rating of 5 indicated high visual similarity between pairs. Based on the mean-ratings, we selected the 4 most dissimilar and the 4 most similar pairs, respectively, representing high and low memory load conditions (example pairs illustrated in Figure 1). A Wilcoxon signed-rank test demonstrated that the 4 selected similar pairs were rated significantly higher in visual similarity (M = 3.87; SD = 0.38) compared to the four selected dissimilar pairs (M = 1.31; SD = 0.20); significance Z = −2.521; p = 0.012 (two-tailed). We used an event-related design, during which each of the selected pairs was randomly presented eight times, amounting to a total of 32 similar and 32 dissimilar pairs. The cue and target images were presented interchangeably throughout the task. On 62.5% of the trials, the cue pictures were followed by a matching target, constituting 40 match-trials and 24 non-match trials. In this sense, lure stimuli were non-matching images from the same set of the 8 pair-associates rather than trial unique stimuli. Using recombinations of same-set stimuli constitutes a more powerful test of associative memory, requiring participants to retrieve the intact combination of pair-associates out of equally familiar stimuli rather than rejecting lures on the basis of their novelty (Mayes et al., 2007).
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FIGURE 1. Experimental design. The scanning tasks involved two trial types, DPA and DMS. DPA trials required participants to retrieve a cue’s matching pair-associate and hold it in mind over an 8 s delay. DMS trials required participants to hold the cue in mind over an 8 s delay. Upon target presentation, participants were asked to decide whether the target was a match or non-match (in DPA and DMS trials) and give their responses within a 5 s time window (Prompt). ITI, interstimulus interval; s, second.





DMS-Task

For the DMS-task, we chose an independent set of 8 individual black-and-white fractal images. The DMS-task constituted our third condition to be compared against the low and high memory load condition of the DPA-task. We used an event-related design, consisting of a pseudo-random presentation of 32 individual fractal images, with each of the selected 8 images shown 4 times. On 62.5% of the trials the cue pictures were followed by a matching target, constituting 20 match-trials and 12 non-match trials. Lure stimuli were non-matching images from the same set of the 8 fractals rather than trial unique stimuli. Across the DPA and DMS-task, the minimum trial distance between match and non-match trials was one (i.e., a match trial could immediately follow a non-match trial and vice versa), and the maximum trial distance was five (i.e., a non-match trial could follow four presentations of match-trials).

The behavioral data of the DPA and DMS-task were initially analyzed using a 3 × 3 (group × condition: low and high memory load, DMS) mixed ANOVA. Since we did not find a behavioral effect between the DMS-task and the low memory load condition of the DPA-task, we only compared the high memory load condition of the DPA-task against DMS in our fMRI analysis (details provided under fMRI analyses and Table 1).

TABLE 1. Trial count of all accurate responses of the DMS and DPA-task, separated by confidence ratings.
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Procedure

Prior to scanning, participants were trained on the fractal pair-associates of the DPA-task. The task began with the sequential presentation of eight pair-associates at the center of a computer screen for 4 s, and participants were instructed to remember the correct association of the pairs for a subsequent memory test. The presentation was followed by a four alternative forced-choice task, in which participants had to choose one of four possible target pictures from the bottom of the screen to match the cue picture at the top of the screen. The pictures stayed on screen until a response was recorded. Each response was followed by a 3 s presentation of visual feedback, indicating whether or not the matching target had been identified correctly (green tick or red cross, respectively). Participants performed the task until they reached an 87.5% learning criterion. A minimum of 2 Runs was required in the learning phase. Cue and target shapes of all pair-associates were presented interchangeably during learning: a stimulus that had been presented as the cue in one Run became the target in the following Run. Stimuli were delivered using Presentation 14.9 (Neurobiobehavioral Systems, Inc., Berkeley, CA, United States).


DPA and DMS

Following the associative learning task, participants were familiarized with the DPA and DMS-task prior to scanning. During scanning, an identical trial structure was used across the DPA and DMS-task (Figure 1). During the cue-period (1 s) of the DPA-task, participants were asked to use the cue to retrieve the matching target (associative retrieval). During the cue-period (1 s) of the DMS-task, participants were asked to build up a mental image of the cue. The delay period (8 s) required participants to either hold the retrieved picture in mind (DPA-task), or to hold the cue image in mind (DMS-task). Finally, the target presentation (1 s) in the DPA-task comprised the associative recognition stage, where participants were asked to recognize the target as the matching or non-matching pair-associate. The target presentation (1 s) of the DMS-task required participants to judge whether the target was the identical image to the cue. Following target presentation in both tasks, a response window appeared for 5 s, during which participants were asked to press 1 of 4 buttons, providing combined decisions about the target (match/non-match) and self-rated confidence (confident/not sure). The button-presses were followed by variable intertrial intervals (ITI) of 6–12 s.




Data Acquisition

Imaging data were collected using a 1.5 Tesla MRI scanner (Siemens Magnetom Avanto) with a 32-channel phased-array head coil, tuned to 66.6 MHz. Visual stimuli were presented on an in-bore rear projection screen, at a viewing distance of approximately 45 cm, subtending 5 degrees of visual angle. Stimuli were delivered using Cogent2000 v1.32 running under MATLAB R2006b (The MathWorks, Inc., Natick, MA, United States). Time-course series of the two runs were acquired using a T2*-weighted echo planar imaging (EPI) sequence, obtaining 644 volumes during the DPA-task, and 324 volumes during the DMS-task. Each volume consisted of 35 axial slices oriented in parallel to the AC-PC line, and covering the whole brain. Slices were acquired bottom-up in the interleaved mode. The following functional imaging parameters were used: TR = 2620 ms, TE = 42 ms, flip angle 90°, matrix = 64 × 64, FoV = 192 × 192 mm, slice thickness = 3.0 mm with a 20% gap, resulting in 3.0 mm isotropic voxels. To aid distortion correction, corresponding phase and magnitude field maps were acquired with a TR = 513 ms, TE1 = 5.78 ms, TE2 = 10.54 ms, flip angle 60°. A whole-brain, high-resolution T1-weighted 3D structural image was obtained using a magnetisation-prepared gradient-echo sequence, consisting of 192 contiguous axial slices (TR = 1160 ms, TE = 4.24 ms, flip angle 15°, matrix = 256 × 256, FoV = 230 × 230 mm, 0.9 mm isotropic voxel size). The T1-weighted image was used as an anatomical reference for each participant’s functional data.



fMRI Analyses

We used SPM8 (Wellcome Trust Centre for Neuroimaging, UCL, London, United Kingdom; www.fil.ion.ucl.ac.uk/spm) running under MATLAB R2013a for data preprocessing and statistical analyses. Preprocessing of functional images was carried out for each task separately, including slice-time correction to the middle slice, spatial realignment to the first image, and unwarping using the acquired field maps. The T1-weighted structural image was co-registered to the mean functional image and subsequently segmented to obtain normalization parameters based on the standard MNI template. The segmentation parameters were used to transform each subject’s functional images and the bias-corrected structural image into MNI space. Voxel sizes of the functional and structural images were retained during normalization, and the normalized functional images were spatially smoothed using an 8 mm Gaussian kernel (full-width-half-maximum). Statistical analyses were performed using the General Linear Model. For the single subject analysis, the DPA and DMS-task were entered as separate sessions into the model. Across tasks, we specified regressors associated with the cue, delay, target and baseline (ITI) period. All regressors of interest contained only accurate and confident responses. The specific trial count for all accurate and confident responses included in the single subject analyses is detailed in Table 1. Modeling of regressors was similar across the DPA and DMS-task, given the identical trial structure: For each regressor representing a cue and target-period, activation was modeled using a boxcar function, starting at onset and lasting for 1 s. For the DPA task, two regressors were modeled for the cue, delay and target periods representing the retrieval of similar and dissimilar pair-associates, respectively, while there was only one condition/regressor representing the cue, delay and target periods for the DMS task [results relating to the cue and target periods were reported in Pfeifer et al. (2016)]. The delay-period was the main regressor of interest for the present study. The delay was modeled to start 3 s after delay-onset for a duration of 5 s, until the end of the delay-period. This was done to avoid capturing any residual activity pertaining to the cue-period, but instead explaining a largely unique source of variance pertaining to delay-period activity (Rissman et al., 2004). Baseline regressors were modeled to start 3 s after prompt-offset and lasted for 5 s. In instances of short ITIs of 6 s, baseline regressors were modeled to start 3 s after prompt-offset and lasted for 3 s. The baseline duration was chosen to match the duration of the delay-period to serve as a contrast for delay-period activity. Regressors of no interest included the prompt (containing participant’s button presses), a nuisance regressor (containing all misses, false alarms, non-confident responses, empty key responses) and six motion regressors. All regressors were convolved with a canonical hemodynamic response function available in SPM8 (Friston et al., 1998). A high-pass filter was applied with a period of 128 s to remove low-frequency signals relating to scanner drift and/or physiological noise. Two t-contrasts were computed comparing the two types of WM against Baseline: DPA Delay > DPA Baseline (DPAd > DPAb) and DMS Delay > DMS Baseline (DMSd > DMSb). DPA-related contrast images only included trials of the high memory load condition (i.e., dissimilar pair-associates) for the strongest comparison of WM for retrieved pair-associates versus WM for cued singletons.


Gray Matter Volume

Given that we compared a group of 19 older adults against 38 younger adults (19 synaesthetes and 19 controls) and had an unequal gender distribution across our 57 participants (male: N = 23; female: N = 34), we calculated each participant’s total gray matter (GM) volume in milliliter (ml). This value was subsequently entered as a covariate in all second-level fMRI analyses to implicitly account for age- (Lemaitre et al., 2005; Raz et al., 2005) and gender-related (Luders et al., 2002) GM volume differences. Total GM volume was calculated from the subject-specific GM masks in native space, which were obtained following the segmentation of participant’s high resolution structural T1 images.



Second-Level Analyses

To analyze brain activity associated with WM maintenance of retrieved pair-associates (DPA-task) and of cued singletons (DMS-task), the results of the single-subject analyses were taken to group-level. Using a 3 (group) × 2 (task) factorial ANOVA, we examined task, group, and group by task interaction effects using the contrast images DPAd > DPAb and DMSd > DMSb. We created exclusive masks for the average activity across DPA and DMS, as well as for the average activity of the DPA and DMS-task separately, using a t-contrast across groups and a lenient threshold of p < 0.01 (uncorrected). Task, group and interaction effects were computed using an F-contrast. They were inclusively masked with the respective average task activity and suprathresholded at p < 0.001 (uncorrected), k = 5 voxels. Thus, the masking ensured that (a) group and interaction effects showed significant activations above zero within task-related regions and (b) activity was reported at a more stringent threshold, as voxels had to survive the thresholds of the task effect as well as the group effect (Daselaar et al., 2010). To further explore brain areas showing group and interaction effects, we extracted the percent signal change of each mean cluster activity using the rfx-plot toolbox (Gläscher, 2009). For brain areas showing a group difference, we estimated the trial-averaged BOLD signal change relative to cue-onset in second increments and plotted the time course for the average activity across DMS and DPA. For brain areas showing a significant group by task interaction, we presented the trial-averaged responses of all groups as the mean percent signal change relative to our modeled delay onset (starting 3 s into the delay).





RESULTS


Behavioral Results

Accuracy was high in both tasks and comparable across groups (see Table 2). A 3 × 3 mixed ANOVA with group and task as factors yielded no significant main effect of group, F(2,54) = 2.071, p = 0.136, ηp2 = 0.071. A highly significant main effect of task [F(2,108) = 29.119, p < 0.001, ηp2 = 0.350] suggested that the retrieval of dissimilar pairs was more demanding than the retrieval of similar pairs and the DMS-task (p < 0.001 for both pairwise comparisons, respectively). No difference was found between the retrieval of similar pairs and the DMS-task (p < 0.290). We also found a significant interaction between group and task, F(4,108) = 6.827, p < 0.001, ηp2 = 0.202. Tests of within-subject contrasts showed that the difference was found between the similar and dissimilar retrieval condition [F(2,54) = 6.173, p = 0.004, ηp2 = 0.186], and was driven by poorer performance of older versus young adults (parameter estimates: t = 3.214; p = 0.002).

TABLE 2. Mean and standard error of the percent accuracy (Hits and Correct Rejections) in the DPA and DMS-task (N = 19 in each group).
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fMRI Results


Main Effect of Task: Brain Activity Is Mediated by Working Memory Demands

We discovered a main effect of task in the superior medial prefrontal cortex (PFC), inferior frontal and middle orbital gyrus, the insula and midline regions (including the anterior, middle, posterior cingulate gyrus and precuneus), the pre and post central gyrus, inferior parietal regions (supramarginal and angular gyrus), middle and superior temporal gyrus, inferior and middle occipital gyrus and the cerebellum. Post hoc tests revealed that DMS-related WM (t-contrast: DMSd > DMSb > DPAd > DPAb) activated the medial PFC, lateral temporal regions and inferior parietal cortex, as would be expected from a visual working memory task. By contrast, DPA-related WM (DPAd > DPAb > DMSd > DMSb) yielded greater activity in left lateral PFC and superior parietal cortex, consistent with associative retrieval (Table 3).

TABLE 3. Regions showing activation differences between the DMS and DPA task, obtained from t-contrasts of the 3 × 2 (group × task) mixed ANOVA.
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Main Effect of Group: Synaesthetes Show Reduced Responses in Visual, Parietal and Frontal Regions During Visual Working Memory

We found a significant main effect of group on WM maintenance in occipital, inferior temporal and frontal regions (Figure 2). Synaesthetes exhibited lower activations relative to the other two groups in all brain regions (Figure 2). The reduction in percent signal change in the synaesthetes’ occipital-temporal regions was specific to the delay period of the WM-tasks and was not seen during the cue and target stages of the task (Figures 2A–D,G). Next, we computed t-contrasts to test for pair-wise group differences. We found a synaesthesia-specific effect in the inferior occipital and inferior temporal gyrus (averaged across DPA and DMS), with young adults showing higher activity than synaesthetes. No significant effect was found for the opposite contrast (synaesthetes > young), suggesting enhanced neural specificity in synaesthetes’ early visual regions. Older adults’ WM-maintenance was associated with higher activity relative to synaesthetes and young adults in occipital, parietal and frontal regions (Table 4). Notably, older adults showed more widespread activation differences relative to synaesthetes than relative to young adults, encompassing inferior temporal, fusiform and frontal regions. The opposite contrasts (young > old; synaesthetes > old) did not show an effect.

TABLE 4. Regions showing activation differences between young adults, older adults and synaesthetes, obtained from t-contrasts of the 3 × 2 (group × task) mixed ANOVA.
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FIGURE 2. Left and right-hemispheric regions exhibiting a significant main effect of group for the delay period (averaged across DPA and DMS). Parametric maps are rendered on the individual subjects’ brain available in MRIcron. Regions included the bilateral inferior temporal gyrus (A,B), bilateral superior occipital gyrus (C,D), the left precentral gyrus (BA6; E), left middle frontal gyrus (BA9; F), and the left medial temporal pole (BA38; G). Further group differences were found in the cuneus, calcarine, lingual and fusiform gyrus, as well as in the left precuneus (not illustrated). Bottom: Peristimulus time histograms (PSTH). Trial-averaged responses for all groups were rescaled to the percent signal change of each mean cluster activity relative to cue-onset. Error bars represent the standard error of the mean. Reduced signal strength was found in synaesthetes relative to young and older adults during the delay period in regions (A–G). The bars below each x-axis indicate the timing of cue and target stimulus presentation (white bar) and the delay period (black bar). A gray-scaled gradient bar above each x-axis depicts the expected peak of the BOLD response for WM-related activity, assuming a 4–6 s peak latency of the hemodynamic response. LIO, left inferior occipital gyrus, RIO, right inferior occipital gyrus, LSO, left superior occipital gyrus, RSO, right superior occipital gyrus, LPcG, left precentral gyrus, LMF, left middle frontal gyrus, LMTP, left medial temporal pole. Regions of each PSTH are denoted with their cluster peak in MNI.





Group by Task Interaction Effect

We further found a significant group by task interaction, delineating an increased representation of DPA-related WM in older adults’ right inferior temporal gyrus (BA19) and right perirhinal cortex (PRC; BA36), while young adults and synaesthetes showed increased representation of DMS-related WM in PRC (Figure 3).
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FIGURE 3. Significant group by task interaction illustrating the WM-type represented in the Right Inferior Temporal Gyrus, RIT (A) and Right Perirhinal Cortex, RPRC (B) of young adults, older adults and synaesthetes. Percent signal change was extracted from each mean cluster activity and is plotted relative to delay onset. Synaesthetes and young adults exhibited a reduction of BOLD-signal for the maintenance of stimuli that were recalled from memory (DPA-task) in RIT (A) and RPRC (B). During the DMS-task, the signal reduction was attenuated in synaesthetes and young adults in the RPRC (B), but was still present in the RIT (A). Error bars represent the standard error of the mean. RIT, right inferior temporal gyrus, RPRC, right perirhinal cortex.



Separate one-way ANOVAs revealed further group specific effects for each WM task: For the DMS-task (Figure 4A) we found a significant group effect in the left middle frontal gyrus (BA 9; peak in MNI: −21 8 52), while the more cognitively demanding DPA-task (Figure 4B) yielded a significant group effect in the left anterior middle frontal gyrus (BA 10; peak in MNI: −30 62 4) and right inferior frontal sulcus (BA44; peak in MNI: 30 14 37). No other group differences were detected. To examine the group differences more closely, we calculated contrast estimates from the mean cluster values of each task and computed Tukey post hoc tests. Older adults showed greater mean activity in frontal regions relative to young adults and synaesthetes in both tasks, as expected. However, while the enhanced activity in the left middle frontal gyrus was non-significantly different in older relative to young adults in the DPA-task (BA10: old > young: p = 0.683) or the DMS-task (BA9: old > young, p = 0.062), the enhanced activation in older adults relative to synaesthetes was always significant (DPA, BA10: p = 0.001; DMS, BA9: p = 0.001). Moreover, for both tasks we found significantly enhanced activity in the left middle frontal gyrus in young adults relative to synaesthetes (DPA, BA10: p = 0.008; DMS, BA9: p = 0.026). These results extend our predictions of enhanced frontal activation in older adults, showing enhanced frontal activation of young and older adults relative to synaesthetes. The only region showing enhanced activity in older adults relative to synaesthetes (p = 0.001) and young adults (p = 0.003) was the right inferior frontal gyrus, while the difference between synaesthetes and young adults in this region was not significant (p = 0.931).
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FIGURE 4. The DMS-task yielded a main effect of group in the Left Middle Frontal Gyrus (BA9) (A, left). The DPA-task yielded a main effect of group in the Left Middle Frontal Gyrus (BA10) and the Right Inferior Frontal Gyrus (BA44; B, left). Contrast estimates are reported for each mean cluster activity of DMS and DPA (A,B, right). Error bars represent the standard error of the mean. Synaesthetes showed significantly lower activity relative to older adults in all frontal regions. Synaesthetes also exhibited significantly lower activity than young adults in the Left Middle Frontal regions of the DMS and DPA task (A,B, top). Young adults showed significantly lower activity than older adults in the RIFS of the DPA-task (B, bottom), but not in the Left Middle Frontal regions of the DMS and DPA task (A,B, top). LMFG, left middle frontal gyrus, RIFS, right inferior frontal sulcus, a.u., arbitrary units.







DISCUSSION

The present fMRI study examined whether the disparate sensory-perceptual abilities in old age and grapheme-color synaesthesia differentially affected brain activity during visual working memory (VWM). Our findings revealed reduced activation in synaesthetes relative to young and older adults across two working memory tasks. These results are in accord with our previous study (Pfeifer et al., 2016) investigating visual associative memory in the same participants and provide evidence for a differentiated visual system supporting higher level cognitive processes (VWM and long term memory) in synaesthesia. Importantly, we show here that this applies to the delay period in working memory and, hence, group differences cannot be due to visual perception per se but must reflect differences in the maintenance of internal visual representations.

Whole-brain analyses of the present study yielded a group effect in a number of brain regions, notably, the superior and inferior occipital and the inferior temporal gyrus, the precentral and middle frontal gyrus and the medial temporal pole. Extracting the time course of these regions revealed that the synaesthetes’ BOLD signal during the delay period was consistently below young and older adults. Reduced fMRI BOLD signal during delay periods of VWM tasks has been associated with a differentiated neural system that selectively codes for dedicated features (Druzgal and D’Esposito, 2001; Ranganath et al., 2004). During VWM, stimuli are mentally represented in visual cortex and expected after a delay period. The representation and expectation of stimuli “sharpens” receptive units within a well differentiated visual system, resulting in sparse but efficient activation of dedicated neural populations that are manifested as low fMRI BOLD responses (Kok et al., 2012). Having observed reduced BOLD signal in synaesthetes relative to young and older controls in the present WM tasks with achromatic fractal images, our findings suggest that the neural populations supporting these stimuli are more distinctive in synaesthetes compared to the other two groups. Post hoc tests between young synaesthetes and age-matched young adults further revealed a synaesthesia-specific reduction in BOLD signal, which was exclusively found in posterior visual regions including the inferior occipital and inferior temporal cortex. Our argument is strengthened by our previous study (Pfeifer et al., 2016), in which we analyzed the cue and target periods of the same dataset, focusing on cued retrieval and recognition. As in the present study, synaesthetes showed reduced BOLD signal in early visual and inferior temporal cortex relative to young and older adults. However, this finding was limited to the cued retrieval stage and not seen during recognition. Similar to WM, cued retrieval requires an internally directed process to mentally hold, or search for, appropriate stimuli, respectively. Thus, the consistently reduced BOLD signal in synaesthetes during VWM and cued retrieval suggests greater efficiency in synaesthetes’ visual cortex and highlights age and individual differences during internally directed cognitive processes. The results of the present study are in line with the sensory recruitment model of VWM (Serences et al., 2009; Lee and Baker, 2016), which holds that perceptual stimuli are mentally represented in dedicated, feature selective visual areas. From the model it follows that enhanced perceptual qualities, as in synaesthesia, translate into enhanced VWM, which was evidenced in the present study by the reduced activation in synaesthetes’ visual cortex. Arguably, the reduced visual cortex activation during VWM and cued retrieval could be the result of using the same sample across the current and previous study (Pfeifer et al., 2016). However, the fact that synaesthetes demonstrated greater visual cortex activity relative to young and older adults during recognition (Pfeifer et al., 2016) shows that our sample of synaesthetes did not chronically express lower activation across all cognitive processes. Rather, synaesthesia and age-related perceptual mechanisms contributed differently to bottom-up and top-down processes (recognition, and WM and retrieval, respectively).

A repeated finding in our time course analysis was a negative BOLD response during the delay period in synaesthetes’ bilateral inferior and superior occipital cortex, and, most prominently, in the left medial temporal pole (LMTP) (Figure 2). The negative BOLD response has been interpreted as a diversion of blood flow to active brain areas, causing a local dip in non-used regions (Wade, 2002). For example, Amedi et al. (2005) found that the amplitude of the negative BOLD response in auditory cortex correlated with a positive BOLD signal in visual cortex during a visual imagery task. The results suggested that blood flow was diverted from an unused sensory region (i.e., auditory cortex) to relevant areas in visual cortex to engage in visual imagery. A similar interpretation might explain the negative BOLD response within our synaesthetes’ LMTP. The temporal pole is involved in semantic processing (Lambon Ralph et al., 2009) and object naming (Price et al., 2005). In the present study, naming abstract fractals might have assisted with the sustained representation of the images in WM. However, given that synaesthetes perform well on visual imagery (Barnett and Newell, 2008; Spiller et al., 2015), it is plausible that they used a purely visual strategy, thus causing the negative BOLD response in the LMTP that constituted an irrelevant brain region. The interpretation of diverted blood flow falls short, however, in explaining the negative BOLD response observed in synaesthetes’ posterior occipital regions that were actively engaged during our VWM task. Bressler et al. (2007) offer an alternative explanation, suggesting that the negative BOLD signal, particularly in visual cortex, carries relevant and stimulus-specific information. Their interpretation converges with fMRI studies using multivoxel pattern analysis (MVPA), showing that negative BOLD signal in visual regions carries content-specific information of perceptually encoded stimuli during mental representation (Serences et al., 2009; Riggall and Postle, 2012). Hence, it is possible that the role of the negative BOLD signal observed in synaesthetes is to carry information content in posterior visual regions, but not in anterior semantic processing areas such as the LMTP.

Concerning aging, our results are consistent with previous reports and suggest age-related dedifferentiation in posterior visual regions, concomitant with increased compensatory top-down functions from PFC. Relative to young adults and synaesthetes, older adults showed the highest mean amplitude in all occipito-temporal areas during VWM (Figure 2). Previous research has shown that neural populations in occipito-temporal regions become less distinctive with age and are characterized by non-specific activation of feature-selective areas during perception (Park et al., 2004, 2012) and visual imagery (Kalkstein et al., 2011). For example, Kalkstein et al. (2011) found that visual imagery of cued faces and moving dots activated respective face and motion selective regions in young adults, while older adults recruited both areas irrespective of the imagined stimulus type. Although the mental representation of fractal stimuli in our study did not target feature-selective regions as in the study by Kalkstein et al. (2011), the enhanced activation of older adults’ early visual regions relative to young adults and synaesthetes suggests activation of broad, non-specific neural ensembles, which manifested as increased fMRI BOLD signal in superior and inferior occipito-temporal regions.

Further evidence for age-related dedifferentiation was observed by a significant group by task interaction in the right inferior temporal cortex (RIT) and the right perirhinal cortex (RPRC). Consistent with the notion that older adults show greater activity as a result of neural broadening, we found less signal reduction (i.e., higher mean amplitude) in RIT and RPRC for older adults relative to young adults and synaesthetes during DPA-related WM (Figure 3). By contrast, young adults and synaesthetes exhibited greater activity relative to older adults in RPRC during DMS-related WM. The PRC is sensitive to minimal feature changes in complex visual stimuli (Henson et al., 2003; Gonsalves et al., 2005). Our DMS task required precise feature mappings of stimulus representations held in WM with a subsequently appearing perceptual target. Young adults and synaesthetes might have benefitted from recruiting the PRC to resolve any feature ambiguity in the DMS task, while older adults relied significantly less on this region, possibly as a result of age-related decline in PRC function (Ryan et al., 2012).

Consistent with our prediction, we observed enhanced PFC activity in older adults relative to young adults and synaesthetes across both VWM tasks (Table 4). Enhanced activity in PFC serves as a compensatory strategy for age-related neural dedifferentiation in posterior visual regions and has been described as the posterior-to-anterior shift in aging (PASA; Davis et al., 2008). Evidence for the PASA account comes from studies showing that age-related increases in PFC correlated with behavioral accuracy (Davis et al., 2008) and reduced activity in occipito-temporal regions (Cabeza et al., 2004; Davis et al., 2008). The behavioral accuracy scores in our paradigm were high across the two WM tasks and comparable between groups (no main effect of group was found) (Table 2). Thus, the enhanced frontal activation in older adults can be interpreted as a compensatory strategy to achieve comparable performance to young adults and synaesthetes. The fact that we only included successful and confident trials in our fMRI analysis adds further confidence to the older adults’ compensatory mechanisms via PFC to achieve accurate and confident performance scores.

Of further interest to the present study were the modulatory influences of task difficulty on brain activation. The results of our two WM-tasks, DMS (maintenance of cued images, low WM-load) and DPA (maintenance of retrieved images from memory, high WM-load) demonstrated that the neural correlates of WM are task-dependent: The contrast DPA > DMS activated the left lateral PFC and superior parietal cortex, as would be expected from a retrieval-related WM task (Vilberg and Rugg, 2012). By contrast, DMS > DPA activated the medial PFC, lateral and medial temporal regions and inferior parietal cortex, which is consistent with a pure visual working memory task (Ranganath, 2006). Moreover, the significant main effect of task demonstrated that participants did in fact activate various brain areas (including visual regions) significantly above or below baseline during VWM, an effect that cannot be appreciated by inspecting the relative differences between groups.

Separate analyses for the DMS and DPA task further elucidated age and individual differences in compensatory strategies employed via the PFC. We observed reduced activity in PFC in synaesthetes relative to young and older adults in both WM tasks, suggesting that synaesthetes required less compensatory mechanisms than the other two groups. Moreover, the group differences found in PFC reflected the specific type of WM: the DMS-task yielded a significant group effect in the left middle frontal gyrus (BA 9), which is classically associated with the maintenance of information in WM, including the reactivation of just-seen, transiently stored material (Raye et al., 2002; Curtis and D’Esposito, 2003). Older adults, who activated this region more strongly than synaesthetes (p = 0.001) and young adults (p = 0.062), might have compensated for behavioral performance, which did not differ between groups. The fact that young adults also showed significantly enhanced activity relative to synaesthetes (p = 0.026) highlights the effect of synaesthesia, indicating greater WM-related efficiency in synaesthetes that is less dependent on top-down control mechanisms. Our findings are in line with the distributed model of WM that considers collaborative operations of PFC and posterior visual regions (Postle, 2006; D’Esposito and Postle, 2015; Lee and Baker, 2016), suggesting that top-down control from PFC is alleviated in cases where the neural sensitivity in posterior visual regions is enhanced (as in synaesthesia).

The DPA-task yielded two group effects, one in the right inferior frontal sulcus and another in the left middle frontal gyrus, corresponding to the lateral region of BA10. We attribute the group differences in the right inferior frontal sulcus to a specific age-related dedifferentiation, given the enhanced activity in older adults relative to both, young adults and synaesthetes. Specifically, aging has been associated with a hemispheric asymmetry, whereby older adults show less left-lateralized activity than young adults and often activate additional right frontal regions (Cabeza, 2002), consistent with our finding. Our behavioral results shed further light on the observed age-related compensatory mechanisms. Older adults performed significantly poorer than the other two groups on the dissimilar condition of the DPA task. Since our fMRI analyses were carried out using trials from the dissimilar condition only (constituting high retrieval and WM-load), our imaging results converge with behavioral findings and demonstrate that age-related compensatory mechanisms via PFC increase with task difficulty.

The group effect in BA10, which has been associated with the recollection of contextual details in associative memory tests (Simons et al., 2005a,b), reflects memory-related processing differences inherent in the DPA-task. Although the instruction was to use the cue for retrieval and the delay for maintaining the retrieved pair-associates, it is likely that some participants continued to re-activate the to-be-maintained information during the delay-period. In this sense, the group differences found in lateral BA10 reveal the additional memory demands imposed by DPA-related over DMS-related WM. Interestingly, young and older adults showed significantly enhanced activity in BA10 relative to synaesthetes, suggesting that it was the specific retrieval-related maintenance subserved by this region during which synaesthetes demonstrated greater efficiency.



CONCLUSION

In conclusion, our data suggest a differentiated visual system in synaesthetes relative to young and older adults that supports VWM maintenance of non-synaesthesia inducing stimuli. The enhanced cortical sensitivity in synaesthetes’ visual areas (Barnett et al., 2008; Terhune et al., 2011) was reflected by reduced occipito-temporal activation during VWM and is consistent with the sensory recruitment model (Serences et al., 2009; Lee and Baker, 2016). Beyond sensory recruitment, synaesthetes also showed diminished top-down activation from PFC across two WM tasks that varied in cognitive demand. This finding dovetails with the suggested frontal control functions over posterior regions as envisaged by distributed models of WM (Postle, 2006; D’Esposito and Postle, 2015; Lee and Baker, 2016) and lends support for an overall neural efficiency of synaesthetes’ brains to assist VWM maintenance. The novelty of our finding is that sensory-perceptual processing differences inherent in the three groups translated into differences in VWM processing. Importantly, this finding converges with, and extends our previous result for visual associative memory (Pfeifer et al., 2016), demonstrating the utility of multiverse analyses of the same dataset to obtain a holistic picture across different cognitive processes (Steegen et al., 2016). Specifically, the synaesthetes’ reduced BOLD signal in visual cortex during VWM (present study) and cued retrieval (Pfeifer et al., 2016) suggests that internally directed cognitive processes recruit selective neural populations, which manifest as reduced fMRI activation in a sensitive visual system (as in synaesthesia). To our knowledge this is the first evidence from aging and synaesthesia that links bottom-up perceptual qualities with top-down WM maintenance, and is in support of the sensory recruitment and distributed models of working memory.
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Memory decline is a feature of some, but not all, healthy older adults. The neural patterns of this variability are still largely unknown. We examined the resting-state functional connectivity (RSFC) of older and younger adults before and after cognitive effort as an underlying feature for subsequent memory changes, focusing on the RSFC between the left anterior hippocampus (laHC) and the posterior hippocampi (pHC). Results showed that for younger adults, post-effort increases in laHC–pHC RSFC were related to increases in RSFC between the laHC and the hubs of the default mode network (DMN). However, for older adults, post-effort increases in the RSFC of laHC–pHC were related to decreases in the RSFC of the laHC and right precentral gyrus. Thus, the correlation between intra-HC and inter-HC RSFC was altered with cognitive effort and aging. Importantly, older adults who had lower post-effort RSFC between the laHC and the pHC demonstrated a decline in episodic memory 2 years later. Hence, the change in intra-HC RSFC following cognitive effort was able to predict subsequent memory function with aging in our sample.

Keywords: aging, episodic memory, functional magnetic resonance imaging, memory deficit, follow-up


INTRODUCTION

Older adults are especially impaired in episodic memory (Grady, 2012). Extensive studies have delineated the phenomenon of age-related memory decline (Nyberg et al., 2012), as well as the structural and functional brain changes (Grady, 2012) and the trajectory of accumulating neuropathologies with age (Ewers et al., 2011). Yet, researchers and clinicians are still unable to predict future decline in memory function in cognitively intact older adults. This prediction is crucial to maintain quality of life with advancing age, since it can potentially allow for a timely initiation of interventions. To investigate the issue, we used functional magnetic resonance imaging (fMRI) and concentrated on two features that were selected based on previous studies. First, we focused on the hippocampus (HC) and its functional networks, as they are known to be related to changes in episodic memory with age (Andrews-Hanna et al., 2010, 2014; Moscovitch et al., 2016). Second, we examined resting-state functional connectivity (RSFC) patterns, since they allow for detection of even minor changes that affect the flow of information between regions and networks (Ferreira and Busatto, 2013). Specifically, we examined changes in RSFC before and after cognitive effort, since cognitive effort can potentially exhaust compensatory mechanisms that conceal hidden deficits (Steffener and Stern, 2012). Thus, the difference between RSFC before and after cognitive effort is anticipated to have sensitivity to predict future decline in the integrity of neural networks with aging. We will elaborate on these two features below.

The HC is a key brain structure in memory (Moscovitch et al., 2016) that undergoes pronounced changes with aging (Fjell et al., 2014). The anterior and posterior sections of the HC have distinct structural and functional characteristics, which are affected differently by aging (Poppenk et al., 2013; Strange et al., 2014; Moscovitch et al., 2016) and contribute to distinct aspects of memory. The anterior HC (aHC) is more related to encoding, response to novelty, pattern completion, and capturing global aspects of an event (Poppenk et al., 2013; Strange et al., 2014; Moscovitch et al., 2016). The posterior HC (pHC) is more related to retrieval, response to repeated presentation of a stimulus, pattern separation, and capturing detailed information. Many studies have examined the differences in RSFC of the aHC and pHC with other regions (Wagner et al., 2016) and how RSFC changes with age (Salami et al., 2016). In the current study, we were interested in the RSFC between the aHC and the pHC (to be termed intra-HC RSFC along the long HC axis), which is reported to be reduced at older age (Damoiseaux et al., 2016), yet the functional manifestation of this reduction is still unclear.

The HC operates in concert with the default mode network (DMN; Buckner et al., 2008), yet these connections decrease at older age (Ferreira and Busatto, 2013; Salami et al., 2014). The DMN is composed of a core and two distinct subsystems: the medial temporal lobe (MTL) and the dorsomedial prefrontal (dmPFC) subsystems (Andrews-Hanna et al., 2010). The core includes two cortical midline regions, namely, the posterior cingulate cortex (PCC) along with the precuneus, and the ventromedial prefrontal cortex (vmPFC). These regions exhibit strong functional connectivity (FC) with the DMN subsystems and serve as hubs across the brain (Buckner et al., 2009). The MTL subsystem is composed of the HC, ventral medial prefrontal cortex (a section below the anterior cingulate cortex), inferior parietal lobule (IPL), retrosplenial cortex, and parahippocampal cortex (Andrews-Hanna et al., 2010). The MTL subsystem is essential for memory (Andrews-Hanna et al., 2010, 2014; Moscovitch et al., 2016).

RSFC patterns are understood to constitute traces of task-evoked coactivation among regions (Kelly and Castellanos, 2014), along with inherited personal tendencies, meaning the structural and functional biases of an individual’s nervous system, both innate and developed across the life span (Harmelech and Malach, 2013). As such, RSFC may provide insights about an individual’s traits and neuropathologies. With advancing age, the DMN (Andrews-Hanna et al., 2007) and the HC (Toussaint et al., 2014) are usually reported to have lower RSFC, which is not explained by a decrease in gray matter volume (Ferreira and Busatto, 2013). Lower RSFC between the HC and the DMN hubs is associated with lower memory performance at older age (Wang et al., 2010; He et al., 2012). With regard to RSFC and older age, we wish to emphasize two findings. First, older adults exhibit greater RSFC between the left and right HC, which is associated with lower RSFC between the HC and the DMN (Salami et al., 2014). The second finding is that RSFC is altered by cognitive effort (Grigg and Grady, 2010), a feature that can be harnessed to better differentiate between age groups. Specifically, Jacobs et al. (2015) found that younger adults show higher RSFC patterns in the DMN following encoding, while older adults do not. Here, we tried to combine the findings of Salami et al. (2014) and Jacobs et al. (2015) to examine whether cognitive effort affects the association between intra-HC RSFC and RSFC of the HC with the hubs of the DMN, and if that association is altered with age. Moreover, based on findings that RSFC of the HC predicts memory function in older adults (Wang et al., 2010; He et al., 2012), we also examined whether changes in intra-HC RSFC following effort could predict future memory decline with age.

The study had three aims. The first aim was to characterize the effects of age and cognitive effort on RSFC of the HC. To this end, older and younger adults completed an fMRI scan, which included two resting-state runs separated by a long cognitive task (composed of cycles of encoding, mathematical distraction, and recognition). Note that we refer to the period of the cognitive task as “cognitive effort” since it includes both memory and nonmemory tasks. When a particular task from that period is analyzed, the task itself is stated specifically in the text. A seed-based RSFC analysis was used, with the seed in the HC. The second aim was to examine whether different HC connections changed following cognitive effort in similar ways. This aim was achieved by evaluating the correlations of the differences in RSFC before and after effort for distinct HC connections. We also examined whether these associations changed with age. Specifically, we focused on the association between RSFC of the aHC and pHC and between the RSFC of the HC and the hubs of the DMN. The third and final aim was to examine whether changes in intra-HC RSFC following effort may predict future memory decline in older adults. To fulfill this aim, the older adults completed three neuropsychological evaluations, one at the time of the fMRI scan (baseline) and each subsequent year for 2 years (follow-ups), and their performance was correlated with the changes in intra-HC RSFC following effort identified at baseline.



MATERIALS AND METHODS


Participants

Twenty-five younger [age range: 21–35 years; mean age standard deviation (SD)]: 29 years (4); mean education: 15.24 years (2.29); nine females and 28 older (age range: 65–79 years; mean age: 71.8 years (4.6); mean education: 17.1 years (3.05); 16 females) healthy adults participated in the study. Gender was excluded as a potential confounding factor (see Supplementary Results). All participants were right-handed, except for two younger participants who were ambidextrous with a tendency to use the right hand more, as indicated by the Hebrew translation of the Edinburgh Handedness Inventory (Oldfield, 1971). All participants were native or fluent Hebrew speakers. None had a history of neurological or psychiatric problems, and all reported normal or corrected to normal vision. None of the older adults reported substantial cognitive decline during a screening interview; all had intact cognitive function, as indicated by a comprehensive neuropsychological assessment (see details below); and none was diagnosed with mild cognitive impairment or dementia using established criteria (Petersen, 2004; American Psychiatric Association, 2013). The experimental procedures were approved by the Tel Aviv Sourasky Medical Center Institutional Review Board, and all participants provided written informed consent.



Neuropsychological Assessment at Baseline and Follow-Up

Older adults completed a comprehensive neuropsychological assessment on three occasions. The first was the baseline assessment, conducted during a separate meeting shortly before the fMRI scan. The second was conducted approximately 1 year after the baseline assessment (to be termed “1y follow-up”), and the third was conducted approximately 2 years following the baseline assessment (to be termed “2y follow-up”). The baseline sample included 28 participants; one participant was excluded at the 1y follow-up due to failure to make contact. In each assessment, the following tests were administered (all in Hebrew): Montreal Cognitive Assessment (MoCA; Nasreddine et al., 2005), Rey Auditory Verbal Learning Test (RAVLT; Vakil and Blachstein, 1997), logical memory from the Wechsler Memory Scale (WMS), Rey–Osterrieth complex figure (Lezak et al., 2004), phonemic and semantic verbal fluency tests (Kavé and Knafo-Noam, 2015), digit span and general knowledge tests from the Wechsler Adult Intelligence Scale (WAIS), and Trail Making Test (TMT) parts A and B (Lezak et al., 2004). All tests except the MoCA were scored using norms for age. Raw scores were used for the MoCA test since there are no formal norms for age (Oren et al., 2015). The assessment confirmed the intact cognitive status of the participants at all time points (i.e., no more than one test with a score of 1.5 SD below age-matched norms; Table 1). Younger participants completed only the RAVLT, verbal fluency, and digit span after the fMRI scan (Table 1). Details regarding a subset of the older and younger adults can also be found in Oren et al. (2015), Elkana et al. (2016) and Oren et al. (2017a).


TABLE 1. Results of neuropsychological assessment of older and younger adults.
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Experimental Design and Procedure

All the participants completed an fMRI scan with five consecutive runs in the following order: resting state (378 s), task (582 s), anatomical scan (240 s), task (582 s), and resting state (378 s; Figure 1A). Between each run, participants were given about a minute to rest before the next run. The two resting-state runs would be termed “RSFC before” (effort) and “RSFC after” (effort), respectively.


[image: image]

FIGURE 1. Schematic representation of the experimental procedure and the meaning of correlation between two deltas. (A) The experimental procedure included a run of rest, two runs of cognitive effort, including encoding of short movies and recognition questions, and another run of rest. (B) A positive correlation between ΔRSFC of left anterior hippocampus (laHC)–posterior hippocampi (pHC) and laHC–default mode network (DMN) hubs would mean that higher post-effort resting-state functional connectivity (RSFC) in the laHC–pHC connection is correlated with higher post-effort RSFC in the laHC–DMN hub connection. (C) A positive correlation between ΔRSFC of laHC–pHC and Δimmediate memory 2y would mean that lower post-effort RSFC in the laHC–pHC connection at baseline is associated with decline in immediate memory 2 years later.



In the resting-state runs, participants were instructed to lie still in the scanner with their eyes closed, not to think about anything in particular and not fall asleep. The task was an episodic memory task consisting of 16 consecutive cycles, each composed of three phases—encoding, distraction (mathematics), and recognition [a detailed description of the stimuli and paradigm may be found in Oren et al. (2016)]. In brief, a 21-s movie was played during the encoding phase. The movies in the task were unfamiliar, nonemotional, silent clips edited from feature-length films. The original films were not silent, but sound was omitted during editing. In order to make the encoding task more challenging, a distracting linguistic task was performed during encoding, in which participants had to indicate whether a string of letters was a word or pseudoword. Three words were presented during each movie: two words and one pseudoword or vice versa. The words appeared one at a time, like subtitles at the bottom of the screen, for 2 s each. Importantly, each word appeared 0.5 s before the frame that served as a target in a recognition question. The 9-s distraction phase followed immediately after the movie clip and consisted of three mathematical questions meant to diminish rehearsal and recency effects (Baddeley, 2003). The mathematical questions were composed of a simple equation (e.g., “56 + 7 =?”) at the top of the screen, with the correct answer and a foil in two separate rectangles. The recognition phase lasted 15 s and consisted of three recognition questions, in which the question “What did the last movie show?” was presented at the top of the screen with two picture choices presented below. The correct answer was a picture taken from the short movie that immediately preceded the question. The foil was a picture taken from the original feature-length film presenting the same characters and setting, but from a segment that did not appear in the experiment. A fixation cross of interchangeable length of 9 or 12 s was presented between the distraction and recognition phases, and between recognition and the next sequence. Each cycle of encoding, distraction, and recognition lasted between 63 and 69 s and presented different movies and questions. The paradigm was divided into two runs, and each run consisted of eight cycles. A run started with a fixation cross for 24 s and an additional single movie to habituate the neural response to the visual stimuli and to accustom the participants to the task. This movie was discarded from the analyses. Participants responded to the tasks using a handheld response box.



MRI Acquisition

MRI scans were performed on a 3.0-Tesla MRI scanner (GE Signa EXCITE, Milwaukee, WI, USA) using an eight-channel head coil. Blood-oxygen-level-dependent (BOLD) functional MRI was acquired with T2*-weighted imaging: repetition time (TR) = 3,000 ms; echo time (TE) = 35 ms; flip angle (FA) = 90°; field of view (FOV) = 200 mm; matrix size = 96 × 96; 39 axial slices of 3-mm thickness, 0 gap. A high-resolution anatomical T1-weighted fast spoiled gradient echo imaging was acquired: FOV = 256 mm; matrix = 256 × 256; TR = 9.2 ms; TE = 3.5 ms; axial slices of 1-mm thickness, no gap. This anatomical scan was used for surface reconstruction. To minimize head movements, the participants’ heads were stabilized with foam padding. Stimuli were controlled using the PsychoPy software (Peirce, 2007, 2009) and presented via an liquid-crystal display (LCD) projector to a tilted (45°) mirror positioned over the participants’ foreheads. A MR-compatible response box was used to collect responses.



Data Analysis

Data were analyzed using the BrainVoyager QX software (Formisano et al., 2005; Goebel et al., 2006) and in-house codes implemented in MATLAB. In the younger group, the resting-state data of one participant were discarded due to failure to complete the second run, and the fMRI task data of another three participants were discarded due to technical problems during the scan. In the older group, the resting-state data of one participant and the task data of the other five participants were discarded due to excessive head movements (see below). Additionally, a single task run of the other three older adults was also discarded due to head movements. Hence, the final RSFC analyses were performed on 24 younger and 27 older adults, and the final task analyses were performed on 22 younger and 23 older adults. Finally, head movements were excluded as potential confounding factors (see Supplementary Results).


Preprocessing

Preprocessing of the functional scans included cropping of the first six TRs in each run to ensure that initial magnetization for each subsequent TR had reached a steady-state, 3D motion and slice scan time correction and linear trend removal. For the resting-state analyses, a low-pass filter was used (0.1 Hz). For the task analyses, a high-pass filter was used (one cycle per run). As mentioned above, runs in which head movements exceeded 3 mm were discarded from the analyses. Spatial smoothing was applied using a Gaussian spatial filter (6-mm full-width at half-maximum value). The functional images were superimposed on 2D anatomical images and incorporated into the 3D data sets through trilinear interpolation. The complete functional data set was transformed into Talairach space (Talairach and Tournoux, 1988). In the resting-state analyses, the average signals from the ventricles, white matter, and head movements were regressed out since they contained sources of spurious variance (Cole et al., 2010; Weinstein et al., 2016).



Defining a Seed Region: the laHC

The aim of the study was to explore the RSFC of the HC and how it changed as a function of cognitive effort and age. Therefore, a seed-based RSFC analysis was employed with the HC as the seed. The HC was defined functionally based on activity level during the task that was performed between the two runs of rest, so it would have direct relevance to the cognitive effort. Based on previous studies (Spreng et al., 2010; Tromp et al., 2015), the HC was defined using a contrast that differentiated the activity level of the age groups during the encoding phase. To this end, the activation level was analyzed using a general linear model (combining the two task runs) which contained regressors for each phase, namely, encoding, mathematics, recognition, and a no-interest block. A whole-brain activation map was created for the contrast “younger vs. older during encoding” [p < 0.05, controlling for multiple comparisons across the whole brain was done using a false discovery rate (FDR) method; Benjamini and Hochberg, 1995; Benjamini and Yekutieli, 2001], cluster size >10 × 33, with a gray matter mask (results of this activation analysis are presented in the Supplementary Results). The left aHC (laHC) emerged in this contrast with a lower activation level for older as compared to younger adults. This region was defined as a seed for the following RSFC analysis.



Whole-Brain RSFC of the laHC

A whole-brain RSFC analysis was conducted with the laHC as the seed region. The time course, averaged across all the voxels in the seed, was extracted for each participant and for each rest run (i.e., rest before and after effort). A Pearson’s coefficient was used to calculate the correlation between the time course of the seed and each voxel across the whole brain. The resulting correlation coefficients were normalized using a Fisher transformation and entered into a random effects analysis of variance (ANOVA) with age (older/younger) and effort (before/after) as independent variables (p < 0.05, FDR-corrected, cluster >10 × 33, with a gray matter mask).



Defining Regions of Interest

Regions that demonstrated a significant effect in the whole-brain RSFC analysis were defined as regions of interest (ROIs) for all subsequent analyses. Specifically, regions that demonstrated a significant correlation with the laHC as a function of age (collapsed across rest before and after effort), effort (collapsed across age groups), or their interaction were defined as ROIs. In the case of bilateral homologous regions, we examined the correlation between them in order to determine whether they could be united into a single ROI for all subsequent analyses. To this end, the time course was extracted from both regions for each participant, and a Pearson correlation coefficient was calculated. The correlation coefficients of all the participants were Fisher transformed, and a one-sample t-test was used to determine whether they were significantly larger than zero. This was done separately for each rest run and group. In the case that homologous spatially separated ROIs were judged to be highly correlated, they were collapsed together by averaging the time course across all the voxels in the two ROIs, thus creating a united ROI.



Post Hoc ROI Analyses

To further explain the nature of the effects that emerged from the whole-brain analysis, a post hoc analysis examined whether the connection between the seed and each ROI was significantly different from zero, separately for each age group. To this end, the following steps were taken. First, the time course of the ROI was extracted and averaged across all voxels in the ROI and both rest runs. Second, the correlation between the time courses of the seed and the ROI was calculated and normalized using a Fisher transformation. Third, across all participants in a given group, a one-sample t-test was used to determine whether the correlation was significantly different from zero (i.e., the seed and the ROI were functionally connected). This was a two-tailed test, as a correlation can be significantly higher or lower than zero. Controlling for multiple comparisons was done using the FDR method, separately for each group.

Next, we explored the possibility that differences in RSFC between older and younger adults emerged due to group differences in activation of the laHC. Dependency between seed activation and RSFC would be reflected by correlations between the two measures. Hence, we calculated these correlations to see if this interpretation was true. To this end, the time course, averaged across all the voxels in the seed, was extracted for each participant and task run. This time course was used to calculate percent signal change (%SC) from the baseline during encoding. Next, the correlation between %SC in the seed during encoding and Fisher-transformed r-value (correlation between the seed and an ROI, averaged across rest before and after effort) was calculated for each ROI, separately for each group. Controlling for multiple comparisons was done using the FDR method, separately for each group.



Correlation Between Changes in RSFC Following Effort

Here we were interested to see whether changes in RSFC (difference in RSFC after effort as compared to before effort) between the laHC and different regions were related. This relationship was assessed as a Pearson correlation between two deltas (Figure 1B). To this end, a delta was calculated for each laHC–ROI connection, as the difference in RSFC after compared to before effort (ΔRSFC = RSFC after effort − RSFC before effort). Based on the literature (Salami et al., 2014; Jacobs et al., 2015), we focused on the correlation between the ΔRSFC of laHC–pHC and the ΔRSFC of laHC–DMN hubs. This correlation was calculated separately for each age group. Several control analyses were also conducted in order to determine the specificity of the results (see the “Results” section). Controlling for multiple comparisons across all the correlations calculated in this section was done using the FDR method.



Correlation Between Change in RSFC and Future Cognitive Decline

This analysis focused on the relationship between ΔRSFC of laHC–pHC and subsequent changes in episodic memory with aging, assessed as the correlation between two deltas (Figure 1C). The first delta was the difference in RSFC before and after effort (ΔRSFC = RSFC after effort − RSFC before effort). The second delta was the difference in immediate memory score between follow-up and baseline (Δimmediate memory = immediate memory at follow-up − immediate memory at baseline). Immediate memory was measured as the average z-score of two neuropsychological tests for immediate episodic memory, namely, the first trial of the first word list of the RAVLT and immediate recall of logical memory test. These scores were used due to their sensitivity in detecting memory decline, and an average of two scores was used since a combination of measures provides better predictive accuracy than a single score (Bastin and Salmon, 2014; Gainotti et al., 2014). Note that this analysis used the difference in memory level between two time points (delta) and not memory level at a specific time point. This is due to the high education level of the older adults group, since high education level usually renders most neuropsychological tests insensitive to capture subtle decline (Elkana et al., 2016). Hence, comparing performance in the two time points should be more sensitive in the current study group. A different correlation was constructed for each relevant connection and for each year. Specifically, one correlation used the Δimmediate memory between the scores of the 1-year follow-up and baseline (to be termed Δimmediate memory 1y) and another Δimmediate memory of the 2-year follow-up and baseline (to be termed Δimmediate memory 2y). Additional control analyses were conducted (see the “Results” section). Controlling for multiple comparisons across all the correlation calculated in this section was done using the FDR method.





RESULTS


Whole-Brain Resting-State Functional Connectivity of the laHC

The first aim of the study was to examine whether the connections of the laHC at rest change as a function of age and/or cognitive effort. To this end, a whole-brain RSFC analysis was conducted, using the laHC as the seed region (Figure 2A) and age (older/younger) and effort (before/after) as independent variables. The only effect that emerged was that of age (p < 0.05, FDR-corrected, cluster >10 × 3; Figure 2B and Table 2). For all the connections with the seed, RSFC was lower for older than for younger adults. The regions that demonstrated this effect could be divided into three groups. The first group was composed of regions of the MTL subsystem of the DMN: right aHC (raHC), left pHC (lpHC), right pHC (rpHC), and bilateral IPL. The second group consisted of the two midline DMN hubs: PCC and vmPFC. Motor regions such as the right precentral gyrus (preCG) and the left putamen constituted the third group. Notably, no main effect for effort or an interaction between age and effort was found.
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FIGURE 2. RSFC. (A) Seed region for RSFC: laHC. (B) Whole-brain maps depicting lower RSFC in older as compared to younger adults (n = 51, random effects, p < 0.05, false discovery rate (FDR)-corrected, cluster >10 × 33). For visualization purposes only, (C–E) bar graphs representing r values (RSFC, collapsed across rest before and after effort) that emerged in the whole-brain RSFC analysis, as depicted in (B). Since (C–E) are taken from RSFCs that show a significant group effect (depicted in B), all RSFCs are significantly lower for older (white) than for younger (dark gray) adults. Regions of interest (ROIs) were divided into three groups: (C) medial temporal lobe (MTL) subsystem, (D) midline DMN hubs, and (E) motor regions. Error bars represent standard errors. Bars denoted with thick borders indicate significant difference from zero. Note that although statistical analyses were conducted on Fisher-transformed correlations, the results are presented in the original correlation for the reader’s convenience. Error bars represent standard errors.Abbreviations: l, left; r, right; aHC, anterior hippocampus; pHC, posterior hippocampus, IPL, inferior parietal lobule; vmPFC, ventromedial prefrontal cortex; PCC, posterior cingulate cortex; preCG, precentral gyrus.




TABLE 2. Main effect for age in the resting-state functional connectivity (RSFC) analysis with the left anterior hippocampus (laHC) as seed.

[image: image]




Defining ROIs

Regions that emerged in the whole-brain RSFC analysis were defined as ROIs. Accordingly, regions that demonstrated main effect for age (i.e., differences between older and younger adults, collapsed across rest before and after effort), which was the only significant effect, were defined as ROIs. The set included two pairs of bilateral homologous regions: pHC and IPL. In order to confirm that each homologous pair could be averaged together for subsequent analyses, we examined the correlation between them. The pHC were highly correlated at rest, both before and after cognitive effort, for younger (rest before: r(24) = 0.4, p = 0.05; rest after: r(24) = 0.57, p = 0.004) and older (rest before: r(27) = 0.51, p = 0.006; rest after: r(27) = 0.7, p = 3.8*10−5) adults; thus, they were collapsed together. As a control analysis, we examined the correlation between the raHC and the posterior sections of both HC, but found no significant correlation. Namely, the raHC was not correlated with the rpHC at rest, neither before nor after cognitive effort, for younger (rest before: r(24) = 0.22, p = 0.3; rest after: r(24) = 0.31, p = 0.14) or older (rest before: r(27) = 0.36, p = 0.06; rest after: r(27) = -0.27, p = 0.17) adults. Similarly, the raHC was not correlated with the lpHC at rest before or after effort for younger (rest before: r(24) = 0.25, p = 0.23; rest after: r(24) = 0.16, p = 0.45) or older (rest before: r(27) = 0.36, p = 0.06; rest after: r(27) = 0.08, p = 0.69) adults. Hence, only the posterior sections of both HC were collapsed together. With regard to the IPL, the left and right IPL were highly correlated at rest before and after effort for younger (rest before: r(24) = 0.66, p = 0.0003; rest after: r(24) = 0.8, p = 3.4 × 10−7) and older (rest before: r(27) = 0.63, p = 0.0003; rest after: r(27) = 0.37, p = 0.05) adults, and so were also collapsed together for subsequent analyses. Hence, the final set of ROIs included seven regions: pHC (bilateral), raHC, IPL (bilateral), PCC, vmPFC, right preCS, and left putamen.



Post Hoc ROI Analyses

Lower RSFC for older as compared to younger adults may be due to negative connections between the seed and ROIs or a lack of connection (i.e., RSFC not different than zero) in older adults. Hence, to further understand the age-related changes, post hoc analyses were conducted to examine whether the connections between the seed and each ROI was significantly different from zero (i.e., significantly higher or lower than zero). The tests were performed separately for each group and averaged across both rest runs (i.e., before and after effort) due to lack of effort effect. In the younger group, all connections were significantly higher than zero (p < 0.05, FDR-corrected; Figures 2C–E, thick borders). In contrast, in the older adults, the coupling of the laHC with the PCC, vmPFC, IPL, and right preCG were not significantly different from zero (p > 0.05, corrected; Figures 2C–E, thin borders). The coupling of the laHC with the pHC, raHC, and left putamen were significantly higher than zero (p < 0.05, corrected; Figures 2C–E, thick borders). Thus, in the older adults, the laHC was functionally unconnected to the cortical regions, which showed RSFC in the younger adults, while the subcortical connections were lower than those of younger adults.

One may claim that the lower RSFC for older adults that emerged in our study was due to the lower seed activation in the older adults group. If that was the case, then one would also expect a significant correlation between laHC activation during encoding and RSFC between the laHC and each ROI. To examine this possibility, we calculated these correlations but did not find a significant correlation in the older or the younger adults (p > 0.05, FDR-corrected, for all correlations). Hence, we conclude that it is less likely that the group differences in RSFC were derived from group differences in the activation of the laHC during encoding.



Correlation Between Changes in RSFC Following Effort

We aimed to test whether change in RSFC of one connection is associated with change in RSFC of another connection (i.e., RSFC of the laHC with a certain ROI and with another ROI). Change in RSFC is the difference between RSFC after and before effort. Hence, we looked at the correlation between two deltas (ΔRSFC) and whether they vary with age.

Here, the ΔRSFC (ΔRSFC = RSFC after effort − RSFC before) for the connection of the laHC with each ROI was calculated. Based on the literature, we focused on the correlation between the ΔRSFC laHC–pHC connection and the ΔRSFC laHC–DMN hub connection (i.e., averaging all the voxels from the PCC and the vmPFC together, thus creating a united ROI of the DMN hubs, see validation below; this correlation would be termed below as the “main correlation”). This main correlation was calculated separately for each group. For the younger group, there was a positive correlation (r(22) = 0.58, p = 0.036, FDR-corrected; Figure 3A). Interestingly, for older adults, the correlation was non-significant (r(25) = −0.28, p = 0.3, FDR-corrected; Figure 3A). The difference between the two correlations was significant (z = 3.17, p = 0.001, two-tailed), as determined by comparing the independent correlation coefficients (Lowry, 2016). This means that only for younger adults, post-effort increase in the connection between the laHC and the pHC was related to a similar increase in the connection between the laHC and the DMN hubs, and vice versa. This relationship was not present with older age.


[image: image]

FIGURE 3. Correlations between ΔRSFCs. Scatter plots representing the linear relationship between two ΔRSFCs (RSFC after effort − RSFC before effort) of two connections. (A) For younger adults only, higher post-effort RSFC in the laHC–pHC connection was associated with higher post-effort RSFC in the laHC–DMN hub connection. (B) For older adults only, higher post-effort RSFC in the laHC–pHC connection was associated with lower post-effort RSFC in the laHC–right preCG connection. Note that although statistical analyses were conducted on Fisher-transformed correlations, the results are presented in the original correlation for the reader’s convenience. Abbreviations: l, left; r, right; aHC, anterior hippocampus; pHC, posterior hippocampus; DMN, default mode network; preCG, precentral gyrus; *p < 0.05, FDR-corrected.



Several control analyses were conducted to examine whether the pattern that emerged in the main correlation (i.e., the correlation between ΔRSFC of laHC–pHC and laHC–DMN hubs) was also evident in other connections. The first control analysis examined whether the main correlation emerged mainly in the anterior–posterior intra-HC connection, or whether the left–right intra-HC connection could also show the same correlation with the DMN hubs. To this end, the correlation between ΔRSFC of laHC–raHC and laHC–DMN hubs was calculated. Results showed that although the correlations were similar, they were non-significant (younger: r(22) = 0.22, p = 0.4, FDR-corrected; older: r(27) = −0.25, p = 0.4, FDR-corrected). This indicates that the main correlation emerged primarily in the anterior–posterior intra-HC connection.

Next, we examined whether the main correlation changed if it was calculated with each DMN hub separately, thus establishing the validity of collapsing together the PCC and vmPFC. Here, we found that when separating the hubs, the correlation between the deltas became marginally positive for younger adults following correction for multiple comparisons and remained non-significant for older adults. This was true for the correlation between ΔRSFC of laHC–pHC and laHC–PCC (younger: r(22) = 0.48 p = 0.06, FDR-corrected; older: r(27) = −0.34, p = 0.18, FDR-corrected) and also for the correlation between ΔRSFC of laHC–pHC and laHC–vmPFC (younger: r(22) = 0.45, p = 0.06, FDR-corrected; older: r(27) = −0.09, p = 0.6, FDR-corrected). These results indicate that the hubs had similar RSFC patterns, so they were collapsed together to increase statistical power.

We also checked whether the main correlation emerged mainly in the connection to the DMN hubs, as compared to other DMN cortical regions. To this end, the correlation between ΔRSFC of laHC–pHC and laHC–IPL was calculated. The results were non-significant (younger: r(22) = 0.27, p = 0.3, FDR-corrected; older: r(27) = −0.25, p = 0.3, FDR-corrected), suggesting that the main correlation emerged primarily for the hubs of the DMN.

Then, we tested the correlation to other regions that are not part of the DMN. Namely, the correlation was recalculated, once with the left putamen and once with the right preCG. For the left putamen, there were non-significant correlations for both groups (correlation between ΔRSFC of laHC–pHC and laHC–left putamen, younger: r(22) = 0.16, p = 0.5, FDR-corrected; older: r(27) = 0.46, p = 0.06, FDR-corrected). Surprisingly however, for the right preCG, there was a significant correlation for the older but not the younger adults (correlation between ΔRSFC of laHC–pHC and laHC–right preCG, younger: r(22) = 0.06, p = 0.7, FDR-corrected; older: r(27) = −0.54, p = 0.036, FDR-corrected; Figure 3B). The difference between the correlation of the older and younger adult was significant (z = 2.21, p = 0.021, two-tailed). These results indicate that the correlation between the HC and DMN hubs that was seen in younger adults was not present in older adults and that a different correlation was seen between the HC and cortical motor region (preCG).

The final control analysis examined whether the main correlation emerged mainly in RSFC, as compared to FC during encoding. To answer this question, FC during encoding was calculated and correlations between FC of the different regions were calculated, separately for each group. None of the results were significant. Specifically, the correlations between FC of laHC–pHC and laHC–DMN hubs were non-significant (younger: r(20) = 0.08, p = 0.7, FDR-corrected; older: r(21) = 0.31, p = 0.2, FDR-corrected). Similarly, the correlations between FC of laHC–pHC and laHC–right preCG were non-significant (younger: r(20) = 0.39, p = 0.17, FDR-corrected; older: r(21) = 0.48, p = 0.06, FDR-corrected). These results suggest that in the current study, the correlations between the HC and cortical regions emerged with regard to changes in RSFC following effort.

Together, the results show that for younger adults, increased intra-HC RSFC following effort was associated with an increased RSFC of the HC with DMN hubs. Older adults did not show this pattern. For them, increased intra-HC RSFC following effort was associated with decreased RSFC of the HC and right preCG. This means that older age changed the regions that participated in the correlation, as well as the direction of the correlation.



Correlation Between Change in RSFC and Future Memory Decline

Thus far, we showed that the RSFC of the laHC decreased with age. We also showed that ΔRSFC of laHC–pHC was related to ΔRSFC of laHC with other regions and that the regions and direction of the correlations changed with age. We were next interested to examine the ability of ΔRSFC of laHC–pHC to predict future decline in episodic memory in older adults. To this end, we calculated the correlations between ΔRSFC and Δimmediate memory scores (ΔRSFC = RSFC after effort − RSFC before effort; Δimmediate memory 1y = immediate memory at 1-year follow-up − immediate memory at baseline; Δimmediate memory 2y = immediate memory at 2-year follow-up − immediate memory at baseline). The correlation between ΔRSFC of laHC–pHC and Δimmediate memory 2y was significant (r(24) = 0.52, p = 0.045, FDR-corrected; Figure 4). The correlation between ΔRSFC of laHC–pHC and Δimmediate memory 1y was non-significant (r(24) = 0.32, p = 0.2, FDR-corrected). Hence, for older adults, decrease in the RSFC of the laHC–pHC following effort was associated with a decrease in immediate memory 2 years after.
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FIGURE 4. Correlation between ΔRSFC and Δimmediate episodic memory score of older adults at the 2-year follow-up. A scatter plot representing the linear relationship between ΔRSFC (RSFC after effort − RSFC before effort) and Δimmediate memory 2y score (immediate memory 2y follow-up − immediate memory baseline). Lower post-effort RSFC in the laHC–pHC connection was associated with lower scores for immediate memory at the 2-year follow-up. Note that although statistical analyses were conducted on Fisher-transformed correlations, the results are presented in the original correlation, for the reader’s convenience. Abbreviation: l, left; aHC, anterior hippocampus; pHC, posterior hippocampus; y, year; *p < 0.05, FDR-corrected.



Control analyses examined the uniqueness of the correlation described above by calculating the correlations between ΔRSFC of the HC with other ROIs and Δimmediate memory 2y. The first control analysis examined whether the prediction of future decline in immediate episodic memory was specific to the anterior–posterior intra-HC connection, as opposed to the left–right intra-HC connection. To this end, the correlation between ΔRSFC of laHC–raHC and Δimmediate memory 2y was calculated but was non-significant (r(24) = 0.36, p = 0.17, FDR-corrected). The following analysis examined the predictability of the two ΔRSFC of connections that emerged in the previous analysis, namely, laHC–DMN hubs and laHC–right preCG. Yet, in both of these cases, the correlation was non-significant (correlation between ΔRSFC of laHC–DMN hubs and Δimmediate memory 2y r(24) = −0.18, p = 0.4, FDR-corrected; correlation between ΔRSFC of laHC–right preCG and Δimmediate memory 2y r(24) = −0.29, p = 0.2, FDR-corrected). These results establish the ΔRSFC of the laHC–pHC to predict future memory decline. Thus, older adults who were negatively affected by the effort, measured as reduced RSFC between anterior and pHC following an effortful task, demonstrated deterioration in immediate episodic memory in the subsequent 2 years. Those older adults who maintained high RSFC levels after effort also maintained their learning abilities, as indicated by their improved performance on follow-up cognitive testing.




DISCUSSION

The current study examined how the RSFC of the laHC changes with cognitive effort and age, and the ability of effort-related changes in RSFC to predict future memory decline with aging (Figure 1). Here, cognitive effort was composed of mnemonic (encoding and recognition) and nonmnemonic (mathematics) tasks. The results showed that at rest, the laHC of older adults demonstrated lower subcortical connections compared to younger adults (Figure 2C; i.e., RSFC significantly higher than zero, but lower than that of younger adults), and that at the group level, the laHC of older adults was actually unconnected to cortical regions (Figures 2C–E; i.e., RSFC not significantly higher than zero). For younger adults, post-effort increase in RSFC of the laHC with the pHC was associated with post-effort increase in RSFC of the laHC with DMN hubs (Figure 3A). Older adults showed a different pattern, where post-effort increase in RSFC of the laHC with the pHC was related to post-effort decrease in RSFC of the laHC with the right preCG (Figure 3B). Finally, decreased RSFC of the laHC with the pHC after cognitive effort in older adults was associated with memory decline 2 years later (Figure 4). Notably, our findings refer to RSFC, i.e., synchronization in the BOLD signal of spatially distinct regions, as opposed to anatomical connectivity.

The laHC had lower activation (Figure 2A) and RSFC (Figures 2C–E) in older adults, corroborating previous findings of pronounced age-related decline in the aHC in terms of anatomy, activation (Spreng et al., 2010; Ta et al., 2012; Tromp et al., 2015), and RSFC (Salami et al., 2016). In younger adults, the aHC is functionally connected at rest with the PCC, vmPFC, IPL, and other frontal and temporal regions (Vincent et al., 2006). Compatible with these findings, we showed that in younger adults, the laHC was functionally connected to three sets of regions (Figure 2; Table 2). The first set included regions from the DMN MTL subsystem, namely, other sections of the HC, as well as bilateral IPL (Andrews-Hanna et al., 2010). The second set included the PCC and vmPFC, which are midline DMN hubs (Buckner et al., 2009). The laHC was further correlated with motor regions, i.e., left putamen and right preCG, in keeping with findings that the MTL subsystem can correlate with regions outside the DMN (Campbell et al., 2013). For older adults, the laHC maintained to a lesser degree its subcortical connections (Figure 2C), but connections with the cortical regions (Figures 2D,E), including regions of the DMN, were not observed. These findings provide additional evidence of disrupted RSFC of the DMN at older age (Ferreira and Busatto, 2013).

Cognitive effort was associated with an increase in RSFC of the laHC with both pHC and DMN hubs, but only for younger adults (Figure 3A). This finding beautifully matches and expands previous studies that showed that the RSFC of the DMN increases following encoding in younger but not in older adults (Jacobs et al., 2015) and that in younger age there is a correlation between RSFC of the HC and DMN cortical regions (Salami et al., 2014). Hence, intra-HC and inter-HC connections change in a similar fashion following cognitive effort in younger age. The DMN hubs are implicated in episodic memory (van Kesteren et al., 2010; Shapira-Lichter et al., 2013; Oren et al., 2017b), and the connection between them and the HC is important for memory function (Moscovitch et al., 2016). The HC is thought to be a fast learning system that binds features into an event and spreads its representation to the cortical DMN, which integrates events over time (Preston and Eichenbaum, 2013; O’Reilly et al., 2014). Thus, it is not surprising to find that after cognitive effort that includes encoding and retrieval, the HC will be connected more strongly to DMN hubs. Lack of such an association in older age can be regarded as yet another manifestation of declining memory function with age and is in line with a similar previous null result in older adults (Jacobs et al., 2015). Yet, older age is not only associated with losses but also with the additions that are not found in younger adults (Park and Reuter-Lorenz, 2009; Oren et al., 2018). We found that only for older adults, when cognitive effort was associated with increased intra-HC RSFC, it was also associated with decreased RSFC between the laHC and right preCG (Figure 3B). The preCG is implicated with regard to memory, as it is activated in tasks of encoding or retrieval of episodic memory (Stolz et al., 2012; Brod et al., 2015) and is involved at encoding in patients with mild cognitive impairment (Yogev-Seligmann et al., 2016). Future studies may shed light on the functional significance of the age-related changes we observed, and whether they may reflect cognitive deficits in older adults, compensation, or dedifferentiation (Grady, 2012).

The aHC–pHC connection is central in our findings. The anterior and posterior sections contribute to complementary aspects of memory (Poppenk et al., 2013; Strange et al., 2014; Moscovitch et al., 2016). Thus, the aHC–pHC connection may create an integrated representation of an event, which can then be transformed to the cortex (Moscovitch et al., 2016). The fact that at older age a decrease in this connection following cognitive effort is related to memory decline is in keeping with this idea (Figure 4). The converse of this finding is that older adults who had higher intra-HC RSFC after cognitive effort, similar to the pattern seen in younger adults (Jacobs et al., 2015), benefited from the repeated presentation of the same tests in successive years and improved on these tests over time. In this analysis, we used the difference between performance in memory tests in two time points, rather than performance in a certain time point, to overcome the low sensitivity of neuropsychological tests in our highly educated population (Elkana et al., 2016). The correlation between changes in RSFC and changes in memory level was significant only after 2 years between baseline and follow-up neuropsychological assessments, but not after the first year. Though a null result should be interpreted with caution, we suspect that it arises from the fact that a gap of a single year between assessments is not sufficient to give rise to substantial changes in memory level in healthy older adults (see Table 1 for smaller difference between baseline and 1y follow-up compared to baseline and 2y follow-up). The fact that the two correlations were in the same direction and of similar magnitude implies a trend that gains momentum over time.

The age differences in the effect of cognitive effort on RSFC patterns may be the result of neural networks that were engaged during the cognitive effort period or differences in task performance. We found that during encoding, younger adults significantly deactivated regions from the DMN, but we did not find this pattern in the older adults (Supplementary Results). Moreover, older adults demonstrated activation in regions that were not seen in the younger adults, which may suggest some kind of compensation. Hence, the different networks that emerged during encoding in each group may have contributed to the observed age differences in the RSFC. Additionally, we previously showed that during the cognitive effort, performance of the older adults was less accurate and slower, compared to the younger adults (Oren et al., 2016, 2017b, 2018). Hence, the older adults found the tasks more difficult, which can explain the age differences in activation (Supplementary Results) and in RSFC.

One obstacle in comparing the BOLD signal of older and younger adults is that this signal reflects interaction of many factors, all of which are affected by older age (D’Esposito et al., 2003; Wright and Wise, 2018). These factors include neuronal activity but also cerebral blood flow, cerebrovascular reactivity, and cerebral metabolic rate of oxygen. Hence, it is difficult to know whether neuronal or rather non-neural factors underlie the differences between the age groups in the BOLD signal. Nevertheless, this problem does not apply to within-group results, such as the finding that in older adults, changes in RSFC are associated with future memory decline (Figure 4).

To conclude, in the current study, we focused on age-related changes in intra-HC RSFC along the long axis following cognitive effort that involves both mnemonic and nonmnemonic tasks. Post-effort increase in intra-HC RSFC was associated with greater connection of the HC and DMN hubs in younger adults, a connection which is thought to be an essential stage in memory formation. The association between intra-HC and DMN hubs did not appear in older age. Older adults had a negative association between changes in intra-HC and changes in HC-right preCG RSFC, unlike younger adults. Finally, intra-HC RSFC was associated with future memory change in older age, so that post-effort decrease in intra-HC RSFC was associated with decreased memory function two years later. Lack of a similar association to memory change 1 year later may be due to minimal change in memory function of healthy older adults during a 1-year period or difficulty of the neuropsychological tests to detect such a change if it does exist. Overall, our findings show that modulation of intra-HC RSFC by cognitive effort is changed with age and that this change is associated with alterations in memory level in healthy, cognitively intact older adults. Future studies should be performed to advance these findings and develop interventions that will help to delay progression of decline.
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Episodic memory is the capacity to encode, store, and retrieve information of specific past events. Several studies have shown that the decline in episodic memory accompanies aging, but most of these studies assessed memory performance through intentional learning. In this approach, the individuals deliberately acquire knowledge. Yet, another method to evaluate episodic memory performance–receiving less attention by the research community–is incidental learning. Here, participants do not explicitly intent to learn. Incidental learning becomes increasingly important over the lifespan, since people spend less time in institutions where intentional learning is required (e.g., school, university, or at work). Yet, we know little how incidental learning impacts episodic memory performance in advanced age. Likewise, the neural mechanisms underlying incidental learning in older age remain largely unknown. Thus, the immediate goal of this review was to summarize the existing literature on how incidental learning changes with age and how neural mechanisms map onto these age-related changes. We considered behavioral as well as neuroimaging studies using incidental learning paradigms (alone or in combination with intentional learning) to assess episodic memory performance in elderly adults. We conducted a systematic literature search on the Medline/PubMed, Cochrane, and OVID SP databases and searched the reference lists of articles. The search yielded 245 studies, of which 34 concerned incidental learning and episodic memory in older adults. In sum, these studies suggest that aging particularly affects episodic memory after incidental learning for cognitively demanding tasks. Monitoring deficits in older adults might account for these findings since cognitively demanding tasks need increased attentional resources. On a neuronal level, dysregulation of the default-mode-network mirrors monitoring deficits, with an attempt to compensate through increased frontal activity. Future (neuroimaging) studies should systematically evaluate retrieval tasks with diverging cognitive load and consider the influence of attention and executive functions in more detail.

Keywords: episodic memory, incidental learning, intentional learning, neural mechanisms, systematic review, aging


INTRODUCTION

Whether we remember an episode or not depends on a set of mental processes that occur during encoding of this episode, its consolidation and its subsequent retrieval. The capacity to encode, store and retrieve information of personally experienced events is called episodic memory (Tulving, 2016). Episodic memory is essential for daily life and many studies have shown that its performance declines with advancing age (Shing et al., 2010; Nyberg et al., 2012). In the clinical context (e.g., in a memory clinic), episodic memory performance is typically tested by prompting participants to learn (i.e., encode) and retrieve a list of words (Rabin et al., 2005). In these tasks, older adults perform worse during the cognitive demanding free recall of words; that is, retrieval without cues (Rhodes et al., 2019). On the contrary, they perform better during the cognitively less demanding cued recall or recognition; that is, when they receive phonemic (i.e., first letter of the word) or semantic (i.e., the category) cues in case of cued recall or when they perform old/new memory judgements in case of recognition (Rhodes et al., 2019).

The initial encoding of information—be it a word list or other–happens either intentionally or incidentally (Figure 1). During intentional encoding, participants are instructed to memorize and deliberately direct attention to the stimuli (Ferr et al., 2015). During incidental learning, on the other hand, participants are not aware of the learning situation (i.e., they do not receive the instruction to memorize; McLaughlin, 1965). Their attention is directed to the stimuli because of another task (e.g., categorizing words according to certain criteria) and they encode stimuli “along the way” without the specific intention to do so (Zhou et al., 2012). Although incidental learning becomes increasingly relevant during aging–as people spent less time in institutions where intentional learning is required–most of episodic memory studies in older age focus on intentional learning. Thus, the influence of incidental learning on episodic memory performance in older age remains largely unknown.
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FIGURE 1. The influence of incidental or intentional encoding on the three stages of episodic memory. During encoding, both deep incidental as well as intentional learning lead to a strong memory trace. During storage, weak memory traces following shallow encoding are more vulnerable to interference than strong memory traces after deep encoding. The disadvantage of shallow incidental encoding on later memory performance is mostly visible during free and cued recall and is almost eliminated during recognition.



One important theory for incidental learning is the level of processing framework (Craik and Lockhart, 1972): It postulates that deep (i.e., semantic) compared to shallow (i.e., perceptual) encoding benefits later retrieval (Galli, 2014) and that the retrieval can be further facilitated by using emotional content (either positive or negative; Ferr et al., 2015). In older adults, however, the facilitating effect of deep compared to shallow encoding is under debate. The processing deficit hypothesis states that cognitive processing resources are limited in older age and thus, older adults fail to use deeper encoding (Eysenck, 1974). Consequently, their memory performance is worse than in younger adults. On the contrary, the production deficiency hypothesis states that older adults are less likely to self-initiate deep encoding (Mitchell and Perlmutter, 1986) but if they are told to use it, they perform comparable to younger adults (Light, 1991).

Irrespective of intentional or unintentional encoding, the interaction between the medial temporal lobe and the prefrontal cortex is crucial for later memory retrieval (Simons and Spiers, 2003)—at least at younger age. In the medial temporal lobe, the hippocampus and its surrounding areas are particularly important for memory consolidation and later retrieval (Simons and Spiers, 2003). The perirhinal cortex is specifically engaged in item encoding (that is, the what information; Davachi, 2006) and the right parahippocampal cortex is central for source and associative encoding (that is, contextual details like where, when, and how; Wheeler and Ploran, 2008). In the prefrontal cortex, the left dorsolateral part coordinates and controls the storing of brain activity patterns via monitoring and verification (Simons and Spiers, 2003), while the right prefrontal cortex is engaged during retrieval processes (Tulving, 2002). Additionally, the left inferior frontal gyrus, the left anterior prefrontal cortex, and the bilateral posterior middle frontal gyrus are active during demanding retrieval task (Wheeler and Ploran, 2008). These regions might provide additional resources to overcome task difficulty and thus, increased activity in these areas may represent compensation in older adults.

In general, aging is accompanied by functional alterations in the brain: Spreading activation (Cabeza, 2002), decreased activity in the medial temporal lobe (Reuter-Lorenz and Park, 2010), and default mode network (DMN) dysregulations (Grady et al., 2010). The DMN is a network of brain regions, which is typically inhibited during cognitive tasks and active during rest as well as mind wandering (Damoiseaux et al., 2008). In older adults, however, the DMN seems to be active also during cognitive tasks (Grady et al., 2010). Because the DMN usually inhibits regions related to attention and control (Broyd et al., 2009), a dysregulation causes higher vulnerability to distractors with a negative effect on memory performance (Lustig et al., 2010). The medial temporal lobe is also strongly affected by age-related alterations (e.g., hippocampal atrophy; Reuter-Lorenz and Park, 2010; Adler et al., 2018). Because of its crucial role for memory encoding, consolidation, and retrieval, these alterations strongly affect memory processing (Simons and Spiers, 2003; Davachi, 2006). For spreading activation, there are different theories: In view of the dedifferentiation theory, spreading activation is due to loss of specificity of neural representations in older adults (Baltes et al., 1980). In the increased noise theory, dedifferentiation is caused by alternations in neuronal transmission by dopaminergic decline leading to a less distinct neuronal representation (Bäckman et al., 2006). In the hemispheric asymmetry reduction in older adults (HAROLD) model, spreading activation is a compensatory mechanism. This theory proposes that older adults tend to show less left lateralized prefrontal activity than younger adults do, in order to meet task demands (Cabeza, 2002). Likewise, prefrontal over-activation is part of the posterior–anterior shift in aging (PASA) model, which states that under-activation in posterior regions (i.e., the medial temporal lobe) is typically accompanied by prefrontal over-activation to aid performance (Davis et al., 2008). In a broader sense, the compensation-related utilization of neural circuits hypothesis (CRUNCH) states that older adults engage more neuronal circuits than younger adults do, in order to compensate their declining neuronal efficiency–especially for tasks requiring more effort and attention (Reuter-Lorenz and Cappell, 2008). A theory combining dedifferentiation, recruitment of alternative neuronal regions (i.e., prefrontal regions), decreased activation in the medial temporal lobe and DMN dysregulation is the scaffolding theory of aging and cognition (STAC) (Reuter-Lorenz and Park, 2010). STAC postulates that these processes are adaptations of the brain to different neuronal age-related challenges like amyloid deposition, atrophy, white matter deterioration and dopamine receptor depletion (Park and Reuter-Lorenz, 2009).

Even though all these theories try to relate functional brain alterations to cognitive performance changes in older adults, none of them provides a specific statement for memory performance. It might be that age-related alterations like decreased activity in the medial temporal lobe as well as dysregulation of the DMN lead to an impaired episodic memory performance, while spreading activation, particularly in the prefrontal cortex, might be beneficial (since more attentional resources are available). Yet, these assumptions still need verification.

Thus, the goals of this review were to survey the literature on how incidental learning changes with advancing age as well as which neural correlates underlie incidental learning in elderly adults.



METHODS

For the present systematic review, we followed the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) guidelines (Moher et al., 2009). We systematically searched for published studies in English with no date restriction across the following databases: Cochrane Central Register of Controlled Trials, MEDLINE, Books@Ovid, Ovid Journals, PsycARTICLES, Ovid MEDLINE(R), Epub, PsycINFO, and PSYNDEXplus. We used the following search terms: “incidental learning AND episodic memory AND older adults NOT child NOT animal NOT Alzheimer NOT MCI.” For the neuroimaging part, we applied an additional literature search with the following search terms: “brain AND age AND [incidental/level of processing/categorical decision] NOT children NOT patients NOT working memory NOT Alzheimer NOT MCI NOT animals NOT dementia NOT Parkinson NOT infants NOT incidental findings NOT alcohol NOT stimulation NOT motor NOT STROOP NOT depression NOT syndrome NOT smoking NOT stress NOT diabetes NOT tinnitus NOT eye-tracking.”

To be eligible for inclusion, studies needed to: (1) investigate incidental learning (preferably, but not necessarily, in conjunction with intentional learning) in cross-sectional or longitudinal designs, (2) focus on episodic memory, (3) include older adults or compare older adults' performance to that of younger participants. To reduce the risk of bias, two authors (CW and KW) independently screened abstracts and titles and analyzed studies that met inclusion criteria, as suggested by the PRISMA guidelines. We also screened the reference lists of included studies to identify any additional studies.

The search yielded 726 studies, of which 33 met criteria for the final review. Figure 2 reports the four phases of the selection process (identification, screening, eligibility, and inclusion—as suggested by PRISMA).
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FIGURE 2. Flow chart of the identification and inclusion of studies in the current review.





RESULTS

Table 1 gives an overview on the included studies (see also Table 2 for a summary on the behavioral findings). The majority of these studies found comparable or decreased episodic memory performance in older adults compared to younger participants, while only one study evidenced superior performance. Age-related changes were more evident in retrieval tasks with high cognitive load (i.e., free recall) than in less demanding retrieval tasks (i.e., recognition). For less demanding tasks, older adults showed higher false alarm rates compared to younger adults but hit rates and reaction times were comparable. Fifteen studies examined age-related changes in neural correlates of incidental learning and observed less activity in hippocampal regions as well as more activity in right frontal regions. Likewise, regions related to the DMN tended to be more active in older adults compared to younger adults (see Figure 3 for a summary). In the following, we will describe the reviewed studies in more detail. We will first concentrate on studies, which applied incidental learning only, afterwards review studies that applied both incidental and intentional learning and finally, we will focus on studies that investigated the neural correlates of incidental learning in older age.



Table 1. Overview of all included studies.
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Table 2. Summary of behavioral findings when comparing episodic memory performance following incidental or intentional learning in groups of healthy young and elderly adults.
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FIGURE 3. Figure of the most important functional magnetic resonance imaging results of the reviewed studies when applying incidental encoding in older compared to younger adults. DMN, default mode network; fMRI, functional Magnetic Resonance Imaging.



Duchek (1984) tested incidental learning in a cued recall task after a semantic (e.g., “is it a type of bird?”) or rhyme (e.g., “does it rhyme with care?”) categorization task. Older adults remembered fewer items than younger adults did and were overall slower in their reactions. Younger participants remembered significantly more yes-responses than no-responses and were superior in recall of semantically encoded words.

Kalenzaga et al. (2015) found no significant age difference in free recall of autobiographical memories. In their task, participants had to fill in sentences with one missing word and think about an experience they made on this topic.

Several studies investigated the effect of deep vs. shallow encoding on free recall of words but yielded contradicting results. Eysenck (1974) and Mason (1979) found comparable memory performance in both age groups after shallow encoding but inferior retrieval in older adults following deep encoding. In contrast, Mitchell and Perlmutter (1986) as well as Fu et al. (2017) found elderly adults to benefit from deep encoding with comparable performance during retrieval or recognition. However, the effect sizes in these studies were small (d = 0.25–0.34), with the highest effect size observed by Eysenck (1974). All of these studies additionally applied intentional encoding and constantly found younger adults outperforming older adults at retrieval.

Daselaar et al. (2003) applied encoding and recognition of words rated according to their pleasantness (i.e., is the word pleasant or unpleasant). During recognition, the participants had to decide if a given word was old or new. The authors did not find any significant difference between young and elderly individuals regarding hit rate or reaction times.

Similarly, Sambataro et al. (2012) found no significant age difference in recognition accuracy. In their task, the participants had to decide if a given image represented an indoor or an outdoor scene and in a subsequent recognition task, they had to recognize if the images were old or new. On the contrary, Murty et al. (2009) found superior performance of younger adults compared to older adults for accuracy and reaction times during a similar task (i.e., recognition of indoor and outdoor scenes).

Mitchell (1989) examined the effect of incidental learning on subsequent free recall and recognition. Participants had to name pictures, which appeared on a projection screen and, after a short delay, recalled the names of the pictures in writing and performed an old/new recognition task. Younger participants freely recalled more pictures and had a lower false alarm rate during recognition compared to older participants, but both groups performed comparable for hit rates.

Carr et al. (2015) led participants decide if several faces were distinct or similar to a given face. In the subsequent recognition task, the group of younger participants outperformed the group of older adults only for faces studied in the distinctness task but not for faces studied in the similarity task. In a similar approach, Fischer et al. (2010) led participants decide if a face was fearful or neutral. They found no age effect for hits in the subsequent recognition task, but younger adults outperformed older adults with lower false alarm rates.

François et al. (2018) led participants decide if a given line drawing would fit into a shoebox or not. In the subsequent recognition task (remember/know/new), they found no significant differences in reaction times between both groups. However, they observed lower hit rates for remember items in older adults compared to younger adults and an increased false alarm rate for both remember and know items. No significant differences were found for items declared as new (neither hit rate nor false alarm rate). (Kensinger and Schacter, 2008) performed a similar study by asking participants if several objects would fit in a file cabinet drawer or not. Older adults showed lower hit rates, particularly for negative and neutral items. However, they recognized positive items comparable to younger adults. Thus, older adults remember the positive material better, indicating a well-preserved positivity effect in this population (Carstensen and Mikels, 2005).

Comparable to Daselaar et al. (2003), Sambataro et al. (2012), Kalenzaga et al. (2015), and Lugtmeijer et al. (2019) found no age-related difference in recognition performance after incidental learning. Similarly, Aine et al. (2005), Gutchess et al. (2005), and Hämmerer et al. (2018) found no evidence of a recognition deficit in older adults. In contrast, Waring et al. (2013), Greve et al. (2014), and Meade et al. (2018) evinced impaired recognition performance in older adults after both incidental and intentional encoding. Meade et al. (2018) compared the effect of different encoding strategies on word retrieval. They asked participants to draw the to-be-remembered words, to create a mental image of the object, or to write down as many characteristics of the object as possible. Only drawing of the object increased performance in older adults in a way that they performed similarly to younger adults during recognition.

Saverino et al. (2016) tested item and associative encoding under incidental conditions. For item encoding, participants indicated if the style of a given house on a picture was modern or traditional. During associative encoding, they decided if “based on the style of an object, would it be likely to be found in the house.” Later on, they administered an old/new recognition task. The authors found no significant age differences for item recognition but older adults performed significantly worse for associative recognition with a lower number of hits and a higher false alarm rate. This supports an associative memory deficit in older adults, which was also found in a study by Naveh-Benjamin et al. (2009). Here, participants were either asked to remember face-name pairs (i.e., intentional condition) or to rate whether a name fits to a face (i.e., incidental condition). The authors found that younger and older adults had comparable memory performance for faces and names in isolation, irrespective of incidental, or intentional learning. However, an age-related deficit appeared specific to associations under intentional—but not incidental—learning. This was due to a higher false alarm rate during the associative task.

Troyer et al. (2006) conducted two experiments with younger and older adults. They applied three different levels of incidental encoding (physical, phonematic, semantic) to surnames or face-name pairs and administered intentional learning, too. Younger participants outperformed older ones during free recall as well as recognition of intentionally learned names but showed equal performance during free recall and recognition of intentionally learned face-name-pairs. For incidental learning, both groups performed equally well during free recall and recognition of both names and face-name pairs. On the contrary, Wang and Giovanello (2016) found no significant age difference for incidental encoding of word pairs that appeared together during a sentence-reading task.

In a very recent study, Hennessee et al. (2018) asked participants to imagine being in different states of physiological need (e.g., hunger, thirst) as well as being in different locations (e.g., kitchen, forest). Then, they should examine the congruence of an item with the state of need and to rate how much they want to have this item right now. After a delay, they applied an old/new recognition task. The authors found comparable performance for hit rates but older adults showed a significantly higher false alarm rate. In a second experiment, they showed words in different colors, associated with different point-values. They asked the participants to memorize the words but they did not ask them to memorize the color nor the value. Younger adults outperformed older individuals for low value items but not for high value items. The authors found no significant age difference for incidental learning (color).

In a study by Lindner et al. (2015), participants had to listen to sentences and to encode the source (i.e., who said something) or the destination (i.e., to whom was said something); thus they encoded the where details. During retrieval, they had to decide whether sentences were spoken by/to a person and if a sentence was old or new. They were either made aware of the upcoming memory test (i.e., intentional learning) or not (i.e., incidental learning). The authors observed no significant differences in recognition performance between both age groups in either learning condition. Similarly, Plancher et al. (2010) were interested in where as well as in what and when details. They asked participants to drive through a virtual town and to pay attention to the surroundings (incidental condition) or to try to remember the itinerary (intentional condition). After a short delay, they first performed a free recall on what, where, and when details associated with the itinerary and afterwards applied a recognition task in which the participants decided which item among three different ones appeared in the task. They found an increased memory performance among older adults under incidental learning and comparable performance under intentional learning (but only for what details). In contrast to Lindner et al. (2015), older adults scored less on recall of where information, both under intentional and incidental encoding using a free recall task. For the when information, young participants outperformed older ones under intentional—but not incidental—encoding. Likewise, Kontaxopoulou et al. (2017) examined age effects for incidental encoding of what details during a driving simulator task. They also applied intentional encoding, by asking participants to learn line drawings in different spatial locations as well as words. In contrast to the results of Plancher et al. (2010), older adults showed worse recall and recognition performance for incidentally learned what details. For intentionally learned items, only the free recall of line drawings revealed significant age differences as older males performed worse than younger males did. Taken together, the difficulty of the retrieval task seems to explain age-related differences rather than the content of the remembered details (i.e., what, where, or when information).

In the following, we will describe neuroimaging studies that applied incidental encoding in young and elderly adults (see Figure 3 for a summary of the findings).

Daselaar et al. (2003), Gutchess et al. (2005), Kensinger and Schacter (2008), Murty et al. (2009), Fischer et al. (2010), and Sambataro et al. (2012) found reduced activity in medial temporal lobe structures as well as stronger activity in frontal regions in older adults, which is in line with the PASA model. According to the model, under-activation in posterior regions in older adults is typically associated with prefrontal over-activation; the latter representing additional resources to overcome cognitive impairment (Davis et al., 2008). Murty et al. (2009) investigated brain activity differences between younger and older adults during encoding and retrieval of indoor and outdoor scenes. They found decreased activity in the hippocampus and the amygdala accompanied by increased activity in frontal and parietal cortices during encoding and retrieval in older adults. Gutchess et al. (2005) tested the contrast between remembered and forgotten items during the encoding of indoor and outdoor scenes. Both age groups showed comparable activity in bilateral inferior frontal regions, regions of the dorsal and ventral stream, and fusiform areas. Older adults exhibited less activity in the parahippocampus (both sides) but more activity in the left middle frontal cortex compared to younger adults. Increased activity in inferior frontal regions was associated with lower parahippocampal as well as higher middle frontal activity in older adults. Frontal connectivity during encoding correlated significantly with later memory performance. Daselaar et al. (2003) observed reduced activity in the perirhinal/parahippocampal cortex during incidental encoding of words in older participants. They further discovered a trend for a reduced lateralization of prefrontal activity in the older group. Activity in the perirhinal/parahippocampal cortex during encoding is crucial for later retrieval (Strange et al., 2002) and reduced activity in these regions in older adults might indicate an encoding deficit (Daselaar et al., 2003). Sambataro et al. (2012) observed decreased activity in the left hippocampus as well as increased activity in bilateral prefrontal cortical regions in older participants compared to younger ones during incidental encoding of scenes. Similarly, Fischer et al. (2010) found decreased hippocampal activity in older adults compared to younger adults during encoding of fearful faces accompanied by decreased activity in the right amygdala as well as increased activity in the left insular cortex and the right superior frontal gyrus. In Kensinger and Schacter (2008), successful encoding was associated with increased activations in the bilateral hippocampus and the bilateral parahippocampus in younger adults, while it was associated with more activity in the bilateral medial, the left middle and the right inferior frontal gyrus, the right middle temporal gyrus, the right insula, and the bilateral anterior cingulate gyrus in older adults. Again, this speaks to the PASA model.

Waring et al. (2013) compared effective brain connectivity during encoding of emotional items and their background and observed stronger connectivity in frontal regions and from frontal regions to medial temporal lobe structures in older adults. These results correspond to the PASA model as well as the CRUNCH model (since the findings were more prominent in difficult tasks).

Wang and Giovanello (2016) observed similar activity in the hippocampus and the perirhinal cortex in both age groups, but the posterior part of the hippocampus was more active during retrieval in older adults. Another study of the same group found that the posterior hippocampus and the posterior medial cortex were stronger functionally connected in older participants (Wang et al., 2010).

Evidence for the HAROLD model provide the studies of Stebbins et al. (2002), Sambataro et al. (2012), Kalenzaga et al. (2015), and François et al. (2018). Kalenzaga et al. (2015) found increased activity in fronto-parietal regions when comparing older adults to younger ones after forming associations between words out of a sentence-filling task and autobiographical memories. Likewise, Stebbins et al. (2002) observed that older adults show less left-lateralized activity during encoding than younger adults did, especially in the superior and middle frontal gyrus. They asked participants to decide if words were abstract or concrete (deep encoding) or if the words were printed in uppercase or lowercase letters (shallow encoding). François et al. (2018) compared brain activity for remember vs. know items after encoding of line drawings. Both age groups showed increased activity during encoding in the right inferior frontal gyrus and the pre-supplementary motor area for remember compared to know items. For remember items, younger adults showed increased bilateral activity in the inferior frontal gyri as well as in the left middle temporal gyrus. Older adults showed increased activity in the left and right precuneus, the right superior temporal gyrus, and the right middle as well as superior frontal gyri. Likewise, Sambataro et al. (2012) observed increased activity in bilateral prefrontal regions in older participants compared to younger ones during incidental encoding of scenes.

Aine et al. (2005) used magnetoencephalography (MEG) to identify time-dependent changes of the magnetic field in the brain during incidental encoding processes. In their study, the participants had to decide if presented objects were larger than a television or not. The authors found similar time-dependent changes in prefrontal regions in both age groups, but elderly adults tended to produce stronger responses than younger adults did.

Stronger activity in the precuneus and the superior temporal gyrus in older adults as observed in a study by François et al. (2018) might be an indicator for a less attenuated DMN as well as an inhibited fronto-parietal network. Likewise, Sambataro et al. (2012) observed that regions related to the DMN were more active during incidental encoding of scenes in older adults compared to younger ones. The authors stated that the increased activity in the DMN reflects additional allocation of attentional resources, which supports the STAC model. Others favored increased activity in the DMN as a sign of dysregulation leading to reduced ability to control attention (Reuter-Lorenz and Park, 2010).

Saverino et al. (2016) found similar activity in the right middle occipital gyrus and the left parahippocampus in both groups during encoding of house pictures. For incidental associative encoding of objects, elderly adults exhibited decreased activity in the inferior frontal gyrus, the left precuneus, the right inferior temporal gyrus, and the left middle as well as the right posterior cingulate cortex. The authors suggested this as a sign for dedifferentiation in older adults, which means that older adults have less distinct neuronal representations for associative encoding, indicating a breakdown of functional specificity (Zelinski and Lewis, 2003). Cho et al. (2012) found similar results when they let participants decide if auditory presented words belong to a certain category or not. Older adults showed broad activation in right frontal regions (middle and inferior frontal gyrus and ventromedial prefrontal cortex) and in the DMN but also in the bilateral parahippocampus. This favors the dedifferentiation theory again, supporting that brain activity in older adults is less lateralized than in younger adults. Likewise, it might indicate that broader activity in older adults represents compensatory mechanisms. Ramanoël et al. (2015) also found more activity in older adults compared to younger adults during the categorization of indoor and outdoor scenes. Again, they found that the DMN is more active in older adults compared to younger adults during task execution.

Martins et al. (2014) assessed brain activity during semantic and phonological decisions (i.e., deep and shallow encoding). The contrast between these two encoding conditions revealed increased left lateralized activation (prefrontal cortex, posterior cingulate cortex, and precuneus) in younger participants. Interestingly, these regions are typically more active in older adults during compensation. Thus, when facing complex tasks (i.e., deep encoding), younger adults show increased activity in brain regions, which are associated with compensational approaches in older adults. Yet, in older adults, the semantic and phonological routes seem to merge into one single pathway. Thus, older adults seem to encode similarly during shallow and deep encoding, leading to better performance after shallow encoding but worse performance after deep encoding.



DISCUSSION AND PERSPECTIVE

This review revealed several important findings on how incidental learning changes with advancing age as well as how these changes relate to episodic memory performance.

First, episodic memory following incidental learning seems to be more impaired in older adults compared to younger adults in retrieval tasks with high cognitive load (i.e., free recall) compared to less demanding retrieval tasks (i.e., recognition; Figure 1). This is in line with a former meta-analysis, which summarized that age differences following incidental learning are present during free recall, attenuated during cued recall and are eliminated during recognition (Old and Naveh-Benjamin, 2008). There are several explanations for this finding: During free recall, older adults do less often use search strategies spontaneously to enhance retrieval (Lemaire, 2010; Cadar et al., 2018). Even if such strategies are provided, they use them less frequently than younger adults do and, consequently, their recall ability is lower (Lemaire, 2010). Furthermore, they regularly exhibit higher rates of intrusions (Kahana et al., 2005). During recognition, search strategies are not that important, which might explain why only few studies found age-related differences for recognition tasks.

Second, older adults retrieve less during free recall but the depth of processing influences the performance (at least in two out of three studies): Older adults perform comparable after incidental encoding with shallow processing (i.e., when focusing on the appearance of stimuli), while younger participants mostly outperform elderly participants after deep encoding (i.e., when focusing on the meaning of stimuli). These findings might be explained by impaired cognitive control processes in older adults and, thus, loss of attentional resources (Mather and Carstensen, 2005). Cognitive control is the ability to limit attention to goal-relevant information and inhibit, or suppress, irrelevant distraction (Houghton and Tipper, 1996). Deep processing demands directed attention to the task and, therefore, may be more affected by age-related attentional deficits than shallow processing, which demands less attentional resources (Craik and Lockhart, 1972). In sum, the results of this review favor the processing deficit hypothesis over the production deficiency hypothesis but further research might help to provide a definite statement.

Third, in recognition tasks, worse performance in elderly compared to younger participants is more likely for false alarms than for hit rates or reaction times. A higher false alarm rate in older adults also emerges after intentional encoding, which is known as the false-recognition effect (Balota et al., 1999): Older adults often intermingle distractor items for “old” items, particularly if they are semantically, phonologically, or orthographically related to previously shown items (Schmid et al., 2010). Since old/new decisions require proper monitoring abilities, a higher false alarm rate indicates a monitoring deficit. Increasing attention toward stimuli does not substantially alter the false-recognition effect (Koutstaal et al., 1999).

Fourth, we found evidence for an associative-memory deficit in older adults after incidental encoding, which tended to be larger after intentional encoding. Deficits in strategic processing, which are not required for incidental encoding seem to be responsible for this finding (Naveh-Benjamin et al., 2009).

When applying both incidental and intentional learning, age effects were more prevalent in free recall as well as recognition performance following intentional learning. There seems to be an influence of stimulus material, at least for the free recall performance: Older adults exhibit worse performance for the recall of when and what information after intentional—but not incidental—learning. However, they show impaired recall of where information for both learning conditions.

In sum, older adults perform inferior to younger adults following intentional learning as well as deep incidental learning, but they perform similar after shallow incidental learning. Tasks with high cognitive load (i.e., free recall) show more age-related impairment than less demanding tasks (i.e., recognition). A monitoring deficit in older adults seems to be responsible since intentional learning as well as deep encoding require more effort and attention (Troyer et al., 2007).

Regarding the neural correlates of incidental learning, we also found a few important findings (see Figure 3 for a summary). However, the interpretation might be limited since only one study corrected for volume differences (Stebbins et al., 2002).

First, most of the studies showed broader activity in older adults than in younger adults, mostly in the right prefrontal cortex. This is in line with the HAROLD model stating that older adults additionally activate right prefrontal areas to meet task demands (Cabeza, 2002). Since the prefrontal cortex is related to attention, increased activity in this area indicates that older participants require more attentional resources (Shing et al., 2010).

Second, the DMN is active during tasks in older adults and thus, inhibits brain areas involved in focusing and directing attention during a task. The dysregulated DMN hinders memory processes, which rely on focused attention (Shing et al., 2010). According to the STAC model, activity in frontal brain regions compensates dysregulation in order to maintain cognitive functioning (Reuter-Lorenz and Park, 2010). Thus, increased activity in the prefrontal cortex, which was continuously found in older adults, may compensate dysregulation in the DMN (Shing et al., 2010).

Third, less activity in the hippocampus during incidental encoding accompanies the broader frontal activity in older adults. This is in line with the PASA model stating that under-activation in the medial temporal cortex may be compensated with over-activity in the prefrontal cortex (Davis et al., 2008). During retrieval, older adults increasingly activate the posterior hippocampus, which might also indicate compensation (Gunning-Dixon et al., 2003).

Fourth, one study provides some indication why shallow encoding is well-preserved in older adults in contrast to deep encoding: Older adults show no significant brain activation difference for shallow compared to deep encoding tasks, while younger participants increase activity for the latter. This might indicate that older adults do not adapt to tasks that are more complex, which is why they show good performance in shallow tasks but worse performance in deep encoding tasks.

In sum, only few studies so far investigated how aging affects incidental learning. These studies found superior performance of younger adults in free recall tasks, particularly after intentional learning. On the contrary, older adults performed similar to younger adults in less cognitively demanding retrieval tasks (i.e., recognition), regardless of intentional or incidental encoding. Monitoring deficits in older adults might account for these findings since cognitively demanding free recall tasks need increased attentional resources. Regarding the neural correlates of incidental learning in older age, even less studies were available. These found broader activity in prefrontal regions, increased activity in the DMN during tasks, and less activity in hippocampal regions in older adults. Dysregulation of the DMN might indicate problems with monitoring, while increased prefrontal activity might signal compensation to account for deficits in attention.

In the future, more studies should systematically manipulate incidental encoding with different depths of processing and subsequently evaluate its effect on retrieval tasks with diverging cognitive load (i.e., free recall vs. recognition). Future studies should also consider the influence of attention and executive functions (i.e., monitoring) in more detail. We additionally suggest including both incidental and intentional encoding in future studies to allow for a direct comparison. More functional neuroimaging studies might foster our understanding of the age impact on the different stages of episodic memory and the contribution of hippocampal subregions. Importantly, these studies should account for age-related brain volume changes. For the DMN, resting-state connectivity might disentangle if increased activity is a sign of dysregulation.
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Background: The modality effect plays the central role in learning and memory functions. Retrieval failure constitutes a common memory impairment that occurs among patients with Parkinson’s disease (PD). However, little knowledge exists about the relation between modality effect and delayed recall impairment in PD. The primary goal of this study was to compare delayed free recall performance between three different memory modalities (verbal, visual, and cross visual-verbal) in a sample of non-demented patients with mild PD progression. The secondary goal was to explore the frequency of deficient performance on the basis of normative comparisons on each of the three delayed free-recall measures.

Method: A total of 71 non-demented patients with mild PD progression were recruited for the administration of the Montreal Cognitive Assessment (MoCA), the Rey Auditory Verbal Learning Test (RAVLT), the Rey Osterrieth Complex Figure Test (ROCFT), and the Greek Version of Face-Name Associative Memory Examination (GR-FNAME12).

Results: The percentages of deficient-performances for the three delayed free recall measures were 45.1% (32/71), 39.4% (28/71) and 31% (22/71) for the GR-FNAME12, ROFCT and RAVLT, respectively. The results indicated no significant difference between performances of the GR-FNAME12 and ROCFT, both of which were significantly lower than performance on the RAVLT.

Conclusions: In conclusion, delayed free recall appears to be more severely affected in the cross visual-verbal and visual memory modalities than in verbal-memory modalities in the early phase of PD progression.

Keywords: mild Parkinson’s disease progression, delayed recall impairment, memory modalities, rey auditory verbal learning test, rey osterrieth complex figure test, greek version of face-name associative memory examination


INTRODUCTION

Parkinson’s disease (PD) is a neurodegenerative disease manifested by dopaminergic loss in the substantia nigra and characterized by frontal-striatal dysfunction (Davie, 2008). Tremor, rigidity, bradykinesia, and postural deformities are the clinical motor symptoms of this disease (Jankovic, 2008). However, PD is increasingly being recognized as a complex and systematic disease that also causes various non-motor changes, of which cognitive impairments are among the most common (Galvin, 2006). Cognitive status is among the primary predictive factors of quality of life and autonomous daily functioning. Thus, achieving a better understanding of how different components of cognitive functioning are impacted by PD can help clinicians identify strategies for enhancing cognitive status among patients exhibiting symptoms of decline.

The core neurocognitive profile of PD is associated with deficits on speed processing, attention, executive function, and visuospatial abilities (Pagonabarraga and Kulisevsky, 2012). In the domain of memory, studies have found mixed results. On the one hand, some research studies propose that patients with PD perform worse in delayed free recall tasks and better in recognition tasks (Higginson et al., 2005). These findings have formed the basis of a hypothesis that PD memory dysfunction is due to a failure in retrieval mechanisms associated with fronto-striatal pathology, which appears to reflect an executive deficit with secondary negative effect to the primary memory system (Tröster and Fields, 1995). In this context, patients with PD maintain the ability to access stored memories (recognition), while exhibiting difficulty or failure to initiate, organize and maintain efficient retrieval strategies (free recall). On the other hand, there are studies supporting that memory dysfunctions observed in non-demented patients could be a result of a deficit in the learning of new information (Chiaravalloti et al., 2014) or recognition (Whittington et al., 2000) because of hippocampal dysfunction. The findings of these studies have questioned the accuracy of the retrieval deficit hypothesis, thereby leaving the relevant research field open.

Nevertheless, regardless of the debate about the source of memory impairment in PD, previous studies have found that patients with PD score lower than non-afflicted individuals across various memory modalities (Ivory et al., 1999; Singh and Behari, 2006; Kormas et al., 2019); however, it has not yet been well-documented whether there is a tendency for non-demented patients with mild PD progression to perform differently in specific memory modalities. The objective of the current study was to address these questions by comparing the delayed free recall performance between three different memory modalities, namely verbal, visual, and cross visual-verbal, in a sample of non-demented patients with mild PD progression. Furthermore, we computed the frequency of deficient performance based on the normative comparisons for each delayed free-recall measure.



METHODS AND MEASURES


Participants

Patients were recruited from the Neurological Clinic of Aeginition Hospital in the capital city of Greece, Athens. The inclusion criteria were: (a) diagnosis of idiopathic PD; (b) classification I and II on the Hoehn & Yahr scale (mild progression; Hoehn and Yahr, 1967); (c) a Montreal Cognitive Assessment (MoCA) score above 22; and (d) no psychiatric or other neurological history. The PD group comprised 71 (26 females) right-handed patients from the ages of 48–83 years (mean: 67.22, SD: 8.25) with 3–18 years of formal schooling (mean: 11.99, SD: 3.97). The mean score on MoCA was 24.82 (SD = 2.11). The ethics committee of Aeginition Hospital approved the study protocol that used the principles outlined in the Declaration of Helsinki. All participants were informed of the study’s purpose. They then signed a written informed consent form before they could participate in the study.



Neuropsychological Measures

Each patient was individually evaluated during morning hours in the First Neurology Department of the National and Kapodistrian University of Athens at Aeginition Hospital. The evaluation of global cognitive status was conducted with the MoCA (Nasreddine et al., 2005) standardized in Greek (Konstantopoulos et al., 2016); delayed free recall was measured with the Rey Auditory Verbal Learning Test (RAVLT; Rey, 1964) standardized in Greek for the verbal memory domain (Messinis et al., 2016), with the Rey Osterrieth Complex Figure Test (ROCFT; Rey, 1941) standardized in Greek Test (Aretouli and Kosmidis, 2007) for the visual memory domain and with the Greek Version of Face–Name Associative Memory Examination (GR-FNAME12) for the cross visual-verbal memory domain (Kormas et al., 2018).



Statistical Analysis

Statistical analysis of the resulting data was performed using SPSS23 (IBM Corp. Released 2015. IBM SPSS Statistics for Windows, Version 23.0. Armonk, NY, USA: IBM Corp.). Initially, each participant’s raw scores on the delayed recall measures were transformed into z-scores based on the age- and education-matched normative performance data of Greek general population. Thus, we used a standard score system, taking into account the effect of age and education. Next, a one-way analysis of variance (ANOVA) was used to compare the z-scores of the delayed free recall performances between the three different memory modalities. Finally, the frequency of deficient performance (z-score lower than −1.00) was estimated based on the normative comparisons.




RESULTS

The results of the one-way ANOVA revealed significant differences in performance between the three memory modalities (F(2,68) = 6.020, p < 0.05). The Bonferroni post hoc test demonstrated a significantly lower performance on the GR-FNAME12 (mean = −0.71, SD = 1.11) and ROCFT (mean = −0.27, SD = 1.28) compared with the RAVLT (mean = 0.04, SD = 1.48). In contrast, no significant difference was observed between performances of the GR-FNAME12 and ROCFT (Table 1). We found that the percentages of deficient-performance were respectively 45.1% (32/71), 39.4% (28/71), and 31% (22/71) for GR-FNAME12, ROFCT, and RAVLT (Figure 1).


TABLE 1. ANOVA comparisons of the z-scores of the delayed free recall performances on three different memory modalities.
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FIGURE 1. Percentage of deficient delayed free recall performance on three different memory modalities.





DISCUSSION

In this study, we compared the z-scores of three distinct memory modalities measures in a sample of non-demented patients with mild PD progression. The main outcome of this research was that recall after delay among patients with PD is significantly lower for new material that is presented cross visually-verbally (face-name associations) and visually (complex figure) in comparison with material presented verbally (word list). We also found that a remarkable percentage of our study participants presented higher frequencies of deficient delayed free recall performance on the GR-FNAME12 and ROFCT than on the RAVLT.

This tendency of the modality effect could be analyzed in the view of the interaction between cognitive load of memory tasks and the executive deficits that characterize early-stage PD (Dirnberger and Jahanshahi, 2013). The GR-FNAME12 requires forming and recalling unfamiliar face-name associations, whereas the ROFCT demands recall of a complicated figure drawing. The meaninglessness of the names, the lack of semantic associations between faces and names and the abstract/nonsense nature of complex figure might negatively impact the retrieval mechanism by demanding more cognitive effort, greater attention resources, and the generation of more sophisticated internal strategies. In contrast, the RAVLT merely requires recalling a list of nouns. It seems that patients with early-stages PD can more efficiently retrieve words as supported by relatively intact semantic networks and the application of phonological or conceptual strategies.

The results of present study align with previous findings concerning visuospatial impairments in early-stage PD (Davidsdottir et al., 2005). Visuospatial deficits in PD are caused by a dysfunction in circuits between the basal ganglia, posterior parietal cortex and visual cortex (Middleton and Strick, 2000). These deficits include difficulties from basic to high-order cognitive visuospatial functions, which might negatively impact performance on various tasks that depend on visuospatial abilities (Cronin-Golomb and Amick, 2001). Both the GR-FNAME12 and ROFCT rely heavily on visuospatial processing compared with the RAVLT. In this context, PD patients retrieve new material in the visual modality with greater difficulty and effort.

The present study has some limitations. This was a cross-sectional research and the present data reflect task performances at a certain point in time. The patient selection criteria were based on the MoCA test for cognitive status and the Hoehn & Yahr scale for motor symptoms progression. Neuroimaging or biomarkers data for the patients of our sample were not available. Moreover, our study clinically classified the PD patients with regard to only the motor symptom progression based on the Hoehn & Yahr scale. Thus, the current experimental design was not able to investigate the effect on delayed recall performance of different symptoms of PD. Moreover, our study explored the modality effect only on retrieval mechanism but not for learning or recognition functions. Finally, our results represent the group of patients with mild PD progression and may not be generalized in patients with moderate or severe progression of symptoms.

In conclusion, the results of the present study suggest that non-demented patients with mild PD progression perform relatively poorly on the cross visual-verbal and visual modalities of delayed free-recall measures. Conversely, they retrieve new material from the verbal memory storage system more efficiently. These findings could be applied in rehabilitation interventions and treatment protocols for the development of compensation strategies or retraining tasks.



ETHICS STATEMENT

The ethics committee of Aeginition Hospital approved the study protocol using the principles outlined in the Declaration of Helsinki. All participants were informed of the purpose of the study. They then signed a written informed consent form before they could participate in the study.



AUTHOR CONTRIBUTIONS

CK contributed to study concept and design, acquisition of data, analysis and interpretation of data and drafting of the manuscript. IZ, IE, EK and CP contributed to study concept and design and critical revision of the manuscript for important intellectual content.



REFERENCES


Aretouli, E., and Kosmidis, M. H. (2007). “Rey-osterrieth complex figure test: Greek norms and cultural and demographic influences,” in Paper Accepted to the 9th European Conference on Psychological Assessment & 2nd International Conference of the Psychological Society of Northern Greece, Thessaloniki.


Chiaravalloti, N. D., Ibarretxe-Bilbao, N., DeLuca, J., Rusu, O., Pena, J., García-Gorostiaga, I., et al. (2014). The source of the memory impairment in Parkinson’s disease: acquisition versus retrieval. Mov. Disord. 29, 765–771. doi: 10.1002/mds.25842


Cronin-Golomb, A., and Amick, M. (2001). “Spatial abilities in aging, Alzheimer’s disease and Parkinson’s disease,” in Handbook of Neuropsychology, eds F. Boller and S. Cappa (Amsterdam: Elsevier), 119–143.


Davidsdottir, S., Cronin-Golomb, A., and Lee, A. (2005). Visual and spatial symptoms in Parkinson’s disease. Vision Res. 45, 1285–1296. doi: 10.1016/j.neuropsychologia.2007.03.015

Davie, C. A. (2008). A review of Parkinson’s disease. Br. Med. Bull. 86, 109–127. doi: 10.1093/bmb/ldn013

Dirnberger, G., and Jahanshahi, M. (2013). Executive dysfunction in Parkinson’s disease: a review. J. Neuropsychol. 7, 193–224. doi: 10.1111/jnp.12028

Galvin, J. E. (2006). Cognitive change in Parkinson disease. Alzheimer Dis. Assoc. Disord. 20, 302–310. doi: 10.1097/01.wad.0000213858.27731.f8

Higginson, C. I., Wheelock, V. L., Carroll, K. E., and Sigvardt, K. A. (2005). Recognition memory in Parkinson’s disease with and without dementia: evidence inconsistent with the retrieval deficit hypothesis. J. Clin. Exp. Neuropsychol. 27, 516–528. doi: 10.1080/13803390490515469

Hoehn, M. M., and Yahr, M. D. (1967). Parkinsonism: onset, progression and mortality. Neurology 17, 427–442. doi: 10.1212/wnl.17.5.427

Ivory, S. J., Knight, R. G., Longmore, B. E., and Caradoc-Davies, T. (1999). Verbal memory in non-demented patients withidiopathic Parkinsons disease. Neuropsychologia 37, 817–828. doi: 10.1016/s0028-3932(98)00131-6

Jankovic, J. (2008). Parkinson’s disease: clinical features and diagnosis. J. Neurol. Neurosurg. Psychiatry 79, 368–376. doi: 10.1136/jnnp.2007.131045

Konstantopoulos, K., Vogazianos, P., and Doskas, T. (2016). Normative data of the montreal cognitive assessment in the Greek population and parkinsonian dementia. Arch. Clin. Neuropsychol. 31, 246–253. doi: 10.1093/arclin/acw002

Kormas, C., Megalokonomou, A., Zalonis, I., Evdokimidis, I., Kapaki, E., and Potagas, C. (2018). Development of the Greek version of the face name associative memory exam (GR-FNAME12) in cognitively normal elderly individuals. Clin. Neuropsychol. 32, 152–163. doi: 10.1080/13854046.2018.1495270

Kormas, C., Zalonis, I., Evdokimidis, I., and Potagas, C. (2019). The performance of patients with Parkinson’s disease on the face-name associative memory examination. Neurol. Sci. 40, 405–407. doi: 10.1007/s10072-018-3560-6

Messinis, L., Nasios, G., Mougias, A., Politis, A., Zampakis, P., Tsiamaki, E., et al. (2016). Age and education adjusted normative data and discriminative validity for Rey’s auditory verbal learning test in the elderly Greek population. J. Clin. Exp. Neuropsychol. 38, 23–39. doi: 10.1080/13803395.2015.1085496

Middleton, F. A., and Strick, P. L. (2000). Basal ganglia output and cognition: evidence from anatomical, behavioral, and clinical studies. Brain Cogn. 42, 183–200. doi: 10.1006/brcg.1999.1099

Nasreddine, Z. S., Phillips, N. A., Bedirian, V., Charbonneau, S., Whitehead, V., Collin, I., et al. (2005). The montreal cognitive assessment, MoCA: a brief screening tool for mild cognitive impairment. J. Am. Geriatr. Soc. 53, 695–699. doi: 10.1111/j.1532-5415.2005.53221.x

Pagonabarraga, J., and Kulisevsky, J. (2012). Cognitive impairment and dementia in Parkinson’s disease. Neurobiol. Dis. 46, 590–596. doi: 10.1016/j.nbd.2012.03.029


Rey, A. (1941). L’examen psychologique dans les cas d’encephalopathie traumatique (Les problems). Arch. Psychol. 28, 215–285.



Rey, A. (1964). The Clinical Examination in Psychology. Paris: Presses Universitaires de France.


Singh, S., and Behari, M. (2006). Verbal and visual memory in patients with early Parkinson’s disease: effect of levodopa. Neurol. India 54, 33–37. doi: 10.4103/0028-3886.24699

Tröster, A. I., and Fields, J. A. (1995). Frontal cognitive function and memory in Parkinson’s disease: toward a distinction between prospective and declarative memory impairments? Behav. Neurol. 8, 59–74. doi: 10.1155/1995/167286

Whittington, C. J., Podd, J., and Kan, M. M. (2000). Recognition memory impairment in Parkinson’s disease: power and meta-analyses. Neuropsychology 14, 233–246. doi: 10.1037/0894-4105.14.2.233

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Kormas, Zalonis, Evdokimidis, Kapaki and Potagas. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 02 August 2019
doi: 10.3389/fnhum.2019.00235






[image: image2]

FAST: A Novel, Executive Function-Based Approach to Cognitive Enhancement

Jessamy Norton-Ford Almquist1, Santosh Mathan1*, Anna-Katharine Brem2,3, Franziska Plessow2, James McKanna4, Emiliano Santarnecchi2, Alvaro Pascual-Leone2, Roi Cohen Kadosh3, Misha Pavel4 and Nick Yeung3 on behalf of the Honeywell SHARP Team authors


1Honeywell Labs, Honeywell Aerospace, Redmond, WA, United States

2Department of Neurology, Berenson-Allen Center for Non-Invasive Brain Stimulation, Beth Israel Deaconess Medical Center, Division for Cognitive Neurology, Harvard Medical School, Boston, MA, United States

3Department of Experimental Psychology, Medical Sciences Division, University of Oxford, Oxford, United Kingdom

4Department of Electrical and Computer Engineering, Northeastern University, Boston, MA, United States

Edited by:
Ashok Hegde, Georgia College and State University, United States

Reviewed by:
Theodore Zanto, University of California, San Francisco, United States
Torkel Klingberg, Karolinska Institute (KI), Sweden
Moussa Antoine Chalah, Hôpitaux Universitaires Henri Mondor, France

* Correspondence: Santosh Mathan, santosh.mathan@honeywell.com

Received: 09 January 2019
 Accepted: 25 June 2019
 Published: 02 August 2019

Citation: Almquist JN-F, Mathan S, Brem A-K, Plessow F, McKanna J, Santarnecchi E, Pascual-Leone A, Cohen Kadosh R, Pavel M and Yeung N (2019) FAST: A Novel, Executive Function-Based Approach to Cognitive Enhancement. Front. Hum. Neurosci. 13:235. doi: 10.3389/fnhum.2019.00235



The present study introduces a novel cognitive intervention aimed at improving fluid intelligence (Gf), based on a framework we refer to as FAST: Flexible, Adaptive, Synergistic Training. FAST leverages a combination of novel game-based executive function (EF) training—designed specifically to enhance the likelihood of transfer—and transcranial electrical stimulation (tES), with aims to synergistically activate and strengthen mechanisms of cognitive control critical to Gf. To test our intervention, we collected three Gf measures from 113 participants [the advanced short Bochumer Matrizen-Test (BOMAT), Raven’s Advanced Progressive Matrices (APM), and matrices similar to Raven’s generated by Sandia labs], prior to and following one of three interventions: (1) the FAST + tRNS intervention, a combination of 30 min of daily training with our novel training game, Robot Factory, and 20 min of concurrent transcranial random noise stimulation applied to bilateral dorsolateral prefrontal cortex (DLPFC); (2) an adaptively difficult Active Control intervention comprised of visuospatial tasks that specifically do not target Gf; or (3) a no-contact control condition. Analyses of changes in a Gf factor from pre- to post-test found numerical increases for the FAST + tRNS group compared to the two control conditions, with a 0.3 SD increase relative to Active Control (p = 0.07), and a 0.19 SD increase relative to a No-contact control condition (p = 0.26). This increase was found to be largely driven by significant differences in pre- and post-test Gf as measured on the BOMAT test. Progression through the FAST training game (Robot Factory) was significantly correlated with changes in Gf. This is in contrast with progress in the Active Control condition, as well as with changes in individual EFs during FAST training, which did not significantly correlate with changes in Gf. Taken together, this research represents a useful step forward in providing new insights into, and new methods for studying, the nature of Gf and its malleability. Though our results await replication and extension, they provide preliminary evidence that the crucial characteristic of Gf may, in fact, be the ability to combine EFs rapidly and adaptively according to changing demand, and that Gf may be susceptible to targeted training.

Keywords: cognitive training, cognitive enhancement, fluid intelligence, executive function, transcranial electrical stimulation (tES), FAST


INTRODUCTION

Fluid intelligence (Gf) has been defined as the ability to flexibly apply one’s knowledge and skills to novel situations (Cattell, 1971; Carpenter et al., 1990). This ability is crucial in learning and adaptive behavior, and in navigating complex environments where one must maintain multiple competing goals (Gottfredson, 1997; Gray and Thompson, 2004; Deary et al., 2007). The question of whether focused training of specific cognitive skills can enhance Gf is currently a topic of intense debate (Shipstead et al., 2012; Melby-Lervåg and Hulme, 2013, 2015; Au et al., 2014; Karbach and Verhaeghen, 2014; von Bastian and Oberauer, 2014), and is one of substantial practical and theoretical importance: Gf is a strong predictor of academic success, lifetime earnings and other significant life outcomes (Gottfredson, 1997; Gray and Thompson, 2004; Deary et al., 2007), such that enhancement through training could confer valuable benefits. In terms of theory, identifying cognitive skills that can be trained to produce enhanced Gf would provide valuable evidence regarding the core component processes of Gf, which have proven elusive to date. With the stakes high, the literature is burgeoning with new training studies, including prominent examples of successful positive transfer from focused cognitive training with tests that load strongly on Gf (Jaeggi et al., 2008, 2014; Rudebeck et al., 2012; Salminen et al., 2012), as well as prominent failures to replicate transfer (Owen et al., 2010; Chooi and Thompson, 2012; Harrison et al., 2013; Thompson et al., 2013).

Skills acquired through cognitive training will only transfer to novel domains if the training tasks share component processes with the broader skills targeted for enhancement, and if the learned task encodings are general enough to be applied to novel contexts (Singley and Anderson, 1985; VanLehn, 1996; Jaeggi et al., 2008; Shipstead et al., 2010; Taatgen, 2013). Many studies to date have taken the approach of using working memory training tasks to enhance Gf, given that working memory has been proposed as a core executive function (EF) underlying Gf (Wiley et al., 2011; Diamond, 2013). Similar brain regions are activated during performance of working memory tasks (Burgess et al., 2011) and tasks thought to depend on Gf (Halford et al., 2007). Additionally, measures of working memory capacity have been shown to explain at least half of variance in Gf across individuals (Kane et al., 2005).

However, evidence of positive transfer from working memory training to Gf task performance remains mixed, with some analyses finding evidence of significant near and far-transfer (Schmiedek et al., 2010; Au et al., 2014; Karbach and Verhaeghen, 2014), and others finding limited or no transfer effects (Melby-Lervåg and Hulme, 2013; Rapport et al., 2013; Lampit et al., 2014). Inconsistent findings, combined with methodological issues such as lack of active control groups and small sample sizes, have complicated the larger picture of its effectiveness. Many studies to-date vary task difficulty while holding the task and stimuli fixed over training (e.g., strategy training approaches, reviewed in Verhaeghen et al., 2004; Jaeggi et al., 2008; Morrison and Chein, 2011), leading to repetitive practice that previous work on skill acquisition suggests may produce task-specific strategies rather than general skills that should transfer across contexts (Chase and Ericsson, 1982). Furthermore, studies have often lacked an appropriate active control condition (Shipstead et al., 2010; Dougherty et al., 2016), finding improvements only in comparison to no-contact controls and allowing for the possibility that Hawthorne or other placebo-like effects are the true source of improvement following training.

Considered together, prior research does not offer a consistent answer to the question of whether working memory training can enhance Gf. But, prior research does point to avenues for enhancing the effects of cognitive training on Gf. The first opportunity for improvement comes from EF research suggesting that a broader set of EF processes, besides working memory, contribute to Gf. As detailed in Diamond (2013), Gf represents a set of higher-order reasoning and problem-solving EFs, which are influenced by and share neural resources with three core EFs: working memory, cognitive flexibility and inhibition (Duncan and Owen, 2000; Duncan et al., 2012). These functions have been characterized as the core components of cognitive control, and the building-blocks of complex adaptive behaviors (Miyake et al., 2000; Friedman et al., 2008; Collins and Koechlin, 2012; Lunt et al., 2012). Therefore, rather than focusing on working memory training alone, all three core EFs should be considered. The second avenue for improving Gf-related cognitive training comes from the learning transfer literature, suggesting that the ability to encode generalizable knowledge crucially depends on the diversity of contexts in which skills are acquired and practiced.

These gaps have informed the FAST (Flexible, Adaptive, Synergistic Training) training framework. The FAST approach reflects a hypothesis that a training environment that supports broad contextual variation and broadly emphasizes all core EF processes will tap into networks relevant to Gf and will foster more effective skill development. The FAST approach is designed to engage all three core EFs [working memory, cognitive flexibility, and inhibitory control (Monsell, 1996; Miyake et al., 2000; Diamond, 2013)], and do so in various combinations across a rich variety of environments. EFs are exercised through variants of well-established task-types, including for working memory the n-back task (Verhaeghen et al., 2004; Owen et al., 2005; Verhaeghen and Basak, 2005), for cognitive flexibility the task switching paradigm (Rogers and Monsell, 1995), and for inhibition the go/no-go (Donders, 1969) and stop-signal tasks (Logan and Cowan, 1984).

A second empirically-grounded hypothesis of FAST is that the combination of the training with noninvasive brain stimulation (NIBS) may synergistically boost the activity of cortical areas thought to be critical to Gf, and promote modulations in neural activity (e.g., changes in cortical excitability, network connectivity, plasticity and/or increased signal-to-noise ratios) during training that can lead to enhanced cognitive function in healthy individuals (Krause and Cohen Kadosh, 2013; Cohen Kadosh, 2015; Santarnecchi et al., 2015; Looi et al., 2016). In this initial test of the combination of FAST and NIBS, we used transcranial random noise stimulation (tRNS). Researchers have suggested that tRNS can increase cortical excitability through mechanisms of stochastic resonance (Terney et al., 2008), which, combined with the appropriate task, can increase learning (Fertonani et al., 2011; Santarnecchi et al., 2015). Recent results have highlighted the particular benefits of tRNS applied to bilateral dorsolateral prefrontal cortex (DLPFC) in the acquisition and retention of high-level cognitive skill (Snowball et al., 2013), and the effect of tRNS has been shown to be more effective as task difficulty increases (Popescu et al., 2016), which may be beneficial in a training context. Work to-date exploring the impact of alternative stimulation approaches to enhancement of Gf has seen mixed results, with recent studies of transcranial alternating current in theta band (Pahor and Jaušovec, 2014) and gamma band frequencies (Santarnecchi et al., 2013) seeing positive offline results in terms of performance enhancement on Gf tests like Raven’s Advanced Progressive Matrices (APM), and a recent examination of the impact of transcranial direct current stimulation finding detrimental offline effects of stimulation on metrics of the Weschler adult intelligence scale IV (Sellers et al., 2015).

In light of the substantive methodological issues in the field reviewed above, and the considerable theoretical uncertainty about whether it is possible at all to enhance Gf relative to appropriately strict controls, we focused here on the combined intervention of FAST+tRNS, which we theorized would have the greatest likely efficacy. This approach left open—for the moment—the question of whether FAST, tRNS, or the combination thereof would critically underpin any observed effects. Thus, this study aimed to assess whether a compound intervention, consisting of a combination of FAST+tRNS, could lead to enhancement of Gf relative to both a no-contact and active control condition.

Besides augmenting Gf training as noted above, we address methodological weaknesses that have been noted in working memory training research. Recent work has highlighted the need for comparison of cognitive interventions against active control conditions (Shipstead et al., 2012). We assessed the impact of the FAST+tRNS training across 9–11 daily sessions via changes in performance from pre- to post-training on a suite of established tasks that load strongly on Gf, and contrasted these results with those from an active control training of equivalent duration, as well as a no-contact control condition. The comparison of our intervention against an active control condition is particularly important, given recent prominent findings of null results in the literature when such a comparison is made (Chooi and Thompson, 2012; Redick et al., 2013). We also collected multiple measures of Gf in keeping with recommended best practices for determining the generalizability of results (Shipstead et al., 2010). With several measures, shared (non-task specific) variance can be established by means of factor analysis or composite score (Kim and Mueller, 1978). The active control condition was administered similarly to the FAST training and was designed to maintain participant motivation by including several tasks that were adaptive in their difficulty based on participant performance. Crucially, the active control training differed from FAST by targeting lower-level perceptual abilities, rather than high-level EFs. Additionally, a third group of participants served as passive (no-contact) controls, performing on the pre- and post-test measures with no intervening training.



MATERIALS AND METHODS


Participants

A total of 113 participants across three data collection sites gave their informed consent to participate in the study: Beth Israel Deaconess Medical Center (BIDMC; n = 36), University of Oxford (n = 36) and Northeastern University (NEU; n = 41). Participant exclusion criteria included a history of health problems such as epilepsy, migraines, neurological and psychiatric disorders. Participants were required to have normal or corrected vision and hearing, and agree to abstain from alcohol throughout the study, and refrain from caffeine consumption within 2 h of daily training. Of the 113 participants from whom data was collected, 14 participants were excluded from the analysis due to either an error in the progression of FAST that stopped participants from reaching the highest level of our training (n = 10), or due to non-compliance with the test administration on at least two independent measures (n = 4). In addition to these 14, the initial seven participants of the study were administered a shorter version of the Bochumer Matrizen-Test (BOMAT), which had been used in a pilot study, and one participant was found to have been administered the BOMAT post-test at both the pre- and post-test sessions. Data from these participants were also excluded, and as a result final analyses consisted of pre-test and post-test performance for 91 participants across the three conditions (FAST+tRNS: n = 32, age 22.4 ± 3.4; active control: n = 30, age 24.57 ± 4.54; No-Contact: n = 29, age 23.4 ± 4.3; Harvard BIDMC: n = 27; NEU: n = 31; Oxford: n = 33).

Participants in the study were pseudorandomly assigned to one of three conditions: no-contact control (NC), active control (AC), or training (FAST+tRNS), such that group sizes and baseline characteristics were balanced as well as possible, One-way analysis of variance of the three groups found no significant differences in age (NC: μ= 23.38 years, SD = 4.25; AC: μ = 25.57, SD = 4.54; FAST+tRNS: μ = 22.4, SD = 3.42), years of education (NC: μ = 16.93, SD = 2.68; AC: μ = 17.23, SD = 3.13; FAST+tRNS: μ = 16.03, SD = 2.48), or Gf at pre-test (NC: μ = 0.09, SD = 1.09; AC: μ = 0.07, SD = 1.06; FAST+tRNS: μ = −0.14, SD = 0.87).

In the US, these studies were approved by the institutional review board at all participating institutions (Harvard BIDMC: Committee on Clinical Investigations/IRB, Protocol 2014P-000024; Northeastern: Human Subject Research Protection/IRB, Protocol 14-08-15) and in the UK by the Berkshire National Research Ethics Committee (REC reference 14/SC/0131). All participants gave written informed consent prior to training, according to the Declaration of Helsinki, and were remunerated for their participation (£12 and $11–20 per hour depending on site, in the UK and the US, respectively).



A Novel Approach: FAST

A fundamental aspect of the FAST framework is that it is designed to foster the development of general skill encoding through practice in highly variable contexts, in order to support transfer. This crucial flexibility of FAST comes from the wide array of tasks it includes, based on the use of unique (factorial) combinations of EFs, as well as the inclusion of an array of other critical cognitive elements throughout. For example, FAST tasks engage several domains of working memory through the use of different stimulus types and task contexts (visual: pictorial and spatial; symbolic: verbal and numeric). FAST also utilizes logical and relational cognitive operators in many of the tasks; for example some tasks require that participants sort stimuli based on whether they are both a certain color and shape (logical: and), or based on whether they come from the same semantic category (e.g., “animal"; relational: semantic). In the highest levels of training, FAST also includes tasks that require hypothesis-testing, where flexible task-model construction must occur.

Finally, a crucial feature of FAST is the requirement for participants to engage in rapid instructed task learning (Cole et al., 2013). The ability to generate new task models flexibly and reliably in response to changing instructions has been proposed to be central to the relationship between working memory and Gf (Salthouse and Pink, 2008) and could also be a crucial factor in the relationship of Gf with cognitive flexibility and inhibitory control. In particular, working memory tasks that involve instructed performance of this kind have been shown to very strongly activate the network of brain regions implicated in high-level reasoning and problem solving (Dumontheil et al., 2011) and correlate more strongly with Gf than standard working memory paradigms (Duncan et al., 2012). All components of FAST require participants to rapidly encode novel sets of instructions and use these to guide their action. This encode-perform cycle is repeated with entirely new task requirements every 2–3 min, with little or no repetition of specific tasks within or between training sessions, such that FAST emphasizes the general capacity to flexibly configure cognitive resources according to current requirements, rather than the specific ability to adopt any one configuration in particular.

Although FAST incorporates a very large task space, the particular progression of tasks encountered by a participant is adaptively controlled by measures of success, as well as an underlying structure of task “levels". Level 1 tasks involve only one EF (single-EF tasks), such as switching between categorizing object pictures as animal/non-animal or flying/non-flying, depending on the color of a light that appears with the stimulus (cognitive flexibility). Level 2 tasks combine two EFs (dual-EF tasks), such as tasks asking participants to both switch between categorizing object pictures as animal/non-animal or flying/non-flying depending on a cue light, and to withhold responses (inhibition) when a no-go stimulus cue is present (e.g., a yellow “stop” signal). Level 3 tasks combine one or two EF components with a cognitive operator of logical or relational contrasts, such as switching between categorizing object pictures as animal/non-animal or flying/non-flying, depending on whether the yellow “stop" signal or a cue light appears (not both; logical xOR). Level 4 tasks come in two varieties. Some tasks combine all three core EFs, such as switching between categorizations while withholding responses if the current stimulus matches the stimulus presented three trials previously (working memory). These Level 4 tasks incorporate an imbalance among the EF sub-components, such that a dual-EF task is performed for the majority of trials (primary task), and in the case of an intermittent cue, a single-EF task is performed (secondary task). This imbalance among the EF sub-tasks serves as a means of training against goal neglect (Duncan and Owen, 2000), a key component of Gf which, to our knowledge, has rarely if ever been explicitly incorporated into a training regimen. In addition, certain of these Level 4 tasks incorporate a dual n-back component, which has been tied to instances of transfer to improvement in Gf in well-known previous work (Jaeggi et al., 2008). Finally, the second type of Level 4 tasks requires the participant to engage in hypothesis-testing in order to infer the appropriate tasks to perform, such as inferring the correct categorization rule for object pictures based on the color of a light that appears with the stimulus, without explicit instruction to do so.

With the increasing number of components present in the levels of our game, we are able to iteratively expose participants to increasingly complex and diverse environments of EF practice. For example, a participant will encounter tasks targeting inhibition alone (Level 1 tasks) before they encounter inhibition tasks that also include either working memory (inhibition + working memory, Level 2) or cognitive flexibility (inhibition + cognitive flexibility, Level 2). All of this will precede tasks that also include a logical or relational operator (e.g., inhibition + working memory + xOR, Level 3), which are then followed by either those that include all three EFs (inhibition + working memory + cognitive flexibility, Level 4a), or those that include hypothesis-testing (Level 4b). While we predicted that our four levels would roughly contain tasks of increasing difficulty (e.g., Level 3 tasks would be harder than Level 2 tasks), tasks were further ordered according to relative difficulty, based on participant performance in previous pilot data. We used the resulting order to move participants through tasks of increasing difficulty (roughly sequentially through our four task levels), while maintaining approximately equal exposure to the three core EFs at all times. We also prioritized advancing participants into Level 2+ tasks fairly quickly, so participants spent the least amount of time on Level 1 (single-EF) tasks.



Procedure

Our study included three groups, to which participants were randomly assigned according to a stratified randomization process based on age, education, and gender. These groups included: individuals who received the FAST+tRNS intervention, individuals in an active control condition (AC), and individuals in a no-contact control condition (NC). Participants in the FAST+tRNS and active control groups were enrolled in the study for 13 days across 3 weeks, including an initial day of pre-tests, 9–11 days of training, and 1 day of post-tests. Participants were allowed to miss no more than two (total) days of training and remain enrolled in the study (minimum number of training days = 9). Participants were asked to refrain from drinking alcoholic beverages in the evenings before training sessions, and from drinking caffeinated beverages within 1 h of training. Participants were also instructed that compliance with the study protocol required at least 6 h of sleep each night during enrollment in the study. However, in this study sleep monitoring was not included.

Pre- and post-tests consisted of three tests of Gf as detailed below, and were completed in a single session lasting approximately 1 h. Parallel versions of the Gf tests were administered at the pre- and post-test sessions. On training days, participants in the FAST+tRNS and active control groups engaged in their respective training interventions for 30 min per day, during which time they engaged in a variety of either cognitive (FAST+tRNS) or visuospatial tasks (active control). In the case of the FAST+tRNS group, the final 9 days of training included 20 min of transcranial random noise stimulation (tRNS), applied bilaterally over dorsal prefrontal regions (days one and two had no stimulation). The onset of stimulation was aligned with the start of the training and included a 30-s ramp-up and ramp-down. Stimulation current (1 mA) was delivered via pi-electrodes (3.14 cm2) to channels F3 and F4 of the International 10-20 EEG system. Participants were informed of the possibility that they might receive stimulation during informed consent, and all participants were blinded as to the existence of multiple forms of training (AC and FAST+tRNS).

The total duration of each training session for the FAST+tRNS and active control groups was approximately 1 h, with 30 min of intervention, several minutes for breaks, and approximately 20 min for equipment set-up and paperwork. No-contact Control participants completed all pre-test and post-tests on the same schedule as the FAST+tRNS and active control groups, but received no training in-between.



Apparatus

All tests and training were administered on DELL PCs equipped with the Windows 7 operating system. All Gf tests (BOMAT, Raven’s, and Sandia) and active control tasks were implemented with Presentation software (Version 17.0; Neurobehavioral Systems, Inc., Albany, CA, USA). Transcranial electrical stimulation (tES) was applied using the Starstim™ system developed by Neuroelectrics (Barcelona, Spain). The Starstim™ wireless system offers flexible placement of up to eight electrodes according to the 10-20 system. Each electrode can be configured for either stimulation or recording, allowing for simultaneous delivery of electrical stimulation and EEG data acquisition. All EEG activity was recorded in real-time via an application programming interface developed by Neuroelectrics—analyses of the EEG data are not reported here.



Brain Stimulation

The stimulation protocol used in this study involved transcranial random noise stimulation (tRNS) over DLPFC (channels F3 and F4). While there is some debate as to whether the neurobiological substrate of intelligence is related to activity of a diffuse network vs. a restricted number of brain regions (Jung and Haier, 2007), the nature of the brain stimulation we were able to apply in the present investigation posed some constraints in terms of the number and location of available target regions (i.e., only two electrodes could be placed on the scalp). We, therefore, informed our decision of target location with results of previous studies of tES over DLPFC, which showed significant modulations of Gf (Santarnecchi et al., 2013, 2016) as well as with available neuroimaging literature addressing the localization of Gf-related processes in the brain (Cole et al., 2012). The final selection of montage also overlapped with those used in the vast majority of the available literature on cognitive enhancement and tES (Santarnecchi et al., 2015).

The frequency spectrum of transcranial random noise stimulation (tRNS) used in this study was 100–500 Hz. This could be referred to as “high-frequency random noise” stimulation (tRNS applied in a frequency band below 100 Hz is commonly reported as “low frequency” tRNS). As documented in the original publication by Terney et al. (2008) and Santarnecchi et al. (2015), random noise electrical stimulation above 100 Hz seems to elicit a significant modulation of both electrophysiological and behavioral indices, with changes in cortico-spinal excitability measured via single-pulse transcranial magnetic stimulation (TMS), and a reduction of response times during a serial response time task. While low-frequency tRNS did not show any significant results in the work by Terney et al. (2008), additional significant effects have been reported by several groups using high-frequency tRNS, showing effects on motor learning (Cappelletti et al., 2013), perceptual learning (Fertonani et al., 2011) and arithmetic training (Snowball et al., 2013). Due to a limitation in the sampling rate of the brain stimulation device used for the present investigation (500 Hz), random noise stimulation was delivered between 100–500 Hz instead of a 100–640 Hz window used in the aforementioned publications. Given the frequency unspecific effects of tRNS, and its mechanism of action based on the injection of white noise and corresponding increase in the signal-to-noise ratio of the targeted brain region via stochastic resonance (Chaieb et al., 2011; Fertonani et al., 2011), we expected 100–500 Hz tRNS to produce the same or very similar effects as the original 100–640 Hz version.

The current density selected in this study was within the safety guidelines for tES reported by Neuroelectrics, though they differ from the values one expects from a “canonical” 5*7 cm electrode. The pi-stim electrodes used in this study differ from other electrode solutions usually applied in similar investigations, as they are based on sintered Ag/AgCl pellets and require conductive gel, rather than the more typical saline solution. This arrangement, though relatively novel, provides a more uniform current delivery. As for the canonical formula Intensity/Area, as suggested by the manufacturer1, the resulting current density does not increase linearly with electrode size, making a comparison with other publications using 5*7 or 3*5 sponge electrodes not entirely accurate (Miranda et al., 2009). From a more practical point of view, pi-stim has been used in several publications to achieve more focal stimulation solutions, with no ill effects being reported (Minhas et al., 2010; Borckardt et al., 2012; Faria et al., 2012; Murray et al., 2015). The same applies to our experience based on more than 900 stimulation sessions in more than 100 participants.



Robot Factory

The behavioral portion of the FAST intervention is represented in the novel training game, Robot Factory (Figure 1; developed in collaboration with SimCoach Games2). Robot Factory was custom-designed based on the principles of the FAST framework and provides an engaging environment for completing a challenging and varied suite of EF tasks. In Robot Factory, participants are brought to a dystopian future in which they are employees of a factory producing robots. There they are asked to perform tasks related to building, sorting or programming ‘bots, according to instructions given every 2 min by their supervisor, Boss Bot. Task instructions are complex and reflect a “real world” application of one or more EF skills (e.g., programming a ‘bot by encoding a list of images as living beings/inanimate objects or flying/not-flying entities depending on cues presented in their work station during the shift). In Robot Factory, each 2-min “shift” represents a unique combination of EFs, logical or relational operators, stimulus domains, thematic context, stimuli and instructions. Progression through shifts is adaptive to a participant’s individual performance, such that task types and parameters for each session began at the level reached at the end of the previous session, keeping tasks challenging and requiring that participants maintain effortful performance.
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FIGURE 1. Robot Factory opening screen image (left), and example task screenshot from the Assembly Line scenario (right). In this task, participants are presented with robot arms one at a time on a moving platform, which rises from a portal at the bottom of the screen. Participants must decide which direction to sort the arm (indicated with the corresponding left or right “Shift” key), based on whether or not it is a match (in color and style) with the arm seen 2-previous. If the participant gives the correct response, the platform moves into the correct sorting tube and an icon appears indicating an increase in points. If the participant gives the incorrect response, the laser in the upper left corner shoots a beam onto the platform, dissolving the arm, and the platform recedes into the tube in the lower portion of the screen.



In Robot Factory, participants are presented with two-alternative forced choice tasks, where they are asked to respond with either the Left Shift or Right Shift key. Shifts are composed of a variable number of trials, the duration of which could last 1, 2, or 3 s, depending on recent participant performance. In a participant’s first exposure to a task, stimuli were presented for up to 2 s, or until the participant gave a response. If a participant performed well on the task, stimulus durations on related tasks would be reduced to 1 s (or until the participant responded), but if the participant performed poorly on the task, stimulus durations would instead be extended to 3 s (or until the participant responded). A similar algorithm was implemented for the n of the Update n-back tasks, which varied between 1-, 2- and 3-back tasks. Feedback for each response was offered to the participant in both visual and auditory forms, and throughout training thematic music was presented to participants via headphones.



Active Control

Our Active Control condition was created as a comparison group for our FAST intervention—one that is similarly challenging to FAST training, but which specifically does not target components of Gf. By including an active control condition we address a significant limitation in the WM training literature, in which the results of training protocols are often compared only against a no-contact control condition (Buschkuehl and Jaeggi, 2010; Shipstead et al., 2010; Dougherty et al., 2016), and our design specifically and deliberately includes tasks that have been proposed by critics of WM training as candidate active control tasks (Redick et al., 2013). With a carefully-designed active control, we can be confident that improvements seen following our intervention are not simply a reflection of non-Gf effects such as demand characteristics (Orne, 1962), low-level perceptual learning or Hawthorne effects (McCarney et al., 2007). Because interaction with experimenters has been shown to influence participant performance, our active control participants engaged in a similar overall experience to those in the intervention condition (same experimental setting, similar daily and overall training duration), which also controls for potential history effects (Shipstead et al., 2010).

In particular, our Active Control tasks were designed to recruit different cognitive functions and brain networks than those recruited by EFs or Gf tasks—namely sensory and perceptual networks. In our efforts to maintain engagement levels in the Active Control group relative to the FAST training group, we incorporated a range of difficulty levels in each of the Active Control tasks, with trials ranging from very easy to very difficult. We also created a large set of tasks in an effort to allow for variety in the training, as a countermeasure against the relatively monotonous nature of the tasks. We expected performance on the control tasks to improve with training, but that improvements on these tasks would not generalize to Gf task performance.

In the Active Control condition participants alternated between three, two-alternative forced choice tasks typically used to study low-level visual processing, implemented with adaptive difficulty (e.g., changes in the signal-to-noise ratio of stimuli; Figure 2): an Adaptive Visual Search task requiring the indication of whether a target letter “F" is facing to the left or the right [modeled after an active control condition recommended by critics of cognitive enhancement research (Redick et al., 2013)], a Silo Detection task requiring the identification of a triangular configuration of silos, and a Gabor “thumbprint" Detection task requiring the identification of a Gabor patch as being on the left or right half of a screen.
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FIGURE 2. Example trials from the Adaptive Visual Search task (left), the Silo Detection task (middle) and the Gabor (“Fingerprint") detection task (right).



Similar to Robot Factory, in each task participants were asked to respond with either the Left Shift or Right Shift key, and task difficulty was manipulated based on participant performance. In the Adaptive Visual Search task there were 12 levels of difficulty based on: (i) the size of the letter-array in which the target letter was presented (2×2 to 12×12, in steps of 2); and (ii) whether the distractor letters were homogenous or selected from a random array of four letters (heterogeneous). Participants were moved to a higher level of difficulty if they achieved 87.5% accuracy or higher, and were moved to a lower level of difficulty if their performance dropped to 75% or below. In both the Silo and Gabor Detection tasks, difficulty was manipulated by changes to the signal-to-noise ratio (starting point: 0.5), with an incorrect trial resulting in an increase in stimulus coherence of 0.02, and two consecutive correct trials resulting in a decrease of coherence of 0.02. In all cases, participants had up to 3 s to respond, and trials terminated upon participant response. Difficulty levels at each session were based on the last level achieved on the previous day, and feedback was provided following each task block (all tasks: percent accuracy and average response latency; Silo and Gabor Detection tasks: latest task difficulty level). Throughout training, participants heard the same thematic music (via headphones) as that presented to participants in Robot Factory.



Gf Tests

Three standardized Gf tests were used for our pre- and post-test assessment of Gf: (1) the “advanced-short” version of the BOMAT, (2) Raven’s APM (Raven’s), and (3) a third matrix reasoning test with a large corpus of problems of varying difficulty adapted from Raven’s, developed by Sandia National Laboratories (Albuquerque, NM, USA), which we will henceforth term the Sandia test. The tests were performed in this order at both pre- and post-test for all participants.

Each test is made up of visual analogy problems in which a single item is missing from a complex matrix containing patterns varying in object shape, size, fill and orientation. For each test problem, the task is to select which of six (BOMAT) or eight (Raven’s, Sandia) possible response fits within the matrix. In the BOMAT and Raven’s tests, items increase in difficulty successively, whereas items of differing difficulty are randomly intermixed in the Sandia. Given constraints on the duration of pre- and post-tests, performance time for each Gf test was limited to 15 min (45 min total for all three tests), an approach that has been taken in well-known previous work (Jaeggi et al., 2008). This duration is shorter than standard administration times for the BOMAT and Raven’s (typically 45 min each), thus further increasing the demands of the tests on our participants. Participants were informed of the time limit of each test, and were instructed to solve as many problems as they could during the duration, while also being accurate. Even with this constraint, our participants performed sufficiently well overall that some performed at or close to ceiling at pre-test for the Raven’s (with mean performance at pre-test lying 1.89 standard deviations below maximum score, as compared with 6.99 SDs for the BOMAT and 3.26 SDs for the Sandia).



Bochumer Matrizen-Test (BOMAT)

The “advanced-short” version of BOMAT (Hossiep et al., 2001) is a nonverbal test of inductive and deductive reasoning, similar in style and structure to the widely used Raven’s APM (Raven’s). Like Raven’s, the advanced-short BOMAT is designed to differentiate those on the higher end of the Gf scale and is particularly useful for testing highly intelligent individuals. Published A and B versions of the BOMAT were used for pre- and post-test, each of which consists of 29 items (one example and 28 test items of increasing difficulty). The BOMAT parallel forms were randomly counterbalanced across pre- and post-test sessions. BOMAT matrices are presented in a 3 × 5 format.



Raven’s Advanced Progressive Matrices (Raven’s)

Raven’s APM (Raven and Court, 1998) is the most common test of nonverbal abstract reasoning ability. It is a nonverbal assessment that can be used to assess intellectual efficiency, high-level observation skills, clear thinking ability, and intellectual capacity. We divided the test into two parallel versions, each containing 17 test items of increasing difficulty, by approximating an even-odd distribution. The resulting distribution of item difficulty was similar for both versions. Raven’s matrices are presented in a 3 × 3 format.



Sandia

Sandia matrices overcome the issue of a limited number of stimuli by providing the option to choose from a pool of approximately 3,000 matrices, obtained through the combination of different stimulus features like shape, color and orientation (Matzen et al., 2010). Experimental matrices belong to four different classes, based on the type and number of analogical operations required for a correct solution (1-, 2-, 3- relations, and logical matrices). Parallel versions of the test were created based on stimulus classes, which in our primary study contained 42 test items. Participants were limited to no more than 1 min on each test item given the relatively large n in the test. Sandia matrices are presented in a 3 × 3 format.



Data Analysis

The overarching goal of our analysis was to determine whether participants’ Gf ability improved as a result of our intervention (FAST+tRNS) compared to active (Active Control) and passive (No-contact) control conditions. Gf ability in this study was measured by performance on three Gf tests: BOMAT, Raven’s and Sandia. We calculated accuracy on these three tests at pre- and post-test (number of correct responses/total possible), and standardized those scores. We then created a measure of a single factor (Gf) from those scores via confirmatory factor analysis, with Varimax (orthogonal) rotation and Bartlett’s weighted least-squares scores. Our factor analysis was constrained to a single factor, and explained a total of 49% of the variance in scores at pre-test, and 61.7% of the variance in scores at post-test (Table 1).


TABLE 1. Loadings and uniqueness (left), and sum of squared loadings and % total variance (right) for the Gf factor at pre- and post-test.
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We then regressed the Gf factor at post-test on both the Gf factor at pre-test and Condition, based on the results of an Adjusted R2 model selection process (Table 2). The resulting β coefficients of our model represent the effect size of the FAST+tRNS training condition relative to each of the two control conditions.


TABLE 2. Model selection by Adjusted R2, for regression of post-test Gf potentially controlling for Gf score at pre-test, age and years of education.
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To better understand the drivers of change in Gf from pre- to post-test, we examined the correlation of progression in our training (FAST+tRNS) and Active Control conditions with changes in Gf, as well as the relationship of performance in individual EF tasks and changes in Gf.




RESULTS


Examining Performance Across Suite of Gf Tests

Our first set of analyses focused on the critical question of whether participants in the FAST-tRNS condition showed greater Gf test performance at post-test relative to controls (Figure 3).
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FIGURE 3. Mean Gf post-test scores, adjusted for estimated baseline Gf ability, by Condition. †p < 0.1.



These results show greater predicted Gf at post-test (controlling for pre-test Gf) for the training group (FAST+tRNS) compared to both control groups, but neither difference reached statistical significance [FAST+tRNS vs. No-contact control: β = 0.187, 95% CI (−0.14, 0.51), p = 0.26; FAST+tRNS vs. Active Control: β = 0.3, 95% CI (−0.03, 0.62), p = 0.07; Figure 3]. No significant difference was found between the control conditions [No-Contact vs. Active Control, β = 0.11, 95% CI (−0.22, 0.44), p = 0.51].



Examining Performance Within Each Gf Test

Our study utilized three tests of Gf as a means of better isolating a single latent factor (Gf), but the results of our factor analysis indicated relatively high uniqueness of both our BOMAT and Raven’s tests relative to the Sandia (Table 1). Given this, our next analyses examined whether changes from pre- to post-test were differentially represented across our three Gf tests. Here, we looked at standardized accuracy measures on each of the three Gf tests, controlling for pre-test Gf and Condition (Figure 4). A Bonferroni correction for multiple comparisons was used in these analyses.
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FIGURE 4. Standardized accuracy scores on each Gf post-test (BOMAT, Raven’s, Sandia), adjusted for estimated baseline Gf ability, by Condition. *p < 0.05, **p < 0.01, with Bonferroni correction.



BOMAT: we found significant differences in performance (standardized accuracy) between the FAST+tRNS training condition and both the No-contact [β = 0.54, 95% CI (0.13 0.946), p < 0.05] and Active Control conditions (β = 0.63, 95% CI (0.23, 1.03), p < 0.01), and no significant difference between the control conditions [β = 0.09, 95% CI (−0.32, 0.5), p = 0.66]. Ravens: we found no significant differences in performance (standardized accuracy) between the FAST+tRNS training condition and the No-contact [β = 0.15, 95% CI (−0.28, 0.57), p = 0.5] or Active Control conditions [β = 0.3, 95% CI (−0.12, 0.72), p = 0.16], and no significant difference between the control conditions [β = 0.16, 95% CI (−0.27, 0.59), p = 0.47]. Sandia: we found no significant differences in performance (standardized accuracy) between the FAST+tRNS training condition and the No-contact [β = 0.08, 95% CI (−0.22, 0.39), p = 0.6] or Active Control conditions [β = 0.16, 95% CI (−0.15, 0.46), p = 0.31], and no significant difference between the control conditions [β = 0.07, 95% CI (−0.24, 0.39), p = 0.64]. Altogether, we found numeric increases in post-test performance for the FAST+tRNS group in all three tests, but significant differences in performance only in the BOMAT.



The Positive Impact of Training on Performance

Our next analysis focused on the FAST+tRNS group alone. If our FAST+tRNS training is effective at improving Gf, then we can hypothesize that an individual’s degree of progression through the Robot Factory game should be predictive of the level of improvement in Gf task performance from pre- to post-test. This is a strong prediction, since we might expect variation across participants in their level of motivation or effort to create a positive correlation with both pre-test score and FAST progression, acting against the predicted increase in post-test Gf performance with training. To test this prediction, we ran a regression analysis of FAST+tRNS participants’ Gf at post-test, as a function of progress in our training game, Robot Factory. Depending on whether FAST+tRNS participants completed 9, 10 or 11 days of training, they engaged in 135, 150 or 165 2-min “shifts" of Robot Factory tasks (15 shifts per day). Progress in Robot Factory was therefore defined as the proportion of those shifts “passed” by a participant, with accuracy >80%. Because Robot Factory was designed to be increasingly challenging, with more complex tasks occurring only after participants had mastered simpler tasks, a greater proportion of shifts passed meant faster progress through Robot Factory, to more difficult task types.

Here, we modeled post-test Gf as a function of progress in Robot Factory (RF) and estimated baseline Gf ability. Results of these analyses found a significant positive correlation between progress in Robot Factory and Gf at post-test [β = 4.63, 95% CI (1.74 7.53), p < 0.001], with participants who progressed further through the FAST+tRNS training showing greater pre- to post-test change in Gf (Figure 5).
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FIGURE 5. Adjusted marginal mean post-test Gf as a function of progress in Robot Factory.





Changes in Executive Function Performance During Training

Given that Robot Factory is comprised of a series of tasks targeting EF practice, which serve as part of the foundation for improvements in Gf, our final set of FAST+tRNS analyses examined changes in EF performance during training in Robot Factory. Because progression through Robot Factory (and corresponding task difficulty) was controlled by individual participant performance, a direct comparison of performance by day could not be made, as tasks on Day n for some participants might be significantly harder than tasks on the same day for other participants. Rather than comparing by training time point, our approach was to compare changes within individual participant performance, from the first [image: image] of their trials in single executive function (single-EF) tasks to the last [image: image] of their single-EF trials. With this metric, we can examine improvements in EF performance for each individual participant, which are relative to each individual’s progress.

For this analysis, we examined performance in single-EF tasks (excluding those tasks/shifts which combined multiple EFs) and compared the average of the first [image: image] of trials for each participant with the average of the last [image: image] of trials for each participant (Figure 6). We measured change in terms of improvement in n-back (update) task accuracy, reduction in switch costs, and decrease in estimated stop-signal reaction time (SSRT) in the stop-signal (inhibit) task (Logan and Cowan, 1984), such that positive values indicated improvement with training for all three measures. The results of this analysis found only a numerical increase in accuracy in the update task (t(69) = 1.00, p = 0.16), and significant decreases in switch cost RT (t(70) = 2.90, p < 0.01) and SSRT (t(70) = 6.12, p < 0.0001).
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FIGURE 6. Changes in performance in the first [image: image] of each participant’s trials in single-EF tasks to their last [image: image] of trials in single-EF tasks. Measures are plotted so that positive values indicate improvement with training, giving the degree of accuracy improvement in Update trials (left), degree of decrease in average RT switch cost in Switch trials (middle), and degree of reduction in average stop-signal reaction time (SSRT) in Inhibit trials (right). **p < 0.01, ***p < 0.001.



If improvements in EF performance are part of the underlying mechanisms of Gf improvement, then we would expect the changes we see in EF metrics to correlate with Gf performance. In our final analyses, we examined Gf at post-test, as a function of baseline Gf and improvement in EF performance during training (individually added to separate models). From this we found no significant correlations among the individual tasks [n-back accuracy, β = 0.71, 95% CI (−0.41, 1.84), p = 0.21; decrease in switch cost RT, β = 0.3, 95% CI (−1.2, 1.78), p = 0.69; decrease in SSRT, β = 0.29, 95% CI (−0.41, 1.0), p = 0.4]. Overall, our analyses found that EF task performance within Robot Factory improved during training, but individual improvement in EFs did not significantly correlate with changes in Gf.



Does Progress in Active Control Tasks Also Lead to Improvements?

Finally, given that progress in Robot Factory strongly predicted Gf gains from pre- to post-test, a reasonable question to ask is whether there was a similar impact of progress in our Active Control tasks on Gf test performance. If so, it might suggest that the positive correlation between Robot Factory progress and Gf gain reflects non-specific effects of adaptive training such as change in motivation. To answer this, we conducted a final analysis of only those participants who engaged in AC training, modeling their post-test Gf as a function of progress in Active Control tasks, controlling for Gf at pre-test. Here, progress in AC tasks was represented by the average difficulty level achieved on each of the three AC tasks on the last day of training (difficulty levels ranged throughout each training session), summed into a single score per participant. In these analyses, two participants had to be excluded based on recording errors in two or more of their AC tasks (final AC group, n = 28). Importantly, no significant correlation was found between progress in the Active Control tasks and Gf post-test [β = −0.003, 95% CI (−0.06, 0.05), p = 0.91]: this negative-signed and very weak correlation between AC training progression and Gf gain contrasts with the strong, positive correlation involving Robot Factory progression, providing reassurance that the latter reflects a meaningful, specific effect of this form of training on Gf test performance.




DISCUSSION

The present study introduces a novel cognitive training intervention—Flexible, Adaptive, Synergistic Training (FAST)—that is designed to enhance Gf through targeted, varied training of core EFs combined with brain stimulation. In the new Robot Factory game, EFs of working memory, cognitive flexibility, and inhibition are exercised in increasingly complex configurations and diverse task environments, reliant on dynamic task instructions. The FAST+tRNS intervention pairs this EF training with bifocal tRNS over DLPFC, a brain region that is a core component of a distributed fronto-parietal network strongly implicated in EF and Gf (Duncan and Owen, 2000; Duncan et al., 2012). Together, this combination of EF training and targeted stimulation represents an approach that aims to target Gf networks through synergistic activation by brain stimulation and EF practice, increasing activity during a critical state of enhanced plasticity. Our results suggest that the FAST+tRNS intervention may be effective in improving Gf task performance compared against both no-contact controls, and, critically, against an active control group that engages in a similarly extended and challenging training regime targeting lower-level cognitive functions. Such improvements relative to an active control are fairly rare in the literature (Buschkuehl and Jaeggi, 2010; Shipstead et al., 2010; Dougherty et al., 2016), highlighting the importance of the comparison presented in this work. It should be noted that the central aim of the experiment described here was a feasibility study of a compound intervention consisting of a game and cortical stimulation—hence, the relative contribution of the individual elements of the intervention are difficult to establish and will have to be assessed in future confirmatory research.

The results of the study suggest transfer from the EF skills exercised in Robot Factory to matrix-reasoning of the Gf tests. Our analyses showed improvements in EF task performance during training, as well as significant correlations of game progression and Gf post-test performance. Our results also found numerically greater gains in Gf for our FAST+tRNS training condition compared to both controls (Active Control, No-Contact Control), with a marginally significant difference between training and the Active Control Condition (no significant difference between training and No-Contact). Analysis of the individual Gf tests found that these numerical gains were seen in all tests, but were driven most notably by significant increases in performance of the FAST+tRNS training group in the BOMAT, relative to both controls.

By comparing our FAST+tRNS intervention to a similarly-challenging training provided by the Active Control condition, we provide evidence against the interpretation that our training gains are the result of demand characteristics or a Hawthorne effect (Roethlisberger and Dickson, 1939; Sommer, 1968; Parsons, 1974). Furthermore, because our Active Control condition was carefully designed to emphasize low-level visual-spatial processing, the comparison of the FAST training-only and AC conditions effectively isolates the impact of our training on cognitive control processes (vs. increases in processing speed or visual search). These results offer initial evidence that visuospatial processing is not the main driver of improvements we see following our FAST intervention, though spatial working memory confounds resulting from the different matrix-sizes among the Gf tests remain (Moody, 2009).

While correlation analyses indicate that improvements in Gf task performance from pre- to post-test were strongly predicted by participants’ degree of progression through the FAST game (Robot Factory), progression in Active Control tasks was not correlated with such gains. This association is unlikely to reflect confounding effects of underlying Gf ability or level of motivation, both of which could be expected to affect pre-test Gf performance as much as post-test. Instead, the association can be understood in terms of the design of the Robot Factory training game, in which participants are given successively more complex combinations of EF training the further they progress. Progression through the game is determined by performance, so individuals who do well in simpler initial tasks are moved more quickly to more complex, higher-level tasks. This leaves these individuals more time to practice dual and even triple-EF tasks, as well as tasks with a dual n-back or hypothesis-testing component. These more difficult Robot Factory tasks require the most complex and structured organizations of component EFs and require them to be assembled rapidly with minimal instruction. We hypothesize that it is at these highest and most challenging levels of the game that participants are acquiring cognitive skills most relevant to Gf task performance.

As this study served as an initial proof-of-concept for our training approach, additional work in this research program is currently underway tackling several important issues not specifically addressed in this study3. First, it is critical that the relative contributions of the FAST game (Robot Factory) and tES (here, tRNS) be more thoroughly explored. In this work, we cannot definitively say whether the gains we see are specifically the result of our training game alone, its combination with our stimulation protocol (or expectation effects induced by NIBS), or some combination thereof. A key aim of our future research will be to compare our FAST intervention with NIBS against a condition with Robot Factory training and sham stimulation, as well as to contemplate the effect of different forms and doses of NIBS. Nevertheless, these results do offer initial evidence for the possibility of enhancing Gf through a short but intensive cognitive training regimen.

Regarding our training game, Robot Factory, a natural question is which of its many constituent components might be crucial to producing the observed Gf gains: the requirement to combine EFs, to combine them in novel ways repeatedly over the course of training sessions adapted to participants’ abilities, to do so rapidly and with minimal verbal instruction, or to engage in hypothesis-testing to derive complex tasks from feedback. This issue can be addressed in future research by leveraging the complexity and richness of our training intervention to support an examination of relative contributions of the various elements of the training, provided the study has enough power (McKanna et al., under preparation).

Overall, the present research represents a potentially useful step forward in providing new insights into, and new methods for studying, the nature of Gf and its malleability. Though our results await replication and extension, they provide preliminary evidence that while Gf depends, as previously suggested, on core EFs of working memory, cognitive flexibility and inhibition, the crucial characteristic of Gf may in fact be the ability to combine these functions rapidly and adaptively according to changing demand. More intriguing still, the ability to do so may be susceptible to targeted training that can lead to improvements in Gf, with consequent implications for our understanding of the nature of intelligence as well as practical implications in light of the known predictive relationship between Gf and a host of significant life outcomes.



CONCLUDING REMARKS

While there has been widespread research interest in both characterizing the neural mechanisms underlying Gf, and in developing effective and practical interventions, researchers have called for careful scrutiny and appropriate skepticism in assessing claims regarding the efficacy of interventions aimed at enhancing Gf. These cautions are also relevant in the interpretation of the results presented here. The present study represents a preliminary test of a specific, theoretically-motivated hypothesis about activities that are likely to enhance Gf. While results show promise, and reveal directions for future research, they do not form a sufficient basis for using the interventions described in clinical, educational, or personal enhancement contexts.

The study presented here reflects a limited set of performance measures, from a limited number of training conditions. The authors make no claims beyond the population of this study, but cite these preliminary results as evidence of the potential of enhancing Gf through cognitive training. Future work will further explore the efficacy of FAST, comparing the impact of synergistic behavioral training + NIBS against training + sham stimulation, to determine the effects of expectation. Currently no plans exist for marketing of FAST or related trainings.



ETHICS STATEMENT

In the US, these studies were approved by the institutional review board at all participating institutions (Harvard BIDMC: Committee on Clinical Investigations/IRB, Protocol 2014P-000024; Northeastern: Human Subject Research Protection/IRB, Protocol 14-08-15) and in the UK by the Berkshire National Research Ethics Committee (REC reference 14/SC/0131). All participants gave written informed consent prior to training, according to the Declaration of Helsinki, and were remunerated for their participation (£163; 12 and $11–20 per hour depending on site, in the UK and the US, respectively).



AUTHOR CONTRIBUTIONS

SM was the Principal Investigator and Program Manager of the SHARP Project. SM, AP-L, RC, MP and NY were responsible for the conceptualization of the SHARP Project, its funding acquisition and supervision. JA was responsible for the formal analysis, visualization and original draft writing of this manuscript. Review and editing of this manuscript was done by SM, JA, A-KB, FP, JM, ES, RC and NY. Investigations underlying this work were conducted by SM, JA, A-KB, FP, JM, ES, AP-L, RC, MP and NY, and the methodology employed here was co-determined by SM, JA, MP and NY.



FUNDING

This research was supported by the Intelligence Advanced Research Projects Activity (IARPA) via contract #2014413121700007 to Honeywell. The United States Government is authorized to reproduce and distribute reprints for Governmental purposes notwithstanding any copyright annotation thereon. The funder provided support in the form of salaries for all authors, but did not have any additional role in the study design, data collection and analysis, decision to publish, or preparation of the manuscript. The specific roles of these authors are articulated in the author contributions section. The views and conclusions contained herein are those of the authors and should not be interpreted as necessarily representing the official policies or endorsements, either expressed or implied, of IARPA, the Office of the Director of National Intelligence, or the U.S. Government.



ACKNOWLEDGMENTS

We would like to thank the members of the larger Honeywell SHARP team for their valuable contributions to this work, including the SHARP Team authors: (Harvard Medical School) Ann Connor, FP, ES, AP-L; (Honeywell) JA, Michael Dillard, Umut Orhan, Dennis Cornhill, SM; (Northeastern University) JM, Deniz Erdogmus, MP; (Oxford) A-KB, RC, Karen Mansfield, NY; (SimCoach Games) Garrett Kimball, Eben Myers, and other key contributors: (Oxford) Giulia Maistrello, Amar Sarkar, Ruairidh Battleday, Kalaiyashni Puvanendran, Morio Hamada; (Northeastern University) Sadegh Salehi, Yeganeh Marghi, and Asieh Ahani.



FOOTNOTES

1^http://www.neuroelectrics.com/download/NE_UM_Part02_Electrode.pdf

2^www.simcoachgames.com

3^https://osf.io/26aun/



REFERENCES

Au, J., Sheehan, E., Tsai, N., Duncan, G. J., Buschkuehl, M., and Jaeggi, S. M. (2014). Improving fluid intelligence with training on working memory: a meta-analysis. Psychon. Bull. Rev. 22, 366–377. doi: 10.3758/s13423-014-0699-x

Borckardt, J. J., Bikson, M., Frohman, H., Reeves, S. T., Datta, A., Bansal, V., et al. (2012). A pilot study of the tolerability and effects of high-definition transcranial direct current stimulation (HD-tDCS) on pain perception. J. Pain 13, 112–120. doi: 10.1016/j.jpain.2011.07.001

Burgess, G. C., Gray, J. R., Conway, A. R., and Braver, T. S. (2011). Neural mechanisms of interference control underlie the relationship between fluid intelligence and working memory span. J. Exp. Psychol. Gen. 140, 674–692. doi: 10.1037/a0024695


Buschkuehl, M., and Jaeggi, S. M. (2010). Improving intelligence: a literature review. Swiss Med. Wkly. 140, 266–272.


Cappelletti, M., Gessaroli, E., Hithersay, R., Mitolo, M., Didino, D., Kanai, R., et al. (2013). Transfer of cognitive training across magnitude dimensions achieved with concurrent brain stimulation of the parietal lobe. J. Neurosci. 33, 14899–14907. doi: 10.1523/JNEUROSCI.1692-13.2013

Carpenter, P. A., Just, M. A., and Shell, P. (1990). What one intelligence test measures: a theoretical account of the processing in the Raven Progressive Matrices Test. Psychol. Rev. 97, 404–431. doi: 10.1037/0033-295x.97.3.404


Cattell, R. B. (1971). Abilities: Their Structure, Growth, and Action. New York, NY: Houghton Mifflin.


Chaieb, L., Paulus, W., and Antal, A. (2011). Evaluating aftereffects of short-duration transcranial random noise stimulation on cortical excitability. Neural Plast. 2011:105927. doi: 10.1155/2011/105927

Chase, W. G., and Ericsson, K. A. (1982). Skill and working memory. Psychol. Learn. Motiv. 16, 1–58. doi: 10.1016/S0079-7421(08)60546-0

Chooi, W. T., and Thompson, L. A. (2012). Working memory training does not improve intelligence in healthy young adults. Intelligence 40, 531–542. doi: 10.1016/j.intell.2012.07.004

Cohen Kadosh, R. (2015). Modulating and enhancing cognition using brain stimulation: science and fiction. J. Cogn. Psychol. 27, 141–163. doi: 10.1080/20445911.2014.996569

Cole, M. W., Laurent, P., and Stocco, A. (2013). Rapid instructed task learning: a new window into the human brain’s unique capacity for flexible cognitive control. Cogn. Affect. Behav. Neurosci. 13, 1–22. doi: 10.3758/s13415-012-0125-7

Cole, M. W., Yarkoni, T., Repovs, G., Anticevic, A., and Braver, T. S. (2012). Global connectivity of prefrontal cortex predicts cognitive control and intelligence. J. Neurosci. 32, 8988–8999. doi: 10.1523/JNEUROSCI.0536-12.2012

Collins, A., and Koechlin, E. (2012). Reasoning, learning, and creativity: frontal lobe function and human decision-making. PLoS Biol. 10:e1001293. doi: 10.1371/journal.pbio.1001293

Deary, I. J., Strand, S., Smith, P., and Fernandes, C. (2007). Intelligence and educational achievement. Intelligence 35, 13–21. doi: 10.1016/j.intell.2006.02.001

Diamond, A. (2013). Executive functions. Annu. Rev. Psychol. 64, 135–168. doi: 10.1146/annurev-psych-113011-143750

Donders, F. C. (1969). On the speed of mental processes. Acta Psychol. 30, 412–431. doi: 10.1016/0001-6918(69)90065-1

Dougherty, M. R., Hamovitz, T., and Tidwell, J. W. (2016). Reevaluating the effectiveness of n-back training on transfer through the Bayesian lens: support for the null. Psychon. Bull. Rev. 23, 306–316. doi: 10.3758/s13423-015-0865-9

Dumontheil, I., Thompson, R., and Duncan, J. (2011). Assembly and use of new task rules in fronto-parietal cortex. J. Cogn. Neurosci. 23, 168–182. doi: 10.1162/jocn.2010.21439

Duncan, J., and Owen, A. M. (2000). Common regions of the human frontal lobe recruited by diverse cognitive demands. Trends Neurosci. 23, 475–483. doi: 10.1016/s0166-2236(00)01633-7

Duncan, J., Schramm, M., Thompson, R., and Dumontheil, I. (2012). Task rules, working memory, and fluid intelligence. Psychon. Bull. Rev. 19, 864–870. doi: 10.3758/s13423-012-0225-y

Faria, P., Fregni, F., Sebastião, F., Dias, A. I., and Leal, A. (2012). Feasibility of focal transcranial DC polarization with simultaneous EEG recording: preliminary assessment in healthy subjects and human epilepsy. Epilepsy Behav. 25, 417–425. doi: 10.1016/j.yebeh.2012.06.027

Fertonani, A., Pirulli, C., and Miniussi, C. (2011). Random noise stimulation improves neuroplasticity in perceptual learning. J. Neurosci. 31, 15416–15423. doi: 10.1523/JNEUROSCI.2002-11.2011

Friedman, N. P., Miyake, A., Young, S. E., DeFries, J. C., Corley, R. P., and Hewitt, J. K. (2008). Individual differences in executive functions are almost entirely genetic in origin. J. Exp. Psychol. Gen. 137, 201–225. doi: 10.1037/0096-3445.137.2.201

Gottfredson, L. S. (1997). Why g matters: the complexity of everyday life. Intelligence 24, 79–132. doi: 10.1016/s0160-2896(97)90014-3

Gray, J. R., and Thompson, P. M. (2004). Neurobiology of intelligence: science and ethics. Nat. Rev. Neurosci. 5, 471–482. doi: 10.1038/nrn1405

Halford, G. S., Cowan, N., and Andrews, G. (2007). Separating cognitive capacity from knowledge: a new hypothesis. Trends Cogn. Sci. 11, 236–242. doi: 10.1016/j.tics.2007.04.001

Harrison, T. L., Shipstead, Z., Hicks, K. L., Hambrick, D. Z., Redick, T. S., and Engle, R. W. (2013). Working memory training may increase working memory capacity but not fluid intelligence. Psychol. Sci. 24, 2409–2419. doi: 10.1177/0956797613492984


Hossiep, R., Turck, D., and Hasella, M. (2001). BOMAT-Advanced-Short Version: Bochumer Matrizentest. Göttingen, Germany: Hogrefe Verlag fur Psychologie.


Jaeggi, S. M., Buschkuehl, M., Jonides, J., and Perrig, W. J. (2008). Improving fluid intelligence with training on working memory. Proc. Natl. Acad. Sci. U S A 105, 6829–6833. doi: 10.1073/pnas.0801268105

Jaeggi, S. M., Buschkuehl, M., Shah, P., and Jonides, J. (2014). The role of individual differences in cognitive training and transfer. Mem. Cognit. 42, 464–480. doi: 10.3758/s13421-013-0364-z

Jung, R. E., and Haier, R. J. (2007). The Parieto-Frontal Integration Theory (P-FIT) of intelligence: converging neuroimaging evidence. Behav. Brain Sci. 30, 135–154. doi: 10.1017/s0140525x07001185

Kane, M. J., Hambrick, D. Z., and Conway, A. R. (2005). Working memory capacity and fluid intelligence are strongly related constructs: comment on Ackerman, Beier, and Boyle. Psychol. Bull. 131, 66–71. doi: 10.1037/0033-2909.131.1.66

Karbach, J., and Verhaeghen, P. (2014). Making working memory work a meta-analysis of executive-control and working memory training in older adults. Psychol. Sci. 25, 2027–2037. doi: 10.1177/0956797614548725


Kim, J., and Mueller, C. W. (1978). Introduction to Factor Analysis: What it is and How to do it. Beverly Hills, CA: SAGE Publications, Inc.


Krause, B., and Cohen Kadosh, R. (2013). Can transcranial electrical stimulation improve learning difficulties in atypical brain development? A future possibility for cognitive training. Dev. Cogn. Neurosci. 6, 176–194. doi: 10.1016/j.dcn.2013.04.001

Lampit, A., Hallock, H., and Valenzuela, M. (2014). Computerized cognitive training in cognitively healthy older adults: a systematic review and meta-analysis of effect modifiers. PLOS Med. 11:e1001756. doi: 10.1371/journal.pmed.1001756

Logan, G. D., and Cowan, W. B. (1984). On the ability to inhibit thought and action: a theory of an act of control. Psychol. Rev. 91, 295–327. doi: 10.1037/0033-295x.91.3.295

Looi, C. Y., Duta, M., Brem, A. K., Huber, S., Nuerk, H. C., and Cohen Kadosh, R. (2016). Combining brain stimulation and video game to promote long-term transfer of learning and cognitive enhancement. Sci. Rep. 6:22003. doi: 10.1038/srep22003

Lunt, L., Bramham, J., Morris, R. G., Bullock, P. R., Selway, R. P., Xenitidis, K., et al. (2012). Prefrontal cortex dysfunction and ‘jumping to conclusions’: bias or deficit? J. Neuropsychol. 6, 65–78. doi: 10.1111/j.1748-6653.2011.02005.x

Matzen, L. E., Benz, Z. O., Dixon, K. R., Posey, J., Kroger, J. K., and Speed, A. E. (2010). Recreating Raven’s: software for systematically generating large numbers of Raven-like matrix problems with normed properties. Behav. Res. Methods 42, 525–541. doi: 10.3758/brm.42.2.525

McCarney, R., Warner, J., Iliffe, S., van Haselen, R., Griffin, M., and Fisher, P. (2007). The Hawthorne Effect: a randomised, controlled trial. BMC Med. Res. Methodol. 7:30. doi: 10.1186/1471-2288-7-30

Melby-Lervåg, M., and Hulme, C. (2013). Is working memory training effective? A meta-analytic review. Dev. Psychol. 49, 270–291. doi: 10.1037/a0028228

Melby-Lervåg, M., and Hulme, C. (2015). There is no convincing evidence that working memory training is effective: a reply to Au et al. (2014) and Karbach and Verhaeghen (2014). Psychon. Bull. Rev. 17, 324–330. doi: 10.3758/s13423-015-0862-z

Minhas, P., Bansal, V., Patel, J., Ho, J. S., Diaz, J., Datta, A., et al. (2010). Electrodes for high-definition transcutaneous DC stimulation for applications in drug delivery and electrotherapy, including tDCS. J. Neurosci. Methods 190, 188–197. doi: 10.1016/j.jneumeth.2010.05.007

Miranda, P. C., Faria, P., and Hallett, M. (2009). What does the ratio of injected current to electrode area tell us about current density in the brain during tDCS? Clin. Neurophysiol. 120, 1183–1187. doi: 10.1016/j.clinph.2009.03.023

Miyake, A., Friedman, N. P., Emerson, M. J., Witzki, A. H., Howerter, A., and Wager, T. D. (2000). The unity and diversity of executive functions and their contributions to complex “frontal lobe” tasks: a latent variable analysis. Cogn. Psychol. 41, 49–100. doi: 10.1006/cogp.1999.0734


Monsell, S. (1996). “Control of mental processes,” in Unsolved mysteries of the mind: Tutorial essays in cognition, ed. V. Bruce (Oxford: Taylor & Francis), 93–148.


Moody, D. E. (2009). Can intelligence be increased by training on a task of working memory? Intelligence 37, 327–328. doi: 10.1016/j.intell.2009.04.005

Morrison, A. B., and Chein, J. M. (2011). Does working memory training work? The promise and challenges of enhancing cognition by training working memory. Psychon. Bull. Rev. 18, 46–60. doi: 10.3758/s13423-010-0034-0

Murray, L. M., Edwards, D. J., Ruffini, G., Labar, D., Stampas, A., Pascual-Leone, A., et al. (2015). Intensity dependent effects of transcranial direct current stimulation on corticospinal excitability in chronic spinal cord injury. Arch. Phys. Med. Rehabil. 96, S114–S121. doi: 10.1016/j.apmr.2014.11.004

Orne, M. T. (1962). On the social psychology of the psychological experiment: with particular reference to demand characteristics and their implications. Am. Psychol. 17, 776–783. doi: 10.1037/h0043424

Owen, A. M., Hampshire, A., Grahn, J. A., Stenton, R., Dajani, S., Burns, A. S., et al. (2010). Putting brain training to the test. Nature 465, 775–778. doi: 10.1038/nature09042

Owen, A. M., McMillan, K. M., Laird, A. R., and Bullmore, E. (2005). N-back working memory paradigm: a meta-analysis of normative functional neuroimaging studies. Hum. Brain Mapp. 25, 46–59. doi: 10.1002/hbm.20131

Pahor, A., and Jaušovec, N. (2014). The effects of theta transcranial alternating current stimulation (tACS) on fluid intelligence. Int. J. Psychophysiol. 93, 322–331. doi: 10.1016/j.ijpsycho.2014.06.015

Parsons, H. M. (1974). What happened at Hawthorne? New evidence suggests the Hawthorne effect resulted from operant reinforcement contingencies. Science 183, 922–932. doi: 10.1126/science.183.4128.922

Popescu, T., Krause, B., Terhune, D. B., Twose, O., Page, T., Humphreys, G., et al. (2016). Transcranial random noise stimulation mitigates increased difficulty in an arithmetic learning task. Neuropsychologia 81, 255–264. doi: 10.1016/j.neuropsychologia.2015.12.028

Rapport, M. D., Orban, S. A., Kofler, M. J., and Friedman, L. M. (2013). Do programs designed to train working memory, other executive functions and attention benefit children with ADHD? A meta-analytic review of cognitive, academic, and behavioral outcomes. Clin. Psychol. Rev. 33, 1237–1252. doi: 10.1016/j.cpr.2013.08.005


Raven, J. C., and Court, J. H. (1998). Raven’s Progressive Matrices and Vocabulary Scales. Oxford: Oxford Psychologists Press.


Redick, T. S., Shipstead, Z., Harrison, T. L., Hicks, K. L., Fried, D. E., Hambrick, D. Z., et al. (2013). No evidence of intelligence improvement after working memory training: a randomized, placebo-controlled study. J. Exp. Psychol. Gen. 142, 359–379. doi: 10.1037/a0029082


Roethlisberger, F. J., and Dickson, W. J. (1939). Management and the Worker. Cambridge, MA: Harvard University Press.


Rogers, R. D., and Monsell, S. (1995). Costs of a predictable switch between simple cognitive tasks. J. Exp. Psychol. Gen. 124, 207–231. doi: 10.1037/0096-3445.124.2.207

Rudebeck, S. R., Bor, D., Ormond, A., O’Reilly, J. X., and Lee, A. C. (2012). A potential spatial working memory training task to improve both episodic memory and fluid intelligence. PLoS One 7:e50431. doi: 10.1371/journal.pone.0050431

Salminen, T., Strobach, T., and Schubert, T. (2012). On the impacts of working memory training on executive functioning. Front. Hum. Neurosci. 6:166. doi: 10.3389/fnhum.2012.00166

Salthouse, T. A., and Pink, J. E. (2008). Why is working memory related to fluid intelligence? Psychon. Bull. Rev. 15, 364–371. doi: 10.3758/pbr.15.2.364

Santarnecchi, E., Brem, A.-K., Levenbaum, E., Thompson, T., Cohen Kadosh, R., and Pascual-Leone, A. (2015). Enhancing cognition using transcranial electrical stimulation. Curr. Opin. Behav. Sci. 4, 171–178. doi: 10.1016/j.cobeha.2015.06.003

Santarnecchi, E., Muller, T., Rossi, S., Sarkar, A., Polizzotto, N. R., Rossi, A., et al. (2016). Individual differences and specificity of prefrontal gamma frequency-tACS on fluid intelligence capabilities. Cortex 75, 33–43. doi: 10.1016/j.cortex.2015.11.003

Santarnecchi, E., Polizzotto, N. R., Godone, M., Giovannelli, F., Feurra, M., Matzen, L., et al. (2013). Frequency-dependent enhancement of fluid intelligence induced by transcranial oscillatory potentials. Curr. Biol. 23, 1449–1453. doi: 10.1016/j.cub.2013.06.022

Schmiedek, F., Lövden, M., and Lindenberger, U. (2010). Hundred days of cognitive training enhance broad cognitive abilities in adulthood: findings from the COGITO study. Front. Aging Neurosci. 2:27. doi: 10.3389/fnagi.2010.00027

Sellers, K. K., Mellin, J. M., Lustenberger, C. M., Boyle, M. R., Lee, W. H., Peterchev, A. V., et al. (2015). Transcranial direct current stimulation (tDCS) of frontal cortex decreases performance on the WAIS-IV intelligence test. Behav. Brain Res. 290, 32–44. doi: 10.1016/j.bbr.2015.04.031

Shipstead, Z., Redick, T. S., and Engle, R. W. (2010). Does working memory training generalize. Psychol. Belg. 50, 245–276. doi: 10.5334/pb-50-3-4-245

Shipstead, Z., Redick, T. S., and Engle, R. W. (2012). Is working memory training effective? Psychol. Bull. 138, 628–654. doi: 10.1037/a0027473

Singley, M. K., and Anderson, J. R. (1985). The transfer of text-editing skill. Int. J. Man Mach. Stud. 22, 403–423. doi: 10.1016/s0020-7373(85)80047-x

Snowball, A., Tachtsidis, I., Popescu, T., Thompson, J., Delazer, M., Zamarian, L., et al. (2013). Long-term enhancement of brain function and cognition using cognitive training and brain stimulation. Curr. Biol. 23, 987–992. doi: 10.1016/j.cub.2013.04.045

Sommer, R. (1968). The Hawthorne dogma. Psychol. Bull. 70, 592–595. doi: 10.1037/h0026728

Taatgen, N. A. (2013). The nature and transfer of cognitive skills. Psychol. Rev. 120, 439–471. doi: 10.1037/a0033138

Terney, D., Chaieb, L., Moliadze, V., Antal, A., and Paulus, W. (2008). Increasing human brain excitability by transcranial high-frequency random noise stimulation. J. Neurosci. 28, 14147–14155. doi: 10.1523/JNEUROSCI.4248-08.2008

Thompson, T. W., Waskom, M. L., Garel, K. L., Cardenas-Iniguez, C., Reynolds, G. O., Winter, R., et al. (2013). Failure of working memory training to enhance cognition or intelligence. PLoS One 8:e63614. doi: 10.1371/journal.pone.0063614

VanLehn, K. (1996). Cognitive skill acquisition. Annu. Rev. Psychol. 47, 513–539. doi: 10.1146/annurev.psych.47.1.513

Verhaeghen, P., and Basak, C. (2005). Ageing and switching of the focus of attention in working memory: results from a modified N-Back task. Q. J. Exp. Psychol. A 58, 134–154. doi: 10.1080/02724980443000241

Verhaeghen, P., Cerella, J., and Basak, C. (2004). A working memory workout: how to expand the focus of serial attention from one to four items in 10 hours or less. J. Exp. Psychol. Learn. Mem. Cogn. 30, 1322–1337. doi: 10.1037/0278-7393.30.6.1322

von Bastian, C. C., and Oberauer, K. (2014). Effects and mechanisms of working memory training: a review. Psychol. Res. 78, 803–820. doi: 10.1007/s00426-013-0524-6

Wiley, J., Jarosz, A. F., Cushen, P. J., and Colflesh, G. J. (2011). New rule use drives the relation between working memory capacity and Raven’s advanced progressive matrices. J. Exp. Psychol. Learn. Mem. Cogn. 37, 256–263. doi: 10.1037/a0021613

Conflict of Interest Statement: Prof. AP-L and Prof. RC serve on the scientific advisory board of Neuroelectrics Inc. Prof. AP-L also serves on the scientific advisory boards for Nexstim, Neuronix, Starlab Neuroscience, Axilum Robotics, Magstim Inc. and Neosync. These affiliations do not alter our adherence to Frontiers’ policies on sharing data and materials. Prof. AP-L is listed as an inventor on several issued and pending patents on the use of transcranial magnetic stimulation, and the real-time integration of transcranial magnetic stimulation with electroencephalography and magnetic resonance imaging: Transcranial magnetic stimulation (tms) methods and apparatus (US 13/744,869; PCT/US2007/024694), Method and apparatus for recording an electroencephalogram during transcranial magnetic stimulation (US 09/067,111; US 09/746,055; PCT/US1999/008489), A method and a system for optimizing the configuration of multisite transcranial current stimulation and a computer readable medium and a computer program (US 14/058,517; PCT/IB2014/002180; EP20140793891), Identifying individual target sites for transcranial magnetic stimulation applications (US 14/401,296; PCT/US2013/032673), Method and apparatus for monitoring a magnetic resonance image during transcranial magnetic stimulation (US 09/096,725; PCT/US1999/013051). Prof. RC also led a patent entitled Apparatus for improving and/or maintaining numerical ability (US 13/578,125; PCT/GB2011/050211; EP20110702868). These patents do not alter our adherence to Frontiers’ policies on sharing data and materials. Listed authors SM and JA, and Honeywell SHARP Team authors Michael Dillard, and Umut Orhan are or were employed by the Honeywell Corporation at the time of authorship. Honeywell SHARP Team authors Garrett Kimball and Eben Myers are employed by the company Simcoach games. These commercial affiliations do not alter our adherence to Frontiers’ policies on sharing data and materials.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Almquist, Mathan, Brem, Plessow, McKanna, Santarnecchi, Pascual-Leone, Cohen Kadosh, Pavel and Yeung. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	SYSTEMATIC REVIEW
published: 09 August 2019
doi: 10.3389/fnhum.2019.00259






[image: image2]

Publication Trends for Alzheimer's Disease Worldwide and in China: A 30-Year Bibliometric Analysis

Rui Dong1†, Hong Wang2†, Jishi Ye3, Mingshan Wang1 and Yanlin Bi1*


1Department of Anesthesiology, Qingdao Municipal Hospital, Qingdao University, Qingdao, China

2Department of Pediatrics, Qingdao Women and Children Hospital, Qingdao University, Qingdao, China

3Department of Anesthesiology, Renmin Hospital of Wuhan University, Wuhan, China

Edited by:
Michael A. Yassa, University of California, Irvine, United States

Reviewed by:
Andy Wai Kan Yeung, The University of Hong Kong, Hong Kong
 Zhen Yuan, University of Macau, China

*Correspondence: Yanlin Bi, whtgzy@yeah.net

†These authors have contributed equally to this work

Received: 02 March 2019
 Accepted: 10 July 2019
 Published: 09 August 2019

Citation: Dong R, Wang H, Ye J, Wang M and Bi Y (2019) Publication Trends for Alzheimer's Disease Worldwide and in China: A 30-Year Bibliometric Analysis. Front. Hum. Neurosci. 13:259. doi: 10.3389/fnhum.2019.00259



Background: Alzheimer's disease, the most common form of dementia, has tremendous social and economic impact worldwide. This study aimed to analyze global trends in Alzheimer's disease research and to investigate China's contribution to this research.

Methods: The quantity and influence of publications related to Alzheimer's disease in China and elsewhere were compared. The Web of Science (WOS) and PubMed databases were searched from 1988 to 2017 using the terms “Alzheimer's disease” or “Alzheimers disease.” Global Alzheimer's disease publications were classified and analyzed. Keywords, countries, and institutions publishing articles on Alzheimer's disease were analyzed, and citations of these articles were examined.

Results: A total of 181,116 articles regarding Alzheimer's disease research were identified and analyzed. Neuroscience and neurology were the main research categories both globally and in China. Basic research dominated Alzheimer's publications, accounting for 30.93% of global publications and 95.31% of publications in China. A total of 8,935 journals published articles related to Alzheimer's disease. The journal Neurobiology of Aging published the most Alzheimer's disease-related articles, numbering 5,206 over the time period examined. The National Institutes of Health, the National Institute on Aging, and the Department of Health and Human Services jointly sponsored 11,809 articles, ranking first in the world. The National Natural Science Foundation of China funded the largest number of studies on Alzheimer's disease in China and recognized the importance of traditional Chinese medicine in Alzheimer's disease research.

Conclusions: The present study provides data for global researchers to understand research perspectives and develop future research directions. In recent years, Chinese researchers have contributed significantly to global Alzheimer's research. Still, strengthening international cooperation could improve the quality and number of publications regarding Alzheimer's disease.

Keywords: bibliometric analysis, China, PubMed, web of science, Alzheimer's disease, traditional Chinese medicine


INTRODUCTION

Alzheimer's disease (AD) isa neuropathological disease involving progressive neurodegeneration. It initially impacts memory and leads to progressive and irreversible cognitive decline and functional impairment. In 2010, an estimated 503,400 deaths of Americans aged 75 years and older were attributed to AD (James et al., 2014). In Europe, a meta-analysis estimated the prevalence and incidence of AD in Europe to be 5.05% and 11.08 per 1,000 person-years, respectively (Niu et al., 2017). With increasing average life expectancy, AD is predicted to become a major socioeconomic burden in the near future and is projected to affect 131.5 million people worldwide by 2050 (Khan et al., 2017). Despite advancements in understanding AD, its exact etiology and pathogenesis remain unclear. Over the past three decades, our understanding of the mechanism of AD has increased and methods for the diagnosis and treatment of AD have been developed. Simultaneously, scientific and technological strength has developed in China. However, global and China-specific trends in AD research have not yet been described.

Bibliometrics, an emerging field of information science, is useful for gaining insights into the intellectual structure of an academic field. Bibliometric studies can identify hotspots in a specific research area. In addition, bibliometric analyses are often used to identify academically significant articles and landmark publications. Bibliometric analyses have been previously used to investigate the research output of various fields at the global, regional, and national levels, including neoplasms (Iqbal et al., 2019), parasite (Goarant et al., 2019), pituitary adenoma (Guo et al., 2018), and glioma (Burak Atci et al., 2019). However, a bibliometric study has not yet been conducted to understand the landscape of AD.

To evaluate the quantity and influence of global AD research, a bibliometric analysis was performed over the time period of 1988 to 2017. The present state and progress of AD research was examined both globally and in China.



MATERIALS AND METHODS


Data Sources

Searches were performed on November 26, 2018, using the Web of Science (WOS) and PubMed databases. China-related data were derived from the latest National Natural Science Foundation funding results query system (http://www.letpub.com.cn/index.php?-page=grant). This study was not reviewed by an ethics committee as it did not involve any human subjects and all data are from public databases.



Search Strategy

A pilot search in the WOS database indicated that the search term “Alzheimer's disease” does not retrieve all publications concerning Alzheimer's disease. Consequently, the topic (Alzheimer's disease or Alzheimers disease) was searched in the WOS database and results from 1988 to 2017 were compiled. This search included articles, reviews, proceedings, meeting abstracts, and letters. The PubMed database was searched for (Mesh = Alzheimer's disease) with publication dates (1988/01/01–2017/12/31). The document types retrieved included clinical trials, randomized controlled trials, basic research studies, and case reports. In order to screen for basic research, the species was identified as “other animals.” Two researchers independently screened, sorted, and extracted the data, with a third researcher participating in discussions to reach consensus when necessary. Bibliometric indicators, including total number of publications, citation frequency, citation frequency per article, h-index, research type, research orientation, research organization, journal, and funding support were extracted from the original data to quantitatively and qualitatively analyze the publications.



Maps Based on Bibliographic Data

The title, authors, countries, institutions, abstract, and keywords of each article were extracted from the WOS database and analyzed using VOSviewer (v.1.6.11). For 1988, 1997, 2007, and 2017, 12 term maps were produced to illustrate networks of keywords, countries, and institutions, showing their co-occurrence and relative citation impacts. The methods and algorithms of VOSviewer have been described in detail in previous studies (van Eck and Waltman, 2017). Aside from the keywords map for 1988, keywords maps included keywords that occurred at least 30 times under binary counting. For institutions maps, all research institutions were mapped for 1988 and the top 1,000 research institutions in terms of total number of publications were mapped for 1997, 2007, and 2017. Countries maps included all countries involved in AD research.



Statistical Analysis

This study mainly used descriptive statistical analysis. Trends over the three decades were analyzed using linear regression. Statistical significance was set at P < 0.05. SPSS statistical software (version 21.0, IBM, New York, USA) was used for data analysis.




RESULTS


AD-Related Articles and Growth Trends

This study identified a total of 181,116 articles related to AD published between 1988 and 2017. The number of publications regarding AD increased over time (R2 = 0.949, P < 0.001), from 481 in 1988 to 14,976 in 2017 (Figure 1A). A total of 180 countries or territories participated in AD research. By country, the most articles were published from the United States (71,319, 39.378%), followed by England (15,903, 8.781%), China (14,068, 7.767%), Germany (13,024, 7.191%), Japan (11,703, 6.462%), and Italy (11,066, 6.110%) (Figure 1B). As Figure 1C shows, publications regarding AD from individual countries also increased over time: United States (R2 = 0.986, P < 0.001), England (R2 = 0.929, P < 0.001), China (R2 = 0.679, P < 0.001), Germany (R2 = 0.976, P < 0.001), Japan (R2 = 0.952, P < 0.001), and Italy (R2 = 0.949, P < 0.001).
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FIGURE 1. Alzheimer's disease (AD)-related articles globally and in China. (A) Global number of AD-related publications. Blue bars indicate the quantity of AD articles. (B) Sum of AD-related articles from the top 20 countries and territories. (C) AD articles published from the top six countries over time. (D) Heat map showing the distribution of AD publications in China.



Strikingly, the number of AD-related publications from China increased after 2008 (R2 = 0.972, P < 0.001) (Figure 1C). Among Chinese provinces and municipalities, Beijing published the largest number of AD articles (Figure 1D).



Citation and h-Index Analyses

The WOS database contained 1,712 highly cited articles related to AD. Figure 2A presents the 10 countries and territories publishing the most highly cited articles. The United States had 308,844 total citations and averaged 285.44 citations per item. The h-index for the United States was 313, higher than that for any other country or territory. Although China was ranked third by the number of articles published, the total citations and h-index of articles published in China (30,663 total citations, 271.35 citations per item and h-index of 80) were lower than those observed for other developed countries.
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FIGURE 2. Citation and h-index analyses globally and in China. (A) Total citations, average citations per article, and h-index for AD articles from the top 10 countries. (B) Total citations, average citations per article, and h-index for AD articles from the top 10 global institutions by publication volume. (C) Total citations, average citations per articles, and h-index for AD articles from the top 10 Chinese institutions by publication volume.



Literature on AD was published by about 49,836 different institutions from 1988 to 2017. Figure 2B presents the 10 institutions contributing the most research globally over this time frame. Eight of these 10 institutions are in the United States and the other two are in Canada (University of Toronto) and Sweden (Karolinska Institute). Harvard University was the top contributor to AD research with 3,998 publications, 429,976 total citations, and an h-index of 289, followed by the University of California at San Diego (2,654 articles, 223,686 total citations, h-index of 203), the University of Pennsylvania (2,491 articles, 183,107 total citations, h-index of 191), and the University of California, Los Angeles (2,475 articles, 182,475 total citations, h-index of 179). The publications identified 5,607 scientific research institutions in China involved in AD-related research. Figure 2C details the 10 Chinese institutions contributing the most publications to the field. The Chinese Academy of Sciences was the top Chinese contributor to AD research with 1,330 publications, 47,469 total citations, and an h-index of 79, followed by the Shanghai Jiao Tong University (643 articles, 20,080 total citations, h-index of 49), Capital Medical University (613 articles, 16,090 total citations, h-index of 43), and Fudan University (522 articles, 14,022 total citations, h-index of 49). While Chinese institutions are contributing meaningful research to the AD field, the top Chinese institutions are not yet contributing to AD literature at the level of the top global institutions.



Study Category and Article Type Analyses

Globally, AD articles were categorized into 144 study types. As shown in Figure 3A, the most frequently observed categories were neuroscience/neurology with 84,864 articles (46.856%), followed by biochemistry/molecular biology with 25,769 articles (14.228%), geriatrics/gerontology with 22,620 articles (12.489%), psychiatry with 18,389 articles (10.153%), and pharmacology/pharmacy with 18,154 articles (10.023%). As shown in Figure 3B, the first several research categories of Chinese AD literature do not differ from the top several categories globally. The top five research categories in China were neuroscience/neurology with 5,550 articles (39.451%), biochemistry/molecular biology with 2,219 articles (15.773%), pharmacology/pharmacy with 1,961 articles (13.939%), chemistry with 1,671 articles (11.878%), and cell biology with 1,066 articles (7.577%).
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FIGURE 3. Research categories and article types globally and in China. (A) Research categories and fractions (percentages of research in each category) in global AD research. (B) Research categories and fractions (percentages of research in each category) in Chinese AD research. (C) Randomized controlled trials, clinical trials, case reports, and basic research worldwide from 1988 to 2017. (D) Article type analysis from the top 10 countries by publication volume from 1988 to 2017.



In the past 30 years, according to the PubMed database search, basic research accounted for 39,429 articles (30.93%), and the proportion of this literature increased over time (R2 = 0.949, P < 0.001), as shown in Figure 3C. Additionally, 2,786 case reports (2.19%), 4,077 clinical trials (3.20%), and 2,242 randomized controlled trials (1.76%) were published in the AD field. In China, 3,884 basic research articles were published between 1988 and 2017, accounting for 95.31% of China's AD articles. The number of publications of each article type from the United States far exceeded that of any other country or territory, as shown in Figure 3D. China has become the country with the second largest total number of published AD articles; however, Chinese articles contain much more basic research and less clinical research compared to global publications.



Keywords, Country, and Institution Map Analyses

Global keywords maps illustrating the co-occurrence network of keywords for 1988, 1997, 2007, and 2017 are shown in Figure 4A. In 1988, AD-related research included only four keywords: Alzheimer's disease, amnesia, memory, and head injury. By 1997, the number of keywords had climbed to 4,137. AD-related research had expanded to the protein level and included topics such as acetylcholine, amyloid, apoptosis, amyloid precursor protein, beta-amyloid, and apolipoprotein E. Additionally, relationships between AD and neurodegeneration, Parkinson's disease, the hippocampus, and aging had been reported by 1997. By 2007, the number of keywords had increased to 10,713, including some of the same keywords from previous decades such as dementia, neurodegeneration, aging, hippocampus, aging, amyloid, apoptosis, and beta-amyloid. In addition, a series of new keywords including oxidative stress, mild cognitive impairment, tau, inflammation, microglia, neuroprotection, mitochondria, MRI, schizophrenia, cholesterol, and diabetes had appeared, and new pathophysiologic mechanisms of AD had been recognized. By 2017, the number of keywords had reached 22,641. New keywords had emerged such as acetylcholinesterase, alpha-synuclein, amyotrophic lateral sclerosis, functional connectivity, blood–brain barrier, frontotemporal dementia, neuroimaging, positron emission tomography, and biomarkers, reflecting the enriched content of AD research. New pathophysiologic mechanisms have been recognized and functional neuroimaging techniques have been gradually introduced to evaluate AD.
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FIGURE 4. Keyword maps globally and in China. (A) Global keyword maps. (B) Keyword maps in China. In this visualized network, each keyword is represented by a node. Node size reflects the number of publications in the node, and the distance between two nodes indicates the connectivity of the nodes as determined by co-occurrences. The larger the number of publications for which two nodes are both found, the stronger the relationship between the nodes. VOSviewer has its own clustering technique based on citation relations between clusters. Colors represent groups of nodes that are relatively strongly related to each other.



In 1990, Chinese scholars described their AD research investigating the prevalence of dementia and AD in Shanghai in Annals of Neurology (Zhang et al., 1990). Therefore, we analyzed the keyword and institution maps for 1997, 2007, and 2017 in China, as shown in Figure 4B. In 1997, AD research in China covered 51 keywords, such as GABA, colchicine, 5-HTT, allelic association, beta-amyloid, inflammation, caregiver-stress, and dentate gyrus. By 2007, AD-related research in China was associated with 901 keywords, including apoptosis, tau, beta-amyloid, amyloid precursor protein, neuroprotection, oxidative stress, aggregation, hippocampus, and tea garden soil. By 2017, the number of keywords in China had reached 5,079, reflecting new keywords such as neurodegeneration, mild cognitive impairment, nerve regeneration, meta-analysis, white matter, traditional Chinese medicine (TCM), Kai Xin San, molecular docking, and functional connectivity. The relationship between TCM and AD is characteristic of Chinese research.

Figure 5 shows the bibliographic network of countries and regions in AD research in 1988, 1997, 2007, and 2017. As seen in this visualization, the United States, England, Canada, Japan, Italy, France, Australia, Germany, and Switzerland each developed more AD research over time and also increased research collaborations among countries. Globally, most institutions contributing to AD research are located in the European Union and the United States (Figure 6A). By 2017, the number of AD publications from China had increased significantly, and Chinese research institutes with a focus on AD research had been established (Figures 6A,B).


[image: image]

FIGURE 5. Global countries and regions maps. In this visualized network, each country or region is represented by a node. Node size reflects the number of publications in the node, and two nodes are connected by a curved line if either of them cites the other. Curved lines between nodes reflect the connectivity of nodes, with line thickness representing the number of citations between two nodes. VOSviewer has its own clustering technique based on citation relations between clusters. Colors represent groups of nodes that are relatively strongly related to each other.
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FIGURE 6. Institution maps globally and in China. In this visualized network, each institution is represented by a node. Node size reflects the number of publications in the node, and two nodes are connected by a curved line if either of them cites the other. Curved lines between nodes reflect the connectivity of nodes, with line thickness representing the number of citations between two nodes. VOSviewer has its own clustering technique based on citation relations between clusters. Colors represent groups of nodes that are relatively strongly related to each other. (A) Global institution maps. (B) Institution maps in China.





Journal and Research Funding Agency Analyses

A total of 8,935 journals published AD-related articles, and 1,966 journals published articles by Chinese researchers. The 10 journals publishing the largest number of reports are presented in Figure 7A. Neurobiology of Aging was the most active journal on AD research with 5,206 articles (2.874%), followed by the Journal of Alzheimer's Disease with 4,873 articles (2.691%), Neurology with 3,179 articles (1.755%), PLoS ONE with 3,044 articles (1.681%), and Journal of Neurochemistry with 2,678 articles (1.479%). The journals publishing the most AD research from China were PLoS ONE with 450 articles (3.199%), the Journal of Alzheimer's Disease with 447 articles (3.177%), Neuroscience Letters with 354 articles (2.516%), Scientific Reports with 232 articles (1.649%), and Molecular Neurobiology with 224 articles (1.592%), as shown in Figure 7B. Globally, the National Institutes of Health, the National Institute on Aging, and the Department of Health and Human Services jointly sponsored 11,809 articles, ranking first in the world for funding published AD research, as shown in Figure 7C. In China, the National Natural Science Foundation of China (NSFC) funded the most research, producing 6,128 articles (43.557%), as shown in Figure 7D.
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FIGURE 7. Highly contributing journals and funding systems to AD research publications globally and in China. (A) Sum of publications, total citations, average citations per article, and h-index for AD research journals worldwide. (B) Sum of publications, total citations, average citations per article, and h-index for AD research journals in China. (C) Top 10 funding systems contributing to global AD research. (D) Top 10 funding systems contributing to AD research in China. NIA, National Institute on Aging; NIH, National Institutes of Health; NSFC, National Natural Science Foundation of China; NINDS, National Institute of Neurological Disease and Stroke; HHS, Department of Health and Human Services; NIMH, National Institute of Mental Health; NBRPC, National Basic Research Program of China; 973 PROGRA, National High Technology Research and Development Program of China; CPSF, China Postdoctoral Science Foundation; MSTC, Ministry of Science and Technology of China; BJSF, Beijing Natural Science Foundation; PNCETU, Program for New Century Excellent Talents in University.



Total NSFC funding and the number of AD research projects funded in China have grown since 2008 (R2 = 0.914, P < 0.001; R2 = 0.804, P < 0.001). These correlational analysis results are summarized in Figure 8A. Among all Chinese research institutions, Capital Medical University ranked first for research funding with 40 projects, totalling 33.97 million yuan, as shown in Figure 8B. In addition, funding for the study of TCM in the AD field has increased substantially since 2008, as shown in Figure 8C. Beijing University of Traditional Chinese Medicine ranked first in AD research using TCM, with 11 projects and a total funded amount of 5.2 million yuan, as shown in Figure 8D. These results indicate that TCM receives considerable attention from the Chinese government and appreciable financial support from the NSFC.
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FIGURE 8. NSFC funding, NSFC-funded institutions, and NSFC growth trends in China. (A) NSFC funding from 1997 to 2017. The blue curve indicates the total amount of funding and the orange curve indicates the number of projects. (B) NSFC funding of AD research at different Chinese institutions. Blue bars indicate the total amount of funding and the orange curve indicates the number of projects. (C) NSFC funding for studies on the mechanism of traditional Chinese medicine in AD from 1997 to 2017. The blue curve indicates the total amount of funding and the orange curve indicates the number of projects. (D) NSFC funding for studies on the mechanism of traditional Chinese medicine in AD at different Chinese institutions. Blue bars indicate the total amount of funding and the orange curve indicates the number of projects.





Most-Cited AD Articles Analysis

Tables 1, 2 present details of the 10 most-cited articles on AD, globally and in China. The 10 most-cited articles globally had 4,938–13,478 citations. Four of the world's most-cited articles are reviews, and three of China's most-cited articles are reviews. China's most-cited articles were primarily published after 2010. A majority of the most-cited articles from China were products of international collaboration, with only one of the Chinese most-cited articles independently completed by Chinese scholars.



Table 1. The top 10 most frequently cited papers on AD in the world.
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Table 2. The top 10 most frequently cited papers on AD China.
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DISCUSSION

The present study provides a comprehensive overview of the global development of AD research and summarizes the contribution of China to AD research over the last three decades. In the past 30 years, the global volume of AD research has increased tremendously. A linear growth was observed in the number of AD publications over the survey period, consistent with publications in other neuroscience research fields (Yeung et al., 2017a). Most research originated in the United States, highlighting that country's important role in AD research. Our findings suggest that healthcare expenditures are substantially related to the economic power of a country. With its rapid growth in science and technology, China has made great strides and now holds a respectable position in AD research among developing countries, but a gap still exists between China and developed countries in terms of the academic level of AD research. In recent years, especially since 2008, the Chinese government has supported the development of AD research: the number of projects funded by NSFC has increased, and the amount of funding from the NSFC has expanded. At the same time, the lens of TCM has been used to investigate the pathological mechanisms and prevention of AD.

Global AD research has developed appreciably, with 481 articles published in 1988 and 14,985 in 2017. Based on results of these studies, the pathological mechanisms of AD are becoming more and more defined, including the accumulation of pathological misfolded tau (Leuzy et al., 2019), the amyloid-β cascade hypothesis (Panza et al., 2019), circadian dysrhythmia (Van Erum et al., 2018), gut microbiota (Jiang et al., 2017), cholinergic neuron death and acetylcholine deficiency (Anand et al., 2012), and chronic inflammation and oxidative stress (Jaworski et al., 2011). In line with the mechanisms mentioned above, drugs to treat AD have been developed to reduce tau protein abnormalities, inhibit amyloid-β protein production, treat circadian rhythm disorder, modulate the structure and metabolism of gut microbiota, increase acetylcholine synthesis, protect cholinergic neurons, and promote anti-inflammatory and anti-oxidant compounds. At present, there is no cure for AD; treatments for AD only alleviate disease symptoms, and many treatments are effective in some AD patients for a limited time. Despite research efforts, no disease-modifying treatments are available and the underlying mechanisms of AD and optimal treatment targets have not been fully elucidated.

Early non-invasive examination tools such as transcranial sonography (Favaretto et al., 2018) have been improved, and functional neuroimaging techniques have been gradually applied in AD research (Dennis and Thompson, 2014; delEtoile and Adeli, 2017). The overarching goals of AD research are to determine when and how interventions can slow or stop cognitive decline in patients, and to identify early signs of decline and treatment response. Phase II results of new treatments and several therapies in phase III clinical trials are encouraging. Previous studies revealed that pathophysiological changes of AD take place decades before clinical symptoms of dementia appear (Morris, 2005). This extended preclinical phase of AD provides a critical opportunity for disease-modifying agents to halt or slow the progression of AD (Sperling et al., 2011). We therefore optimistically anticipate more effective therapies in the foreseeable future. Partnerships between pharmacy, biotechnology, physics, chemistry, electronic informatics, botany, and medicine are growing. These will enable treatments with a range of targets to be developed, with an emphasis on drug repositioning and novel drug discovery. More investment is urgently needed to enable more treatments to be studied in clinical trials. Some form of preventative treatment strategy, possibly specialized combination therapies with multiple targets, may be available in the next decade.

Research results must be published in the form of journal articles. Globally, 8,935 journals have published AD-related articles, with the 10 journals publishing the largest number of articles in this field contributing only 15.925% of published AD research. Journals publishing large numbers of AD-related articles, such as Neurobiology of Aging, Journal of Alzheimer's Disease, Neurology, PLoS ONE, Journal of Neurochemistry, and Neuroscience Letters, allow different viewpoints to be freely exchanged. The journals publishing the 10 most-cited articles and those publishing the largest number of articles are not the same, for complex reasons. The journals publishing the 10 most-cited articles have long histories, such as the Lancet, published since 1823, Nature, published since 1869, Science, published since 1880, and the Journal of Neurology, Neurosurgery, and Psychiatry, published since 1920. Being published in such well-established journals might have allowed these articles to accumulate a large number of citations, consistent with suggestions from a previous neuroscience study (Yeung et al., 2017b). By contrast, citations can have a snowball effect, since articles with higher impact factors are likely to be cited more often (Lefaivre et al., 2011; Yeung et al., 2017b). These highly cited articles should be familiar to every AD researcher and are critical for understanding the key messages in this field.

Large clusters in keyword co-occurrence networks indicate important research hotspots. Worldwide, the number of keywords in AD-related literature has grown from 4 in 1988 to 22,641 in 2017, illustrating the enriched content of this research. Popular research topics include beta-amyloid, tau, aging, the hippocampus, neurodegeneration, apoptosis, neuroprotection, neuroinflammation, and neurodegenerative diseases. These represent good choices for strong AD research teams but may be risky for less established research teams owing to the difficulty of securing funding and making research breakthroughs in these relatively underdeveloped areas. Less developed research areas include neuroimaging, functional connectivity, iron, reactive oxygen species, alpha-synuclein, proteostasis, phytochemicals, homocysteine, voxel-based morphometry, angiogenesis, and sleep. Dynamic research trends can be observed to understand changes in the clustering network and to make informed decisions on research directions. Regardless, each of these areas helps to improve our understanding of the pathophysiological mechanisms of AD.

Despite changes in research topics, the countries and institutes producing the most AD literature did not change significantly between 1988 and 2017. The United States, Canada, Japan, Australia, and European Union countries continue to be major contributors to AD research. Remarkably, these countries were previously identified as major contributors to neuroscience research (Yeung et al., 2017a), indicating that these countries and their institutes occupy core positions in global research. Prior to 2008, AD research in China was progressing slowly. Since 2008, Chinese AD research has grown substantially. A possible explanation for this is that the Chinese government established the Central Coordination Group for Talents Work and implemented the Recruitment Program of Global Experts in 2008. By 2018, the program has attracted about 6,000 Chinese scientists, entrepreneurs, and scholars living abroad to return to China. Another possible explanation for this growth is the increased financial aid to AD research and the enhanced funding system for AD research. Together, these results provide insights into the importance of both talent and financial support for developing scientific research. The economic power of a country has a direct bearing on its medical research expenditures (Zhang et al., 2017; Ye et al., 2018). In recent years, China's economic power has grown rapidly and the country has become the world's second-biggest economy. This could greatly boost AD research in China. The NSFC, with 18 sponsor systems covering all scientific subjects, is a bellwether of scientific research grants in China. In addition to support for local scientific researchers, the NSFC also provides substantial support to international collaborative projects and Chinese scientists returning from overseas studies. Beyond the China-wide funding system, the country has established a medical research funding system at the provincial, municipal, and district levels, with funds such as the Zhejiang Provincial Natural Science Foundation, and the Qingdao Municipal Source Innovation Project Fund. Thanks to these policies and funding systems, a large number of outstanding scholars have returned to China and have promoted AD research because of the concepts, techniques, international academic exchanges, and collaborations they bring with them. Additionally, the huge population base in China provides an unparalleled advantage for AD clinical research. According to data from the Sixth Census of China's National Bureau of Statistics (2010), 13.26% of China's population is over 60 years old; according to the Statistical Bulletin of Social Services Development published by the Ministry of Civil Affairs in 2016, 16.7% of China's population is over 60 years old. It estimated that, by 2030, the proportion of the total population over 60 years old will exceed 20% of the total population. So far, researchers in China have relatively low output in clinical trials and randomized controlled trials compared to basic research. This is largely due to the NSFC principally supporting basic scientific research. Clinical study of AD in China has great potential, and platforms for clinical cooperation, databases, and analysis systems should be planned to unite and integrate this massive clinical potential.

However, the gap between China and leading countries in AD research cannot be ignored. While the total number of AD articles from China has increased dramatically in recent years, the citation frequency and h-index remain low. In terms of research types, Chinese publications are highly focused on basic research, and in earlier years, Chinese AD research lagged behind global AD research. For example, in 1988, no AD-related research was published in China; in 1997, apoptosis and neurodegeneration appeared on global keywords co-occurrence maps, while these keywords only appeared on China's keywords co-occurrence maps in 2007. Studies associated with MRI and schizophrenia were conducted globally in 2007, but these keywords only appeared in China's keywords co-occurrence maps in 2017. Only one Chinese research institute has entered the top 80 global institutions contributing to AD research. In our bibliometric analysis, China's scientific research institutions impacted the world institutions map only in 2017. There are few AD-related international journals in China; creation of several international AD-related journals might attract submissions and encourage academic exchange. Finally, TCM research provides a unique opportunity for AD research in China. TCM has been prescribed in the Chinese community for more than 2000 years, and many herbal compounds are regarded as promising anti-AD drugs (Howes et al., 2017). However, unknown molecular targets and mechanisms, incorrect dosage, and high toxicity of herbal concoctions due to their complex formulations have hindered the therapeutic development of TCM. Chinese researchers could achieve breakthroughs in pharmacological research in TCM, eventually developing TCM as alternative medicines to modulate AD.

The bibliometric analysis had some limitations. First, bibliometric analyses cannot necessarily measure the validity of or the scientific quality of publications and instead must focus on the impact of the research. A highly cited publication may not necessarily be of high scientific quality. An article's citation count depends on a variety of factors, including journal type, research model, and self-citing rate. Second, delayed publication collections from the WOS and PubMed databases could also cause bias in the study. Third, the WOS and PubMed databases mainly included literature written in English, excluding many non-English publications. Fourth, the WOS and PubMed databases classify literature types differently, so the literature identified from different databases cannot be compared mechanically. Readers should note these confounding factors when interpreting the results from the present study.



CONCLUSIONS

The current study provides a comprehensive perspective on AD research and illustrates that this is a well-developed and promising research field. The most frequent study category was neuroscience/neurology. Neurobiology of Aging was the journal publishing the most AD research. Research institutes and research funding agencies from North America and Europe constitute the core research forces, and the United States contributed the most publications. Although, China has gradually become a critical force in AD research, China still lacks high-level research institutions and literature. This bibliometric analysis can guide future research and serve as an educational guide for trainees.
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Background: Cognitive decline is a significant public health concern in older adults. Identifying new ways to maintain cognitive and brain health throughout the lifespan is of utmost importance. Simultaneous exercise and cognitive engagement has been shown to enhance brain function in animal and human studies. Virtual reality (VR) may be a promising approach for conducting simultaneous exercise and cognitive studies. In this study, we evaluated the feasibility of cycling in a cognitively enriched and immersive spatial navigation VR environment in younger and older adults.

Methods: A total of 20 younger (25.9 ± 3.7 years) and 20 older (63.6 ± 5.6 years) adults participated in this study. Participants completed four trials (2 learning and 2 recall) of cycling while wearing a head-mounted device (HMD) and navigating a VR park environment. Questionnaires were administered to assess adverse effects, mood, presence, and physical exertion levels associated with cycling in the VR environment.

Results: A total of 4 subjects withdrew from the study due to adverse effects, yielding a 90% completion rate. Simulator sickness levels were enhanced in both age groups with exposure to the VR environment but were within an acceptable range. Exposure to the virtual environment was associated with high arousal and low stress levels, suggesting a state of excitement, and most participants reported enjoyment of the spatial navigation task and VR environment. No association was found between physical exertion levels and simulator sickness levels.

Conclusion: This study demonstrates that spatial navigation while cycling is feasible and that older adults report similar experiences to younger adults. VR may be a powerful tool for engaging physical and cognitive activity in older adults with acceptable adverse effects and with reports of enjoyment. Future studies are needed to assess the efficacy of a combined exercise and cognitive VR program as an intervention for promoting healthy brain aging, especially in older adults with increased risk of age-related cognitive decline.
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INTRODUCTION

Cognitive decline in older adults is a significant public health issue. However, recent studies have shown that individuals with a lifestyle rich in cognitive and physical stimulation experience less age-related cognitive decline (Barnes and Yaffe, 2011). Exercise and cognitive enrichment are two lifestyle factors that have been associated with a reduced risk of dementia (Barnes and Yaffe, 2011). Exercise enhances hippocampal neurogenesis, synaptic plasticity, and cell proliferation (Van Praag et al., 2005; Erickson et al., 2011; Lautenschlager et al., 2012), while cognitive enrichment promotes the survival of these newly formed cells (Fabel et al., 2009). Recent animal studies have shown that neurogenesis can be enhanced if exercise is combined with cognitive enrichment (Fabel et al., 2009). This has been supported in human studies in which higher cognitive performance was reported after combined physical and cognitive activity compared to either one alone (Lauenroth et al., 2016). Taken together, this suggests that the greatest improvements in cognitive function may be achieved when exercise and cognitive stimulation are performed simultaneously.

Spatial navigation is a key cognitive process that enables daily exploration of the world. Declines in spatial navigation have been shown with age and may result from changes in neural function and structure (Colombo et al., 2017). Virtual reality (VR) has emerged as a promising technology for combined exercise and spatial navigation studies as it provides a safe and controlled environment to monitor physical activity, manipulate experimental parameters, and interact with the user (Zakzanis et al., 2009). Previous studies have shown VR to be an ecologically valid tool for assessing spatial navigation deficits in healthy adults and individuals with neurological disorders, including those with Alzheimer’s disease (Richardson et al., 1999; Cushman et al., 2008; Weniger et al., 2011; Morganti et al., 2013; Cogné et al., 2017). However, only a limited number of studies have utilized VR for exercise, and specifically for cycling (Grealy et al., 1999; Chuang et al., 2003). Only one study, to our knowledge, has combined cycling and spatial navigation in VR, which was conducted in a group of younger adults (Mittelstaedt et al., 2018); thus its application to older adults is unknown. Furthermore, many of these studies have been conducted on non-immersive desktop monitors and projector screens instead of immersive head-mounted (HMD) displays (Grealy et al., 1999; Richardson et al., 1999; Chuang et al., 2003; Cushman et al., 2008; Weniger et al., 2011; Morganti et al., 2013; Cogné et al., 2017).

Recent technological advances have made HMDs an affordable option for immersive VR. HMDs can couple head movement to the position and orientation of the user’s field of view (FOV), creating a sense of presence and engagement in the virtual environment (Shahrbanian et al., 2012). Previous studies have shown presence to be important for performance on spatial navigation tasks in VR (Maguire et al., 1999). However, increased presence with HMDs can often introduce adverse effects, commonly termed simulator sickness in VR, particularly when coupled with locomotion due to incongruence between perceived and actual self-motion (Chance et al., 1998; Sharples et al., 2008; Boletsis, 2017). There is also a concern that older adults are more likely to experience simulator sickness than younger adults due to age-associated deterioration in sensory processing (Kim et al., 2017), possibly exacerbating the severity of sensory conflict present during locomotion in immersive VR.

Thus, immersive HMDs may have higher ecological validity than desktop monitors and projector screens for cycling and spatial navigation in VR, but with the potential for enhanced adverse effects. Moreover, the presence of these adverse effects can significantly impact enjoyment and performance on cycling and spatial navigation tasks in VR. Concerns of enjoyment and performance are enhanced in the older adult population, as older adults typically have less exposure to technology and digital gaming than younger adults. Therefore, the objective of this study was to evaluate the feasibility of cycling and spatial navigation in VR using immersive HMDs in older adults with younger adults serving as a reference group for assessing adverse effects, mood, enjoyment, presence, and performance.



MATERIALS AND METHODS


Participants

A total of 40 adults, including 20 younger adults (25.9 ± 3.7 years old; 21–33 years; and 9 females), and 20 older adults (63.6 ± 5.6 years old; 52–70 years; and 10 females) who were physically capable of cycling participated in this study. All subjects provided written consent to participate in this study, which was approved by the institutional review board and performed in accordance with the 1964 Declaration of Helsinki. Subjects were selected from a convenience sample of local students, staff, and community-dwelling adults. Subjects with known medical conditions contradicting exercise or neurological disorders were excluded from the study.



Assessments

Performance on the spatial navigation tasks was assessed by total cycling time, mean cycling speed, and percentage of correct decisions in the virtual environment. Self-reported measures of mood, presence, physical exertion, and simulator sickness were collected and described below. All questionnaires have reported good reliability and internal consistency (Kerr and Els Van den Wollenberg, 1997; Witmer and Singer, 1998; Lessiter et al., 2001; Golding, 2006b; Mühlberger et al., 2007).


Mood

Mood was assessed using the stress arousal checklist (SAC) (Duckro et al., 1989), which provides a differential measurement of situational stress and arousal. High stress and arousal levels for younger and older adults were defined by cutoff scores of 6.2 and 6.0, and 5.1 and 6.4, respectively, based on normative values for each age group (Wilson and Corlett, 2005).



Simulator Sickness

Adverse effects were measured using 3 different questionnaires that assessed pre-post VR simulator sickness, simulator sickness during VR exposure, and historical motion sickness as a child and adult. Simulator sickness after VR exposure was assessed using the simulator sickness questionnaire (SSQ) (Kennedy et al., 1993). The SSQ was also administered before VR exposure to measure baseline levels of pre-existing symptoms including difficulty focusing, headache, eyestrain, and general discomfort. A total sickness cutoff score of 15 based on previous work (Kim et al., 2017) was used to determine if participants experienced notable simulator sickness after VR exposure and to split participants into two adverse effect groups: minimal and notable. This score also represents the 75th percentile of sickness scores reported on a variety of flight simulators, as well as the midpoint for the part of the population that experienced adverse effects when exposed to these flight simulators (Kennedy et al., 1993).

Simulator sickness was also evaluated after each trial using the short symptom checklist (SSC) (Cobb et al., 1999). The SSC is a shortened version of the SSQ containing a subset of 6 symptoms: nausea, eye strain, dizziness with eyes closed, stomach awareness, difficulty focusing, and general discomfort.

Motion sickness was assessed using the motion sickness susceptibility questionnaire (MSSQ) (Golding, 2006a). The global MSSQ was used to evaluate a participant’s susceptibility to motion sickness in nine different modes of transportation (i.e., cars, trains, and ships) as a child (MSSQ-C) and as an adult (MSSQ-A). A table of normative values was used to convert the global MSSQ score to a percentile with higher scores indicating higher susceptibility to motion sickness.



Presence

The participant’s subjective experience of presence in the virtual environment was assessed using the ITC sense of presence inventory (ITC-SOPI) (Lessiter et al., 2001). The ITC-SOPI measures presence based on 4 principal factors: spatial presence, engagement, ecological validity, and negative effects. The negative effects factor provides a measure of adverse physiological reactions including dizziness, nausea, headache, and eyestrain.



Physical Exertion

Physical exertion levels were assessed using the Borg rate of perceived exertion (RPE) scale (Borg, 1982). The Borg RPE is a graded scale (6 – no exertion, 20 – maximal exertion) that has been shown to correlate highly with heart rate and exercise intensity on a cycle ergometer (Borg, 1982). A peak RPE cutoff score of 12 was used to assess whether younger and older adult participants achieved moderate exercise intensity levels while cycling in the virtual environment (Shigematsu et al., 2004; Scherr et al., 2013).




Virtual Environment

The virtual environment was developed using Unity 3D (version 2018.1.1f1). Participants viewed the environment through an HTC Vive Pro headset with 110-degree field of view (FOV) and a 90 Hz refresh rate. The environment was run on an Alienware Aurora R7 PC with a core i7-7700 CPU, 16 GB RAM, and a 1080 Ti graphics card.

The environment consisted of a nature park setting comprised of natural landmarks and animals. Locomotion in the park was achieved by cycling on a custom-built stationary exercise bike, where the handlebar angle and pedal speed were proportional to the movement of a virtual bike. Participants cycled along a network of connected roads with salient landmarks at each intersection to serve as navigational cues. Participants had no avatar to embody but had a stable helmet and nose tip within their FOV. To reduce the likelihood of nausea during locomotion, a technique known as tunneling was employed each time the virtual bike encountered an intersection requiring a turn (Figure 1; Duh et al., 2004; Fernandes and Feiner, 2016; Kemeny et al., 2017). With this technique, the visual field in the periphery of the headset was cropped and replaced with a static black background with white lines, restricting the participant’s FOV, and the amount of optical flow to the periphery of the eye (Duh et al., 2004; Fernandes and Feiner, 2016; Kemeny et al., 2017).
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FIGURE 1. Top left, beam of light serves as a visual cue to orient the participant in the direction of the destination. Top right, landmark located at intersection to serve as a visual cue for encoding the correct route in memory. Bottom left, tunneling effect at intersection to mitigate adverse effects due to sensory conflict when turning. Bottom right, directional arrows on ground and at intersection guide participant to destination on the first two trials.





Experimental Protocol

The experimental protocol consisted of a 1-min practice trial followed by four 2–3 min task trials of cycling in the park, and a set of pre/post assessments. Prior to training in the VR environment, participants stated their current RPE and completed SAC and SSQ questionnaires to establish a baseline of physical exertion, mood, and simulator sickness. Blood pressure (BP) was collected on all older adults. Those with a systolic BP > 170 or diastolic BP > 100 were not allowed to participate in the study following ACSM guidelines for exercise in older adults (Chodzko-Zajko, 2013). Inter-pupillary distance (IPD) was measured for each participant and adjusted accordingly on the HTC Vive headset to increase visual acuity.


Practice Trial

Participants sat on the stationary bike while the HMD was placed on their head. Participants then followed the instructions displayed within the game. The first task was to bike around an enclosed oval track for 1 min (30 s in each direction) to adapt to turning and pedaling the stationary bike in the virtual environment.



Task Trials

After the practice trial, participants appeared in the park and were instructed to bike to a fountain landmark located approximately 0.5 miles from the start position. This task was completed 4 times under the following trial conditions: learning (2), cued recall, and free recall (Figure 1). In the learning condition, the correct route was identified by yellow arrows located on the surface of the road, as well as a directional blinking arrow at each intersection. The fountain located at the destination was highlighted by a narrow beam of light that vertically spanned the entire FOV. In the cued recall condition, the arrows were removed and only the beam of light remained for navigational guidance. In the free recall condition, no arrows or beam of light were provided, and requiring the participant to rely only on park landmarks for navigation.

At the end of each trial, the participant’s headset was removed and their responses to the RPE scale and SSC were recorded. To optimize engagement and motivation, participants were asked to select a reward after the 1st, 2nd, and 3rd conditions. This included the selection of a basket to go on the virtual bike, an animal companion to ride in the basket, and a song genre to listen to while riding. At the end of the training, participants completed the SAC and SSQ to evaluate mood and simulator sickness and the ITC-SOPI and MSSQ to evaluate presence in the VR environment and general susceptibility to motion sickness.



Statistical Analysis

All analysis was performed in SPSS (IBM v24, 2016) (IBM Corp, 2016). The primary outcomes for this analysis were adverse effects, mood, and presence as measured by the SSQ, SAC, and ITC-SOPI, respectively. The SAC and SSQ were measured pre-post VR exposure. An exploratory analysis was also performed to assess physical exertion (Borg RPE), sickness symptoms per trial (SSC), motion sickness susceptibility (MSSQ), and spatial navigation performance. A two-way, repeated measures ANOVA was performed to evaluate group (HY and HO) by time (VR exposure) interactions and group and time main effects on the SAC, SSC, and RPE. The SSC was measured after each of the four trials. The RPE was measured at baseline and after each of the four trials. A one-way ANOVA was performed to evaluate group differences on the ITC-SOPI and MSSQ, as well as performance on the navigation tasks, as these measures were only collected once. A three-way, repeated measures ANOVA was performed to evaluate group, time, or adverse effect level (minimal and notable) differences on the SSC scores reported for each trial. When a significant (p < 0.05) interaction was found, post hoc comparisons were performed using a paired two-sample t-test for time or an independent two-sample t-test for group. The Wilcoxon Sign and Mann Whitney U tests were used to evaluate the effects of time and group, respectively, on the SSQ. The SSQ was analyzed using non-parametric tests using the change score defined as post-pre, as the SSQ data were not normally distributed. Bonferroni corrections for multiple comparisons were applied based on the number of dependent variables for a given questionnaire.





RESULTS

Mean, standard deviation, and p-values associated with participant demographics and performance in the VR environment are displayed in Table 1. Study outcomes are displayed in Table 2.

TABLE 1. Mean, standard deviation, and significance values are reported in this table for participant demographics and performance in the VR environment.

[image: image]

TABLE 2. Mean, standard deviation, and significance values are shown for participant responses to presence, mood, and adverse effects questionnaires.
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Primary Outcomes of Adverse Effects, Mood, and Presence


Simulator Sickness

Simulator sickness as measured by the SSQ (Figure 2) was significantly affected by time (z = −3.43, p = 0.004, r = 0.38), such that symptoms were higher after VR exposure. A total of four adults (1 younger, 3 older, and 10% of study sample) withdrew from the study due to severe symptoms. Analysis of the SSQ subscales showed significant effects of time on symptoms within the subdomains of nausea (z = −4.32, p < 0.001, r = 0.48) and disorientation (z = −2.58, p = 0.04, r = 0.29), such that symptoms were higher after VR exposure (Figure 2). The oculomotor (z = −1.92, p = 0.06, r = 0.21) subdomain was not significantly affected by time. Total sickness (z = 0.00, p = 1.00, r = 0.00), nausea (z = −0.07, p = 0.95, r = 0.00), oculomotor (z = −0.14, p = 0.89, r = 0.02), and disorientation (z = −0.48, p = 0.64, r = 0.05) change scores were not significantly affected by group. Overall, we found that symptoms associated with simulator sickness were enhanced after exposure to the virtual environment. However, total sickness levels were below the cutoff score of 15 for both age groups, suggesting overall adverse effects were acceptable.


[image: image]

FIGURE 2. This figure shows the effects of VR exposure on total, nausea, oculomotor, and disorientation levels in the younger and older adults. While symptoms associated each subdomain were enhanced after VR exposure, total sickness levels were less than 15 for both age groups, suggesting that overall adverse effects were minimal. No group differences were observed on the changes scores. ∗indicates that a significant difference in symptom severity was found pre-post within an age group.





Mood

Stress levels as measured by the SAC (Figure 3) were not significantly affected by time [F(1,38) = 0.34, p = 0.57, [image: image] = 0.01] or group [F(1,38) = 2.74, p = 0.11, [image: image] = 0.07], and there was no interaction between time and group [F(1,38) = 2.88, p = 0.47, [image: image] = 0.01]. Arousal levels (Figure 3) were also not significantly affected by time [F(1,38) = 0.10, p = 0.75, [image: image] = 0.00] or group [F(1,38) = 2.84, p = 0.10, [image: image] = 0.07], and there was no significant interaction between time and group [F(1,38) = 5.05, p = 0.06, [image: image] = 0.12]. Mean arousal levels for both age groups were higher than their respective cutoff scores (HY–6.0, HO–6.4) prior to and after VR exposure (Table 2). Mean stress levels for both age groups were also lower than their respective cutoff scores (HY–6.2, HO–5.1) prior to and after VR exposure. Therefore, exposure to the virtual environment did not negatively affect pre-existing high arousal and low stress levels, indicating a state of excitement (Kerr and Els Van den Wollenberg, 1997). On a subjective measurement of pleasure, participants rated the statement “I enjoyed myself.” on a 5-point scale of “strongly disagree” to “strongly agree.” Mean enjoyment levels (Table 2) for the younger and older adults were 4.0 ± 0.9 and 3.8 ± 1.1, respectively, suggesting that participants enjoyed the VR experience.


[image: image]

FIGURE 3. This figure shows the effects of VR exposure on stress and arousal states in participants. No significant differences were found for group or time.





Presence

Analysis of the ITC-SOPI (Figure 4) showed that group differences did not significantly affect spatial presence [F(1,38) = 0.37, p = 0.55, [image: image] = 0.01], engagement [F(1,38) = 0.02, p = 0.89, [image: image] = 0.00], or ecological validity [F(1,38) = 0.14, p = 0.28, [image: image] = 0.00]. However, negative effects scores were significantly affected by group [F(1,38) = 7.84, p = 0.04, [image: image] = 0.17], such that younger adults had higher negative effects than older adults. Taken together, this suggests that sense of presence in the virtual environment was not significantly different between younger and older adults.


[image: image]

FIGURE 4. This figure compares presence factors in younger and older adults for the ITC-SOPI questionnaire. Younger adults experienced higher levels of negative effects than older adults. ∗indicates that a significant difference was found between younger and older adults with negative effects.






Secondary Analysis of Physical Exertion, Sickness Symptoms, and Motion Sickness


Physical Activity

Rate of perceived exertion levels (Figure 5) were significantly affected by time [F(1,69) = 95.84, p < 0.001, [image: image] = 0.74] and group [F(1,33) = 7.02, p = 0.01, [image: image] = 0.18], such that younger adults reported significantly higher RPE levels than older adults. There was no interaction between time and group [F(1,69) = 1.37, p = 0.26, [image: image] = 0.04]. Post hoc analysis for time showed that RPE levels increased with each successive trial, suggesting that the participants appropriately perceived an increase in physical exertion with time spent pedaling in the virtual environment. Pairwise comparisons showed significant RPE level differences across all trials (p < 0.001), except for the third and fourth trial (p = 0.10). Post hoc analysis for group showed that mean RPE levels were higher for younger adults (12.2 ± 0.53) than older adults (10.1 ± 0.6). However, peak RPE levels were lower for younger adults (12 ± 3.2) than older adults (13 ± 2.9). A sub-analysis on the relationship between simulator sickness and peak RPE levels found that RPE levels were not significantly associated with SSQ total sickness levels [F(1,37) = 0.12, p = 0.73, [image: image] = 0.00], suggesting that physical exertion does not enhance symptoms of simulator sickness in the virtual environment.
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FIGURE 5. (A) Shows that perceived physical exertion levels increases appropriately with time spent in the virtual environment. Younger adults were within the target exercise zone while older adults were approaching it. (B) Shows SSC total sickness levels after each trial. No association was found between duration of exposure and symptom severity.





Sickness Symptoms

The short symptom checklist (Figure 5) showed that total sickness levels were affected by group [F(1,33) = 4.92, p = 0.04, [image: image] = 0.13], such that younger adults (1.9 ± 0.4) reported higher scores than older adults (0.8 ± 0.4). There was no interaction between time and group [F(1,81) = 1.12, p = 0.34, [image: image] = 0.03]. Total sickness levels were not significantly affected by time [F(1,81) = 2.09, p = 0.14, [image: image] = 0.06]. While total sickness levels were not assessed at baseline, this finding suggests that symptom severity only increased during the 1st trial and not with additional time spent in the virtual environment.

In a separate sub-analysis, participants were categorized into two adverse effect groups, minimal or notable, based on an SSQ total sickness cutoff score of 15. From this analysis, we found SSC total sickness levels were significantly affected by adverse effect group for trial 1 [F(1,36) = 13.1, p = 0.001, [image: image] = 0.27], trial 2 [F(1,34) = 19.25, p < 0.001, [image: image] = 0.36], trial 3 [F(1,33) = 20.64, p < 0.001, [image: image] = 0.39], and trial 4 [F(1,31) = 12.02, p = 0.002, [image: image] = 0.28]. The mean scores for the minimal and notable adverse effect groups for each trial are as follows: trial 1 (0.8 ± 0.3 and 2.9 ± 0.4), trial 2 (0.7 ± 0.3 and 3.3 ± 0.5), trial 3 (0.8 ± 0.3 and 3.4 ± 0.5), and trial 4 (0.9 ± 0.4 and 3.5 ± 0.6). This suggests that participants with notable adverse effects experienced an onset of symptoms prior to the end of trial 1.



History of Motion Sickness

Motion sickness susceptibility (MSSQ) was not significantly affected by group for the MSSQ-C [F(1,38) = 0.13, p = 0.72, [image: image] = 0.00], MSSQ-A [F(1,38) = 1.18, p = 0.28, [image: image] = 0.03], or global MSSQ scores [F(1,38) = 0.44, p = 0.59, [image: image] = 0.02]. In a sub-analysis comparing global MSSQ percentile scores to SSQ total sickness scores, it was found that total sickness levels were positively associated with percentile scores [F(1,37) = 5.64, p = 0.02, [image: image] = 0.13], suggesting that participants who are more susceptible to motion sickness are likely to experience higher sickness levels in our VR environment.



Spatial Navigation

No significant differences between younger and older adults were found in total cycling times [F(1,33) = 3.08, p = 0.09, [image: image] = 0.09], mean cycling speeds [F(1,38) = 1.66, p = 0.21, [image: image] = 0.04], or the percentage of correct decisions made while navigating in the virtual environment [F(1,38) = 3.54, p = 0.07, [image: image] = 0.09; Table 1].





DISCUSSION

Recently proposed guidelines suggest a scientific framework for empirically and systematically validating VR therapeutics for health. Consistent with these guidelines, our “VR1” feasibility study is based on patient-reported outcomes for adverse effects, mood, and presence, which is analogous to a traditional Phase 1 clinical trial (Birckhead et al., 2019). Overall, the findings from our study support that cycling and spatial navigation using a HMD display in immersive VR is feasible and enjoyable in both younger and older adults. Younger adults were used as a reference group to ascertain whether significant group differences arise due to the younger adults having more environmental exposure to or feeling more comfortable with technology and digital gaming. The findings of our study suggest that age was not a significant factor in the feasibility of VR in older adults.

Spatial presence, engagement, and ecological validity levels were higher in our study than in similar navigation studies using non-immersive displays (IJsselsteijn et al., 2006). In one such study, participants were seated on a racing bicycle and tasked with cycling along a virtual rural landscape displayed on a wall-mounted projector screen (IJsselsteijn et al., 2006). Participant’s cycled under two conditions: high and low immersion. In the low immersion condition, a moving dot placed on a top-down view of the racetrack was used to represent the participant’s position (IJsselsteijn et al., 2006). In the high immersion condition, a computer-generated cyclist was displayed on the projector screen and controlled by the participants pedaling speed and handlebar rotation (IJsselsteijn et al., 2006). Spatial presence (2.73/1.95), ecological validity (2.98/1.81), and engagement (3.33/2.30) levels reported for both the high and low immersion conditions, respectively, were lower than the values reported in our study. This suggests that immersive HMDs elicit greater psychological involvement, a more natural perception of the environment, and a stronger sense of being physically present in the virtual space than non-immersive displays. HMDs are stereoscopic, providing depth perception for understanding the relative size and position of objects in a virtual environment, which is important for allocentric and egocentric spatial navigation (Bae et al., 2012). Moreover, HMDs provide a high level of fidelity, such that the differences in interactions or experiences between the real world and virtual environment are minimized in comparison to desktop monitors and projector screens (Waller et al., 1998). A high level of fidelity has been shown to enhance the transfer of spatial navigation skills from virtual to real world environments (Waller et al., 1998).

When using immersive VR, simulator sickness is often a concern. Simulator sickness is theorized to be due to postural instability and sensory conflict (Johnson, 2005). Postural instability occurs when an environment or stimuli affects the body’s ability to maintain postural control (Riccio and Thomas, 1991). It is theorized that motion sickness occurs after prolonged maladaptation to the conditions causing postural instability (Riccio and Thomas, 1991). It is also theorized that the severity of motion sickness scales directly with the duration and severity of postural instability (Riccio and Thomas, 1991). Sensory conflict occurs when sensory input to the eyes is incongruent with the vestibular, proprioceptive, and somatosensory systems, causing a mismatch between perceived and expected sensory stimulation in the body (Johnson, 2005). The principal cause of sensory conflict during locomotion is vection (Bonato et al., 2008; Palmisano et al., 2017), defined as visually induced perception of self-motion. Two locomotion techniques used in VR are treadmill walking and cycling and usually involve gait-training (Fung et al., 2006; Mirelman et al., 2011; Kim et al., 2017), and exercise, respectively (Johnson, 2005; Chen et al., 2009; Mestre et al., 2011). Previous studies assessing simulator sickness with treadmill walking have generally reported good tolerability (Kim et al., 2017; Sinitski et al., 2018). To our knowledge, only one study has assessed simulator sickness while cycling in an immersive virtual environment. That study, consisting of healthy younger adult participants, reported a significant increase in adverse effects after cycling on a virtual island (Mittelstaedt et al., 2018).

In our study, younger and older adults also reported an increase in simulator sickness symptoms after cycling in the virtual park, including higher nausea and disorientation levels. However, 90% of our sample successfully completed the study, and total sickness levels for both age groups were within an acceptable range based on cutoff scores established in validation studies on flight simulators (Kennedy et al., 1993). Total sickness levels in our study were also lower than the total sickness levels reported in the virtual island cycling study on younger adults. This can possibly be attributed to the implementation of a stable nose tip and helmet within the FOV, as well as tunneling during turning, which is supported by previous studies that have used these techniques to minimize simulator sickness during locomotion (Duh et al., 2004; Fernandes and Feiner, 2016; Kemeny et al., 2017). We observed a significant group difference on the SSC and negative effects subscale of the ITC-SOPI, such that younger adults reported higher adverse effects than older adults. However, these findings are likely due to younger adults reporting higher sickness symptoms at baseline. Indeed, the pre-post change scores on the SSQ were not significantly different between age groups, suggesting that younger and older adults were similarly affected by VR exposure relative to their baseline symptoms.

In addition to acceptable total sickness levels, we found no association between duration of VR exposure and symptom severity in younger and older adults, suggesting that both age groups acclimated quickly to cycling in the virtual environment. Moreover, our study revealed that exercise did not enhance adverse effects, as we found no association between physical exertion levels and symptoms related to simulator sickness. In fact, peak rates of physical exertion were at high enough intensity levels to be within the recommended range of exercise intensity for health-based and rehabilitative cardiovascular fitness (Shigematsu et al., 2004; Scherr et al., 2013), suggesting that exercising in VR at moderate aerobic intensity levels is tolerable in younger and older adults.

In addition to assessing adverse effects of VR while engaging in physical activity and locomotion, enjoyment is also critical, as approximately 50% of sedentary adults discontinue exercise programs within the first 6 months (Resnick and Spellbring, 2000). Indeed exercise adherence in the older adult population can be a challenge due to lack of motivation, health conditions, and physical discomfort from exercise (Resnick and Spellbring, 2000). In our study, we attempted to enhance enjoyment and motivation by allowing participants to select higher value rewards as more challenging navigation tasks were completed. Prior to the last task, a choice of music was provided, as music has been shown to be the most important factor associated with enjoyment of exercise (Wininger and Pargman, 2003). Our findings support this game design methodology, as ITC-SOPI analysis revealed that most participants enjoyed the virtual experience. Furthermore, according to the SAC, both younger and older adults maintained high levels of arousal and low levels of stress, indicating there was no evidence of an unpleasant experience or a negative shift in hedonic tone that would detract from the overall experience. Taken together, this suggests that younger and older adults enjoyed performing the virtual navigation tasks, even while under increasing levels of physical exertion. This also supports the findings of other studies which have shown higher adherence to exercise when using VR (Annesi and Mazas, 1997), including one in which cycling motivation in VR in older adult cardiopulmonary patients was enhanced and associated with increased cycling times, distance, and total caloric expenditure compared to a non-VR environment (Chuang et al., 2003).

Here we have established the feasibility of cycling and spatial navigation in a virtual environment in both younger and older adults. Both age groups were able to navigate the virtual park environment with 99% accuracy at intersections, with 95% of younger adults, and 75% of older adults able to complete the navigation tasks without error. This suggests that our spatial navigation training paradigm based on cued learning is accessible. Moreover, we have shown that cycling in an enriched virtual environment is enjoyable and tolerable for both age groups, with only 10% of participants discontinuing due to adverse effects. This makes VR a viable tool for interventions that combine exercise and spatial navigation, as well as a safe alternative to cycling in the real world, which requires individuals to continuously maneuver obstacles, such as pedestrians, other bicycles, cars, and environmental barriers. These safety concerns are higher in the older adult population, particularly in individuals with cognitive impairment, as age-associated deteriorations in sensory processing and reaction times can increase the risk of falls and accidents. Moreover, this risk is enhanced when the individual is required to engage in simultaneous cycling and cognitive training, as cognitive resources are now divided between cycling and completing the cognitive task.

However, our study is not without limitations. First, adverse effects in VR may be mediated by gender, as studies have shown that women are more susceptible than men to motion sickness (Koslucher et al., 2015; Munafo et al., 2017). In one such study in which participants utilized a handheld controller to navigate a virtual hallway, it was found that over twice as many women reported motion sickness compared to men (Munafo et al., 2017). Taken together, this suggests that the discontinuation rate may vary from the 10% reported in our study, particularly if the study sample is skewed toward one gender. Second, participants in our study were only exposed to the virtual environment for 10–12 min, which is less time than many exercise interventions that typically last at least 30 min (Anderson-Hanley et al., 2012; Karssemeijer et al., 2019). While we found no association between VR exposure time and adverse effects over a 10–12 min period, sickness levels have been shown to increase with prolonged exposure (Kennedy et al., 2000), and may be enhanced with physical exertion. However, it has also been shown that many individuals can adapt to VR through brief, repeated exposures over time (Kennedy et al., 2000). Therefore, future studies should consider utilizing an adaptation period prior to engaging participants in interventions requiring prolonged VR exposure. Another option is to assess whether the degree of tunneling can be manipulated to make cycling in VR tolerable for individuals that experienced significant adverse effects. However, these studies should also consider that tunneling restricts the user’s FOV, which can reduce immersion and presence, and negatively impact performance on spatial navigation tasks.

One potential tool to screen individuals susceptible to simulator sickness is the MSSQ, which creates a global percentile score based on an individual’s self-reported sickness as a child and adult for nine common modes of transportation. Our study revealed a significant association between global MSSQ motion sickness percentile and total SSQ sickness levels, which has also been reported in other studies (Mittelstaedt et al., 2018). Another option is to measure postural kinematics, as studies have shown that postural instability precedes the onset of motion sickness (Smart Jr et al., 2002). This could be particularly useful for the older adult population, as older adults may already have a baseline level of impaired postural stability due to age-associated deteriorations in the vestibular, proprioceptive, and cognitive systems responsible for maintaining balance (Du Pasquier et al., 2003). Finally, it may be possible to screen participants by assessing their adverse effects after cycling in a virtual environment for 10–12 min, as all affected participants in our study experienced symptoms early within this timeframe.



CONCLUSION

Establishing the feasibility of cycling and spatial navigation in immersive virtual environments has clinical importance for both younger and older adults. VR provides clinicians and researchers with a safe and controlled environment for combining spatial navigation with exercise, as well as monitoring cognitive and physical performance. It also provides flexibility to manipulate spatial navigation task difficulty based on one’s fitness level, cognitive status, and age. Moreover, rewards and achievements can easily be incorporated into a virtual environment to enhance enjoyment and increase the likelihood of younger and older adult participation and adherence to an intervention. These benefits make VR a promising tool for interventions aimed at improving cognitive and physical health, especially in older adults at risk for cognitive decline.
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Objective: This study was aimed to explore the effects of dietary nutrients on cognitive function among the middle-aged and elderly populations.

Methods: A prospective cohort study of 1,385 middle-aged and elderly people was conducted from January 2014 to December 2017. Dietary nutrients were assessed according to the food frequency questionnaire (FFQ) and China Food Composition Database (CFCD). Montreal cognitive assessment (MoCA) was used to evaluate the participants’ global cognitive function. Six other neuropsychological measures [auditory verbal learning test-immediate recall (AVLT-IR), auditory verbal learning test-short recall (AVLT-SR), auditory verbal learning test-long recall (AVLT-LR), logical memory test (LMT), digit span forward (DST-F), and digit span backward (DST-B)] were used to assess the verbal memory domain and the attention domain by principal component analysis (PCA). Multiple linear regressions were conducted to explore associations between nutrients and cognition. Sensitivity analyses were performed to confirm the results.

Results: Dietary riboflavin was protective for global cognitive function (β = 1.31, 95% CI: 0.26, 2.35) and the verbal memory domain (β = 0.37, 95% CI: 0.02, 0.71). Unsaturated fatty acid (USFA) played a protective role in global cognitive function (β = 1.15, 95% CI: 0.16, 2.14). The protective effects of riboflavin and USFA on cognitive function were consistent and reliable when different confounders were adjusted during sensitivity analyses. During the follow-up, neuropsychological measure scores revealed a reduced decline in the high-riboflavin group (d-MoCA, P = 0.025; d-AVLT-IR, P = 0.001; d-DST-B, P = 0.004; and d-composite score, P = 0.004) and the high-USFA group (d-AVLT-IR, P = 0.007; d-LMT, P = 0.032; d-DST-B, P = 0.002; and d-composite score, P = 0.008).

Conclusion: Higher intake of riboflavin and USFA can improve multi-dimensional cognitive functioning in middle-aged and elderly people. These findings were consistent in different models of sensitivity analyses.

Keywords: cognitive impairment, dietary nutrients, riboflavin, unsaturated fatty acid, middle-aged and elderly people


INTRODUCTION

Dementia and cognitive impairment are among the most common conditions that affect the aging population (Brodaty et al., 2014; Gheysen et al., 2018). By 2050, it is predicted that roughly 2 billion people will be aged 60 years or above, of which 131 million will be affected by dementia (Moore et al., 2018). Populations with MCI may develop AD at a rate of 10–15% per year compared with the general population at a rate of 1–2% per year (Geda et al., 2013; Janoutova et al., 2015). However, MCI, which is a transitional stage between normal aging and dementia, offers an opportunity for early detection and prevention of AD (Roberts et al., 2010; Timmers et al., 2018). Studies have shown that diet plays an important role in reducing the risk of dementia and cognitive impairment (Roberts et al., 2010; Sofi et al., 2010; Rijpma et al., 2017; Bruins et al., 2019). Our previous researches have demonstrated that diets rich in vegetables, eggs, marine products, nuts, and fruit can prevent cognitive impairment in the middle-aged and elderly populations (Zhao X. et al., 2015; Dong et al., 2016); however, it is necessary to identify the specific nutrients that are responsible for this. Some studies found that B vitamins, vitamin E, and polyunsaturated fatty acids (PUFAs) such as docosahexaenoic acid (DHA) and eicosapentaenoic acid (EPA) are beneficial for cognitive function in the elderly (Bruins et al., 2019). In a Singaporean study, researchers found that supplemental intake of omega-3 polyunsaturated fatty acids (n – 3 PUFA) can prevent cognitive impairment in the elderly (Gao et al., 2011). In a Japanese elderly population study, researchers found that that a low intake of carotene, vitamin B2, pantothenate, and calcium correlated with the development of cognitive impairment (Araki et al., 2017). However, the protective effects of nutrients on cognitive function were not consistent among different studies. Studies showed that supplementation of B vitamins was not beneficial for cognitive function, and supplementation of high-dose vitamin E most likely did not reduce the risk of progression to dementia (McCleery et al., 2018). Recent investigations of the therapeutic potential of supplementation or higher dietary intake of DHA in patients with AD have also produced inconsistent results (Bruins et al., 2019). Most of these studies did not use comprehensive neuropsychological measures to assess cognitive function in multiple cognitive domains. Besides that, most of the current studies are based on relatively small sample sizes. Moreover, the reason for the unstable results may partially be due to different strategies used to adjust for confounders. Thus, sensitivity analyses are needed to confirm positive results in different statistical models. The current study used a prospective cohort study, with a sample size of 1,385 in China from January 2014 to December 2017, and aimed to examine the potential associations between dietary nutrients and multi-domain cognitive function. Sensitivity analyses were used to confirm the positive results.



MATERIALS AND METHODS


Study Population

The study participants were obtained from a longitudinal study, which aimed to investigate the effects of diet on cognitive function in the middle-aged and elderly populations (Rong et al., 2017). The participants were recruited from hospital health examination centers in China (including Jincheng People’s Hospital in Jincheng City of Shanxi Province and Linyi People’s Hospital in Linyi City in Shandong Province) from January 2014 to December 2017. Nurses from local hospital physical examination centers were trained to conduct questionnaires and cognitive function measures. The nurses who dealt with participants at baseline and follow-up were the same. A baseline survey was conducted in 1,834 participants from January 2014 to December 2015; moreover, demographic characteristics, dietary intake of nutrients, lifestyle factors, and multi-domain cognitive function measures of each participant were collected at this time. A follow-up survey was conducted from January 2016 to December 2017, with a mean follow-up of 2 years. The research team, once again, conducted multi-domain cognitive function measures for 1,385 participants during the follow-up process. During the follow-up, a total of 449 participants were lost; 74 participants did not inform us of their change of contact details; seven people died; and 368 people simply refused to participate in the follow-up. The flow chart outlining the selection and follow-up of study participants is shown in Figure 1. Participants were recruited according to the following inclusion criteria: 50–70 years old; not suffering from serious illnesses (history of heart or respiratory failure, renal failure, liver failure, cancer, and severe psychiatric disorders such as depression and schizophrenia); answering in the interview that they were capable of self-managing daily life; and voluntary participation in the study. Exclusion criteria included the following: middle-aged and elderly people who suffer from Parkinson’s disease (PD), dementia, or MCI; middle-aged and elderly people who currently use antidepressants and other medications for neurological diseases such as brain tumors, epilepsy, and sleep disorders; middle-aged and elderly people with conditions known to influence cognitive function (cerebral apoplexy and infarction, a recent history of alcohol abuse). The study was approved by the Ethics Committee of Capital Medical University (2013SY35) and conducted according to the Declaration of Helsinki. All participants provided written informed consent for their participation in the study.
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FIGURE 1. Flow chart representing the selection and follow-up of study participants.





Demographic Characteristics

The investigators received a standardized training program before we performed the sample collection. A structured questionnaire was used to obtain data regarding demographics and lifestyle factors of participants by means of a face-to-face interview in local hospitals. Education was considered a categorical variable: low level (illiterate and elementary school), middle level (junior high school, senior high school, and technical secondary school), and high level (college and graduate school). The lifestyle factors included smoking (yes or no), drinking (yes or no), and reading (yes or no). A current smoker was defined as someone who smokes at least one cigarette per day for the past 6 months. A current drinker was defined as someone who consumes any type of alcoholic beverage at least once a week in the last 6 months (Wang et al., 2017). Reading was defined as someone who reads books/newspapers for >0 h per day. Height (m) was measured by using a height-measuring instrument; participants were asked to stand upright and remove their shoes (Zhang et al., 2017). Body weight (kg) was measured by using an automatic electronic scale; participants were asked to wear light clothing and remove footwear (Zhang et al., 2017). The BMI was calculated by weight (kg)/height2 (m2).



Dietary Intake Assessment of Nutrients

The FFQ (Rong et al., 2017), which included 85 different types of specific foods (for example, rice, wheat, corn, tofu, soy milk, pork, beef, lamb, chicken, duck eggs, pure milk, yogurt, cabbage, potato, mushroom, peanut, walnut, etc.), was used to evaluate dietary intake. FFQ was used to assess the dietary intake of participants over the past year. The FFQ contained information including the consumption frequency (never, daily, weekly, monthly, or yearly) and the quantity of food consumed (volume or weight) (Lu et al., 2016). The quantity of food consumption was estimated with the help of food models (for example, measuring rulers, cups, and special charts). The FFQ was completed with the help of trained dietary investigators by using standardized language and unified instruction. The daily dietary intake levels of nutrients were calculated by using the CFCD (Yang et al., 2009). The good validity of FFQ was found in the intake of dietary nutrients, which were assessed by FFQ and 3-day food record (3DFR). Correlation coefficients of dietary nutrients, which were assessed by FFQ and 3DFR, ranged from 0.318 to 0.782. The good reliability of FFQ was found in the intake of dietary nutrients, which were assessed by applying FFQ twice. Correlation coefficients of dietary nutrients, which were assessed by applying FFQ twice, ranged from 0.379 to 0.740 (Huang et al., 2013).



Multi-Domain Cognitive Function Assessment

Neuropsychological assessment was conducted at both baseline and follow-up. The comprehensive neuropsychological measures were used to assess the participants’ cognitive function. The measures were performed in a private room that had a quiet environment. In this study, the MoCA was used to evaluate global cognitive function (Chen et al., 2016). AVLT-IR was used to measure capability of immediate recall. AVLT-SR was used to measure capability of short recall. AVLT-LR was used to measure capability of delayed recall (Zhao Q. et al., 2015; Rong et al., 2017). LMT was a test from the Wechsler Memory Scale-Revised of China. The researchers read two stories aloud to the participants, one by one. The participants then attempted to restate the story immediately (Wang et al., 2016). Short-term memory and working memory were evaluated by DST-F and DST-B by using the Wechsler adult intelligence test-revised Chinese version (Sarnak et al., 2013; Lu et al., 2017). To evaluate the function of specific cognitive domains, principal component scores were constructed from the above six cognitive function measures (AVLT-IR, AVLT-SR, AVLT-LR, LMT, DST-F, and DST-B) by PCA. Therefore, global cognitive function was evaluated by MoCA scores. Specific cognitive domains (verbal memory domain and attention domain) were evaluated by principal component scores, which were calculated by PCA.



Statistical Analyses

The data for continuous variables were reported as means ± standard deviation (SD) and categorical variables were presented as percentages (%). Independent-sample t test was used for continuous variables and chi-square test was used for categorical variables. Participants’ global cognitive function was measured by the MoCA score. Specific cognitive domains (verbal memory domain and attention domain) were evaluated by principal component scores, which were calculated by PCA. The type of rotation was varimax rotation. Principal component scores were constructed from the scores obtained from six cognitive function measures (AVLT-IR, AVLT-SR, AVLT-LR, LMT, DST-F, and DST-B) using PCA at baseline and at follow-up, respectively. Principal components were extracted when eigenvalue >1 (Sun and Xu, 2014). Subsequently, the principal component scores of cognitive function at follow-up were used as dependent variables in the multivariable linear regression models. The principal component scores of cognitive function at baseline were used as covariates in the multivariable linear regression models. The β values of nutrients calculated by multivariable linear regression represent an increment of dependent variable with each SD increment of nutrients. The multivariable linear regression model formula was as follows:
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Yfollow–up represented the follow-up value pertaining to multi-domain cognitive function.

Xbaseline represented the baseline value pertaining to multi-domain cognitive function.

X2…Xm represented different covariates, such as dietary nutrients, demographic characteristics, and lifestyle factors. As part of the sensitivity analysis, different models were built to further confirm the relationship between nutrients and cognitive function. In model 1, X2…Xm represented nutrients (protein, fat, carbohydrate, cholesterol, vitamin A, thiamin, riboflavin, niacin, vitamin C, vitamin E, saturated fatty acid, and USFA). In model 2, X2…Xm represented nutrients and demographic characteristics (sex, age, education, and BMI). In model 3, X2…Xm represented nutrients, demographic characteristics, and lifestyle (smoking, drinking, and reading).

Change of neuropsychological measure scores between follow-up and baseline was calculated as follows:

d-MoCA = follow-up MoCA score – baseline MoCA score;

d-AVLT-IR = follow-up AVLT-IR score – baseline AVLT-IR score;

d-AVLT-SR = follow-up AVLT-SR score at – baseline AVLT-SR score;

d-AVLT-LR = follow-up AVLT-LR score – baseline AVLT-LR score;

d-LMT = follow-up LMT score – baseline LMT score;

d-DST-F = follow-up DST-F score – baseline DST-F score;

d-DST-B = follow-up DST-B score – baseline DST-B score;

composite score = MoCA score + AVLT-IR score + AVLT-SR score + AVLT-LR score + LMT score + DST-F score + DST-B score;

d-composite score = follow-up composite score – baseline composite score.

All analyses were conducted using the IBM SPSS Statistics 24.0 software (SPSS, Chicago, IL, United States). A P value less than 0.05, in two sides, was considered to be statistically significant.




RESULTS


Demographic Characteristics, Lifestyle Factors, Dietary Nutrients, and Neuropsychological Measures of 1,385 Middle-Aged and Elderly People at Baseline

The baseline characteristics data of 1,385 participants are shown in Table 1. The participants included 586 men (42.3%) and 799 women (57.7%). The average age was 58.75 years old and the average BMI was 24.68 kg/m2. Compared with the male group, the female group had a lower education level (P < 0.001), and a lower proportion of participants who smoked (P < 0.001), consumed alcohol (P < 0.001), and reported reading habits (P < 0.001). Females also had a lower dietary intake of nutrients [protein (P < 0.001), carbohydrate (P < 0.001), cholesterol (P = 0.001), thiamin (P < 0.001), niacin (P = 0.002), and saturated fatty acid (P = 0.024)]. The dietary intakes of fat, vitamin A, riboflavin, vitamin C, vitamin E, and USFA were not significantly different between the male and female groups. Compared with the male group, the female group had a higher baseline AVLT-IR score (P < 0.001), AVLT-SR score (P < 0.001), and AVLT-LR score (P < 0.001). In addition, the female group had a lower baseline MoCA score (P < 0.001), LMT score (P = 0.004), DST-F score (P = 0.001), and DST-B score (P = 0.019).

TABLE 1. Comparison of demographic characteristics, lifestyle, dietary nutrients, and multi-domain cognitive function of 1,385 middle-aged and elderly participants at baseline.
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Principal Components Defined by PCA at Baseline and Follow-Up

This study used PCA to extract principal components from the baseline scores of six cognitive function measures (AVLT-IR, AVLT-SR, AVLT-LR, LMT, DST-F, and DST-B). Results of PCA revealed that the KMO value was 0.77 and the Bartlett sphericity test value was 3865.37 (df = 15, P < 0.001). The results showed that the data were suitable for PCA (Mills et al., 2010). Principal component extraction was carried out under the condition of undefined principal component number. Two principal components (Eigenvalue > 1) were extracted and the cumulative variance contribution rate was 70.25%. The first principal component was primarily composed of AVLT-IR, AVLT-SR, and AVLT-LR, which reflected the verbal memory domain. The second principal component was primarily composed of LMT, DST-F, and DST-B, which reflected the attention domain (Table 2).

TABLE 2. Rotated component matrix, eigenvalue, and cumulative variance contribution rate of the scores for multi-domain cognitive function measures among 1385 middle-aged and elderly participants at baseline and at follow-up.
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Principal component analysis was also used to extract principal components from the follow-up scores of six cognitive function measures. The KMO value was 0.80 and the Bartlett sphericity test value was 3553.40 (df = 15, P < 0.001). Two principal components (Eigenvalue > 1) were extracted. The cumulative variance contribution rate was 69.26%. The first principal component was also primarily composed of AVLT-IR, AVLT-SR, and AVLT-LR, and was also interpreted to reflect the verbal memory domain. The second principal component was also primarily composed of LMT, DST-F, and DST-B, and was also interpreted to reflect the attention domain. Details are shown in Table 2.



Associations Between Nutrients and Multi-Domain Cognitive Function

After adjusting for the baseline score pertaining to cognitive function (MoCA, verbal memory, and attention domain), nutrients (protein, fat, carbohydrate, cholesterol, vitamin A, thiamin, riboflavin, niacin, vitamin C, vitamin E, saturated fatty acid, and USFA), demographic characteristics (sex, age, education, and BMI), and lifestyle (smoking, drinking, and reading), the results of multivariable linear regression revealed that dietary intake of riboflavin was a protective factor in the global cognitive function (β = 1.31, 95% CI: 0.26, 2.35) and the verbal memory domain (β = 0.37, 95% CI: 0.02, 0.71). Dietary intake of USFA was also a protective factor in the global cognitive function (β = 1.15, 95% CI: 0.16, 2.14). Details are shown in Table 3.

TABLE 3. Relationship of nutrients, demographic characteristics, and lifestyle factors to multi-domain cognitive function among 1385 middle-aged and elderly participants.
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With the same adjustment as above, the results of multivariable linear regression also showed that being female played a protective role in the verbal memory domain (β = 0.16, 95% CI: 0.02, 0.29). Reading was a protective factor in the global cognitive function (β = 0.39, 95% CI: 0.08, 0.70) and the verbal memory domain (β = 0.15, 95% CI: 0.05, 0.26). A high education level also played a protective role in the global cognitive function (β = 1.57, 95% CI: 0.99, 2.15) and the attention domain (β = 0.62, 95% CI: 0.43, 0.82). Age (β = –0.03, 95% CI: –0.04, –0.02) and BMI (β = –0.02, 95% CI: –0.04, –0.003) were risk factors for the verbal memory domain (Table 3).



Sensitivity Analysis of the Association Between Riboflavin, USFA, and Multi-Domain Cognitive Function in Different Models

Riboflavin was significantly associated with global cognitive function (β = 1.32, 95% CI: 0.28, 2.36) in model 1. The association was consistent when further adjusted for other covariates in model 2 and model 3 (β = 1.31, 95% CI: 0.26, 2.35 and β = 1.31, 95% CI: 0.26, 2.35). Riboflavin was also positively associated with the verbal memory domain (β = 0.35, 95% CI: 0.01, 0.70) in model 1. The association remained significant when it further adjusted for other covariates in model 2 and model 3 (β = 0.36, 95% CI: 0.02, 0.71 and β = 0.37, 95% CI: 0.02, 0.71). Furthermore, USFA was significantly associated with global cognitive function in model 1, model 2, and model 3 (β = 1.18, 95% CI: 0.19, 2.16; β = 1.19, 95% CI: 0.21, 2.18 and β = 1.15, 95% CI: 0.16, 2.14). The results of sensitivity analyses were consistent and reliable in different models (Table 4 and Figure 2).

TABLE 4. Sensitivity analysis of the association between riboflavin, USFAa, and multi-domain cognitive function in different models.
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FIGURE 2. Sensitivity analysis of the association between riboflavin, USFA, and multi-domain cognitive function in different models. Model 1 adjusted for baseline value of multi-domain cognitive function (MoCA of baseline, verbal memory of baseline, or attention of baseline) and other nutrients (protein, fat, carbohydrate, cholesterol, vitamin A, thiamin, niacin, vitamin C, vitamin E, and saturated fatty acid). Model 2 adjusted for baseline value of multi-domain cognitive function (MoCA of baseline, verbal memory of baseline, or attention of baseline), other nutrients (protein, fat, carbohydrate, cholesterol, vitamin A, thiamin, niacin, vitamin C, vitamin E, and saturated fatty acid), and demographic characteristics (sex, age, education, and BMI). Model 3 adjusted for baseline value of multi-domain cognitive function (MoCA of baseline, verbal memory of baseline, or attention of baseline), other nutrients (protein, fat, carbohydrate, cholesterol, vitamin A, thiamin, niacin, vitamin C, vitamin E, and saturated fatty acid), demographic characteristics (sex, age, education, and BMI), and lifestyle (smoking, drinking, and reading). β values of nutrients represent an increment of one unit (each SD increment). USFA, unsaturated fatty acid; MoCA, Montreal cognitive assessment; BMI, body mass index.





Comparison of the Differences of Neuropsychological Measure Scores Between Follow-Up and Baseline in the Low-/High-Riboflavin Groups and the Low-/High-USFA Groups

According to the mean intake of dietary riboflavin, the participants were divided into a low-riboflavin group (≤1.24 mg/day) and a high-riboflavin group (>1.24 mg/day). Compared with the low-riboflavin group, the d-MoCA, d-AVLT-IR, and d-DST-B of the high-riboflavin group were higher (P = 0.025, P = 0.001, and P = 0.004, respectively). The d-composite score of the high-riboflavin group was also higher (P = 0.004). According to the mean intake of dietary USFA, the participants were divided into a low-USFA group (≤43.08 g/day) and a high-USFA group (>43.08 g/day). Compared with the low-USFA group, the d-AVLT-IR, d-LMT, and d-DST-B of the high-USFA group were higher (P = 0.007, P = 0.032, and P = 0.002, respectively). The d-composite score of the high-USFA group was also higher (P = 0.008). Details are shown in Table 5. In females, compared with the low-riboflavin group, the d-AVLT-IR and d-DST-B of the high-riboflavin group were higher (P = 0.007 and P = 0.006, respectively). In females, the d-composite score of the high-riboflavin group was also higher (P = 0.036). In females, compared with the low-USFA group, the d-AVLT-IR, d-LMT, and d-DST-B of the high-USFA group were higher (P = 0.016, P = 0.020, and P < 0.001, respectively). In females, the d-composite score of the high-USFA group was also higher (P = 0.003). In males, compared with the low-riboflavin group, the d-composite score of the high-riboflavin group was higher (P = 0.035). Comparisons of the differences of neuropsychological measure scores between the low-USFA group and the high-USFA group were not statistically significant. Details are shown in Tables 6, 7.

TABLE 5. Comparisons of the differences of neuropsychological measure scores between follow-up and baseline in the low-/high-riboflavin groups and the low-/high-USFA groups.
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TABLE 6. Comparisons of the differences of neuropsychological measure scores between follow-up and baseline in the low-/high-riboflavin groups and the low-/high-USFA groups among the male population.
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TABLE 7. Comparisons of the differences of neuropsychological measure scores between follow-up and baseline in the low-/high-riboflavin groups and the low-/high-USFA groups among the female population.
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DISCUSSION

Epidemiological evidence supports the idea that certain dietary factors play an important role in brain health; this presents us with new strategies to prevent dementia (Moore et al., 2018). Poor nutrition is recognized as a modifiable risk factor in the development of cognitive impairment in the aging population; moreover, improved nutrition may prevent or delay the onset of cognitive impairment (Lu et al., 2016; Porter et al., 2016). There is a wealth of literature indicating that diet can exert profound effects on cognitive function (Roberts et al., 2010; Sofi et al., 2010; Rijpma et al., 2017). It has been proposed that a high dietary intake of seafood and other sources of long-chain omega-3 polyunsaturated fats (LC-n3-FA) may have long-term beneficial effects on cognitive function (Hardman et al., 2016). The incorporation of fish-based nutrition in one’s diet has been shown to maintain gray matter volumes in the hippocampus, precuneus, posterior cingulate, and orbital cortex (Raji et al., 2014). The Italian Longitudinal Study on Aging found that increased daily dietary intake of olive oil is protective against age-related changes in cognitive function (Maggi et al., 1994). A systematic review reported that milk intake was inversely associated with the risk of cognitive impairment. The preventive role of a diet rich in milk may be attributed to its protein, vitamins, and essential amino acids (Wu and Sun, 2016). Our previous studies showed that dietary intake of fish, shrimp, nut, egg, vegetable, and fruit might be beneficial for the cognitive function of elderly Chinese adults (Zhao X. et al., 2015; Dong et al., 2016; Yuan et al., 2016). These studies examined the association between daily diet and cognitive function. Dietary nutrients may play an important role relating to how daily diet affects cognitive function. This prospective cohort study showed that dietary intake of riboflavin and USFA can improve multi-domain cognitive function in the middle-aged and elderly populations. These associations remained significant and consistent after we performed sensitivity analyses.

Riboflavin is found in a wide variety of animal- and plant-based foods, mostly in the form of protein-bound flavin mononucleotide (FMN) or flavin adenine dinucleotide (FAD). Riboflavin-rich foods are meat, dairy products, eggs, green leafy vegetables, and legumes. There are a number of potential causes of riboflavin deficiency including inadequate intake (for example, chronic dieters), increased requirements (for example, elderly), malabsorption (for example, gastrointestinal and biliary obstruction, renal insufficiency, diabetes, and liver disease), drug-nutrient interactions (for example, phenothiazine and theophylline), as well as others (for example, alcohol abuse, genetic disorders, and hypochromic anemia) (Porter et al., 2016). The most common cause of riboflavin deficiencies in elderly people is related to low dietary intake (Porter et al., 2016). In addition, the aging process itself can negatively correlate to the absorption, transport, and metabolism of riboflavin, and thus elderly people have increased riboflavin requirements (Porter et al., 2016). In different sensitivity analysis models, the protective effects of riboflavin on cognitive function were significant and consistent. Moreover, compared with the low-riboflavin group, the neuropsychological measure scores showed reduced declines in the high-riboflavin group. Oxidative stress is implicated as one of the primary causes of cognitive impairment. The current existing evidence indicates that riboflavin is an antioxidant nutrient, which may prevent lipid peroxidation and oxidative injury (Saedisomeolia and Ashoori, 2018). As the reduction of oxidized glutathione is a riboflavin-dependent process, riboflavin can effectively increase the level of reduced glutathione (GSH) in tissues (Alam et al., 2015; Al-Harbi et al., 2015; Chen et al., 2015a, b). A poor riboflavin status is also related to a decrease in antioxidant enzyme activity, and riboflavin administration has also been reported to enhance the activity of antioxidant enzymes (Saedisomeolia and Ashoori, 2018). Several studies have reported the effect of riboflavin on cognitive impairment (Kim et al., 2014; Araki et al., 2017). In another study, based in Japan, compared with the group that had a high dietary intake of riboflavin (≥1.11 mg/day), the incidence of cognitive impairment of elderly men in the group that had a low dietary intake of riboflavin (≤0.96 mg/day) was significantly higher (HR = 4.7, 95% CI: 1.3, 17.3) (Araki et al., 2017). Riboflavin may also have other physiological mechanisms that improve cognitive function in the middle-aged and elderly populations, with the exception for its anti-oxidation mechanism. Saedisomeolia and Ashoori (2018) reported that riboflavin partly functions to exert neuroprotective effects in some neurological disorders, for example, anti-oxidation, myelin formation, and mitochondrial function. However, the exact mechanism of how riboflavin acts as a neuroprotective factor is not yet understood. These unique physiological mechanisms of riboflavin may require further research in the future.

The metabolic profiling study suggests that dysregulation of USFA’s metabolism in the brain plays an important role in AD pathology. A non-targeted metabolomic study, based on brain tissue samples from 43 individuals whose ages ranged from 57 to 95 years old, identified significant differences in the abundance of six USFAs (linolenic acid, linoleic acid, EPA, DHA, arachidonic acid, and oleic acid) between an AD group and a control group (Snowden et al., 2017). USFA oxidation metabolites showed good predictive accuracy for the development of MCI. This suggests that USFA oxidation metabolites might be a potentially useful diagnostic biomarker for MCI (Burte et al., 2017). In different sensitivity analysis models, the protective effects of USFA on cognitive function were significant and consistent. In addition, compared with the low-USFA group, the neuropsychological measure scores showed reduced declines in the high-USFA group. The USFA composition of the brain membrane is directly associated to diet, which indicates that dietary USFA may play an important role in brain health (Moore et al., 2018). USFA can be ingested through plant derivatives that contain alpha linoleic acid (ALA), fish, and marine products that are rich in omega-3 fatty acids, or through DHA and EPA supplements (Olivera-Pueyo and Pelegrin-Valero, 2017). PUFAs, such as EPA and DHA, have potential benefits in cognitive function (Gillette-Guyonnet et al., 2013; Moore et al., 2018). USFA is essential for brain tissue development and function; moreover, it plays an important role in improving the brain antioxidant and cognitive activities (Hashimoto et al., 2017). USFA is also involved in multiple brain functions, including increased activity of membrane-bound enzymes, modification of the number and affinity of membrane receptors, modification of ion channel function, and modification of the neurotransmitter production and activity. These effects tend to favor the permeability of the neuronal membranes, favoring its activity, action capacity, and speed of response (Olivera-Pueyo and Pelegrin-Valero, 2017). In a parallel-group randomized clinical trials involving cognitively healthy volunteers from Spain, the global cognition function in the intervention group [supplementing the olive oil (1 L/week) and nuts (30 g/day), which contain large amounts of USFA] was significantly better than the control diet group (Valls-Pedret et al., 2015). These findings are consistent with the results of this study.

In addition, as part of the stratified analysis based on gender, this study found that riboflavin and USFA had better protective effects on cognitive function in the female population. Some studies showed that the absorption and metabolism of riboflavin and USFA might be different between males and females (Chuang et al., 2011; Onozato et al., 2015; Shin and Kim, 2019). The different absorption and metabolism of nutrients could result in different protective effects on cognitive function when comparing males and females. However, the underlying mechanism of a gender’s effect on nutrients is still not fully clarified; further research is required. This study showed that age and BMI are the risk factors for cognitive function regression. Many studies have shown that physical activities can help to preserve cognitive health in old age (Flicker et al., 2011; Najar et al., 2019). Furthermore, increasing evidences reveal a relationship between obesity and cognitive impairment (Cifre et al., 2018; Zhang et al., 2018). In this study, BMI was found to be a risk factor in cognitive function. Physical activity may play an important role in reducing BMI. Thus, it would be beneficial to recommend increased physical activity to obese people in order to improve cognitive function. However, as a limitation of the current study, we did not collect data relating to participant physical activity. The role of physical activity in cognitive function needs to be further explored in future studies. These results may also suggest that dietary intake of riboflavin and USFA may be more beneficial and more important in elderly individuals with high BMI.

This study was a longitudinal study, which revealed the temporal sequence of dietary nutrient intake and the change of cognitive functioning, which contributed to the strength of this study. Additionally, the sample size was relatively large, which allowed us to draw a robust conclusion. In order to avoid instability of results due to different patterns of adjustment, a sensitivity analysis was performed in this study. Therefore, the results of this study were reliable. However, this study was affected by some limitations. The source of riboflavin and USFA could have been food or nutrient supplements; nutrient supplement intake may influence the estimated riboflavin and USFA intake level in the middle-aged and elderly populations. In this study, researchers only estimated the nutrient intake from food, but did not estimate the nutrient intake from nutrient supplements. In future research, researchers should include the participants’ nutrient supplements in the survey questionnaire to avoid this limitation. Furthermore, this study was carried out from 2014 to 2017. A longer period of follow-up is still needed to observe the long-term effect of dietary riboflavin and USFA. The participants’ average age was only 58 in the research. Since cognitive impairment is not common at such an age, in the future, the relationship between age and cognitive function needs to be further studied in more elderly populations. This study did not measure participant biomarkers. In the future, the research team will further measure biomarkers in participants to explore the mechanisms of riboflavin and USFA when improving cognitive function. Neuropsychological measures of this study mostly covered global cognition, auditory memory, attention span, and working memory but did not cover other cognitive domains such as processing speed, executive functions, and language, which are affected in cognitive disorders. In the future, more cognitive domains need to be further studied.



CONCLUSION

In conclusion, results of this study showed that by increasing daily dietary intake of riboflavin and USFA, multi-dimensional cognitive function among middle-aged and elderly people can be improved. These findings were consistent in different sensitivity analysis models. During follow-up, the neuropsychological measure scores showed a reduced decline in the high-riboflavin group and the high-USFA group.
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Relatively little attention has been paid to the neural basis of superior memory despite its potential in providing important insight into efforts to improve memory in the general population or to offset age-related cognitive decline. The current study reports a rare opportunity to reproduce and isolate specific neural activities directly associated with exceptional memory. To capture the brain processes responsible for superior memory, we returned to a laboratory task and analytic approach used to explore the nature of exceptional memory, namely, digit-span task combined with verbal protocol analysis. One participant with average memory received approximately 50 h of digit-span training and the participant’s digit-span increased from normative (8 digits) to exceptional (30 digits). Event-related potentials were recorded while the participant’s digit span increased from 19 to 30 digits. Protocol analysis allowed us to identify direct behavioral indices of idiosyncratic encoding processes underlying the superior memory performance. EEG indices directly corresponding to the behavioral indices of encoding processes were identified. The results suggest that the early attention-related encoding processes were reflected in theta and delta whereas the later attention-independent encoding processes were reflected in time-domain slow-wave. This fine-grained approach offers new insights into studying neural mechanism mediating superior memory and the cognitive effort necessary to develop it.
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INTRODUCTION

Studies with brain-damaged individuals have enhanced our understanding of the functional anatomy and processes of human memory (Medina and Fischer-Baum, 2017). However, relatively little attention has been paid to the basis of superior memory despite its potential to offer important insight into efforts to improve memory in the general population (Maguire et al., 2003) or to offset age-related cognitive decline. Perhaps most fundamentally, this is because reproducing and capturing mechanisms underlying superior memory under controlled laboratory or field situations is a difficult task for investigators. Furthermore, when researchers use brain-imaging techniques, it is particularly critical to identify and capture neural activity directly corresponding to a specific event while one engages in a task involving a continuous stream of complex cognitive processes (Spiers and Maguire, 2007a,b; Maguire, 2012).

The present article reports a rare opportunity that allows us to reproduce and directly investigate specific brain activities reflecting essential encoding processes of superior memory. In order to capture key neural processes hypothesized to underlie superior memory, the current study returned to a laboratory task and analytic approach used to discover the existence of and explore the nature of exceptional memory, namely, the digit span task combined with verbal protocol analysis (Ericsson and Simon, 1993). Protocol analysis of verbal reports of experts’ thoughts has widely been used to trace and identify essential mechanisms underlying their superior performance, including exceptional memory skill (for a review, Ericsson, 2006). We applied verbal protocol analysis to the well-understood process of developing complex mnemonics underlying the encoding and retrieval of serially presented digits during a sustained training process. Specifically, in the current study, a single participant with baseline average memory engaged in approximately 50 h of digit-span training. We observed the participant’s digit-span increase from normative (8 digits) to exceptional (30 digits) as a result of this training. More interestingly, while the digit-span increased from 19 digits to 30 digits, we collected event-related potentials (ERPs) during the majority of the training process. Then, by combining ERPs with direct behavioral evidence of encoding processes revealed by protocol analysis, the current study successfully captured important brain-based correlates associated with superior memory performance.


Studies on the Development of Superior Memory and Protocol Analysis

Superior memory going beyond the working memory capacity can be explained by the acquisition of elaborate encoding and retrieval schemes in long-term memory, which requires extensive amounts of practice at the limits of one’s performance (Ericsson and Lehmann, 1996; Ericsson, 2003). However, when individuals display superior memory, it is very difficult to study if and how the memory performance changed during its development and whether only some select people can develop such a performance. In the late 1970s, to address the questions, Ericsson et al. (1980) examined the effects of digit-span training on two college students whose initial digit-spans were in the normal range (7 ± 2 digits). After several 100 h of practice, both participants became capable of recalling over 80 digits in the digit-span task. More importantly, the investigators collected participants’ verbal reports on their thought process after most memory trials and conducted a protocol analysis of the verbal reports (Ericsson and Simon, 1993). This allowed the researchers to discover the cognitive mechanisms mediating the increases in digit-span. Specifically, the development of participants’ idiosyncratic mnemonic skills was successfully identified based on information revealed by the protocol analysis. In the beginning of training, participants simply rehearsed the digits before an immediate serial recall of the digits. The major increase in digit-span was initiated by encoding groups of three or four digits with prior knowledge in long-term memory (LTM). For instance, the participants mainly encoded the digits as running times because they were avid cross-country runners (e.g., 358 was encoded as 3 min and 58 s). With extended practice, the participants were able to rapidly encode and store many digit groups in LTM and build unique retrieval structures by associating the encoded digits with mnemonic cues.

Based on these findings from a series of experiments of trained participants, Chase and Ericsson (1981, 1982) proposed skilled memory theory that successfully accounted for the acquisition of superior memory performance in various domains. The theory was later expanded into long-term working memory (LTWM) theory to explain how experts with no general memory superiority exhibited exceptional memory performance in their domain of expertise (Ericsson and Kintsch, 1995). Protocol analysis of participants’ verbal reports has been used as an essential technique to identify encoding and retrieval processes underlying participants’ mnemonic skills by capturing direct behavioral evidence of them, such as the effects of serial position (i.e., position of digit within each mnemonic group or position of each mnemonic group within a story) on study and retrieval times (Hu et al., 2009; Hu and Ericsson, 2012).

For instance, protocol analysis allowed Hu et al. (2009) to uncover the source of Chao Lu’s (C.L.), Guinness World Record holder for memorizing π at that time, exceptional memory skill. C.L’s memory was tested with a self-paced memorization task for random digits and protocol analysis showed that C.L. converted every two digits into a meaningful thing or person, mainly based on phonetic similarity. For instance, 79 was converted into a balloon because 79 is ‘qi jiu’ and a ballon is ‘qi qiu’ in Chinese. He would then use to generate vivid stories that would involve several 2-digit groups. For example, a digit sequence 8 7 1 1 7 9 was encoded as “A royal man (87) used the chopsticks (11) to stab a balloon (79).” As behavioral evidence in support of this mnemonic strategy, Hu et al. (2009) found that during the self-paced task C.L.’s study times of the digits at even serial positions were longer than those at the odd serial positions. This difference in study times supported a hypothesis that for each 2 digit group C.L. would encode the pair mnemonically into LTM. The reversed pattern was found for recall times because after the first digit (i.e., odd serial position) was retrieved the second digit (i.e., even serial position) could quickly be recalled based on association. Hu and Ericsson (2012) further found that C.L.’s study times even varied as a function of the serial position within the story. Specifically, C.L.’s study times on each 2-digit group increased as the number of digit groups within the story increased. He spent the longest time on the last digit group (i.e., a balloon in the story above) because he would need to spend more time for reviewing the story after the last digit group. During his recall, the pattern was also reversed because the first group could only be recalled after the retrieval of the story from LTM.

The present study was designed to replicate behavioral measures of superior memory performance at this same level of detail, and then assess brain-based measures of cognitive processes active during encoding.



Brain-Imaging Studies of Superior Memory

In early 2000s, several brain-imaging studies demonstrated that individuals who showed exceptional performance going beyond a traditional WM capacity exhibited activity changes in certain brain regions compared to control groups (Pesenti et al., 2001; Tanaka et al., 2002; Maguire et al., 2003). Specifically, Maguire et al. (2003) recruited superior memoirists from the World Memory Championship and compared their patterns of brain activity [assessed via functional magnetic resonance imaging (fMRI)] and brain structures with those of control subjects. During memorization, the superior memory performers showed relative increases in brain regions associated with spatial memory (e.g., right posterior hippocampus) compared to the control group. This suggests that relative differences in regional brain activity were attributable to the unique encoding strategies used (e.g., method of loci) by superior memorists. Using electroencephalography (EEG) to record ERPs during a memory recognition task, Williamon and Egner (2004) found changes in a right-lateralized centroparietal ERP component associated with the encoding and retrieval of information in expert pianists. In Raz et al. (2009), a subject exhibiting an exceptional ability to memorize the mathematical constant π showed increased activity in several brain regions while recalling π with the method of loci, but activated different brain regions when asked to encode unfamiliar random digits. Most recently, Yin et al. (2015) examined differences in a pattern of brain activity between the former holder of Guinness World Record for reciting π (C.L.) and control subjects. Previous studies on C.L have revealed that C.L. grouped the digits of π into 2 digit-groups and associated them with images creating vivid stories of them (Hu et al., 2009; Hu and Ericsson, 2012). Given his mnemonic strategies, Yin et al. (2015) asked him and control subjects to study and recall 2-digit numbers, and hypothesized a stronger activity in the brain regions associated with C.L.’s mnemonic strategies. Consistent with the expectation, compared to the control subjects, C.L. showed a stronger activation in brain regions (e.g., frontal poles, left superior parietal lobule) associated with episodic memory while he used his mnemonic strategies for studying and recalling the 2-digit numbers. Most recently, Pan et al. (2017) collected EEG activities while superior mnemonists and control participants performed a digit memory task (12 digits). They found that the mnemonists generated mental images by 2-digit groups to process the 12-digit number. Consistent with the mnemonic strategy, only the mnemonists showed an increased P2 component and high-alpha oscillation on digits at even positions compared to digits at odd-position.

These results have supported the notion that exceptional memory performance is a result of the development of elaborate encoding and retrieving processes. However, it has been difficult to isolate a neural activity corresponding to a specific encoding or retrieval process underlying superior memory from many other cognitive processes while the subjects were asked to perform memory tasks in a few seconds. Spiers and Maguire (2007b) attempted to address a similar methodological concern by combining a technique of protocol analysis (Ericsson and Simon, 1993) with fMRI (for a further review, see Spiers and Maguire, 2007a; Maguire, 2012). The results provide evidence that collecting a retrospective verbal report of participants’ thoughts can allow researchers to pinpoint a meaningful cognitive process underlying behavior and to associate it with a specific brain activity at that time.



The Present Research

In this study, one participant with baseline average memory abilities participated in approximately 50 h of training designed to increase digit-span by applying the mnemonic system developed by the trained participants in Chase and Ericsson (1981, 1982). The basic design of each training session and differences in essential memory processes by blocks are summarized in Figure 1. Each session consisted of two blocks of fixed-presentation rate digit-span task (Fixed-paced test) and a block of self-paced digit-span task (Self-paced test). Employing a self-paced test, where the participant is allowed to regulate the presentation rate of digit sequences, was one of the essential methodological techniques in this study. This is because it would allow us to replicate and capture a direct behavioral evidence of encoding process underlying participant’s idiosyncratic mnemonic skills (i.e., the variation of study times) based on information revealed by a protocol analysis of verbal reports (e.g., Hu et al., 2009; Hu and Ericsson, 2012). Then, we combined the behavioral evidence of encoding process with ERPs in order to assess neural processes associated with superior memory performance (i.e., exceptional digit-span). It was expected that the participant would mostly encode digits into meaningful groups to be stored in LTM during fixed-pace and self-paced tests, with a rote rehearsal strategy for digits presented late in each trial sequence. The encoding processes (for LTM storage) were anticipated to be larger (so it would be easier to capture) in the self-pace test compared to the fixed-pace test because of the additional time available for meaningful digit groups.
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FIGURE 1. Design of study and expected differences in memory processes by block. It was expected that the participants would mostly encode digits into meaningful group to be stored in LTM during fixed-pace and self-paced tests, with a rote rehearsal strategy for digits presented late in each trial sequence. The encoding processes (for LTM storage) were anticipated to be larger (so it would be easier to capture) in the self-pace test compared to the fixed-pace test because of the additional time available for meaningful digit groups.



It should be also noted that both fixed-paced and self-paced tests were designed to present a constant state of challenge so that the participant would attempt to perform at the limits of his/her performance all the time. In Chase and Ericsson (1981, 1982) original studies, the length of random digit sequence during the digit-span task was determined by the following rule: if participants successfully recalled a digit list on a given trial, they received a digit list that was one digit longer in the next trial; but if they failed, they received a digit list that was one digit shorter. By adopting the ±1 rule to determine the length of next trial, the digit-span task was constantly adapted to make the participant keep challenging their current level of performance. In our study we also made our digit-span tasks to present a constant state of challenge by applying the ±1 rule (in the fixed-paced task) or giving three digit longer than the current digit-span (in the self-paced task) based on the assumption that it would keep the participant at the limit of current digit-span during the entire training session.

Following this approach, we expected that the participant’s digit-span would significantly increase with training by associating digits with prior knowledge in LTM, as demonstrated in the previous studies (e.g., Chase and Ericsson, 1981, 1982; Hu et al., 2009). Particularly, given the anticipation that the participant would generate digit-groups with semantic codes and create a meaningful story combining them, as C.L. did in Hu et al. (2009), we specifically focused on collecting two essential pieces of information: (1) position of individual digit within each mnemonic group to identify first and last digits of each mnemonic group and (2) position of digit group within each story to identify first and final digit-groups of the story. The second piece of information allows the identification of whether the first digit or the last digit of each group was also the first digit or the last digit at the story level (i.e., super-group first digit or super-group last digit; Hu and Ericsson, 2012).

Based on these two essential pieces of information, we could set up two testable predictions regarding how the participant would segment and encode digits during the self-paced test. First, we predicted the participant would spend more times on the last digit of each group because it would be the moment when the participant would encode digit groups mnemonically into LTM as C.L. did for the second digit in his two digit groups. Second, the study time of the last digit of a group would be particularly prolonged if this digit were the last digit of the story (i.e., when the last digit was the super-group last digit), because the participant would consolidate the story by reviewing it after the last digit group (Hu and Ericsson, 2012). Third, we expected the patterns of study times would be reversed for the retrieval times as demonstrated in Hu et al. (2009) and Hu and Ericsson (2012). It is also important to notice that such difference in study time would not be observable during the fixed-paced test because the participants would not be allowed to regulate a presentation-rate.

Then we assessed for brain processes directly associated with the behavioral evidence of participant’s unique encoding process by linking it with ERPs corresponding to the digit encoding. First, because we anticipated study time difference between first and last digits, we expected to observe ERP differences between the first and last digits of digit groups during the self-paced test. Second, although it would be not possible to observe the study time differences in fixed-presentation rate, we anticipated a similar digit-position effect on EEG measures during the fixed-pace test given that the participant would essentially apply the same mnemonic technique across digit-span tasks. Third, we also examined a hypothesis that brain activities associated with the participant’s encoding process would be greater during the self-paced test compared to the fixed-pace test. In other words, given that the self-paced test would permit the participant to solely focus on each step of encoding processes without time pressure, encoding process for generating meaningful digit-groups might be more acutely active – relative to other ongoing cognitive processes – during the self-paced test.

It should be noted that the current study assumed the qualitative differences between the first and the last digits as hypothesized above. Thus the following statistical analyses were also conducted based on the assumption of independence between them although the observation was based on a single-participant.




MATERIALS AND METHODS


Participant, Materials, and Procedures

The participant was a visiting graduate student from China at a Florida State University. She was 25-years old when testing began and typically tested 1–3 times a week over the 10 month period. She received 50 sessions of testing and each session took approximately 1 h. Written informed consent was obtained from the participant both for the purposes of research participation as well as for the publication of this study data. The study protocol was reviewed and approved by FSU Human Subjects Committee Institutional Review Board. All study procedures also adhered to standard biosecurity and institutional safety procedures. E-prime software (Psychology Software Tools, Inc., Pittsburgh, PA, United States) was used to administer the experimental procedure and present the digit-span tasks.

At the beginning of the first day, the participant was instructed to memorize random digit sequence as best as she could and was told that she would receive two different types of digit memorization tasks: (a) a fixed-paced test and (b) a self-paced test. During the fixed test-paced test, for each trial, random digits were presented at a rate of one digit per second (500 ms blank screen followed by 500 ms digit presentation). During the fixed-pace test, following the last digit of each sequence, the participant was asked to recall the presented digit sequence by typing it on a standard computer keyboard. Immediately after completing recall, the participant was asked to give a verbal report of thoughts during the trial. After the collection of verbal report, the participant was given feedback on the accuracy of recall (either ‘Correct’ or ‘Incorrect’ displayed centrally on the screen for 1000 ms). Except for the very first day of training (which started with a length of 4 digits), the length of digit sequence for the first trial was determined based on the length of the last trial of the fixed-pace test from the previous session.

After the first fixed-paced test, the participant was instructed to memorize digit sequence in the self-paced test. The self-paced test was nearly identical to the fixed-pace test except for two key differences. First, the participant was allowed to regulate the presentation rate of the digit sequence (i.e., time to study each digit before the next presented digit) by pressing the spacebar on the keyboard, which resulted in a variable study (encoding) time for each digit depending on the participant’s mnemonic strategy. Each digit presentation began with a blank screen (1000 ms), followed by a random digit; however, unlike the fixed-pace test, the participant had to press the spacebar to receive the next digit. There was no time limit for the study of a given digit. The study time was recorded for each of the digits by measuring the time from the digit onset to the next key press (which would initiate the next digit presentation). Second, the length of the digit sequences presented during each block of the self-paced test was three digits longer than the participant’s estimated digit-span at that time. The differences between the self-paced test and the fixed-paced test were instructed to the participant before starting the self-paced test on the first day. As illustrated in Figure 1, for each session, the participant was asked to perform another fixed-paced test after the self-paced test.

At the end of each test block, the participant was also asked to recall as much of the digit sequences presented as the participant could. But, the post-block recall performance was not analyzed in the current study because it fell beyond the scope of the current study. EEG data were recorded only for the last 16 sessions, which coincided with the participant’s digit span increasing from 19 to 30 digits. Thus, except for the digit-span data across all 50 sessions, only the data from those 16 sessions were used for the following EEG analyses. For each test block, the participant received trials of random digit sequences for either 10 (during the self-paced test) or 15 min (during the fixed-paced test). The E-prime program was designed to present trials of random digit sequences as many as possible during those minutes. Thus, as the participant’s digit-span increased, the number of trials presented in each test block tended to decrease (because the number of digits that needed to be presented and recalled in each trial increased). Specifically, the number of trials for the fixed-pace test during the last 16 sessions ranged from 11 to 4. The number of trials for the self-paced test ranged from 5 to 2. During the last 16 sessions, the participant additionally received a block of a control task before and after each of the fixed-pace test. The control task was identical to the fixed-pace test except that (1) the length of digit sequences were fixed at 6 digits and (2) each block of the control task consisted of 10 trials. The participant was told that there would be only 6 digits in each trial, and that the idea was to use simple rote memorization, rather than more complex techniques to recall them. It should be noted that we decided not to include the data from the control task in the current study since these control blocks involved a qualitatively different strategy (i.e., simple rehearsal of the 6 digits in WM). Instead we focus on neural and behavioral signatures of two types of blocks (fixed vs. self-paced), which would be directly associated with encoding processes of the participant’s unique mnemonic strategy.

For the following analyses, only the digits from correct trials were included. However, it should be noted that there were some correct trials in which the participant backspaced to correct earlier digits that were initially either skipped to recall or incorrectly recalled. Those correct trials were excluded for the analysis of retrieval times because the retrieval times of those digits (correctly recalled later) would be particularly prolonged regardless of digit position. The very first or the very last digits in a given trial were also excluded because either the retrieval or recall time for them would include times for reviewing every digit presented in a given trial.



EEG Acquisition and Processing

Recordings were collected with a 128-channel Synamps RT amplifier (Neuroscan, Inc.) in conjunction with Neuroscan 128-channel Quik-Caps (sintered Ag-Ag/Cl). Ten electrodes located around the ears (five on each side) were removed offline due to consistently inadequate scalp connection, resulting in 113 electrodes available for analysis. Horizontal and vertical electrooculogram activity was recorded from electrodes located on the outer canthus of both eyes, and above and below the left eye, respectively. Signals were recorded using an analog 0.05 to 200 Hz bandpass filter at a sampling rate of 1000 Hz. Impedances were kept below 10 kΩ. All EEG signals were offline referenced to averaged mastoid signals.

Three-second epochs were taken from the continuous data from 1000 ms pre- to 2000 ms post-stimulus and baseline corrected with the 150 ms prestimulus activity. Epochs were corrected for ocular artifacts using an algorithm implemented in Neuroscan Edit 4.5 (Semlitsch et al., 1986; Neuroscan, Inc.). Signals were downsampled to 128 Hz using the Matlab resample function (Mathworks, Inc.), which applies an anti-aliasing filter during resampling. A two-step automated process for trial-level cleaning was performed: (1) whole trials were rejected if activity at F3 or F4 exceeded ±100 μV in either the pre- (−1000 to −1 ms) or post-stimulus (1 to 2000 ms) time windows (relative to one another), and (2) within-trial individual electrodes were rejected if activity exceeded ±100 μV based on the same pre- and post-stimulus time regions. Using this method, 13% of all data was removed. Signals were then lowpass filtered at 30 Hz using a 3rd order Butter-worth filter and averaged according to block (self-paced, fixed-pace) and digit-position (1st digit, Last digit). Following this procedure, visual inspection of the condition averaged signals indicated that 37 electrodes (out of 1808) became disconnected during recording and were removed from analysis.



EEG Analysis


Time-Domain Components

Event-related potentials component measures were identified via visual inspection of the grand average waveforms. Six components were identified based on the peaks and troughs of the ERP, and were labeled based on peak polarity (positive, negative) and latency (Figure 2): (1) P120: peak positive deflection between 94 and 210 ms averaged across three midfrontal sites; (2) N210: peak negative deflection between 125 and 250 ms averaged across four midfrontal sites; (3) P250: peak positive deflection occurring between 211 and 289 ms averaged across six right parietal-occipital sites; (4) N290: peak negative deflection between 250 and 344 ms averaged across four midfrontal sites; (5) P350: peak positive deflection occurring between 289 and 398 ms averaged across three midline parietal sites; and (6) late slow-wave: mean positive potential between 398 and 648 ms at two midline parietal sites. Electrodes for statistical analysis were chosen based on the grand average topography (i.e., averaged over condition and digit position) for each ERP and time-frequency component. We particularly used the electrodes from the regions where activity was maximal for each component.
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FIGURE 2. (A) Averaged stimulus-locked (time = 0) ERP across the first and last lower-level group digits. Dashed lines denote the time window for the slow-wave component (398–648 ms). The spatial map depicts the grand averaged topographic distribution of the slow-wave. The schematic topographic layout of the NeuroScan 128-channel non-standard layout Quik-Cap highlights the clusters of channels used for plotting and statistical analyses (Blue: slow-wave; Red: delta; Green and Red: theta). (B) Averaged time-frequency representation of the ERP across the first and last digits. The black dashed boxes denote the regions of interest for theta (3–8 Hz; 125–156 ms) and low-frequency delta (≤ 1 Hz; 94–406 ms). The spatial maps depict the grand averaged topographic distribution of theta and delta power.





Time-Frequency Components

Time-frequency analysis was performed according to previous reports (Bernat et al., 2005, 2007, 2015; Hall et al., 2007; Harper et al., 2014, 2016). Trial-averaged ERPs were transformed into time-frequency energy representations using the binomial reduced interference distribution (binomial-RID), with −1 to 2 s epochs, resampled to 32 Hz (we assessed data up to 12 Hz), and with 2 frequency bins per Hz (0.5 Hz steps). Analyzing the TF dynamics of the condition-averaged signals allows for the representation of the phase-consistent EEG activity contained in the time-domain ERP in time-frequency space, which can be used to evaluate the TF dynamics directly related to the time-domain ERP components. The binomial RID benefits from uniform high-resolution time and frequency representation, improving estimation of time- frequency activity (e.g., relative to other TF decomposition methods such as wavelets; Bernat et al., 2005; Aviyente et al., 2011). Four regions-of-interest (ROI) were identified via visual inspection of the grand average TF representation (all calculated as the average activity within the ROI): (1) theta activity between 125–156 ms and 3–8 Hz at four midfrontal sites; (2) low-frequency delta activity between 94–406 ms and ≤1 Hz at three midfrontal sites; (3) alpha activity between 94–281 ms and 9–10.5 Hz at three midfrontal sites; and (4) delta activity between 344–406 ms and 1.5–3 Hz at four midfrontal sites. We did not focus on TF measurement of late slow-wave activity (i.e., >500 ms), as this activity contains primarily low-frequency activity, uncomplicated by the ERP components in the first 500 ms, and is thus well-represented in the time-domain measures.

Previous research has indicated that many time-domain ERP components can be understood as temporally superimposed activity from several frequency bands (e.g., Başar, 1980; Başar-Eroglu et al., 1992; Karakaş et al., 2000; Harper et al., 2014; Bernat et al., 2015). Following these approaches, regression analyses were conducted to assess whether the present TF components would more parsimoniously account for the early ERP component measures (i.e., excluding the late time-domain slow-wave potential, for which we used the time-domain measure as described above). Separate models were fit for each TD component as the dependent variable, and the TF measures that co-varied in time with the TD component served as predictors. Results indicated that for each ERP measure, the associated TF measures together significantly explained a majority of the variance (R2 range: 0.53–0.62). For P120 (R2 = 0.62), theta and low-frequency delta were uniquely predictive (p < 0.05), but alpha was not (p = 0.28). For N120 (R2 = 0.56), low-frequency delta was uniquely predictive (p < 0.01), but theta and alpha were not (p = 0.57, 0.18, respectively). For P250 (R2 = 0.56), low-frequency delta was uniquely predictive (p < 0.01), but alpha was not (p = 0.43). For N290 (R2 = 0.56), low-frequency delta (p < 0.05), but not delta (p = 0.97), was significantly predictive. When predicting P350 (R2 = 0.53), delta and low-frequency delta were not significantly predictive (p = 0.26, 0.28, respectively), but the two TF measures were highly collinear (r = 0.82) and there were significant zero order correlations between the two TF measures and the P350 (r = −0.69, −0.68, respectively, ps < 0.01). Taken together, these models indicate that the activity underlying the early time-domain ERP components can be best indexed using TF theta and low-frequency delta occurring throughout the early ERP response. Thus, we used TF theta and low-frequency delta (hereinafter referred to as delta for convenience) measures to index the early ERP activity, and the time-domain slow-wave (TD-SW) measure to index the late activity. Figure 2 depicts the ERP and TF measures of interest. These three measures served as the units of analysis in the statistical models described below.





RESULTS


Exceptional Memory Performance and Protocol Analysis

Consistent with previous studies, performance on the fixed-pace test was used to calculate the participant’s digit-span. Over the course of 50 h, the participant’s digit-span increased from unexceptional levels (9 digits) to exceptional levels of performance (30 digits) as shown in Figure 3. As expected, the protocol analysis of verbal reports showed that the participant developed an idiosyncratic mnemonic system. During both the fixed-pace test and the self-paced test the participant grouped the digits with various semantic codes that already existed in the participant’s LTM. For instance, a digit sequence 1 7 6 0 8 9 3 was encoded as “the 1 m 76 cm tall man (176) joined Jiu San Society (93) [A Chinese political party; 93 is also ‘jiu san’ in Chinese] in the year 08 (08).” In this example, there were three digit groups (i.e., the 1 m 76 cm tall man, Jiu San Society, and the year 08) in this sequence and the three groups combined as one story or super-group (i.e., the 1 m 76 cm tall man joined Jiu San Society in the year 08). The protocol analysis allowed us to differentiate the first digits of digit groups from the last digits and identify if those first and last digits were the super-group first and last digits. For example, in the same sequence, 1, 0, and 9 were the first digits of each group whereas 6, 8, and 3 were the last digits. Particularly, 3 was the super-group last digit and 1 was the super-group first digit in the sequence.
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FIGURE 3. Participant’s average digit-span during 50 sessions of practice.





Behavioral Indices of Encoding Process: Effects of Digit-Position on Study and Retrieval Times in the Self-Paced Test

Before conducting the following analyses, a log transformation was applied to address a positive skewness in the distribution of study and retrieval times. For ease of interpretation, raw (anti-log transformed) means are presented in brackets using the unit of milliseconds (untransformed values are also used in Figure 4). We successfully found direct behavioral evidence of the participant’s unique encoding process by linking the digit-position information – which was revealed in the protocol analysis above – with the study times for digits in the self-paced test. First, as illustrated in Figure 4A, the study times of each digit varied as position of individual digit within each mnemonic group. The study times for the last digit of basic-groups (M = 2.90 [1,394 ms], SD = 0.58) were significantly longer than those for the first digit (M = 2.69 [1089 ms], SD = 0.48), t(607) = 4.97, p < 0.001, d = 0.4. Study times were especially prolonged for last digits of super-groups (M = 3.60 [4,581 ms], SD = 0.55) compared to the last digits of basic-groups (M = 2.90 [1,394 ms], SD = 0.58), t(371) = 10.71, p < 0.001, d = 1.2.
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FIGURE 4. Mean study and retrieval times for different digit-position within each mnemonic group. Each panel shows digit-position effect on (A) study times in self-paced test, (B) retrieval times in self-paced test, and (C) retrieval times in fixed-presentation rate test. Error bars represent ±1 SE.



Second, there was also an effect of digit-position on the retrieval times of each digit in the self-paced test; specifically the pattern of retrieval times was a reversal of the pattern of study times as shown in Figure 4B. Retrieval times for the first digit of basic-groups (M = 2.77 [1,189 ms], SD = 0.43) were significantly longer than those for the last digit (M = 2.21 [762 ms], SD = 0.60), t(305) = 9.59, p < 0.001, d = 1.07. And the retrieval times of the first digit of super-groups (M = 3.18 [2,114 ms], SD = 0.43) were significantly longer than those of basic-groups (M = 2.77 [1,189 ms], SD = 0.43), t(172) = 5.27, p < 0.001, d = 1.39. Further, the same pattern of retrieval times was found in the fixed-paced test as shown in Figure 4C. Retrieval times of the first digit of basic-groups were significantly longer (M = 2.77 [1,189 ms], SD = 0.45) than those of the last digit (M = 2.19 [755 ms], SD = 0.59), t(704) = 14.9, p < 0.001, d = 1.45, and retrieval times of the first digit of super-groups (M = 3.02 [1,647 ms], SD = 0.40, SE = 0.049) were even longer than those of basic-groups (M = 2.77 [1,189 ms], SD = 0.45), t(368) = 4.34, p < 0.001, d = 0.59.



Corresponding Electrocortical Indices: Effects of Digit-Position and Interactions With Presentation-Pace and Measures

To find ERP differences corresponding to the behavioral indices above, we first examined the effects of digit-position on EEG measures separately for the self-paced and the fixed-paced test conditions. In the self-paced test, as shown in Figure 5, the early EEG components (theta, delta) were greater for the first digits than for the last digits of digit groups [theta, t(15) = 6.25, p < 0.001, d = 1.56; delta, t(15) = 2.84, p < 0.05, d = 0.71]. A significant difference between the first and the last digits in the later TD-SW amplitude (i.e., negative TD-SW for the first digits and positive TD-SW for the last digits) was also observed, t(15) = 6.65, p < 0.001, d = 1.66. A similar pattern of significant effects of digit-position was observed in the fixed-pace test [theta, t(15) = 2.19, p < 0.05, d = 0.55; delta, t(15) = 3.38, p < 0.01, d = 0.85; TD-SW, t(15) = 4.82, p < 0.01, d = 1.21]. The results indicated that qualitatively similar processing mechanisms occurred during the self-paced test and the fixed-pace test, consistent with our hypothesis that the participant would use the same mnemonic technique across digit-span tasks as indicated also by the verbal protocol analysis.
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FIGURE 5. Means of (A) theta power, (B) delta power, (C) SW amplitude by the digit-position and the presentation-rate. Error bars represent ±1 SE.



In order to test whether the ERP and time-frequency component digit position differences were modulated by presentation-pace, we conducted a 2 (digit position: first, last) × 2 (presentation-pace: self-paced, fixed-pace) repeated-measures ANOVA separately for each EEG measure. The results of the two-way ANOVAs are presented in Table 1. First, the robust digit-position effects were replicated across all three EEG measures (as described above). Second, a significant main effect of presentation-pace was only found for time-frequency theta and delta, indicating that theta and delta power increased during the self-paced test compared to the fixed-pace test, and this pattern was particularly prominent for theta. In contrast, the main effect of presentation-pace was not significant for the TD-SW. Third, an interaction between digit-position and presentation-pace was only found in theta, indicating that the first–last digit position effect was greater during the self-paced test than the fixed-pace test. This interaction was not significant for delta or TD-SW. These different patterns of presentation-pace effect and the interaction of digit-position and presentation-pace are illustrated in Figure 5. Taken together, these results suggest that cognitive processes reflected in TD-SW may be independent of the pacing and different from those reflected in the early EEG measures (theta and delta).

TABLE 1. Summary of two-way GLMs for each EEG measure.
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DISCUSSION

In the current study, we investigated brain processes directly associated with the behavioral evidence of an individual’s unique encoding process underlying superior memory. This novel study demonstrated how ERP measures related to memory encoding can be combined with ideographic behavioral indices of memory processes derived from the participant’s verbal reports of their thought process during encoding.


Behavioral Indices of the Unique Encoding Skill

The participant successfully acquired superior memory with 50 h of digit-span training. The participant’s digit-span increased dramatically from 9 digits to 30 digits, which not only is far beyond the normal range of digit-span, but also surpasses some famous mnemonists, such as Luria’s (1968) S and Hunt and Love’s (1972) VP (Yoon et al., 2018).

The digit-position effect on study and retrieval times was found as an index of the participant’s idiosyncratic encoding skill underlying the superior memory performance. The protocol analysis of verbal reports allowed us not only to show that the participant grouped the presented digits with previously acquired knowledge in LTM, but also to collect the digit-position information. As soon as the first digit was presented, the participant would process it rapidly, generating possible mnemonic associations. On the other hand, when the last digit was presented, the participant needed more time to process it to form a digit-group and complete mnemonic association for it in LTM (Hu et al., 2009), maintaining and updating the digit(s) previously presented. Particularly, if it was the last digit of the final group in a corresponding story (super-group), the participant would spend additional time to finalize, review and consolidate the story for firmly encoding it into LTM (Hu and Ericsson, 2012). The pattern of digit position effect on study times corresponds to the differences in encoding process between the first and last digits. The reversed pattern of retrieval times (i.e., the longer retrieval times for the first digits) also supports the participant’s idiosyncratic encoding and retrieval techniques, which can be explained in the context of LTWM model as demonstrated in Hu et al. (2009) and Hu and Ericsson (2012). In sum, the behavioral indices of the participant’s mnemonic skill suggest that encoding the last digits would consist of a more complex stream of ongoing cognitive processes – compared to encoding the first digits. The results also indicate that the participant’s encoding would start off with a relatively clean-cognitive slate when it was the first digit – after a completion of encoding of a digit group at the end of a previous digit (i.e., the last digit).



ERP Indices Corresponding to Encoding Process

The most striking finding in the current study is that digit-position (i.e., first or last digit of digit group mnemonically encoded) had a significant effect on the all EEG measures of interest. The finding indicates that key elements of highly ideographic meta-cognitive memory processes employed in the development of expert memory performance can be indexed using EEG neuroimaging approaches. Particularly, we believe that the EEG measures captured two different processes: (1) the early attention-related encoding processes reflected in theta and delta and (2) the later attention-independent encoding processes reflected in TD-SW.


Early Encoding Processes

Above all, theta and delta activity during early encoding were significantly greater for the first digits (compared to the last digit). This is consistent with the participant’s encoding process that would be initiated by increased attention (increases in amplitude) to the first digits, while the last digit garners reduced attention – presumably due to the additional processes associated with maintaining/updating previous digits in memory and mnemonic associations. Theta activity has been consistently linked to increased attention/orienting toward task-relevant stimuli and executive functioning processes (Cavanagh et al., 2012; for reviews, see Cavanagh and Frank, 2014; Clayton et al., 2015). It has also been suggested that increased theta power during memory processes is reflective of a need for increased top–down processes – such as expectancy and selective attention – for activating and selecting memory traces in LTM (for a review, Klimesch et al., 2008; Nyhus and Curran, 2010). Supporting this claim, increased theta power has been associated with successful information encoding and subsequent retrieval (Klimesch et al., 1997) and this finding has been widely replicated (for a review, see Nyhus and Curran, 2010).

Thus, the significantly greater activation of the early EEG measures during the first digits seems most likely to reflect the aspect of clean-cognitive slate for initiating encoding process of new digit group. That is, at the onset of the first digits, the participant would be more ready to encode a new digit-group, and would need to devote less cognitive effort toward other processes required for processing the last digits of a group (e.g., maintaining and updating previous digits, finalizing and reviewing mnemonic association). In other words, the theta activity related to top–down control might be more acute in the first digits than in the last digits because it was more isolated from the other processes. Previous work from our group has supported the view that theta tends to index a more simple process sensitive to the most primary aspects of the task stimuli, whereas lower frequency activity (delta) indexes both the primary aspects and an array of task specific secondary stimulus aspects requiring greater elaborative processing (Bernat et al., 2015; Harper et al., 2016). Given this early theta and delta activity is consistent with increased attentional processing for accessing and retrieving knowledge from LTM.



Later Encoding Processes

The late TD-SW component was also sensitive to the digit-position effect, showing a bi-directional pattern of activation depending on the digit-position, namely, a more negative slow-wave for the first digits and a more positive slow-wave for the last digits. Interestingly, the effect can be interpreted in different ways because it occurred in the later part of the participant’s encoding process. First, the negative TD-SW during the first digits could reflect preparatory process for the next digit, as has been suggested by others (e.g., McCallum, 1988; Rockstroh et al., 1993), and/or retention operations in WM (e.g., Ruchkin et al., 1995) for maintaining the presented digit(s). However, it is also interesting to note that the last digits were consistent with a different pattern of TD-SW (i.e., positivity). Given the TD-SW positivity during the last digits, an alternate explanation of the TD-SW difference is that the TD-SW during the last digits might be associated with a sustained encoding process for consolidating the digit groups rather than the preparatory process or simple retention process during the first digits. Previous studies have shown that a positive TD-SW could reflect increased processing for deliberate and sustained attention allocation (Gevins et al., 1996) or central executive operation for updating information (Kiss et al., 1998) in WM, which would be required for the elaborative encoding process in LTM.



Self-Paced Test vs. Fixed-Pace Test Conditions

Importantly, a very similar pattern of digit-position effects on EEG measures was observed both in the self-paced test and the fixed-pace test conditions. The result supports the notion that the aforementioned framework to explain the effect of digit-position on the EEG measures is applicable to both the self-paced and the fixed-presentation rate conditions. While the participant was allowed to regulate the study times (for encoding digits) in the self-paced test, the encoding period was static in the fixed-pace test. Despite these experimental differences, the participant essentially used the same mnemonic technique (i.e., grouping digits with semantic codes) during both the fixed-pace test and the self-paced test as demonstrated by the protocol analysis, and the pattern of EEG findings was strikingly similar across conditions. Thus, the similar pattern of significant digit-position effects suggests that processing mechanisms occurring during the both test conditions was qualitatively similar.

Differences with regard to the presentation-pace effect and the interaction between digit-position and presentation-pace provided interesting additional information. First, the overall increased time-frequency power of the theta and delta measures during the self-paced test supports that brain activities associated with the encoding process might be more prominent during the self-paced test, because the self-paced test would allow the participant to focus on each step of the encoding processes without time pressure. More specifically, increased power during the self-paced test was observed most strongly for theta, significantly for delta, and nominally (but not significantly) for the TD-SW. This trend of presentation-pace effect is also consistent with the idea that the early encoding processing is more attention-related in the early EEG measures, particularly, in theta, while the late TD-SW appears to be more independent of attention-related processing. It is also worthwhile to note that the interaction of digit-position and presentation-rate was only significant in theta, which suggests that the increased attentional modulation in theta accentuated differences observed between the first and last digits.

In sum, with regard to presentation-pace effect and the interaction, we found a significant contrast between the early and late EEG measures, which may suggest that the cognitive processes reflected in the late TD-SW are different from those of the early measures. Particularly, the late TD-SW might be a better candidate for a direct electrocortical index of elaborative encoding process underlying superior memory performance, which is relatively independent from the increased attentional processing.




Implication for Studying Neural Indices of Superior Memory

Taken together, our results suggest that the behavioral differences in encoding processes between first and last digits are also related to differences in EEG correlates of encoding, namely, differences in theta, delta, and TD-SW. The major contribution of the current study is that those neural indices can be more directly attributable to encoding process underlying superior memory performance as well as LTWM. Most previous brain-imaging studies on superior memory or LTWM have relied on the assumption that changes in brain activities would be observable when individuals engage in a memory task requiring them to use memory skill(s). According to the assumption, they have simply measured brain activity during different types of memory task (e.g., Williamon and Egner, 2004; Raz et al., 2009), and/or compared the neural activity of individuals exhibiting an exceptional memory to those of a control group (e.g., Maguire et al., 2003; Yin et al., 2015). But, these studies have paid less attention to the issue of how to pinpoint encoding and retrieval processes underlying superior memory performance while the subjects were conducting memory tasks in a continuous stream of various cognitive processes (Maguire, 2012). There have been only few attempts to combine fMRI data with verbal reports data (e.g., Spiers and Maguire, 2006, 2007b). In addition, previous studies on the role of theta activity in encoding and retrieval (Nyhus and Curran, 2010) have simply relied on an episodic memory task that involves multiple cognitive operations, and they have rarely focused on how to isolate specific brain correlates of the various memory subprocesses (e.g., encoding).

It should be noted that the mnemonists in Pan et al. (2017) showed an increased P2 component and high-alpha oscillation on digits at even positions. Pan et al. (2017) suggested that the increased P2 was likely to reflect early-stage attention allocation for mental imagery processing at even positions. It is inconsistent with our suggestion that the greater theta and delta activities in the first digits (i.e., digits at odd-position in Pan et al., 2017) might be an index of increase top–down attentional control. One possible explanation is that the difference in mnemonic strategy between our participant and the mnemonists in Pan et al. (2017). Our digit-span tasks was adapted to present a constant state of challenge at the limits of participant’s current performance level. It would make the participant not only grouped the digits but also combined the digit groups as one story (i.e., super-group) for encoding longer digit sequences at the limits of current performance. This mnemonic strategy is very similar to generating a retrieval structure for encoding the longer digit sequences in Chase and Ericsson (1981, 1982) original studies. Particularly, as discussed above, encoding the last digits would consist of a more complex stream of ongoing cognitive processes (i.e., maintaining, updating, or consolidating previous digits and digit-groups) when the participant received the last digit. Thus, the attentional process might not be isolated from the other processes, which results in making it difficult to capture from the last-digits. In Pan et al. (2017), the digit memory task consisting of 12 digits might be not challenging enough for the mnemonists to use more complex encoding processes and thus the attentional. Thus, the attentional process in itself might be more acute to be captured in the digits at even-positions. The differences between the current study and those in Pan et al. (2017) may also be due to differences in the time-frequency methodology by the two studies. Pan et al. (2017) quantified non-phase-locked (induced) power, whereas the current study investigated phase-locked (evoked) power. Future studies can consider the differential effects of phase- and non-phase-locked power on encoding processes and exceptional memory performance in the same individuals.

The current study provides an opportunity to go beyond those earlier studies. We first reproduced superior memory performance on digit-span task under a controlled laboratory situation, which allowed us to identify direct behavioral indices of encoding process underlying superior memory performance. Then we successfully found ERP indices corresponding to the behavior indices. We believe that the current paper is the first laboratory study that illustrated how ERPs can successfully be combined with behavioral indices revealed by protocol analysis of one’s verbal reports on thought processes. This fine-grained approach would permit new insights into capturing and studying neural mechanism mediating superior memory. Given the participant’s baseline lack of superior basic memory capacity and the constant state of challenge during the digit-span tasks, we particularly believe that neural mechanisms found in the current study are associated with the participant’s effort to develop superior memory at the limits of current performance rather than exceptional intellectual ability or structural brain differences. The current findings thus also shed light on the study of brain activities occurring while individuals attempts to develop expertise at the limits of their performance (Ericsson, 2003).



Limitations and Future Directions

The current study is not without important limitations. First of all, the current results are based on a single case study and thus may not be entirely generalizable. It is possible that anyone who uses the similar mnemonic strategy would show the similar pattern of brain activities. We are also not able to control possible expectation effects during the training sessions. To address the limitations, future studies should first attempt to replicate these findings in a larger sample of individuals with the same design of training used in the current study. We also need to consider a control memory practice training that (1) keeps presenting the length of digit-sequence which is not challenging to their performance or (2) asks participants to use a different type of mnemonic strategy (e.g., rote rehearsal without using mnemonic association). A control group who receives a different type of cognitive intervention would be helpful for controlling possible expectation effects on the digit-span tasks. The possible future studies, including exploring phase- and non-phase-locked power, would also allow us to clarify our explanation on the difference with Pan et al. (2017). However, it should be emphasized that our primary focus was to reveal the qualitative differences between the first and the last digits (assuming the independence of observation between them) rather than its generalizability. More importantly, the current study provided a rare opportunity to directly investigate brain activities associated with the basis of superior memory, addressing the methodological difficulty in isolating a specific neural activity while various cognitive processes simultaneously occur.

Second, it is unclear whether the reported pattern of behavioral and EEG findings are specific to digit-span processing, or would instead be found across other memory domains (e.g., spatial or visual memory tasks). Third, while it is relatively difficult to accurately measure single-trial ERP activity, trial-level information may provide important information regarding variations in superior memory performance. For example, ERP activity during encoding may possibly differ between digits from successful trials and those from unsuccessful trials. Fourth, the current study did not examine EEG activity during the recall/retrieval period, which may offer insight into the brain correlates of superior memory retrieval processes. Future work is needed to address these questions.

Given recent work detailing the importance of functional connectivity as a mechanism of information transfer among distant brain regions during memory and executive functioning (Sauseng and Klimesch, 2008; Clayton et al., 2015), it would also be of interest to evaluate interregional connectivity during encoding to possibly elucidate brain networks related to superior memory performance. In addition, future studies should assess higher-frequency band activity (e.g., beta, gamma) given their likely role in memory formation and retrieval processes (for a review, see Sauseng and Klimesch, 2008). Source localization techniques (e.g., distributed source models, dipole modeling, beamforming) may help to isolate the relative contributions of cortical (e.g., prefrontal cortex) and subcortical (e.g., hippocampus) brain regions to the observed EEG measures during memory.
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Aging is a complex natural phenomenon that is manifested by degenerative changes in the structure and function of cells and tissues. D-Galactose-induced aging mice are an artificial accelerated aging model that causes memory and learning impairment, oxidative stress, and neuroinflammation. In this study, we examined the underlying mechanism of an aging mouse model induced by D-galactose. Our behavioral Morris water maze results revealed that D-galactose administration for 2 months significantly induced memory and learning impairment in C57BL/6J mice. High performance liquid chromatography (HPLC) results showed elevated levels of the metabolite methylglyoxal (MG) in D-galactose-induced aging mice. Whether and how D-galactose induces senescence by elevated levels of reactive metabolite MG remain unclear. In our study, MG mainly accumulated through the following two aspects: to increase its source, namely, the triose phosphate produced by the glycolysis pathway, and to reduce its detoxification system, namely, the glyoxalase system. Therefore, elevated MG levels may be one of the causes of brain senescence in D-galactose-induced mice. However, the molecular mechanism of the increased level of the reaction metabolite methylglyoxal requires further exploration.
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INTRODUCTION

Galactose is generally present in milk as a structural part of lactose. The main pathway of galactose metabolism in humans involves the conversion of galactose into glucose by galactokinase and galactose-1-phosphate uridyltransferase for glycolysis (Song et al., 1999). Glycolysis is a universal metabolic pathway that converts glucose into pyruvate and releases free energy to produce adenosine triphosphate (ATP). Inhibition of glycolytic enzymes, such as triosephosphate isomerase (TPI), glyceraldehyde-3-phosphate dehydrogenase (GAPDH), enolase (ENO2 and ENO3), and phosphoglycerate kinase 1 (PKM1), can induce senescence (Li et al., 2013; Lee et al., 2015). TPI catalyzes the conversion of dihydroxyacetone phosphate (DHAP) into glyceraldehyde-3-phosphate (G3P) in the process of glycolysis. During TPI-mediated catalysis, the possibility of spontaneous deamidation of this enzyme on two specific asparagine residues (15 and 71) is increased (Hipkiss, 2011). Deamination promotes enzyme dissociation and makes the enzyme a monomer that is easy to be hydrolyzed into intracellular proteins, thereby reducing the TPI enzyme activity. TPI inactivation has detrimental effects on human and animal longevity, given that increased DHAP levels are decomposed into methylglyoxal (MG) (Tajes et al., 2014).

Methylglyoxal, which is also known as pyruvic aldehyde, is mainly derived from the intermediates of triose phosphate, including G3P and DHAP, during glycolysis; furthermore, the intermediates are dephosphorylated by non-enzymatic processes or by TPI and MG synthase-catalyzed production (Marie-Julie et al., 2016; Bellahcène et al., 2017). Under normal circumstances, MG is produced by glycolysis and metabolized by the glyoxalase system into non-toxic D-lactic acid, which is minimal in the body. The glyoxalase system consists of glyoxalase I (GLO I), GLO II, and catalysis-reduced glutathione (GSH). MG and GSH produce thio-hemiacetals by non-enzymatic reactions, which catalyze the production of S-D-lactosylglutathione by GLO I. Subsequently, GLO II digests S-D-lactosylglutathione into D-lactic acid and restores GSH to achieve detoxification (Gillespie, 1979; Hovatta et al., 2005; Distler et al., 2012). GLO I, which is the rate-limiting enzyme in the reaction, plays a key role in the metabolic detoxification of MG and has been the focus of research in recent years (Thornalley, 1990; Yang et al., 2016).

However, in the pathological state of abnormal glycolysis or long-term consumption of foods with high MG content, the clearance system of the body is overloaded, causing MG to accumulate in the body (Cai et al., 2012). Metabolic disorders of MG cause severe cytotoxicity and tissue damage (Wang and Ho, 2012; Matafome et al., 2017). MG reacts with long-lived proteins to produce amino-fructose at an early stage, causing irreversible cross-linking of proteins to advanced glycation end products (AGEs) (Ramasamy et al., 2006; Genuth et al., 2015). AGEs bind to their receptors for AGEs (RAGEs), which activate intracellular inflammatory signaling pathways and produce reactive oxygen species (ROS). Nuclear factor κB (NF-κB) is phosphorylated in the nucleus and initiates the transcription of downstream genes, inducing a series of responses, including inflammation and oxidative stress (Münch et al., 2012; Hudson and Lippman, 2018).

D-Galactose-induced mouse model has been recognized worldwide and has been widely used in the study of aging and other fields. Elevated D-galactose levels cause ROS formation and decrease antioxidant enzyme activity in the brain, further inducing cognitive dysfunction, brain senescence, weakened motor function, and shortened lifespan to mimic natural aging in rodents (Li et al., 2005; Tian et al., 2005; Yoo et al., 2012; Salehpour et al., 2017). Therefore, whether and how D-galactose induces senescence by elevated levels of reactive metabolite MG remain unclear.

In the current study, we investigated the underlying mechanism of D-galactose-induced brain senescence. Results showed that long-term administration of D-galactose induced memory and study impairment. Furthermore, MG accumulation due to reduced TPI activity and impaired MG detoxification resulted in the gradual development of D-galactose-induced aging mice into the core characteristics of aging. Given that elevated MG can generalize the main features of senescence, the possibility that elevated MG levels may be a cause of senescence on D-galactose-induced aging mice is increased.



EXPERIMENTAL PROCEDURES


Reagents

D-Galactose (purity, >99.5%), MG (40%), and perchloric acid (PCA) were obtained from Sigma-Aldrich (St. Louis, MO, United States). 5-Methylquinoxaline (5-MQ) and 2-methylquinoxaline (2-MQ) were purchased from Thermo Fisher Scientific (Waltham, MA, United States). o-Phenylenediamine (o-PD) was purchased from Avantor Performance Materials (Shanghai, China). Acetonitrile (HPLC grade) was acquired from Fisher (Thermo Fisher Scientific, Waltham, MA, United States). The primary antibodies directed against fructose-6-phosphate kinase (PFK), TPI, GAPDH, pyruvate kinase 1/2 (PKM1/2), PKM2, lactic dehydrogenase (LDHA), NF-κB, and β-actin were obtained from Cell Signaling Technology (Danvers, MA, United States). The remaining primary antibodies used in this study were as follows: GLO I (Santa Cruz Biotechnology, Santa Cruz, CA, United States) and RAGE, interleukin-1β (IL-1β), and tumor necrosis factor-α (TNF-α) (Abcam, Cambridge, MA, United States). The secondary antibodies, namely, goat anti-mouse and goat anti-rabbit, were purchased from GE Healthcare (Buckinghamshire, United Kingdom).



Animals and Treatment

Three-month-old male C57BL/6J mice (SPF grade, male, 45 ± 5.0 g) were obtained from Beijing WTLH Biotechnology Co., Ltd. The animals were acclimated to the laboratory environment for 2 weeks before the experiment. The animals were housed under standard specific pathogen-free conditions (24 ± 2°C, 45–55% humidity, and 12 h light/dark cycle) with free access to food and water. All animal procedures were conducted in accordance with the Institutional Animal Use and Care Committee of Beijing Normal University and adhered to the “Guide for the care and use of laboratory animals” (Clark et al., 1997).

The mice were divided randomly into two groups, namely, control and model groups, with 15 mice each. The mice in the D-galactose model group were administered with a daily subcutaneous injection of D-galactose (100 mg/kg/day) at the neck for 10 consecutive weeks. Meanwhile, the normal control group was administered with an equivalent volume of saline by using the same method.



Morris Water Maze (MWM) Test

After D-galactose treatment for 2 months, the spatial learning, and memory of the aging mouse model induced by D-galactose were analyzed through the MWM test (D’Hooge and De Deyn, 2001; Vorhees and Williams, 2006). Briefly, in the hidden platform test performed at days 1 to 7, a platform was placed at the center of a supposed quadrant. The mice were subjected to two trials per day for 5 consecutive days. During each trial, the mice were placed in the maze at four different assigned points and allowed to swim for 90 s. The escape latency was recorded by a software upon mounting the platform. When a mouse failed to reach the platform within 90 s, it was guided to the platform, and the escape latency was recorded as 90 s. In both situations, the mice were allowed to rest on the platform for 15 s and subsequently placed in the home cage. The platform was then removed in the spatial probe test at day 6. The mice were released from the opposite quadrant and allowed to swim freely for 60 s. All experiments were conducted at approximately the same time daily.



Western Blot

Approximately 20 mg of cerebral cortex tissues was carefully dissected and lysed in 10 volumes (wt/vol) of RIPA buffer containing protease inhibitors or a protein phosphatase inhibitor (Roche, Basel, Switzerland). After centrifugation at 13,000 × g for 10 min at 4°C, the supernatant was preserved. Protein concentrations were determined by BCA assay. The protein concentration of each sample was the same as the lysate buffer. The samples were loaded into the SDS-PAGE and transferred onto nitrocellulose membranes (295 mA, 1.5 h). After incubation with 5% skim milk powder at room temperature for 1.5 h, the primary antibodies against PKM1/2 (1:2000), PKM2 (1:2000), PFK (1:2000), GLO1 (1:2000), β-actin (1:2000), TPI (1:2000), LDHA (1:2000), GAPDH (1:2000), RAGE (1:1000), NF-κB P65 (1: 500), and IL-1β (1:1000) were used. β-actin was used as the loading control for general protein contents. The source-matched secondary antibodies were used, and the membranes were scanned by Odyssey 9120 (LI-COR, Inc.). Then, bands were analyzed by the Odyssey software (LI-COR, Inc.).



TPI and GAPDH Activity Assays

Triosephosphate isomerase and glyceraldehyde-3-phosphate dehydrogenase activities in the cerebral cortex were monitored using commercially available kits (Abcam, Cambridge, MA, United States) in accordance with the manufacturer’s instructions. All data were normalized against the total protein content.



GLO I Activity Assays

Glyoxalase I enzymatic activity in the cerebral cortex was assessed following a published procedure with some modifications (McLellan and Thornalley, 1992; Morcos et al., 2008). In brief, approximately 20 mg of frozen cerebral cortex tissues was homogenized with 10 volumes (wt/vol) of saline solution. After centrifugation at 12,000 × g for 10 min at 4°C, the supernatant was analyzed for protein content (BCA assay), and its enzymatic activity was determined according to spectrophotometric analysis. The standard assay mixture containing 2 mM of MG, 1 mM of GSH, and 100 mM of KH2PO4 in pH 6.6 was equilibrated. Before initiating the reaction by adding the supernatant (10 μg of protein) to the assay mixture, the mixture was allowed to stand for at least 5 min to ensure the equilibration of hemithioacetal formation. The reaction was initiated by adding the supernatant to monitor the increase in absorbance at 240 nm for 5 min at 25°C, indicating the formation of S-D-lactoylglutathione. One unit of activity is defined as the formation of 1 μmol of S-D-lactoylglutathione/min/mg protein.



Determination of MG by HPLC

Methylglyoxal was determined by HPLC in accordance with a published procedure with modifications (Zhu et al., 2014). In brief, approximately 20 mg of cerebral cortex tissues was homogenized with 10 volumes (wt/vol) of cold PBS and sonicated (20 × 5 s) on ice. The supernatant was collected by centrifugation at 13,000 × g for 10 min at 4°C. The supernatant was incubated with 0.5 mol/L of PCA, 1 mmol/L of o-PD, and 25 μmol/L of 5-MQ for 24 h at 37°C in the dark to form the specific quinoxaline derivate, 2-MQ. The sample was further centrifuged at 13,000 × g for 10 min at 4°C. Subsequently, the supernatant solutions were filtered with a 0.22 μm membrane. MG was quantified by the 2695 HPLC system (Waters Corp., Milford, MA, United States) with a Diamonsil-C18 column (5 μm, 250 mm × 4.6 mm, Dikma, CA, United States). The samples were allowed to run with 40% acetonitrile. Each sample (20 μL) was run for 15 min at a flow rate of 1.0 mL/min. For other analyses, ultraviolet wavelength detection was set at 315 nm, and 5-MQ was used as an internal reference.



Measurement of Lactic Acid, Pyruvate, and Oxidative Status Parameters

Lactic acid, pyruvate, SOD, GSH-Px, and MDA levels in the cerebral cortex were monitored using commercially available kits (Nanjing Jiancheng Bioengineering Institute, China) in accordance with the manufacturer’s instructions. All data were normalized against the total protein content.



Statistical Analysis

All results were presented as mean ± standard error of the mean and analyzed by the SPSS software (version 20.0, IBM, Chicago). The significance of comparisons between the two groups was determined by independent sample t-test. Furthermore, statistical significance was considered at p < 0.05.




RESULTS


Daily Behavior and Cognitive Impairments Induced by D-Galactose Administration

Significant difference in daily behavior was observed between the control and model mice. The model group possessed an obvious aging appearance. The action response of the model mice was significantly slow, and the body was slightly bent and easily depilated. The control mice appeared noticeably better than the model mice. Meanwhile, the spatial learning and memory capacity in the aging mouse model induced by D-galactose were assessed by the MWM test. The mean escape latency of the model mice was markedly longer than that of the control mice in the hidden platform test (Figure 1A). After the space exploration test, we used the spatial probe test to detect the memory capacity and spatial exploration ability of the mice. The model mice randomly swam in the tank without knowing the target location, whereas the control mice preferentially searched for the target quadrant (Figure 1B). The number of annulus crossings and the time spent in the target quadrant was notably higher in the control mice than in the model mice (Figures 1C,D). Swimming speeds of the mice between the two groups exhibited no difference (Figure 1E), and implying that the cognitive dysfunction of model mice was not due to motor and visual impairments. Compared with the control mice of the same age, the model mice exhibited severe cognitive impairments.
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FIGURE 1. Cognitive impairments induced by D-galactose administration. Spatial learning/memory was tested with the MWM in mice at 6 months of age (n = 10/group). (A) Escape latency of the hidden-platform test (day 1–7). (B–D) Mean annulus crossings and time spent in the target quadrant and the swimming trace in the probe test. The small circle on the lower right panel represents the former location of the platform. (E) Average swimming speed. ∗p < 0.05, ∗∗p < 0.01.





Changes in the Expression of Glycolysis by D-Galactose Administration

To determine whether D-galactose affects glycolysis expression in the aging mouse model, we examined the expression of key enzymes during glycolysis in the mouse cortex by Western blot. The experiment showed that the expression of PFK in the model group was notably elevated compared with that of the control group (Figures 2A,B). However, the expression levels of TPI, GAPDH, LDHA, PKM1/2, and PKM2 in the model group were significantly lower than those in the control group (Figures 2A,C–G). Meanwhile, TPI and GAPDH activities were observably decreased (Figures 3A,B). The expression levels of lactic acid in the model group markedly decreased compared with those in the control group (Figure 3C), but no significant difference was observed in pyruvate expression levels between the control and model groups (Figure 3D). These data suggested that D-galactose treatment caused the activation of PFK and inactivation of TPI in the mouse cerebral cortex, resulting in an unbalanced DHAP/G3P flux, which may contribute to the conversion of a large amount of triose phosphate into MG. Thus, GAPDH, PKM, and LDHA expression levels were decreased, further causing decreased lactic acid concentration. The constant expression of pyruvate may cause normal oxidative phosphorylation, resulting in increased oxygen stress and further acceleration of aging.
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FIGURE 2. Changes in the expression of glycolysis by D-galactose administration. (A) Representative Western blot results of PFK, TPI, GAPDH, LDHA, PKM1/2, and PKM2 expression levels in the cortex extracts. (B–G) Quantification of PFK, TPI, GAPDH, LDHA, PKM1/2, and PKM2. The data are presented as means ± SD (n = 10), and all experiments were performed in triplicate. ∗∗p < 0.01, ∗p < 0.05 compared with the control group.
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FIGURE 3. Changes in TPI, GAPDH, lactic acid, and pyruvate levels after D-galactose administration. The data are presented as means ± SD (n = 10), and all experiments were performed in triplicate. ∗∗p < 0.01, ∗p < 0.05 compared with the control group. (A) The TPI activity was decreased after administration of D-galactose in the cortex extracts. (B) The administration of D-galactose in the cortex extract resulted in a reduced change in GAPDH activity. (C) D-galactose administration results in a decrease in lactic acid content. (D) There no changes in pyruvate content after D-galactose administration.





D-Galactose Administration Elevated MG Levels but Decreased MG Detoxification

Methylglyoxal can cause various diabetic complications and neurological lesions. In the study of nerve damage, MG cytotoxicity has become the focus of research (Fukunaga et al., 2004; Kim et al., 2012; Yan et al., 2012). To detect the conversion of large amounts of trisaccharide phosphate into MG, we estimated the level of MG in the D-galactose-induced aging mouse model by HPLC assay. The level of MG was prominently increased in the cortex of the model mice (Figure 4A). MG in the living body is mainly degraded by the glyoxalase system, in which GLO I is the rate-limiting enzyme. To explore the effect of GLO I on MG detoxification, we analyzed the expression and activity of GLO I in the cortex. As shown in Western blot, GLO I expression in the model mice markedly decreased compared with that in the control mice (Figures 4B,C). Consistently, the GLO I activity in the model mice was markedly attenuated compared with that in the control mice (Figure 4D). These findings suggested that MG detoxification on the D-galactose-induced aging mouse model was significantly reduced, resulting in an increased MG accumulation in the cortex of senescent mice induced by D-galactose.
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FIGURE 4. D-Galactose administration elevated MG levels but decreased MG detoxification. (A) MG levels were quantified by HPLC and normalized to total protein content (nmol/mg protein; n = 6). (B) Representative Western blot of GLO I expression in the cortex extracts. (C) Quantification of GLO I. (D) Enzyme activity of GLO I expression in the cortex extracts. (B,C) Quantification of RAGE. The data are presented as means ± SD (n = 6), and all experiments were conducted in triplicate. ∗p < 0.05 compared with control group.





D-Galactose-Induced Aging Mice Exhibited an Elevated Inflammatory Response

To study whether MG affects the AGE–RAGE pathway, we further determined RAGE expression in the cortex of the D-galactose-induced aging mouse model by Western blot. Results showed that RAGE expression in the model was markedly increased compared with that in the control mice (Figures 5A,B). By binding to its receptor RAGE, AGEs can activate oxidative stress and eventually activate the redox-sensitive transcription factor NF-κB, resulting in increased levels of TNF-α, IL-1β, and other inflammatory cytokines and an impaired neurological function in the brain of aging individuals. To confirm the inflammatory response induced by AGE–RAGE interaction in the cortex of the D-galactose-induced aging mouse model, we examined the ERK, NF-κB, TNF-α, and IL-1β expression in the mouse cortex by Western blot. ERK, NF-κB, TNF-α, and IL-1β expression levels in the model mice were elevated compared with those in the control mice (Figures 5C–J; Ali et al., 2015). These data suggested that the inflammatory response in the aging mouse model induced by D-galactose was elevated compared with that in the normal mice.


[image: image]

FIGURE 5. D-Galactose-induced aging mice exhibited elevated inflammatory response. (A,C,E,G,I) Representative Western blot of RAGE, ERK, NF-κB, IL-1β, and TNF-α expression levels in the cortex extracts. (B,D,F,H,J) Quantification of RAGE, ERK, NF-κB, IL-1β, and TNF-α. The data are presented as means ± SD (n = 10), and all experiments were performed in triplicate. ∗p < 0.05 compared with the control group.





D-Galactose-Induced Aging Mice Induced Oxidative Damage

To verify the oxidative damage induced by AGE–RAGE interaction in the cortex of the D-galactose-induced aging mouse model, we analyzed the MDA content and SOD and GSH-Px activities. The experimental results showed that the D-galactose-induced aging mouse model possessed significantly low SOD and GSH-Px activities compared with the control group. By contrast, the MDA content in the cortex was significantly enhanced in the model group than in the normal group (Figure 6). These findings suggested that oxidative damage in the D-galactose-induced aging mouse model was significantly enhanced compared with that in normal mice.
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FIGURE 6. D-Galactose-induced aging mice caused oxidative damage. The data are presented as means ± SD (n = 10), and all experiments were performed in triplicate. ∗p < 0.01 compared with the control group. (A) The MDA level was increased after administration of D-galactose in the cortex extracts. (B) Reduction of SOD activity in mouse cortex after D-galactose injection. (C) D-galactose administration results in a decrease in GSH-PX content.






DISCUSSION

Herein, we found that elevated MG levels may induce the progressive development of the main characteristics of senescence in D-galactose-induced aging mice. An aging mouse model induced by D-galactose exhibits severe cognitive impairments, neuroinflammation, and oxidative stress (Lu et al., 2006; Wu et al., 2008; Zhang et al., 2013; Rehman et al., 2017). Consistent with previous studies, after 3 months of D-galactose injection, mice showed the same appearance characteristics as those of aging mice, such as dull appearance, a slight bow, and sluggish behavior. Furthermore, D-galactose-induced aging mice demonstrated severe memory and learning impairments on the basis of the MWM test (Figure 1).

The current paradigm for D-galactose-induced aging mice is that oxygen stress and neuroinflammation are the underlying causes of brain senescence, leading to elevated MG levels, possibly due to unbalanced DHAP/G3P flux through glycolysis. During glycolysis, TPI can catalyze the conversion of triose phosphate isomers between DHAP and G3P. Compromised triose phosphate metabolism is induced by insufficient TPI activity in the tissues of aged rats (Braidy et al., 2011). Meanwhile, GAPDH, an enzyme that converts the NAD+-dependent oxidation of G3P into 1,3-diphosphoglycerate, undergoes MG-induced glycosylation, and inactivation (Hipkiss, 2011). In the current study, mice treated with D-galactose exhibited increased PFK levels in the body, which further increased DHAP and G3P (Figures 2A,B). In addition, the TPI expression in D-galactose-induced aging mice decreased, resulting in the spontaneous deamidation of TPI and the inability of DHAP to convert into G3P, which induced unbalanced DHAP/G3P flux and accelerated MG accumulation (Figures 2A,C). Given that a large amount of triose phosphate was used to generate MG, a small amount was used for subsequent glycolysis, and the expression of GAPDH, PKM, and LDHA was limited, further causing decreased glycolysis and lactic acid levels (Figures 2, 3). As the amount of pyruvate remained unchanged, pyruvate caused the acceleration of oxidative phosphorylation, leading to increased oxidative stress, and further aging (Figure 3D).

We also found that elevated MG in an organism is due to impaired detoxification on D-galactose-induced aging mice. The glyoxalase system, which widely exists in vivo, can effectively metabolize MG into non-toxic D-lactic acid, thereby maintaining MG at a low level. The primary detoxification step is the catalytic action of GLO I in the glyoxalase system (Rabbani et al., 2016). The role of GLO I in aging and life span is extensively reported. In Caenorhabditis elegans (C. elegans) mitochondria, GLO I activity significantly decreases with age and causes the accumulation of MG and oxidative stress, further inhibiting the expression and activity of GLO I. Overexpression of the glyoxalese-1 homolog (CeGly) in C. elegans reduces MG damage to mitochondrial proteins and prolongs C. elegans lifespan, whereas knocking out CeGly demonstrates the opposite reaction (Morcos et al., 2008; Xue et al., 2011). In endothelial cells, GLO I overexpression completely prevents high-glucose-induced MG accumulation and AGE formation (Shinohara et al., 1998). Through our testing, we concluded that MG accumulation is mainly due to both sources and detoxification (Figure 4). Furthermore, the expression of the GLO I gene in the brain of SAMP8 aging mice was significantly downregulated compared with that in the normal mouse SAMR1 by mRNA sequencing (Zhang et al., 2017). Hence, understanding the molecular mechanisms regulating the production and detoxification of MG may provide an important way to delay aging in the future.

Methylglyoxal is an efficiently active dicarbonyl compound and is ubiquitous in the human body (Allaman et al., 2015). Endogenous MG can be generated through various pathways in the body, such as oxidation of carbohydrates in the polyol pathway, lipid peroxidation of cell membranes, and oxidation of amino acids (Kalapos, 2008, 2013). Most endogenous MGs in cells are mainly derived from glucose and fructose metabolism (Wang and Chang, 2010; Liu et al., 2011). MG easily reacts with proteins, lipids, and nucleic acids by non-enzymatic reactions to produce AGEs. The combination of AGEs and their receptor RAGE can activate NADPH oxidase to increase the production of ROS in cells and promote the expression of the inflammatory nuclear transcription factor NF-κB, further leading to oxygen stress and inflammation (Li et al., 2005; Coker and Wagenknecht, 2011; Ali et al., 2015). Under normal physiological conditions, the concentration of MG in human cells is approximately 2–4 μM (Phillips and Thornalley, 1993). When the concentrations of its precursors increase, hyperglycemia, impaired utilization of glucose, TPI deficiency, and high MG levels can occur (Ahmed et al., 2003). Excess carbohydrates, such as glucose or fructose, in patients with Parkinson’s disease and type 2 diabetes result in increased MG production, leading to mitochondrial dysfunction (Hipkiss, 2014; Moraru et al., 2018). In the current research, we determined that the long-term administration of D-galactose, which serves as a monosaccharide, can also generate MG accumulation in mice (Figure 5A).

In summary, our results demonstrated that chronic D-galactose administration induces changes in various enzymes, especially TPI and GLO I (Figure 7). Furthermore, MG concentration increased, thereby activating the AGE–RAGE signaling pathways and resulting in oxidative stress and neuroinflammation (Figure 8). The data presented here indicated that the physiological levels of TPI and GLO I play an important role in regulating organismal physiology, providing potential targets and new ideas for delaying aging, and related diseases. Why spontaneous decarboxylation of TPI and reduced activity of GLO I occur in aging individuals remains to be further explored.
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FIGURE 7. Proposed schematic representation of D-galactose-induced senescence. Schematic diagram of the changes of various D-galactose-induced enzymes, especially TPI and GLO I, causing elevated MG level. Elevated MG level further activated the AGE–RAGE signaling pathways, resulting in oxidative stress, and neuroinflammation.
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FIGURE 8. Schematic illustrating the current dominating paradigm that elevated MG levels due to increased production and impaired detoxification may be one of the causes of brain aging in D-galactose-induced aging mice.
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Hippocampal hypo- as well as hyper-activation have been reported during memory encoding in older individuals. Prefrontal cortex (PFC) provides top-down state signals to the hippocampus that bias its computation during memory encoding and retrieval, and disturbed top-down signals could contribute to hippocampal hyper-activation. Here, we used >500 cross-sectional and longitudinal observations from a face-name encoding-retrieval fMRI task to examine hippocampal hypo- and hyper-activation in aging. Age-related anterior hippocampal hypo-activation was observed during memory encoding. Next, older individuals who longitudinally dropped-out were compared with those who remained in the study. Older dropouts had lower memory performance and higher dementia risk, and hyper-activated right anterior and posterior hippocampus during memory encoding. During encoding, the dropouts also activated right prefrontal regions that instead were active during retrieval in younger and older remainers. Moreover, the dropouts showed altered frontal-hippocampal functional connectivity, notably elevated right PFC to anterior hippocampus (aHC) connectivity during encoding. In the context of a general pattern of age-related anterior hippocampal hypo-activation during encoding, these findings support a top-down contribution to paradoxically high anterior hippocampal activity in older dropouts who were at elevated risk of pathology.

Keywords: hippocampus, pattern completion bias, aging, episodic memory, cognitive control


INTRODUCTION

The prefrontal cortex (PFC) is fundamental for cognitive control (Miller and Cohen, 2001). For episodic-memory processes, direct and indirect prefrontal-hippocampal anatomical connections have been highlighted (Simons and Spiers, 2003; Eichenbaum, 2017), and projections from the PFC have been shown to mediate top-down control of memory retrieval (e.g., Rajasethupathy et al., 2015; see also e.g., Kompus et al., 2011; Wais et al., 2018). The exact nature of fronto-hippocampal functional interactions is not known, but one possibility is that the PFC provides a state signal to the hippocampus that biases its computations to either pattern separation or completion processes, depending on goals and task instructions (e.g., whether episodic memories are to be encoded or retrieved). The two processes rely on differential but partially overlapping configurations of hippocampal circuitry; in pattern separation the entorhinal cortex conveys sensory signals to the dentate gyrus that performs an orthogonalization allowing a code with minimal overlap with previous representations to be projected to the CA3 subregion. In pattern completion, a sensory signal from the entorhinal cortex instead bypasses the dentate gyrus and is directly propagated to the CA3 subregion as a perceptual cue engaging an auto-associative network to recover a previously stored representation (Yassa and Stark, 2011). Thus, the same hippocampal subfield might be engaged in pattern separation during encoding and pattern completion during retrieval (Hunsaker and Kesner, 2013; Deuker et al., 2014), suggesting that external state signals may be required for flexible and voluntary shifts between modes of computations.

Conversely, altered prefrontal state signals and abnormal fronto-hippocampal connectivity may contribute to dysfunctional hippocampal processing, such as hyper-activity that has frequently been observed during memory encoding in aging, mild cognitive impairment, and in pre-symptomatic familial Alzheimer’s disease (Miller et al., 2008; O’Brien et al., 2010; Quiroz et al., 2010; Bakker et al., 2012). Such an elevated response may reflect a strengthening of the auto-associative network of the hippocampus CA3 subregion in aging, which may result in a shift in balance from pattern separation to pattern completion (Wilson et al., 2006). Additionally, age-related changes outside the hippocampal complex may contribute to hippocampal hyper-activation and a shift in balance from pattern separation to pattern completion (see Leal and Yassa, 2018). There is evidence for abnormal frontal functional responses (Miller et al., 2008; Browndyke et al., 2013) and fronto-hippocampal connectivity (Grady, 2012) in pathological aging, but whether disturbed frontal task-state signals contribute to hippocampal hyper-activation remains poorly understood.

Here, we tested the hypothesis that altered prefrontal state signals and abnormal fronto-hippocampal connectivity contribute to the hippocampal hyper-activity. We used an fMRI task that alternated between encoding and retrieval of face-name pairs (Salami et al., 2012; Pudas et al., 2018), administered within a longitudinal study that spanned over 20 years (Nilsson et al., 2004). Differential recruitment of right frontal regions during episodic-memory retrieval has been observed in previous cross-sectional analyses of this task (Salami et al., 2012; see Lepage et al., 2000; Habib et al., 2003), offering a way to decode hippocampal processes by analyzing distal patterns of frontal activity. We predicted that if hippocampal hyper-activity at encoding reflects improper state signals, possibly indicating the failure to shift between encoding and retrieval states, then hippocampal hyper-activity might be accompanied by elevated right-frontal cortex “retrieval signals” during encoding.

We considered both normal and putative pathological aging, by comparing older individuals who remained vs. dropped-out across two brain-imaging sessions administered 4 years apart (Pudas et al., 2018). Study-dropout at older age has been strongly associated with pathology, such as accelerated cognitive decline, dementia, and death (Sliwinski et al., 2003; Chatfield et al., 2005; Rabbitt et al., 2008; Glymour et al., 2012). Relatively few previous brain-imaging studies explicitly considered drop-out, despite evidence that the activation patterns for remainers vs. drop-outs can differ in significant ways (Nyberg et al., 2010; Rieckmann et al., 2017). Thus, while realizing that there may be many reasons for study dropout and that these may impact hippocampal processing in different ways, we considered dropout as a gross proxy for pathological aging. In line with previous claims (Maruszak and Thuret, 2014), we expected that hippocampal and frontal hyper-activity would be observed at the first imaging session for dropouts (i.e., in pathological aging), whereas longitudinal hippocampal hypo-activation would be seen from the first to the second imaging session for remainers (i.e., normal aging).



MATERIALS AND METHODS


Participants

All participants in the present study were part of the Swedish Betula prospective cohort study on memory, health, and aging, and they were thoroughly characterized within that study including APOE genotyping (Nilsson et al., 2004). The research was approved by the local ethics board at Umeå University, and all participants provided written informed consent and were compensated monetarily for their participation. The participants included in this study were part of an imaging subsample of 376 participants, scanned in 2009–2010 (age range 25–80 years). In total, 53 subjects were not included in the baseline analyses due to pathology or missing/corrupt/incomplete data. The subjects were in some analyses aggregated into age groupings with the following mean age; 39 years, 59 years, 69 years, 77 years, and 81 years.

One-hundred and eighty-six participants returned for a follow-up scan approximately 4 years later. Of the 137 individuals who were not scanned at follow-up, 81 were classified as “true” dropouts and they formed the basis for the comparison of remainers and dropouts. The dropout rate (%) increased across the age groupings, with 40/10 (20%), 64/15 (19%), 61/23 (27%), and 21/33 (61%) remainers/true dropouts, respectively (i.e., the 81-year old group consisted of 21 remainers out of the 54 individuals who made up the 77 year-old grouping at the first imaging session, 4 years earlier). A minority (N = 56) of participants who were not scanned but participated in the health and cognitive examinations were not classified as “true” dropouts as they could not be scheduled for scanning within the time window allotted for the follow-up imaging session, resulting in N = 81 “true” dropouts.

Dementia diagnosis was done by a gero-psychiatrist as previously described (Mousavi et al., 2014; Boraxbekk et al., 2015).



Offline Memory Testing

A composite score of five episodic memory measures (Nilsson et al., 2004) was utilized to quantify the participants’ objective memory performance. The composite included two tests of immediate free recall of sentences (16 items each; e.g., “lift the book”), two tests of category-cued recall of nouns from the sentences, and immediate free recall of a list of 12 unrelated nouns. The maximum composite score was 76 points. Test procedures remained constant across measurement occasions, but two different item-lists were alternated between test occasions to reduce practice effects. The composite score had a good level of internal consistency (Cronbach’s alpha: 0.83) and test-retest reliability (r = 0.79; Pearson correlation). The participants also provided a subjective estimation of longitudinal memory decline/improvement by answering the question “How do you think your memory is functioning today compared to 5 years ago?” They responded by selecting one out of five responses (1 = much worse; 2 = somewhat worse; 3 = same; 4 = somewhat better, 5 = much better).



Episodic Memory fMRI Face-Name Task

The scanner task at both baseline and follow-up MRI was a face-name paired-associates task, described in detail in our previous work (Salami et al., 2012; Pudas et al., 2018). This 10-min task comprised six blocks of face-name encoding (remember a name associated with a face), six blocks of cued-name retrieval (indicate the first letter corresponding to the name previously encoded with a face), and eight blocks of an active control task involving a simple perceptual discrimination (pressing a button each time a fixation mark changed into a circle). Scanner task performance was calculated as mean number (%) of correct answers. Mean duration between encoding and retrieval of a given face was 85.1 s (SD = 26.1 s). Block order was pseudo-randomized and constant across participants. Each block comprised four items, which were color photographs of unfamiliar faces, presented for 4 s each. Responses were given through a button press on a scanner-compatible response pad, and participants were instructed to guess if uncertain. All participants completed a short practice version of the task at least once prior to scanning. In the scanner room, the task was displayed on a computer screen seen through a tilted mirror on the head coil.



fMRI Acquisition

The same 3T General Electric scanner (equipped with a 32-channel head coil) was used to collect images at both imaging sessions. Functional images were acquired with a gradient echoplanar imaging sequence [37 transaxial slices; thickness: 3.4 mm, gap: 0.5 mm, repetition time (TR): 2,000 ms, echo time (TE): 30 ms, flip angle: 80°, field of view: 25 × 25 cm, matrix: 96 × 96 voxels (zero-filled to 128 × 128)]. Ten dummy scans were collected and discarded prior to experimental image acquisition to allow for progressive saturation of the signal. Subject head movement was minimized using cushions inside the head coil. The scanner underwent standard maintenance and upgrades during the interval between the baseline and follow-up scans of this study. A quality assurance routine was carried out on a weekly basis since November 2010 to assure signal stability, and the recording indicated satisfactory within-scan scanner stability (Pudas et al., 2018).



Preprocessing of Functional MRI Data

Functional data from both baseline and follow-up were preprocessed using SPM12 (Wellcome Trust Centre for Neuroimaging, Functional Imaging Laboratory1), implemented in MATLAB R2014b (MathWorks). The details of data analysis were reported in our previous work (Pudas et al., 2018). First, all images were corrected for differences in acquisition time (slice timing). Second, head movement corrections was carried out using the realign and unwarp function, by which each volume was rigidly aligned to the first volume of the series. Thereafter, realigned images were spatially normalized into a common space in a multi-step procedure employing DARTEL. This involved co-registering the individual’s functional images to the structural T1-image. Separate co-registrations were performed on data from baseline and follow-up MRI sessions, segmenting each individual’s structural T1-image into gray-matter, white-matter and cerebrospinal fluid components. Thereafter, DARTEL was used to create a template image of baseline and follow-up data for each participant, and these individual template images were subsequently merged into a group-level DARTEL template. The composite of subject-specific and group flow fields from these transformations were applied to the functional images to transfer them into template space. The images were finally affine aligned to Montreal Neurological Institute (MNI) space (using the default TPM MNI template), resliced to 2 × 2 × 2 mm, and smoothed with an isotropic 8 mm FWHM Gaussian kernel.



Dynamic Causal Modeling

We used a Dynamic Causal Model (DCM), implemented as in a previous study (Büchel and Friston, 1997), with three regions in the right hemisphere, the fusiform face area (FFA), anterior hippocampus (aHC), and ventrolateral PFC (VLPFC). The regions were defined by 3 mm spheres around coordinates of peak activations retrieved from the main fMRI analyses, (x, y, z)—coordinates (38, −54, −20) for FFA, (22, −8, 16) for aHC and (34, 22, −4) for VLPFC, respectively. In DCM, an input region is required to perturb the system in question, and this region should be consistently activated during task conditions. As could be expected from using a face-name associative memory task, the FFA was previously found to be consistently activated during both states (encoding and retrieval vs. baseline; Salami et al., 2012) and was therefore selected as input region in here on basis of contrasts between encoding-baseline and retrieval-baseline. The connections in the DCM model were specified as follows: (i) bidirectional connections between FFA-aHC and aHC-VLPFC, respectively (the DCM A-matrix); (ii) input during both encoding and retrieval (the DCM C-matrix) to FFA; and (iii) allowing for modulation of the connection from VLPFC to aHC (the B-matrix) during both encoding and retrieval. Critically, the main analysis reported in the article concerns the degree of modulation of the task conditions on the VLPFC to aHC connectivity. Note, that we modeled aHC-VLPFC interactions as a direct link although this pathway likely also includes indirect polysynaptic routes. Default options in SPM12 were used to estimate the DCM for each subject during encoding and retrieval.



Statistical Analyses

The analyses were implemented in SPM12. The preprocessed functional data were high-pass filtered (128 s), and voxel-wise general linear models were set up for each subject, with the experimental conditions from the scanner task (encoding, retrieval, and control) as regressors. Each regressor was modeled as a boxcar, convolved with the standard hemodynamic response function. In addition, six realignment parameters from the motion correction step of the preprocessing were included as covariates of no interest. Separate analyses were set up for baseline and follow-up fMRI data. Thereafter, subject-level contrast images were generated, comparing the experimental conditions of the scanner task, encoding vs. control, and retrieval vs. control. These contrast images were then carried on to random-effects group analyses, which proceeded in several steps. To identify hippocampal and frontal regions more activated during face-name encoding and retrieval relative to the control task, group analyses were performed as one sample t-tests of all subjects at baseline. We also investigated the reproducibility of the observed peaks by analyzing the follow-up data separately. Observed hippocampus peaks were labeled as either falling into the anterior or posterior hippocampus depending on their location relative to y = −21 mm in MNI space (Poppenk et al., 2013; Salami et al., 2016). To detect potential differences in activation between older remainers and older dropouts at baseline, a 2-by-2 RM-ANOVA was conducted in which the factors were condition (encoding and retrieval) and group (older remainers and older dropouts). Individual-level contrast values were compared across two groups (older remainer vs. older dropout) using one-sided, two-sample t-tests. For batching analyses and visualization of results, an in-house developed software (DataZ) was used. Bold change was calculated from the ratio of the contrast value and the constant obtained from the same voxel (the ratio was multiplied by 100 to get the expression in percent). All fMRI bar graphs were based on the peak voxel values. Visualizations of fMRI results on an inflated cortical surface was obtained with BrainNet (Xia et al., 2013).

Changes in anterior and posterior hippocampus peak activations, identified from whole brain analysis across the baseline sample, was modeled using separate Linear Mixed Effects models for the left and right side, respectively. Age was treated as a fixed effect, and a random intercept was used to account for correlated within-subject observations. We chose to separately analyze anterior and posterior hippocampal regions in view of meta-analytic evidence that the aHC is more strongly engaged during encoding and the posterior hippocampus during retrieval (Kim, 2015).

For functional connectivity as well as the DCM VLPFC to aHC modulation, Wilcoxon signed-rank-tests were used to investigate whether the connectivity was different between conditions, and secondly if there was a significant top-down VLPFC to aHC influence in encoding and retrieval, respectively. Mann-Whitney U tests were used to test differences in DCM derived top-down VLPFC to aHC modulation between groups.

To further investigate the direction of the connectivity between VLPFC and aHC, lag analyses were implemented by calculating the cross-correlation function between the investigated time-courses (Mitra and Raichle, 2018). Prior to calculation of time-courses, a voxel-level nuisance regression was performed to remove confounding signal variance. This regression removed global, white, CSF signals, and their derivatives, as well as 24 motion parameters (translation and rotation for current and previous frame and their squared versions). A delay with sub-TR resolution was obtained by interpolating the cross-correlation function using cubic splines. All lag statistics were based on non-parametric Wilcoxon signed-rank tests.




RESULTS


Hippocampus and Prefrontal Activity During Encoding and Retrieval

The data from the baseline imaging session (N = 323) were first analyzed to identify hippocampal regions that were more activated during face-name encoding and retrieval relative to the control task (p < 0.05, FWE corrected). This analysis identified bilateral anterior (x, y, z = 22, −8, −16; x, y, z = −20, −10, −16) activation peaks during encoding (right t(322) = 16.47; left t(322) = 16.24) and retrieval (right t(322) = 7.24; left t(322) = 6.94), and also bilateral posterior (x, y, z = 26, −30, −2; left x, y, z = −24, −30, −4) activation peaks during encoding (right t(322) = 22.29; left t(322) = 21.53) and retrieval (right t(322) = 19.05; left t(322) = 19.78; Figure 1A). There was a high degree of stability in the activation pattern across imaging sessions (Dice coefficient > 0.80 at p < 0.05 FWE corrected), with significant activation changes in the same hippocampal regions also at the follow-up session for both encoding (right anterior t(185) = 12.23; left anterior t(185) = 12.70; right posterior t(185) = 16.25; left posterior t(185) = 16.70) and retrieval (right anterior t(185) = 6.09; left anterior t(185) = 6.38; right posterior t(185) = 18.64; left posterior t(185) = 19.37]. Thus, anterior and posterior hippocampus were recruited during both encoding and retrieval, although a plot of responses confirmed previous findings (Kim, 2015) of greater encoding- than retrieval activity in the aHC along with greater retrieval- than encoding-related activity in the posterior hippocampus (Figure 1B). Consistent with prior findings (see Habib et al., 2003), encoding-retrieval differences were also observed in cortical regions. In line with our prediction and prior studies (see “Introduction” section), here we focused on the right VLPFC (x, y, z = 34, 22, −2) that was more strongly activated at retrieval than at encoding (Figure 1C) at both the baseline (t(322) = 18.90) and follow-up (t(185) = 16.98) sessions.


[image: image]

FIGURE 1. Hippocampal and frontal activation during encoding and retrieval. (A) Activation along the hippocampus longitudinal axis during encoding (red) and retrieval (blue) relative to control task (threshold, t > 8.0 for illustration). (B) Activity in the right anterior hippocampus (aHC) was stronger during encoding (P < 0.001, t(322) = 6.51), and in the right posterior hippocampus (pHC) at retrieval (P < 0.001, t(322) = 4.76). Data displayed from the peak voxels, collapsed across imaging sessions. (C). Differential recruitment of right frontal cortex during retrieval. Data displayed from the peak voxel, collapsed across imaging sessions. Ctr, control task. Vertical lines = ± Standard Error of Mean (SEM).





Hippocampal Hypo- and Hyper-Activation

The cross-sectional and longitudinal observations (N = 509, 323 scans from baseline and 186 scans from follow-up) were first used to examine age-related changes in anterior and posterior hippocampus activity at encoding and retrieval. Significant hypo-activation was observed in right (slope = −2.78*10–3, F(1,305) = 10.74, p = 0.0012) and left (slope = −2.79*10–3, F(1,305) = 9.70, p = 0.002) aHC during encoding (as illustrated for right aHC in Figure 2A), but not during retrieval (p’s > 0.05). No significant hypo-activation was found in the posterior hippocampus (p’s > 0.05).


[image: image]

FIGURE 2. Hippocampal hypo- and hyper-activation in normal and pathological aging. (A) Age-related hypo-activation of right aHC during memory encoding. The purple line is the slope from a Linear Mixed Effect model and reflects an age-related decrease in hippocampus activity (hypo-activation). The black dots represent subjects with line connecting baseline and follow-up scans. Red dots denote older dropouts. (B) Offline and in-scanner episodic-memory performance for participants who remained in both sessions vs. dropped out after the first session. The oldest age group (M = 81 years) included only longitudinal observations for remainers from the first imaging session. (C) The right anterior (RaHC) and posterior (RpHC) hippocampus was hyper-activated at encoding for older dropouts relative to older remainers. Vertical lines = ± SEM.



Longitudinal analyses of age-related hippocampus hyper-activity during encoding and retrieval yielded no significant effects in the full sample (p’s > 0.05). To specifically examine hippocampal hyper-activity in what might represent pathological aging, we compared older dropouts with older remainers of the same age. Specifically, of the 54 individuals in the oldest age group at the baseline session (Mean age = 77 years), 21 returned for the second imaging session (Mean age of remainers = 81 years) whereas 33 only participated in the first session and dropped out from the follow-up. The two groups were compared on select demographic, clinical, and cognitive variables at baseline, and differences were observed for variables previously associated with study-dropout at older age (Table 1; Figure 2B). That is, the older dropouts displayed lower baseline offline episodic-memory performance and included a higher percentage of APOE-ε4 carriers. In addition, underscoring the pathological nature of study dropout, by the time for the follow-up imaging session, several individuals in the dropout group had progressed to dementia and death. A direct comparison of peak activations from the first scanning session for older dropouts and older remainers revealed significant hyper-activity for dropouts in the right aHC at encoding (t(52) = 2.42, p = 0.01; Figure 2C; highlighted in red in Figure 2A). There was a similar trend in the right posterior hippocampus (t(52) = 1.64, p = 0.03 Figure 2C). No significant hyper-activity was observed during retrieval in anterior or posterior hippocampus (p’s > 0.10).


TABLE 1. Demographic data, memory performance, and selected clinical data of the older remainer and older dropout groups at baseline.
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Frontal Hyper-Activity

To test the prediction of altered top-down signals during encoding, a 2 (older dropouts vs. older remainers) by 2 (encoding vs. retrieval) whole-brain ANOVA was conducted. A significant interaction effect was observed in right VLPFC (x, y, z = 34, 22, −4; F(1,104) = 13.08; p < 0.001; k = 21, Figure 3A). This peak overlapped with the right prefrontal region that in the overall sample was differentially recruited at retrieval (Figure 1C). As in the overall sample, the older remainers recruited this region more strongly at retrieval than encoding (t(20) = 6.70, p < 0.001), whereas it was recruited to a similar degree (p > 0.05) during encoding and retrieval by older dropouts (Figure 3B). A post hoc test confirmed right VLPFC hyper-activation at encoding for older dropouts compared to older remainers (t(52) = 2.05, p = 0.01).
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FIGURE 3. Prefrontal hyper-activation. (A) Significant interaction effect suggesting group-by-condition differences in the recruitment of ventrolateral prefrontal cortex (VLPFC) at baseline. (B) Post hoc analyses revealed that the VLPFC was differentially recruited during retrieval for older remainers but recruited to a similar degree during encoding and retrieval for older dropouts (bars derived from the interaction peak voxel, enc, encoding; ctr, control task).





Altered Fronto-Hippocampal Connectivity

Finally, prefrontal-hippocampal functional connectivity was examined. Plots of the average BOLD signal during encoding and retrieval (Figure 4A) were used to illustrate the time-courses underlying the observation that right VLPFC (x, y, z = 34, 22, −4) was differentially recruited throughout the retrieval task for the older remainers, whereas for older dropouts the frontal signal was elevated to a similar degree during both encoding and retrieval. In addition, a young group (N = 50; Mean age = 39 years) expressed differential recruitment of right VLPFC during retrieval, comparable to that of the older remainers.
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FIGURE 4. Hippocampus-frontal interactions. (A) Time-course data from right VLPFC peak voxel. The first solid vertical line represents task onset for encoding, retrieval and control blocks, respectively. The second solid vertical line represents the ending of encoding and retrieval tasks, and the dotted line represents ending of the control task. (B) Functional connectivity between right aHC and right VLPFC. (C) Structure of the dynamic causal model (DCM). The encoding and retrieval notations indicate the examined connection. The dashed black arrow to FFA represents input to the model. (D) Lag between the right aHC and the right VLPFC. Vertical lines = ± SEM. VLPFC, ventrolateral prefrontal cortex; aHC, anterior hippocampus; FFA, fusiform face area.



Analyses of functional connectivity of the right VLPFC (x, y, z = 34, 22, −4) with the right aHC (x, y, z = 22, −8, −16) demonstrated significant connectivity during retrieval for the young (z(49) = 3.48, p < 0.001) and older remainers (z(20) = 1.82, p = 0.034) but no significant connectivity during encoding or the control task (p’s > 0.05; Figure 4B). In contrast, for the older dropouts the right PFC showed aberrant functional connectivity with the hippocampus during all conditions including the control task (p’s < 0.001, Figure 4B).

Consistent with a top-down influence of right VLPFC to aHC during retrieval, a DCM analysis (Figure 4C) revealed a significant difference in modulation of the right VLPFC to aHC connection between encoding and retrieval for young subjects (z(49) = 2.0, p = 0.045) and older remainers (z(20) = 2.3, p = 0.022), but no difference was seen for older dropouts (z(32) = 0.23, p = 0.82). Additional analyses confirmed that the basis for the non-significant difference for the older dropouts was significant VLPFC to aHC modulation during both encoding and retrieval (z(32) = 2.42, p = 0.015 and z(32) = 2.05, p = 0.034, respectively). Finally, direct comparisons of older dropouts with older remainers revealed significant differences in the VLPFC to aHC modulation during encoding (z(52) = 2.86, p = 0.0043) but not during retrieval (z(52) = 1.30, p = 0.19).

Finally, a lagged correlation analysis (Mitra and Raichle, 2018) indicated that right VLPFC activity preceded right aHC activity during retrieval for young (z(49) = 2.79, p = 0.003) and old remainers (z(20) = 2.05, p = 0.020) but not in any condition for older dropouts (p’s > 0.05; Figure 4D).




DISCUSSION

Large-scale longitudinal support was obtained for age-related anterior hippocampal hypo-activation during memory encoding. No significant hypo-activation was observed in anterior or posterior hippocampus during retrieval. Also, no hypo-activation during encoding was seen in the posterior hippocampus, which supports and extends previous cross-sectional findings (Ta et al., 2012). Thus, age-related hypo-activation of the hippocampus was region (anterior) and process (encoding) selective. Intriguingly, we also observed “hyper-activation” of the same right aHC region during encoding but not retrieval. Increased hippocampal activity was not seen across the full sample, but rather in the comparison of older dropouts with older remainers. This selectivity suggests that the elevated hippocampal response is not a feature of normal aging, but rather a sign of pathological aging such as minor neurocognitive disorder (Sachdev et al., 2014). Indeed, it has been suggested that hippocampal hyper-activation might serve as a biomarker for Alzheimer’s disease (Maruszak and Thuret, 2014).

Specifically, we found that the older dropout group showed reduced offline episodic memory, had a higher proportion of APOE-ε4 carriers, and included several who progressed to manifest dementia over the next 4-year period. Thus, the individuals in the dropout group should have been at elevated risk for pathological aging, if not already in the early stages of pathology at baseline. Here, it should be stressed that the limited size of our older dropout group prevented more refined analyses of whether hyper-activity was selective or differentially stronger for dropout individuals who converted to dementia, or whether it is equally expressed in diverse age-related pathologies (see Small et al., 2011). In future studies, when a greater number of individuals in the Betula study have acquired specific pathologies, more refined analyses will be possible.

Several previous studies have observed elevated frontal encoding activity in pathological aging and suggested that it may serve a compensatory role (Miller et al., 2008; Browndyke et al., 2013). In contrast, the present data indicate that atypical frontal activity is detrimental. Specifically, right VLPFC activity was mainly seen during retrieval in younger age and normal aging. In contrast, for the dropouts, right VLPFC activation was seen during both encoding and retrieval, with no or weak modulation of activity between task states. Although causality is difficult to fully ascertain given the slow sampling rate of fMRI we also attempted to distinguish potential temporal ordering of the signals. In younger age and normal aging the DCM and lag analyses converged to suggest top-down influences of the right VLPFC on the hippocampus during retrieval only, whereas for dropouts the pattern of modulation was similar during encoding and retrieval. It should be stressed that the connectivity analyses revealed elevated connectivity also during the control task for dropouts, and the lag analysis did not support any difference in the ordering of PFC or hippocampus activation in the dropout group. These findings suggest disturbed connectivity more generally for the dropouts. However, the DCM analyses provided support for directionality of top-down signals using a single, but possibly more efficient, analytical framework by showing stronger connectivity during encoding and retrieval than during the control task for the dropouts. Also, the atypical right VLPFC to hippocampus connectivity at encoding was significantly higher for older dropouts than remainers.

Collectively, in young adults and normal aging, our findings support a role of frontal cortex in top-down biasing of hippocampal computations during memory encoding and retrieval. We have stressed the importance of the right VLPFC for episodic retrieval, which is consistent with previous findings (Lepage et al., 2000; Habib et al., 2003; Salami et al., 2010) and more generally with the view that VLPFC-MTL interactions supports memory retrieval via pattern completion (Simons and Spiers, 2003). It should be noted that connectivity between VLPFC and the hippocampus, while for model simplicity was specified as a direct connection in our DCM analysis, in reality implicates additional cortical and subcortical regions (e.g., Eichenbaum, 2017). In pathological aging, here defined on basis of longitudinal study drop-out, dysfunctional hippocampal hyper-activity at encoding seems to reflect disturbed top-down signaling, notably right VLPFC involvement also during encoding, possibly resulting in triggering of retrieval/pattern completion in addition to encoding/pattern separation. This view is in line with findings of dynamic state-switching or multiplexing of neuronal ensembles within a single task (Gilbert and Sigman, 2007).

Disturbed state signaling could contribute to unbalance between pattern separation and completion and hippocampal hyper-activity also in other conditions, such as schizophrenia (Weiss and Heckers, 2001), and the basis for disturbed state influences may vary among conditions. In pathological aging, one possible mechanism is cholinergic loss (Schliebs and Arendt, 2011). Cholinergic loss can negatively influence encoding and retrieval state signals from prefrontal regions to the hippocampus and induce a shift towards retrieval and pattern-completion (Hasselmo and McGaughy, 2004; Bentley et al., 2011). Here it should be stressed that local modulation of cholinergic action in the hippocampus has been related to switching between learning and recall states (Hasselmo et al., 1995), and more generally that influential accounts of hippocampal hyper-activity in aging and shifts between encoding and retrieval have been put forward on basis of local hippocampal alterations and modulation of hippocampal processing by the input (see Wilson et al., 2006; Leal and Yassa, 2018). Therefore, the current top-down account should be seen as providing a complementary rather than a competing perspective on hippocampal hyper-activity and computational flexibility.

Finally, it must be acknowledged that our characterization of the task blocks in terms of encoding or retrieval likely is an over-simplification as tasks are not process pure. Thus, likely, intentional or incidental retrieval processes were operating also during encoding for all, including younger, participants. Relatedly, elevated right frontal activity during encoding for dropouts cannot uniquely be seen as indexing retrieval and hippocampal pattern-completion processes. One potential alternative account could be increased “system noise” and less distinct computations in pathological aging (Li et al., 2001).

In conclusion, while our interpretation of the present pattern of results in terms of top-down modulation of hippocampal computation awaits replication, it extends previous suggestions that bottom-up input serves to bias the hippocampus towards pattern separation or pattern completion (Guzowski et al., 2004). A key role of frontal state signals is consistent with findings of attentional effects on hippocampal processing during encoding and retrieval (Muzzio et al., 2009; Aly and Turk-Browne, 2016), and more generally with empirical and theoretical arguments that a region’s function is partly determined by its pattern of interactions with other regions (Bressler and McIntosh, 2007). Here, in the context of a general pattern of age-related anterior hippocampal hypo-activation during encoding, our findings suggest that disturbed fronto-hippocampal interactions contribute to paradoxically high anterior hippocampal activity in older dropouts at risk of pathology. Thus, whether high hippocampal activity is related to good memory performance (as in younger age and normal aging) or poor memory performance (as in pathological aging) can be decoded from distal patterns of regional activity (i.e., modulation of prefrontal regional activity between encoding and retrieval states). In future studies, analyses of functional interactions of the hippocampus with regions that do not display activation differences between conditions, but still interact differently with the hippocampus during different task and rest states (see McIntosh et al., 1997; Di and Biswal, 2018), might yield additional information on how efficient mnemonic functioning emerges from network interactions in the brain.
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The lateral habenula (LHb) has been shown to play critical roles in a variety of appetitive tasks (e.g., spatial memory and object recognition) that require animals to flexibly respond to changing task conditions. These types of tasks are known to be dependent on hippocampus (HPC) and/or medial prefrontal cortex (mPFC), suggesting that the LHb contributes to the limbic memory circuit. Here we provide new evidence that the LHb and HPC play distinct but complimentary roles in tasks that require flexible responding to changing task conditions. Experiment 1 tested whether the LHb is needed for the performance of a HPC-dependent maze-based spatial delayed alternation task. The importance of interactions between the LHb and HPC to accomplish the same spatial delayed alternation task was tested in Experiment 2 where the LHb and HPC were disconnected both ipsilaterally and contralaterally. Experiment 3 tested LHb’s involvement in a standard behavioral economic task that requires flexible responding (maze-based delayed discounting), a task previously shown to rely on HPC. Results of Experiment 1, revealed that LHb inactivation impairs spatial delayed alternation during asymptotic performance but not during initial learning. Importantly, working memory did not appear to be affected as performance remained above chance levels both during initial learning and asymptotic testing. Experiment 2 showed that ipsilateral and contralateral disconnection of the LHb and HPC led to impaired performance on the spatial delayed alternation task. Impairments were not observed after unilateral inactivation of only one structure. Results of Experiment 3 were similar to our previous report of the effects of HPC inactivation: LHb inactivation impaired delayed discounting. All effects could not be accounted for by changes in reward magnitude discrimination, reward location per se, or sex of the animal. These findings, combined with other recent publications confirms and extends our working hypothesis that the LHb enables adaptive and flexible responding, particularly when established rules must be flexibly applied on a trial by trial basis. Since there are no known direct anatomical connections between LHb and HPC, future research is needed to understand how these structures communicate to enable flexible and rapid responding.

Keywords: spatial delayed alternation, delay discounting, baclofen, muscimol, rats


INTRODUCTION

All animals share a common and essential need to engage behavioral adaptation strategies, i.e., the process of rapidly switching amongst learned strategies when a subjective aim or objective framework is altered (Mizumori et al., 2004; White et al., 2013; Hasson et al., 2015). Decades of prior research has implicated key roles for several brain areas in flexible response selection. Among these are the hippocampus (HPC), lateral habenula (LHb), and the medial prefrontal cortex (mPFC; Sutherland, 1982; Dalley et al., 2004; Barker and Warburton, 2013). However, a complete story of how these varied and distal brain regions interact to enable one to rapidly and dynamically switch behavioral responses is yet to develop. Recent research has implicated functional interactions between the mPFC and HPC, the mPFC and LHb, and the LHb and HPC across different types of task demands. For example, performance of an object-in-place recognition task was dependent on excitatory transmission between the HPC and mPFC (Barker and Warburton, 2013). It was also found that HPC and LHb local field potentials were coupled in the theta range and that the degree of coupling was positively correlated with performance accuracy on a spatial object recognition task (Goutagny et al., 2013).

We previously proposed a model (Mizumori and Baker, 2017) that describes interactions between the HPC, LHb, and mPFC during memory dependent decision making. According to our model, the mPFC provides integrated context-specific information (determined in part through input from the HPC) to inform the LHb of the current decision-making strategy. The LHb is hypothesized to integrate mPFC afferent information with input from other brain areas (including motivational and reward structures) to determine whether the strategy is appropriate or needs to be adjusted (Mizumori and Baker, 2017). If the response is still appropriate, LHb efferent signals to the ventral tegmental area (VTA) and median raphe (MnR) promote continued responding. If there is a mismatch between mPFC signals of memory-guided response decisions and the internal state of the animal, LHb efferent signals to VTA and MnR should result in changed responses. In the latter case, LHb may indirectly inform HPC (via direct MnR input to HPC) when temporal and spatial sequences of context information should be updated (Figure 1).
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FIGURE 1. Schematic of selected afferent, bidirectional and efferent pathways of LHb (red circle) and the broader HPC-mPFC-LHb circuit. Afferent structures/pathways are shown in blue, bidirectional structures/pathways are shown in red, efferent structures/pathways are shown in yellow. The mPFC-LHb-HPC circuit structures/pathways are shown in green. LHb, lateral habenula; HPC, hippocampus; mPFC, medial prefrontal cortex; vDBB, vertical diagonal band of Broca; VP, ventral pallidum; LPO, lateral preoptic area; SCN, suprachiasmatic nucleus; EPN, entopeduncular nucleus; LH, lateral hypothalamus; VTA, ventral tegmental area; RMTg, rostromedial tegmental nucleus; IPN, interpeduncular nucleus; MnR, median raphe; DR, dorsal raphe; PAG, periaqueductal gray. Rat brain background credited to Brown (2018).



This model suggests a complementary but unique role for the LHb during mPFC or HPC dependent tasks (Hikosaka et al., 2008; Kim and Lee, 2012; Shabel et al., 2012). Support for a complementary but distinct role is supported by prior research. For example, mPFC inactivation led to enhanced probabilistic reversal learning performance due to enhanced sensitivity to positive rewards and decreased sensitivity to negative outcomes (Dalton et al., 2016). In contrast, LHb inactivation during probabilistic reversal learning impaired performance while reducing sensitivity to both positive and negative outcomes (Baker et al., 2015). Other tasks have shown a more similar role for the mPFC and LHb in task performance. For example, in a delayed non-match to sample task pharmacological disconnection of these areas resulted in impaired performance (Mathis et al., 2016). Interestingly, similar results were seen in this task with either ipsilateral (same hemisphere) or contralateral (opposite hemisphere) disconnection.

This last result raises an important point regarding LHb influences on behaviors. Specifically, each hemispheric LHb projects bilaterally to downstream areas such as the raphe nuclei and rostromedial tegmental area (Araki et al., 1988; Sego et al., 2014; Quina et al., 2015). This bilateral projection has been proposed to be a result of selective evolutionary pressure to optimize the integration of diverse telencephalic information for binary choices, as elegantly described in (Ichijo et al., 2017). Thus, the LHb likely plays a fundamental role in behavioral selection based on current strategy information (e.g., from the mPFC) and other internal factors. In fact, there is growing support for this idea across several species (Agetsuma et al., 2010; Okamoto et al., 2012; Stephenson-Jones et al., 2016). Together, these data further support the hypothesis that the LHb and mPFC play complementary but distinct roles in behavioral selection.

Less clear is the nature of the functional interactions between the HPC and LHb during adaptive behavioral selection. Several examinations of the HPC and LHb have proposed similar roles in memory-related behaviors. As previously mentioned, the strength of theta synchrony between the HPC and LHb is related to object recognition (Goutagny et al., 2013), and Morris water maze tests reveal similar effects of LHb lesions to those observed with HPC manipulation, namely, impairment reaching the escape platform (Thornton and Davies, 1991; Riedel et al., 1999; Lecourtier et al., 2004). It is worth pointing out, however, that several recent findings indicate differing contributions of the HPC and LHb to appetitive task performance. For example, unlike with HPC manipulations, LHb inactivation immediately following learning (e.g., during consolidation) does not alter water maze performance (Micheau et al., 2004; Mathis et al., 2015). Additionally, while fimbria/fornix lesions (designed to disrupt HPC communication) do not alter reversal learning performance unless combined with mPFC lesions (Mala et al., 2015), bilateral LHb inactivation is sufficient to disrupt probabilistic reversal learning that is distinct from effects of mPFC manipulation (Baker et al., 2015). This pattern of effects suggests that while the LHb contributes to memory-related tasks, it does not exactly match the effects of HPC inactivation.

To directly test contributions of the LHb and HPC during memory-related decision-making, Experiment 1 of the present study used a spatial location-based delayed alternation task that was designed to examine the effects of LHb inactivation during learning and asymptotic performance. Specifically, if the LHb is required to use working memory, then animals should perform at chance levels due to an inability to recall the preceding arm visit during both early learning and asymptotic performance. However, if the LHb is required for the application of a learned rule (reference memory), then LHb inactivation should result in above chance performance similar to controls during early learning. However, during asymptotic performance, LHb inactivation should impair, but not reduce to chance levels, choice accuracy due to an innate preference for rats to alternate choice arms. A second experiment was then performed to determine whether disconnection of the HPC and LHb (both ipsilaterally and bilaterally) is sufficient to cause behavioral deficits as would be suggested if these areas functionally interact during task performance.

In a third experiment, we sought to clarify another issue relevant to our understanding of contributions of the HPC and LHb to memory-driven flexible responding. Previous research has shown that HPC inactivation increases the variability of choices when delays are increased on a maze based delay discounting task (Bett et al., 2015). In contrast, LHb inactivation led animals to show no preference for either the immediate or delayed reward when tested on an operant chamber version of delay discounting (Stopper and Floresco, 2014). To clarify this apparent difference between the roles of the HPC and LHb during delay discounting, we examined the effects of bilateral LHb inactivation as rats ran a maze-based version of the delay discounting task. In this way, we could determine if differences in the previous studies arose because of the use of spatial or nonspatial tests, or if they were due to fundamental differences in information processed by the LHb and HPC.

When combined, the results from these experiments further clarify the nature of the relationship between LHb and HPC processing when subjects are required to make decisions across diverse forms of behavioral flexibility.



MATERIALS AND METHODS


General Methods


Animals

Experimentally naïve male Long–Evans rats (Experiment 1: n = 27; Experiment 2: n = 6; Experiment 3: n = 4; 320–400 g; 60–70 day old; Charles River) and female Long–Evans rats (Experiment 2: n = 7; Experiment 3: n = 4; 220–270 g; 60–70 days old, Charles River) were individually housed in a temperature-controlled laboratory (accredited by the Association for Assessment and Accreditation of Laboratory Animal Care). The room in which they were housed was maintained on a 12 h light/dark cycle (lights on at 7:00 am). Rats were allowed to free feed for a week, and then they were placed on a standard food restriction schedule so that they could gradually reach and maintain 85% of their original free feed weight. Rats were trained and tested during their light cycle (9:00 am to 5:00 pm) in accordance with the University of Washington’s Institutional Animal Care and Use Committee guidelines (Protocol 3279-01).



Behavioral Apparatus


Experiments 1 and 2

A black Plexiglas elevated cross-maze (79 cm from the floor, 58 × 5.5 cm maze arms) contained a 3D printed food well connected via tubing to a computer-controlled pellet delivery apparatus (Lafayette Instruments, Lafayette, IN, USA) which provided sucrose rewards (one 45 mg sucrose pellet; TestDiet, Richmond, IN, USA) at the ends of the two goal arms. The maze was controlled remotely with LabVIEW 2016 software (National Instruments, Austin, TX, USA). Each maze arm was hinged such that its proximal end (i.e., the segment closest to the maze center) could be raised and lowered by computer control. During the choice epoch, both goal arms were available; during the return epoch, only one start arm was available to guide the rat back to the start arm. A black curtain with visual cues attached surrounded the maze.



Experiment 3

A black Plexigas elevated T-maze (79 cm from the floor) was configured with one start arm and two goal arms. A metal food cup was located at the end of each goal arm. Wooden barriers were placed in front of each food cup to control access to the reward. Upon entering a reward arm, a second block was placed behind the rat so that it could not exit the arm during the delay. Once the specified delay time passed, the block in front of the food was lifted. When the rat finished eating, the second barrier behind the animal was lifted so that it could return to the start arm. As in Experiments 1 and 2, each maze arm was hinged such that its proximal end closest to the maze center could be raised and lowered by remote control as a way to control access to food by the rat. During forced trials, only one of the two goal arms was available to the animal. During free-choice trials, both goal arms were available. The maze was encircled by black curtains that were decorated with spatial cues.


Surgical Procedures


Experiments 1 and 3

Under anesthesia with isoflurane (4% mix with oxygen at a flow rate of 1L/min), rats were mounted in a stereotaxic instrument (David Kopf Instruments, Tujunga, CA, USA). Subsequently, the isoflurane concentration was reduced to 1%–3% to maintain the desired anesthetic depth. The skull was exposed and adjusted to place bregma and lambda on the same horizontal plane. All animals were implanted with two 25-gauge cannulae bilaterally in the LHb (anteroposterior = −3.5 mm; mediolateral = ±0.8 mm; dorsoventral = −4.5 mm, top of skull). The double cannulae were secured in place with anchoring screws and dental cement. Following implantation, 33-gauge double dummy cannulae were inserted to prevent clogging, and fitting caps were added to keep dummy cannulae in place. After surgery, all rats were given 5–7 days of surgical recovery and daily handling before postoperative training began. Rats in Experiment 1 underwent two-arm training until consistent food retrieval behavior was observed. Rats in Experiment 3 were then retrained on the delay discounting task until they reached stable, consistent discounting behavior.



Experiment 2

Surgical procedures occurred as described above for Experiments 1 and 3, except that rats were implanted with two 25-gauge cannulae bilaterally in the LHb (anteroposterior = −3.5 mm; mediolateral = ±0.8 mm; dorsoventral = −4.5 mm, top of skull), and two single 25-gauge cannula bilaterally in the HPC (anteroposterior = −3.9 mm; mediolateral = ±3.5 mm; dorsoventral = −2.1 mm, top of skull; with a 25-degree angle).


Microinjection Procedures

A day before microinjection, the injection cannula (Plastics One, Roanoke, VA, USA; which extended 1 mm beyond the guide) was inserted into the guide cannula and left in place for 1 min. This was done to control for any initial mechanical damage done by the injector, and to habituate the rat to the injection procedure. On a test day, rats were injected with drug (a combination of baclofen and muscimol in Experiments 1 and 2; only muscimol in Experiment 3; Sigma) dissolved in 0.9% saline, or vehicle. All LHb injections used a volume of 0.2 μl (50 ng/0.2 μl drug) and a 0.15 μl/min infusion rate. In Experiment 2, the HPC dose was increased to 200 ng/0.2 μl while the volume and timing remained the same. Bilateral infusion was administered to the animal 10–15 min prior to the start of the behavioral session, and all sessions were finished within 60 min after infusion. This volume and infusion rate were similar to those used in other LHb and HPC inactivation studies that infused baclofen and muscimol (Yoon et al., 2008; Stopper and Floresco, 2014; Baker et al., 2015). The injection cannula was connected to a 10 μl syringe (Hamilton) via polyethylene tubing (PE 20). Constant infusion rates were accomplished with the aid of an infusion pump (KD Scientific).



General Statistical Analyses

Using the G*Power 3 analysis program, it was determined that about seven rats per group will give statistical power at the 0.01 level. Key assumptions were that rats that achieve 80% choice accuracy have learned the task and that rats that perform 20% below controls (about 64%) are learning impaired. Data were analyzed with two-way ANOVA, one-way ANOVA, and paired sample t-test. Two-tailed p-values < 0.05 were considered statistically significant. All data are expressed as mean ± SEM.


Behavioral Training


Experiment 1: Effects of LHb Inactivation During Initial Learning and Asymptotic Performance of a Spatial Delayed Alternation Task


Habituation and Pre-surgical Training

Over the course of 3–5 days, all rats underwent habituation to the maze wherein they were allowed to freely forage for sucrose pellets that were randomly scattered on four maze arms (two start and two goal arms). Rats were then shaped to collect a one-pellet reward from one of the two goal arms of a plus maze (with both arm available for them to enter) and return to one of the pseudo-randomly chosen start arms (two-arm training task). There was an inter-trial interval of 5 s between trials, which were defined as the successful retrieval of a reward from a goal arm and return to a start arm. Once rats finished 45 trials in under 30 min for two consecutive days, they underwent the surgical implantation of bilateral cannulae. This experiment was performed prior to the laboratory adopting the practice of including both male and female subjects and thus only includes male subjects. Due to the lack of effect of sex on task performance in the other two experiments, it was determined that additional female subjects for this experiment would not be a prudent use of animal subjects.



Spatial Delayed Alternation Task (Figure 2)

After a week of recovery from surgery, all rats were put back on a food-restricted diet. The 27 animals were trained on the two-arm training task to return to presurgical performance levels. Then rats were trained on the delayed alternation task. A trial consisted of the following sequence: In the start or delay epoch (10-s waiting period before the start of next trial), animals waited in one of the start arms. In the choice epoch, the extension of the start arm allowed the rat to enter the choice area to choose between the two available reward arms. Once the animal entered a goal arm, the other goal arm was lowered to signal the start of a reward epoch where the rat would retrieve one sucrose pellet if it chose the opposite reward arm from the previous trisl (repeated entrance to the same arm would result in no reward). After the animal finished eating the pellet, it could return to the next start arm (pseudo-randomly chosen by a prewritten computer algorithm designed so that there were no more than two consecutive starts from the same arm) where the inter-trial interval delay began. After the delay, the start arm was elevated so that the rat could start the next trial. Rats were tested for a total of 60 trials in a session. Prior to testing rats were randomly assigned to one of three groups that were identified by the type of first and second infusion given during respective task phases. Nine rats were assigned to each of the Sal-Sal, Drug-Sal, or Sal-Drug groups. All three groups were tested on a delayed spatial alternation task during learning and asymptotic performance phases. The first injection (e.g., Sal in the Sal-Drug group) was given prior to each of the first 3 days of testing on the delayed alternation task (learning performance). Subsequently, rats continued to be trained on the delayed alternation task without receiving injections until asymptotic performance was achieved (defined as three consecutive days at >80% accuracy). Once achieved, rats were given a further 3 days of injection (e.g., the Drug in the Sal-Drug group). Finally, once asymptotic injections were completed, rats were given a final day of testing drug free to check for any lasting effects of the treatment on performance.


Experiment 2: Effects of LHb and HPC Disconnection During Spatial Delayed Alternation Tests


Habituation and Pre-surgical Training

Because no effect of drug treatment was observed during the learning phase of Experiment 1, Experiment 2 focused on effects during asymptotic performance. After the habituation and two-arm training task described in Experiment 1, rats (n = 13, seven females and six males) in this experiment started the delayed alternation task training. After achieving 80% accuracy across three continuous days, cannulae were surgically implanted.



Spatial Delayed Alternation Task

After a week of recovery from surgery, all animals were put back on a food-restricted diet. Once presurgical delayed alternation asymptotic performance was achieved (>80% accuracy for three consecutive days), rats were assigned to receive in pseudo-random order the following set of injections: (1) ipsilateral HPC-LHb saline injection; (2) ipsilateral HPC-LHb drug injection; (3) contralateral HPC-LHb saline injection; (4) contralateral HPC-LHb drug injection; (5) unilateral LHb saline injection; (6) unilateral LHb drug injection; (7) unilateral HPC saline injection; and (8) unilateral HPC drug injection (Figure 4A). Each rat underwent all eight injections with injection sides that were balanced across left and right hemispheres. In between each injection, rats were given a recovery day without injection to ensure performance recovered from any deficits induced by treatment.
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FIGURE 2. Schematic of Delayed-Alternation Task. (1) Animals waited on the start arm for 10 s during the start/delay epoch. The arm segment closest to the center platform was lowered to confine the animal to the start arm region for the delay period. (2) The choice epoch started when the animal entered the center platform of the maze and made a choice to the left/right reward arm. The blue circle at the end of each reward arm signifies the metal cup where sugar pellets were delivered through food dispensers upon the animal’s arrival. (3) The reward epoch, which was analyzed only for the rewarded choice, while the other reward or start arm was lowered. Animals consumed the sugar pellet once they obtained the reward at the metal cup. (4) The return epoch began when the animal finished reward consumption and returned to the recently raised start arm (start arm location was pseudorandomized over the 60 choice trials). (5) Once the animal finishes the delay period, the next trial began. Only alternating choices were rewarded, while repeated entrance to the same reward arm resulted in no reward. After the animal returned to the start arm and waited for the 10 s delay period, a new trial began.
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FIGURE 3. Experiment 1: LHb inactivation impairs learned spatial delayed-alternation but does not alter initial learning. (A) Drug treated animals are more accurate than would be expected by chance (t(2) = 7.94, p < 0.05). (B) LHb inactivation altered flexible performance of a learned behavior performed at asymptotic levels. (C) No effects of treatment group (F(2,16) = 0.80, ns.), learning phase (F(1,16) = 1.01, ns.), or interaction (F(2,16) = 1.55, ns.) were observed according to a two-way ANOVA on the ratio of preferred place location over the total number of choices during a session. (D) Examination of egocentric turn bias using a two-way ANOVA revealed a significant effect of treatment group (F(2,16) = 5.11, p < 0.05), learning phase (F(1,16) = 38.26, p < 0.01), and a significant interaction (F(2,16) = 4.23, p < 0.05) on the ratio of preferred egocentric turn direction over the total number of choices during a session. Bonferroni post hoc tests showed that the turn bias ratio was significantly lower during asymptotic performance for the Sal-Sal and Drug-Sal groups but not for the Sal-Drug group (p < 0.01). (E) A one-way ANOVA revealed a similar level of performance accuracy following the final day of asymptotic testing, F(2,16) = 3.03, ns. ranging from (80.79 ± 3.32) in the Drug-Sal group to (90.28 ± 1.69) in the Sal-Sal group. (F) Cannula placements in the LHb. *p < 0.05. **p < 0.01. ns = not significant.
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FIGURE 4. Experiment 2: LHb and HPC disconnection decreases accuracy in a delayed-alternation task. (A) Schematic of ipsilateral, contralateral and unilateral infusion cannula placements within HPC and LHb. (B) Histological example of cannula placements in the HPC and LHb. (C) Any treatment group that impaired both the LHb and HPC showed significant impairments in accuracy (F(3,32) = 5.83, p < 0.05). (D) Results revealed no effect of day of injection on overall accuracy on the delayed alternation task (F(7,64) = 0.89, ns.). (E) Egocentric turn bias significantly decreased from the Learning phase (0.81 ± 0.04) to Asymptote phase (0.60 ± 0.02; t(8) = 5.12, p < 0.01). (F) The place bias remained at a relatively low level in both Learning and Asymptote phases (Learning = 0.57 ± 0.02, Asymptote = 0.52 ± 0.01) and did not significantly differ from each other (t(8) = 1.78, ns.). (G) A two-way ANOVA of turn bias scores during asymptotic performance revealed main effects of both drug treatment (F(1,32) = 17.91, p < 0.01), and injection condition (F(3,32) = 13.72, p < 0.01), with no interaction effect (F(3,32) = 4.39, ns.). Bonferroni post hoc tests indicated that there was a significant difference between saline and drug treatment in the contralateral disconnection group (t(8) = 3.03, p < 0.05). (H) A two-way ANOVA of place bias scores did not show main effects for either drug treatment (F(1,32) = 2.86, ns.) or treatment area (F(3,32) = 1.06, ns.) but did reveal a significant interaction (F(3,32) = 3.03, p < 0.05). Bonferroni post hoc tests indicated that the ipsilateral disconnection group significantly increased place bias scores under drug vs. saline treatment, (t(8) = 3.38, p < 0.01). *p < 0.05. **p < 0.01. ns = not significant.




Experiment 3: Effects of LHb Inactivation on Maze-Based Delay Discounting Performance


Habituation and Pre-surgical Training

After maze habituation (as described for Experiment 1), rats were shaped to collect a short delayed small reward (3 s 1 pellet) from either goal arms. Specifically, each rat was placed on the start arm in a given trial and was encouraged to choose one of the goal arms. Upon arrival at the block in front of the reward, the animal had to wait for 3 s before being given access to the reward. Once the rat entered both the LL and SS arm on all following task phases, a block was placed behind the rat to ensure it could not opt out of the choice that was made. The elapsed time was measured by an experimenter using a digital stopwatch. After the block was removed by the experimenter at the termination of the delay, the rat approached and consumed the reward. After the experimenter gently guided the animal to the start arm for the next trial, the food cup was refilled, and the barrier restored. Once the rat was able to finish 16 trials within 20 min, it underwent the surgical implantation of bilateral cannulae.



Delay Discounting Task (Figures 5A,B)

After a week of recovery from surgery, all rats were put back on a food-restricted diet. Nine animals underwent delay discounting training in which they learned to choose between a sooner smaller reward (SS; 3 s delay, 1 pellet) and a later larger reward with variable delays (LL; 10, 20, or 40 s delay; 3 pellets). To assess choice preference as a function of delay to LL reward, the three different lengths of delay were tested in separate blocks of trials. That is, each trial block tested only one LL delay interval. The order of the delay blocks were randomly assigned. During the different LL blocks, the SS reward condition remained constant.

Since the rats did not initially know how long they needed to wait for an LL reward, each block began with 10 forced-choice trials followed by six free-choice trials. During the forced-choice trials, five SS and five LL trials were presented in pseudo-random order. For each forced-choice trial, only one goal arm was made available by lowering the other goal arm. Both goal arms were presented during the free-choice trials. These data were used to determine the rats’ choice preference for LL rewards. The three testing blocks were separated by an inter-block interval of 5 min during which the animals were placed on a holding area adjacent to the maze. The location of SS and LL rewards in the goal arms remained constant for each rat but was counterbalanced across rats.



Reward Discrimination Task

A reward discrimination task tested rats’ ability to discriminate two goal arms associated with either a small (one pellet) or large (four pellets) reward. Reward discrimination testing took place after infused rats completed the delay discounting test described above. Similar to delay discounting training, rats ran 16 trials (10 forced trials, and six free choice trials). In contrast to delay discounting training, there were equal delays (3 s) between times when rats reached the block and removal of the barrier.



Histological Procedures

After completion of all experiments, animals were perfused transcardially with physiological saline followed by 10% formalin. Their brains were extracted and stored in a 10% formalin-30% sucrose solution at 4°C for 72 h. The brains were cut in coronal sections (40 μm) on a freezing microtome. The serial sections were stained with cresyl violet to confirm cannula placements. In Experiment 1, of the initial 27 rats tested, three were removed from the Sal-Sal group, three from the Drug-Sal group, and two from the Sal-Drug group due to cannula outside of the LHb. This meant that final numbers in each group included in the analysis were Sal-Sal = 6, Drug-Sal = 6, and Sal-Drug = 7. Likewise of the 13 animals tested in Experiment 2, 4 were removed due to misplacements. This led to a final number of four males and five females.
















RESULTS


Experiment 1: LHb Inactivation Impairs Learned Spatial Delayed Alternation but Does Not Alter Initial Learning

Rats with accurate cannula placements (Figure 3F) were tested for the effects of drug or saline injection during the first 3 days of testing on the delayed alternation task. A two-way ANOVA revealed no effect of treatment group (F(2,32) = 0.37, ns.), injection day (F(2,32) = 2.51, ns.), or an interaction (F(4,32) = 1.10, ns.) during this learning phase of the delayed alternation task. One important question was whether drug treatment altered working memory on a trial by trial basis. Because even naive rats perform significantly above chance on the delayed alternation task (demonstrating recall for the previously visited arm), a one-way t-test was performed to test whether performance was above chance levels. Results revealed that drug-treated animals (Drug-Sal group) are more accurate than would be expected by chance (t(2) = 7.94, p < 0.05; Figure 3A).

Following the learning treatments, all groups were then allowed to perform the delayed alternation task without injection until asymptotic performance of three consecutive days of >80% accuracy was achieved. A one-way ANOVA demonstrated no significant differences between treatment groups on days to criterion amongst groups (F(2,16) = 0.08, ns.) with days required ranging from (10.83 ± 1.94) in the Drug-Sal group to (12.00 ± 20.5) in the Sal-Drug group.

To examine whether LHb inactivation altered flexible performance of a learned behavior (at asymptotic performance), percent accuracy on the delayed alternation task was examined. A two-way ANOVA revealed a significant effect of treatment group (F(2,32) = 30.09, p < 0.01), but no effect of injection day (F(2,32) = 0.01, ns.), or an interaction (F(4,32) = 0.26, ns.) during the asymptotic phase of delayed alternation task testing. Bonferroni posttests demonstrated lower percent correct for the Sal-Drug group across all injection days compared to the Sal-Sal group (p < 0.01; Figure 3B). To test for any long-lasting effects of Drug treatment across consecutive days, accuracy on the next day following the final injection was examined. A one-way ANOVA revealed a similar level of performance accuracy following the final day of asymptote treatment (F(2,16) = 3.03, ns.) ranging from (80.79 ± 3.32) in the Drug-Sal treatment group to (90.28 ± 1.69) in the Sal-Sal treatment group (Figure 3E).

Rats visited both choice arms roughly equally during learning and asymptotic task phases (Figure 3C). One important question was whether drug treatment altered response strategies during learning and asymptotic performance. This was tested in two ways. First, the likelihood that an animal visited a single reward arm (place bias) during a session was calculated by dividing the number of visits to the most commonly chosen spatial location (per session) by the total number of trials in the session. Thus, a numerical value between 0.5 and 1 represents the proportion of choices for a preferred arm across a session regardless of reward. No effect of treatment group (F(2,16) = 0.80, ns.), learning phase (F(1,16) = 1.01, ns.), or interaction (F(2,16) = 1.55, ns.) was observed with a two-way ANOVA on the ratio of preferred place location over the total number of choices during a session. This result indicates that inactivation of the LHb does not alter the likelihood of a rat to use a place strategy during either task phase.

Rats initially utilized an egocentric turn strategy before executing the correct place alternation (Figure 3D). Similarly, an egocentric turn bias was calculated by dividing the number of egocentric turns (left or right) in the more commonly chosen direction by the total trials in a session. Examination of egocentric turn bias using a two-way ANOVA revealed a significant effect of treatment group (F(2,16) = 5.11, p < 0.05), learning phase (F(1,16) = 38.26, p < 0.01), and a significant interaction (F(2,16) = 4.23, p < 0.05) on the ratio of preferred egocentric turn direction over the total number of choices during a session. Bonferroni posttests showed that the turn bias ratio was significantly elevated in the Sal-Drug group when compared to the Sal-Sal group and the Drug-Sal group selectively during the asymptotic phase of the task (p’s < 0.01). This reveals that the Sal-Drug group reinstated a significant turn bias that was common across groups during the learning phase when the LHb was inactivated during asymptote. Rats in the other groups abandon this turn bias in order to successfully obtain reward at above 80% accuracy.



Experiment 2: LHb and HPC Disconnection Reveals Their Necessary Interaction During Spatial Delayed Alternation

Nine animals with accurate cannula placements (five female and four male rats, Figure 4B) were trained to perform a delayed alternation task on an elevated cross-maze. To investigate the animal’s choice performance under HPC and LHb manipulation, they were tested in eight different injection target (Figure 4A). Before testing, all animals reached continuous asymptotic performance (3 days of >80% accuracy in 60 trials of delayed alternation task).

Our results indicated that any injection target aimed at both the LHb and HPC with drug (ipsilateral and contralateral disconnections) showed significant impairments in accuracy (Figure 4C). Specifically, a two-way ANOVA show significant effects of drug/saline treatment (F(1,32) = 46.56, p < 0.01) and an interaction (F(3,32) = 5.83, p < 0.01), but no effect of injection target (F(3,32) = 1.96, ns.). Bonferroni multiple comparisons post hoc tests indicated a significant difference between saline and drug treatment in the ipsilateral condition (t(32) = 5.61, p < 0.01), and the contralateral condition, t(32) = 5.08, p < 0.01. In order to ensure that the order in which rats were given injections across injection days did not alter observed results, a one-way ANOVA of performance accuracy by day of injection was also administered. Results revealed no effect of day of injection on overall accuracy on the delayed alternation task (F(7,64) = 0.89, ns.; Figure 4D).

No sex differences in the effects of HPC-LHb disconnection. Because the goal of the present study was the examination of baseline behavior including both sexes and not an examination of sex differences within the behavior, additional animals were not explicitly added to compare sex. Nonetheless, in order to provide information for other researchers and future studies, an underpowered analysis of sex was included to check for trends in behavior. Male and female rats performed in a comparable way in both control and treatment condition. When analyzed by two way ANOVA with sex and drug/saline treatment as factors, the main effect of drug/saline treatment remained (F(3.773,26.41) = 12.71, p < 0.01) while no effect of sex (F(1,7) = 0.00, ns.), or an interaction (F(7,49) = 1.117, ns.) was observed.

Place bias is altered with ipsilateral disconnection while contralateral disconnection alters turn bias. As in Experiment 1, preference to select only one reward arm (place bias) or turn preferentially in one egocentric direction (turn bias) was examined during both learning and asymptote. The first 3 days of place bias and turn bias scores during learning were examined using a one-way ANOVA. Results revealed no effect of day on place bias (F(2,16) = 2.81, ns.), or turn bias (F(2,16) = 0.01, ns.). In order to determine whether a similar pattern of abandoning an egocentric turn bias from initial learning to asymptotic performance (as was observed in Experiments 1 and 2), t-tests were performed comparing the first day of learning to the first day of saline treatment during asymptote. Results revealed that, as in Experiment 1, place bias score remained at a relatively low level in both phases (Learning = 0.57 ± 0.02, Asymptote = 0.52 ± 0.01) and did not significantly differ (t(8) = 1.78, ns.; Figure 4F). In the control condition, egocentric turn bias did significantly decrease from learning (0.81 ± 0.04) to asymptote (0.60 ± 0.02; t(8) = 5.12, p < 0.01; Figure 4E). With a similar pattern of choice behavior between both experiments, it raised the question whether disconnection of the LHb and HPC resulted in a similar return to an egocentric turn bias as LHb bilateral inactivation or whether a distinct choice pattern emerged. A two-way ANOVA of turn bias scores during asymptotic performance revealed main effects of both drug treatment (F(1,32) = 17.91, p < 0.01), and injection condition (F(3,32) = 13.72, p < 0.01), with no interaction (F(3,32) = 4.39, ns.). Bonferroni post tests indicated that there was a significant difference between saline and drug treatment in the contralateral disconnection group (t(8) = 3.03, p < 0.05; Figure 4G). A two-way ANOVA of place bias scores did not show main effects for either drug treatment (F(1,32) = 2.86, ns.) or treatment area (F(3,32) = 1.06, ns.) but did reveal a significant interaction (F(3,32) = 3.03, p < 0.05). Bonferroni post-tests indicated that the ipsilateral disconnection group significantly increased place bias scores under drug vs. saline treatment (t(8) = 3.38, p < 0.01; Figure 4H).



Experiment 3: LHb Inactivation Impairs Maze-Based Delay Discounting but Not Reward Discrimination

Nine animals displaying accurate cannula locations (five male and four female rats, Figure 6B) were trained to choose between SS and LL rewards in a delay based decision-making task on an elevated T-maze. To investigate the animal’s choice preference as a function of delay to LL reward, three different delays (10 s, 20 s and 40 s) are used before the delivery of the LL reward in separate blocks of trials. The delay to the SS reward was kept consistent at 3 s for the entire session.


[image: image]

FIGURE 5. Schematic of Delay-Discounting Task. (A) Reward arm (marked in yellow) and two start arms (marked in red) on the elevated T-maze. (B) Sooner smaller choice: the animal waited for 3 s to obtain one sugar pellet. Later larger choice: the animal waited for 10 s and obtained four sugar pellets. Once the animal entered one reward arm, the other reward and start arms were blocked by wooden barriers to confine the animal to the chosen arm for the entire delay period. (C) For each day of testing, three blocks of trials were offered, each associated with a different length of LL delay (10 s, 20 s, or 40 s). The SS delay remained constant (3 s). The blocks were separated by an inter-block interval of 5 min. Drug infusion sequences follow an ABBA pattern. On day 1 and day 4, a certain animal would receive one type of infusion (0.9% saline or muscimol), and day 2 and day 3 of the alternative type of infusion.
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FIGURE 6. Experiment 3: Bilateral LHb inactivation resulted in impaired performance in delay-discounting task. (A) Bilateral HPC inactivation resulted in significantly impaired performance during the delay-discounting task. The figure shown was adapted from Davis et al. (2016). (B) Histological illustration of cannula placements in the LHb. (C) Bilateral LHb inactivation resulted in a significant impairment in delay-discounting task. There was a significant interaction effect (F(2,16) = 34.725, P < 0.01), no drug effect (F(1,8) = 3.510, p = 0.098, ns.), and a significant delay effect (F(2,16) = 15.561, p < 0.01). (D) Impairments were not due to sex differences. No interaction effect was observed after muscimol infusion (F(2,14) = 0.206, p = 0.816, ns.), and no significant effect of sex was observed (F(1,7) = 0.012, p = 0.916, ns.). No interaction effects were observed under saline infusion (F(2,14) = 0.371, p = 0.697, ns.) nor was there a significant sex effect (F(1,7) = 0.177, p = 0.687, ns.). (E) Impairments were not due to a spatial bias toward one or the other reward locatinos. No interaction effect was found after muscimol infusion (F(2,14) = 0.127, p = 0.882, ns.) and and there was no effect of reward location (F(1,7) = 0.057, p = 0.819, ns.). No interaction effects were seem after saline infusion (F(2,14) = 2.268, p = 0.140, ns.) and there was no effect of reward location (F(1,7) = 2.356, p = 0.169, ns.). (F) Intact reward magnitude discrimination was observed after LHb inactivation. Given a consistent delay for either small or large reward choices, animals preferred locations associated with a larger reward, paired sample t-test (t = 10.513, p < 0.01). **p < 0.01. ns = not significant.



Abolished delay discounting behavior following LHb inactivation. During baseline training and SAL control days, rats displayed a strong preference for LL reward over SS reward (choosing LL reward more than 50% of all choices) when the delay to rewards was short (10 s). As delays became longer, they showed a stronger preference for SS rewards. Taking all three delay blocks into consideration, Figure 6C displays a typical delay discounting curve, indicating that rats readily discounted the value of rewards with longer wait times.

By contrast, a repeated measure ANOVA found a significant interaction effect between delay and drug (bilateral Drug injection; F(2,16) = 34.725, P < 0.01), no drug effect (F(1,8) = 3.510, p = 0.098, ns), and a significant delay effect, F(2,16) = 15.561, p < 0.01) such that rats no longer demonstrated a preference for either reward arm regardless of the delay condition. Drug injections resulted in rats choosing both reward arms roughly equally at both the 10 s 20 s, and 40 s delays. SAL injections resulted in normal discounting performance, which animals significantly prefer LL reward at 10 s (Bonferroni posttests, p < 0.01) and SS reward at 40 s (Bonferroni posttests, p < 0.01) compared to chance levels. This result extends previous findings that the LHb impairs delayed discounting when tested in an operant chamber (Stopper and Floresco, 2014).

As the wooden blocks needed to be manually added and removed, an experimenter was required to be present in the maze room throughout the session. This raises the question of whether the experimenter’s movement could have guided the animal’s choice. This is unlikely as the experimenter always stood in a neutral position near the start arm, equal distance to both reward arm. Furthermore, after the animal finished a trial, the experimenter would bait both arms so as not to bias the rat’s next choice.

No sex differences in delay discounting behavior (Figure 6D). Male and female rats showed similar discounting functions during both baseline and SAL control days. Also, drug injections did not reveal sex differences in the behavioral response to LHb inactivation (no interaction effect under drug infusion: F(2,14) = 0.206, p = 0.816, ns., and no significant sex effect: F(1,7) = 0.012, p = 0.916, ns.; no interaction effect under SAL infusion: F(2,14) = 0.371, p = 0.697, ns., and no significant sex effect, F(1,7) = 0.177, p = 0.687, ns.). These observations indicate that there were no effects of sex when performing this maze-based flexible response task with or without a normal functioning LHb.

Delay discounting behavior did not depend on a place bias (Figure 6E). In order to exclude the possibility that animals made choices based on the spatial position of the LL or SS arm (as opposed to the subjective evaluation of delay and reward), nine animals (across sex) were randomly assigned to conditions where the right arm always contained the larger reward arm or the left arm contained the larger reward. The choice behavior for the two groups were not different from each other: no interaction effect under drug infusion (F(2,14) = 0.127, p = 0.882, ns.), and no spatial effect (F(1,7) = 0.057, p = 0.819, ns.). And there was no interaction effect under SAL infusion (F(2,14) = 2.268, p = 0.140, ns.), and no spatial effect (F(1,7) = 2.356, p = 0.169, ns.). This result revealed that the location of the large reward arms did not inadvertently bias the rat’s responses. Rather, their evaluation of the positive value of the reward, and the negative value of waiting, determined their choices.

Intact reward magnitude discrimination after LHb inactivation (Figure 6F). Following the last MUS injection day, after the three delay discounting blocks, rats were trained to discriminate between two goal arms associated with a small (one pellet) and a large (four pellet) reward with only 3 s delays. The results showed that reward magnitude discrimination remained intact after LHb inactivation, as rats preferred the larger reward significantly more often (above 50%) when the delay was constantly short (paired-sample t-test, t = 10.513, p < 0.01). This result shows that LHb inactivation did not ablate the rat’s ability to understand, and make decisions based on, reward value. Rather, it appeared to have disrupted rats’ ability to flexibly respond when task conditions changed.




DISCUSSION

The current study tested the extent to which the HPC and LHb play similar or discrepant roles in tasks that require flexibly responding to changing task conditions. Using an established hippocampal-dependent delayed alternation maze task, Experiment 1 showed that LHb inactivation impairs spatial delayed alternation performance but only after asymptotic performance was achieved, and not during task acquisition. This finding indicates that LHb is not needed for working memory or spatial identification of goal locations per se. Rather, since LHb inactivation impaired choice accuracy after rats reached asymptotic performance levels, it seems to play a specific role in the use of memory to respond flexibly.

The importance of interactions between the LHb and HPC was tested in Experiment 2. The LHb and HPC were disconnected via the simultaneous unilateral inactivation of both LHb and HPC experimental paradigm. Disconnecting the LHb and HPC resulted in impaired performance on the delayed alternation task, while choice accuracy was not significantly impaired after only unilateral inactivation of either LHb or HPC. Interestingly the disconnection effect was observed after either ipsilateral or contralateral inactivation of HPC and LHb with the caveat that differences in place and turn bias scores were observed between the ipsilateral and contralateral groups. Previous reports have also observed impairments in ipsilateral and contralateral disconnection of the LHb with the mPFC (Mathis et al., 2016). Since there are no known direct anatomical connections between HPC and LHb, this pattern of results suggests that communication between these structures likely occurs via more than one pathway. In either case, the disconnection effect suggests that the LHb and HPC work together to support adaptive and flexible responding, seemingly regardless of the nature of information being processed, and regardless of whether working or reference memory is used.

Experiment 3 tested LHb involvement in another test of response flexibility known to be hippocampal-dependent, maze-based delay discounting (Bett et al., 2015; Davis et al., 2016; Figure 6A). LHb inactivation disrupted delay discounting behavior on our maze: Figure 6C shows that rats no longer adapted choices according to changing delay conditions. Additionally, supplemental tests indicated that the impaired discounting preferences could not be accounted for by changes in motivation, reward magnitude discrimination, absolute reward locations, or sex of the animal. In summary, the combined effects from the three experiments provide further evidence that LHb and HPC likely work together to enable flexible and rapid decision-making in ways that complement the individual spatial and working memory functions of the HPC and mPFC, respectively.


Complementary Functions Between HPC and LHb

Many studies document the fact that deficits in the habenular region result in impairments in various hippocampal-dependent tasks, and our results are consistent with these findings (Thornton and Davies, 1991; Lecourtier et al., 2004). In Experiment 1, LHb inactivation affected only asymptotic performance in the delayed alternation task, where drug-treated animals displayed an egocentric choice preference (a default strategy only displayed in the early learning phase of the task). This is consistent with the finding that blockade of excitatory inputs to the LHb resulted in impairments of memory retrieval in an HPC-dependent water maze task, which animals exhibited excessive thigmotaxis (default exploratory behavior) under inactivation (Mathis et al., 2015). These results further point out that in contrast to the task acquisition phase, LHb is more critical in the flexible response process after the animal learned the rules required to maximize reward. Matching the findings from Experiment 1, Experiment 2 showed a choice impairment characterized by a return to an egocentric turn bias for contralateral disconnection suggesting that LHb function requires HPC interactions to successfully apply learned rules flexibly. Ipsilateral impairment also impaired choice behavior but while there was a trend for a return to an egocentric choice pattern, it was place bias choices that significantly increased. This raises several interesting possibilities regarding possible differences between information conveyed from a single hemisphere vs. that conveyed via both hemispheres. Specifically, it may reflect the somewhat unique lateralized evolutionary path of LHb across species (Ichijo et al., 2017. However, at this point more research is needed on specific input and output pathways between the LHb and HPC to speculate further. The current study clearly supports the view that there is a functional interaction between the two areas when making memory-related flexible response decisions. Such an interpretation is consistent with findings that simultaneous recordings of LHb and dHPC in freely moving rats reveal a subset of LHb cells were phase-locked to hippocampal theta oscillations (Goutagny et al., 2013). In that same study, LHb generated spontaneous theta oscillation that was highly coherent with HPC theta oscillations. The result of Experiment 2 extends our knowledge of the range of behaviors that depend on the coordination between the HPC and LHb.

A previous inactivation study of the role of the LHb in probability-based discounting and delay-based discounting behaviors tested in an operant chamber indicated that LHb impairments suppressed choice biases, making animals indifferent in choosing between rewards correlated to subjective values (Stopper and Floresco, 2014). Expanding this finding, our Experiment 3 adopted a delay discounting task on an elevated T-maze, adding a spatial component to the economic behavioral paradigm. Prior to the current LHb inactivation study, we tested the effects of HPC inactivation on the same maze-based delayed discounting task as that used in here. Identical to the effects of LHb inactivation, HPC inactivation also abolished the delay discounting function when compared to vehicle infusion (Davis et al., 2016). That is, HPC inactivation resulted in animals who were unable to make adaptive choices based on the changing situations, again illustrating that the two structures work together to enable task-specific flexible responding.



The Behavioral Implementation of HPC and PFC Memory Processing

Previously, studies related to LHb have mostly been focused on depression, fear learning and substance use (Płażnik et al., 1980; Borelli et al., 2005; Sartorius et al., 2010; Maroteaux and Mameli, 2012; Li et al., 2013; Batalla et al., 2017). In the present study, we directly tested the functional interactions between the LHb and HPC during the performance of complex flexible response tasks. Our results are consistent with the model (Mizumori and Baker, 2017) of the LHb as an important integration center between limbic and midbrain monoaminergic systems. For example, anatomical studies confirm that LHb has direct connections to prominent dopaminergic areas (VTA and RMTg) as well as serotoninergic areas (DRN and MRN), both of which importantly contribute to various aspects of behavioral adaptation, including outcome analysis, choice implementation, reward-prediction error perception, reward-risk analysis, reversal learning, monitoring ongoing task process (Conrad and Pfaff, 1976; Aghajanian and Wang, 1977; Pasquier et al., 1977; Graeff and Silveira Filho, 1978; Reisine et al., 1982; Sutherland, 1982; Swanson, 1982; Skagerberg et al., 1984; Wirtshafter and Asin, 1986; Vertes and Martin, 1988; Behzadi et al., 1990; Nagao et al., 1993; Barnéoud et al., 2000; Kim and Lee, 2012; Baker et al., 2015; Balasubramani et al., 2015). The output of the raphe may feed back to HPC as there is a robust efferent projection from the MRN to the HPC (Azmitia and Segal, 1978; Vertes et al., 1999). Such feedback appears to regulate information integration within HPC since disruptions of the MRN generate HPC low-frequency theta activity, while activation of the MRN causes desynchronization of HPC electroencephalographic activity (Maru et al., 1979; Leranth and Vertes, 1999).

According to the Mizumori and Baker model of limbic and midbrain integration via the LHb (Baker and Mizumori, 2017; Mizumori and Baker, 2017), the LHb plays a critical and unique role in guiding the behavioral implementation of limbic system memory processing. Briefly, HPC distributes to PFC information regarding the similarity of expected and actual response sequences that result in a desired outcome. This information is integrated into the PFC as it combines HPC input with the multiple other inputs (from e.g., the orbital frontal cortex and striatum) to determine whether the current strategy or responses should continue or whether behaviors should change in order to reach the desired outcome. Following this process, PFC transfers decision signals to efferent targets including the LHb which in turn accommodates internal state information and sensory inputs from LH, SCN and EPN to conclude whether the response decision from PFC is still relevant to the current situation. If internal information indicates that the current response is the optimal to seek the goal, a “match” signal would be transferred to the efferent targets (dopaminergic and serotonergic systems) of LHb to enable continuation of the response. If internal information indicates otherwise, a “mismatch” signal would be sent out to stop or adjust current response resulting in a different behavioral sequence. After the implementation of the choice, LHb could feed back to HPC on the most recent sequence to enhance neural plasticity. As a result, within the HPC, spatially and temporally sequenced memory information can be modified to reflect the developing experience-dependent trajectories.




CONCLUSION

The current study provides new and strong evidence that supports the view that the LHb and HPC are part of a functionally connected system that enables flexible responding when choices are driven by changing task conditions. As there is growing evidence that LHb abnormality is related to psychiatric disorders that are characterized by a person’s inability to flexibly switch between learned context-dependent behavioral strategies (Lax et al., 2013; Proulx et al., 2014; Admon and Pizzagalli, 2015), it is important that we better understand how the local circuits within LHb integrates memory and motivational information, and how the result of this integration ultimately directs behavioral responding.
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At present, with the development of an aging society and an increase in the number of elderly people, in order to ensure the ability and enthusiasm of the elderly to live independently, it is necessary to ensure that they can understand the world in a normal way. More and more elderly people have cognitive impairment, and virtual reality (VR) technology is more effective in cognitive diagnosis and treatment than traditional methods. This review article describes some studies on cognitive diagnosis and training for the elderly, and puts forward some suggestions for current studies, in the hopes that VR technology can be better applied to cognitive diagnosis and training.
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INTRODUCTION


Cognitive Impairment

Cognitive processes are defined by a neural process that allows us to interact with complex environments in a goal-oriented manner. It is a multifaceted process that includes attention, memory, language, emotion, etc. When multitasking is done at the same time, the normal brain can correctly process the information obtained from the complex environment and avoid interference with useless information. When the brain is in a normal state, this process can proceed smoothly, but if the brain produces lesions, this cognitive process will fail, leading to memory impairment, learning disabilities, attention deficits, and aphasia (Anguera et al., 2013).

Moreover, with the aging of today’s society, age is the most common cause of cognitive impairment in an increasing number of people entering old age (Tarnanas et al., 2014a,b), which has led to an increasing number of cognitive impairments in the elderly. Progressive decline in cognitive function leads to neuropsychological disorders such as Alzheimer’s disease (AD), including amnesic cognitive impairment in high-risk populations of AD (Tarnanas et al., 2015). Older people with cognitive impairments may not be able to take care of their own lives. They may lose their memory, the ability to navigate through spaces, and the ability to communicate with others. They may not be able to participate in daily activities such as boiling water, cooking, driving, and so on. Cognitive impairment in the family can be a major burden on the family. Children may not have the time and energy to take care of the sick elderly, and the elderly often need professional caregivers to look after them. For the elderly, damage to the brain’s nervous system, which causes cognitive impairment, may even be irreversible, meaning the disease is incurable. For a country, a growing number of elderly people’s cognitive aging will lead to more social problems.

However, if the disease can be diagnosed in the early stages of cognitive training and recovery, it can be gradually recovered. But it is difficult to use neuropsychological methods for diagnosis, and there is no effective method of cognitive training. In this context, the introduction to virtual reality (VR) technology provides a very viable way to explore more cognitive diagnosis and recovery programs to prevent and delay cognitive aging, to ensure the normal life of the elderly, and to maintain the enthusiasm and vitality of independent life for the elderly (Klimova, 2016).


Virtual Reality Technology

In recent years, VR technology has developed rapidly, and it is one of the most promising and challenging technologies in computer graphics. VR is a technology that uses computer technology and interactive devices (such as head mounted displays, handles, gloves, etc.) to artificially create an environment close to the real world, allowing one or more people to interact with the virtual environment and its 3D entities (Gatica-Rojas and Méndez-Rebolledo, 2014; Tan et al., 2019a,b).

At present, VR has been proposed to treat some neuropsychological diseases such as anxiety and fear. VR technology can intuitively provide patients with an almost real environment; patients can be placed at the center of things and get better treatment results. At the same time, VR can also be used for surgical training to provide doctors with a recyclable and ecologically efficient way to gain more training experience. VR can also be used for other medical purposes such as post-stroke intervention and treatment.

In VR, several sensory perceptions are mainly used, including vision, touch, and kinematics. In the process of interaction between human and virtual environment, the transmission of information must be real-time, and it can make corresponding responses to human actions in time so that people can operate it fluidly. The use of VR in the diagnosis and treatment of cognitive impairment can provide a fully controlled experimental environment for timely observation of memory, emotion, perception, motion control, and other aspects of the user (Tarnanas et al., 2014a,b).

The environment provided by VR for the diagnosis or treatment of cognitive impairment can be divided into three levels of systemic immersion: non-immersion, semi-immersion, and full immersion. The difference between these three levels is the reality of the reality simulation. The better the immersion, the more realistic the virtual environment is, the more realistic the participants will be (García-Betances et al., 2015). Different experimental tasks may require varying degrees of immersion, and non-immersion limits the risks of simulation disease and is more portable than a 3D environment. But a higher level of immersion would provide a more realistic environmental effect. VR technology has obvious advantages in the diagnosis and treatment of cognitive impairment. First, it can provide an ecologically efficient way to diagnose and treat patients (Allain et al., 2014). VR can measure a subject’s behavior in an ecologically efficient environment and place the subject in a virtual environment to provide the physician with a judgment of the condition (Rizzo et al., 2004). Second, the combination of VR and neuropsychology as a non-pharmacological approach can be performed before symptoms occur (where symptoms mean the conditions that occur in patients with cognitive impairment, such as forgetting, being unable to move at will, etc.), and this approach is non-invasive. Third, experimenting in a virtual environment can avoid the dangers caused by improper patient operation and provide a safer environment. When participants enter a virtual environment, however, it can cause discomfort, such as dizziness. But it is undeniable that it is a very effective method for cognitive diagnosis and treatment.





COGNITIVE DIAGNOSIS AND TREATMENT WITH VR

In this section, some recent studies on cognitive diagnosis and treatment using VR technology are briefly classified according to their research objectives, and the main research methods and expected results are summarized. Table 1 summarizes the main features of these articles. The research objectives of these articles are mainly divided into two aspects: the first is to evaluate and diagnose cognition, and the second is to train and treat cognition.

TABLE 1. Recent virtual reality (VR)-based studies on cognitive diagnosis and treatment.

[image: image]


Research on Cognitive Diagnosis

Godehard Weniger’s studies assessed self-centered and hetero-ego-centered memory in individuals with amnesic mild cognitive impairment (aMCI) through VR. A total of 29 patients with aMCI and 29 healthy controls were enrolled in the study. In this experiment, a virtual maze of self-centered memories was set up, and a virtual park of hetero-ego-centered memories was set up. This study demonstrates the feasibility of VR techniques to study spatial memory deficits in aMCI patients, and the future direction of its use is to be able to predict the transition from MCI to AD and from normal to MCI (Weniger et al., 2011).

Plancher et al. (2012) used VR in aMCI and AD to study the characteristics of episodic memory. A total of 21 healthy elderly people, 15 aMCI patients, and 15 AD patients were selected to complete the task. Two virtual environments were designed: one for participants to act as drivers of virtual vehicles and the other for participants to act as passengers of virtual vehicles. The patient’s recall and identification of central information (i.e., environmental elements), contextual information (i.e., time, egocentric and distribution center spatial information), and the overall combined qualities were assessed. In this study, the performance of these participants was found to be consistent with atrophy of the hippocampus. The performance of AD patients was the worst. Spatial distribution memory assessment was particularly useful for distinguishing between aMCI patients and healthy older adults. Cognitive differences between the three groups can provide effective recommendations for the early diagnosis and rehabilitation of pathological aging, and they prove that the virtual environment can be used as a tool to characterize episodic memory.

Morganti et al. (2013) published a article in 2013 that used VR technology to study the early transition of AD from a heterosexual space to its own spatial capabilities. In the study, 26 early AD patients and 26 healthy seniors were assigned to two virtual environment tasks: a VR-Maze and a VR-Road Map, both of which provide different path finding processes. This study shows that in the early stage of AD, the planning of spatial tasks is insufficient, and, in the task of transforming heterosexual spatial memory into an effective path of path finding, the ability of spatial memory is insufficient.

In Serino et al.’s (2015) study, VR was used to detect the egocentric and hetero-centric defects of early AD. The study involved 15 patients with early AD, 15 aMCI patients, and 15 cognitively healthy subjects completing two tasks. In the first task, participants needed to indicate the location of the objects they remember on the real map, while in the second task they were invited to retrieve their locations from different starting points in the empty version of the same virtual room. Comparing the performances of the three groups of participants showed that aMCI patients had deficiencies in storing hetero-centric independent representational memories and AD patients had deficiencies in storing hetero-centric independent representational memories and their synchrony. This may reflect the selective flaws in spatial organization, and these findings provide a preliminary understanding of the cognitive basis of amnesic damage.



The Goal Is to Study Cognitive and Training Therapy

Doniger et al.’s (2018) study of VR-based cognitive motor training for middle-aged people at high risk of AD used VR technology to intervene in middle-aged people with high risk of AD in a non-pharmaceutical manner, offering effective prevention possibilities for middle-aged asymptomatic but high-risk people. In this study, a total of 125 middle-aged people aged 40–65 years with a family history of AD participated in the study and were randomly divided into four groups. The first group performed cognitive stimulation on a treadmill, the second group performed the same task without a treadmill, the third group performed non-specific cognitive stimulation on a treadmill, and the fourth group did not receive training as a control group. After 3 months of training, they conducted a cognitive assessment and concluded that cognitive training can effectively improve cognitive ability.

Foloppe et al. (2018) used a case study to discuss how VR-based cognitive training can enhance the autonomy of AD patients in cooking activities. The study evaluated a 79-years-old AD patient who was trained in four cooking tasks in a non-immersive manner, and it showed that VR restored the patient’s ability to perform cooking activities.

Mathews et al. (2016) used a virtual environment to test prospective memory (PM) recovery in stroke patients. Using non-immersive VR techniques, the study of 15 stroke patients showed that participants’ PM was significantly improved by VR-based cognitive training.

White and Moussavi (2016) used a VR navigation (VRN) environment for neurocognitive therapy in AD patients. The study involved a 74-year-old man who was in the early stages of AD and was asked to perform navigation tasks in a virtual environment. The results showed that the cognitive ability of the participants was enhanced by the cognitive rehabilitation task.

Serino et al. (2017) conducted a new VR-based training approach to enhance psycho-frame synchronization of AD patients. “Psychological frame synchronization” refers to the specific cognitive process of transition between egocentric and hetero-egocentric. The project recruited eight healthy elderly people and 20 AD patients, of whom 10 were healthy. Ten AD patients performed navigation tasks in a virtual environment, and the other 10 AD patients served as controls. The results showed that the spatial memory of AD patients and healthy people were effectively improved.




CONCLUSION

VR technology is a very effective tool for cognitive assessment and recovery. It enables researchers and doctors to monitor patients’ responses in real time, which traditional methods may not have permitted them to do. The interactivity of VR allows participants to use multiple senses for feedback to get more details. VR works in an ecologically efficient way and pages are safer. There is still room for improvement in the study of VR for cognitive diagnosis and recovery. In most studies, the number of participants was insufficient, which led to more uncontrollable factors in the experiment. Therefore, in an experiment, we need to recruit as many participants as possible to improve the participation of patients, better understand their needs, coordinate different services, and access participants in a long-term, timely manner to obtain experiments. Although much research has been done, more research is needed on the scale of its use in patients.
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Brain-derived neurotrophic factor (BDNF) is essential for cognitive and memory functions. Abnormal BDNF expression in the central nervous system may impair these functions. Anaesthesia and surgery can induce perioperative neurocognitive disorders (PND). Clinical studies show that BDNF expression is decreased in patients presenting with cognitive impairment after anaesthesia and surgery. However, the molecular mechanism is still unclear. Epigenetic regulation plays an important role in cognition. The hypermethylation of H3K9 is crucial for transcriptional silencing and the onset of cognitive disorders. Here, we hypothesised that H3K9 trimethylation repressed BDNF expression and impaired memory formation or recall during anaesthesia and surgery. Laparotomy under isoflurane inhalation anaesthesia, behavioural tests, Western blotting, quantitative real-time reverse-transcription polymerase chain reaction (qRT-PCR), chromatin immunoprecipitation (ChIP), and immunohistochemistry were used in this study. BDNF expression was decreased in the hippocampus after anaesthesia and surgery. Cognitive impairment affected memory formation but not recall. The trimethylation of H3K9 downregulated BDNF expression. The overexpression of BDNF or use of exogenous BDNF improved the impairment of memory formation caused by anaesthesia and surgery. Therefore, inhibiting H3K9 trimethylation and increasing the expression of BDNF may help prevent PND in the clinical setting.

Keywords: anaesthesia and surgery, H3K9, trimethylation, brain-derived neurotrophic factor, hippocampus, memory acquisition


INTRODUCTION

Postoperative cognitive changes are a common complication, especially in elderly patients who undergo major surgeries, including arthroplasty, laparotomy, and thoracotomy with or without cardiopulmonary bypass (Saczynski et al., 2012; Evered et al., 2018). Perioperative neurocognitive disorders (PND) are characterised by symptoms such as disturbance of memory, attention, consciousness, information processing, and the sleep-wake cycle, leading to postoperative morbidity and mortality (Evered et al., 2018). PND occurs predominantly in elderly patients but may also occur in other age groups (Johnson et al., 2002; Backeljauw et al., 2015). Multiple factors may be involved in PND (Cibelli et al., 2010; Han et al., 2014; Li et al., 2015); however, the molecular mechanisms underlying this condition are unclear.

Under some circumstances, general anaesthetics may cause long-term cognitive impairment (Li et al., 2014; Zhong et al., 2014; Cao et al., 2018) but have also been shown to promote brain protection (Fukuda and Warner, 2007), indicating that anaesthetics may play different roles in PND.

Cognitive processes are complex. In humans, these processes can be divided into five dimensions: attention, perception, memory, language, and learning. In clinical research, memory impairment after anaesthesia and surgery is a typical symptom and is often used as the main diagnostic criterion for PND (Evered et al., 2018). Memory functions involve formation, consolidation, storage, and recall. Brain-derived neurotrophic factor (BDNF) is implicated in several adaptive and pathological processes (Harward et al., 2016; Tanqueiro et al., 2018; Lima Giacobbo et al., 2019; Oh et al., 2019). An increasing number of studies have demonstrated that BDNF in the hippocampus, especially in the dorsal CA1 region, plays a key role in regulating cognition and memory (Bambah-Mukku et al., 2014; Bekinschtein et al., 2014; Reimers et al., 2014). A clinical study reported that BDNF protein expression decreased after anaesthesia and surgery in patients with cognitive impairment (Wyrobek et al., 2017).

Multiple amino acid residues on histone H3 can be modified in cognitive processes (Hyun et al., 2017; Kim and Kaang, 2017). Lysine 9 in H3 (H3K9) can be acetylated or methylated (Kilpinen et al., 2013; Lanouette et al., 2014). Theoretically, the deacetylation or hypermethylation of H3K9 can induce chromatin condensation, resulting in long-term gene silencing, and the trimethylation of H3K9 (H3K9me3) mediates transcriptional silencing (Karmodiya et al., 2012; Zovkic and Sweatt, 2013; Zovkic et al., 2013). In contrast, the acetylation and demethylation of H3K9 activate transcription (Ushijima et al., 2012). SUV39H is a typical histone methyltransferase involved in H3K9 trimethylation and promotes gene silencing. Moreover, H3K9 trimethylation is critical for cognitive impairment and is involved in the transcriptional repression of the Bdnf gene (Kuzumaki et al., 2011; Gupta-Agarwal et al., 2012; Maddox et al., 2013; Karpova, 2014). Considering that H3K9 is located near the promotors, modifications in this histone affect DNA methylation and transcription (Du et al., 2015; Zhao et al., 2016).

This study assessed whether the trimethylation of H3K9 was involved in the downregulation of BDNF expression leading to cognitive and memory impairment, and the stage at which memory processing was affected by anaesthesia and surgery. H3K9 trimethylation downregulated BDNF expression and impaired memory formation, but not recall, during anaesthesia and surgery. Therefore, inhibiting H3K9 trimethylation and increasing the expression of BDNF may help prevent PND in a clinical setting.



MATERIALS AND METHODS


Animals

Adult male C57BL/6J mice (10–12 months old) and adult male vGLUT1-IRES-CreERT mice (homozygous, C57BL/6J background, 10–12 months old) were obtained from Xuzhou Medical University Animal Center (Xuzhou, China). All mice (five animals per cage) were acclimatised under a 12–12 h light-dark cycle and were allowed ad libitum access to food and water. All behavioural experiments were carried out between 8:00 am and 5:00 pm. All protocols were approved by the Animal Welfare Committee of Xuzhou Medical University and complied with Animal Research: Reporting of in vivo Experiments guidelines.



Drugs and Primers

Chaetocin (Sigma-Aldrich, USA; 3 μg in 0.3 μl of 10% DMSO in PBS) was microinjected into the dorsal CA1 region of the hippocampus on each side 2 h before the tests. Recombinant BDNF (R&D Systems, USA; 0.5 μg in 0.3 μl of distilled water) was microinjected into the dorsal CA1 region of the hippocampus on each side 1 h before the tests.

The following primers were used in RT-PCR: total BDNF, 5′-AAGGACGCGGACTTGTACAC-3′ (forward), 5′-CGCTAATACTGTCACACACGC-3′ (reverse); GAPDH, 5′-AGGTCGGTGTGAACGGATTTG-3′ (forward), 5’-TGTAGACCATGTAGTTGAGGTCA-3′ (reverse); The primers for chromatin immunoprecipitation (ChIP) IV, 5′-AAAAACGGTCCAAAGACCAC-3′ (forward), 5′-TCACTAAGCCCCCTTCCTCT-3′ (reverse).



Anaesthesia and Surgery

Animals were placed on a transparent chamber prefilled with 1.4% isoflurane and 100% oxygen (Peng et al., 2016). After a 15-min induction, a simple laparotomy was performed. A 0.5-cm longitudinal midline incision was made from the xiphoid to the proximal pubic symphysis on the skin, abdominal muscles, and peritoneum. Then, the incision was sutured layer by layer. Compound lidocaine cream (2.5% lidocaine and 2.5% prilocaine) was applied to the incision wound every 8 h for 2 days. The surgical procedure lasted approximately 20 min for each mouse, and the animals remained under anaesthesia for up to 2 h. The temperature of the anaesthesia chamber was controlled to maintain the rectal temperature of the mice at 37 ± 0.5°C during anaesthesia/surgery. The concentrations of isoflurane and oxygen and animal breathing were monitored. The animals from the control group remained in a chamber filled with 1.4% isoflurane and 100% oxygen for 2 h but were not subjected to surgery.



Open Field Test

An open field test (OFT) was used to determine the spontaneous locomotor activity of mice according to a previous study (Wang et al., 2019). The OFT apparatus consisted of a 50 × 50 cm open arena with 50-cm-high walls, and the floor was divided into nine squares of equal areas. Briefly, the mice were individually placed into the centre of the apparatus and were free to explore the environment for 10 min. Thereafter, the total distance travelled was recorded by ANY-maze software during the following 5-min period.



Y-Maze Test

The maze consisted of three arms (8 × 30 × 15 cm, width × length × height) that were 120° from each other: the start arm (always open), novel arm (closed during training and open during tests), and the other arm (always open). During training, mice were allowed to explore the maze for 10 min. After a 2-h interval, the animals were returned to the start arm for a 5-min exploration with the novel arm open. The number of entries and time spent on each arm were recorded.



Novel Object Recognition Test

A novel object recognition (NOR) test was performed using a 50 × 50 cm open arena with 50-cm-high walls. The arena was divided into four quadrants, and two identical objects were placed diagonally from each other. Mice were individually placed into the centre of the apparatus and were free to explore the environment for 10 min. After that, the animals returned to the cage, and one of the objects was replaced by a novel object with a different shape and colour. The apparatus was cleaned with 75% ethanol. After a 2-h interval, mice were allowed to freely explore the area for 5 min, and the time spent exploring the novel object was measured.



Contextual Fear Conditioning Test

The test was performed as previously reported (Gao et al., 2011). Briefly, on the day of training or test, mice were placed in the conditioning room at least 2 h before fear conditioning. Subsequently, the animals were transferred to the training chamber, freely explored the area for 3 min, received a foot shock (0.7 mA) for 2 s, and returned to the conditioning chamber. Age-matched control animals remained in the conditioning chamber for the same period as the conditioned animals but received no foot shocks. Freezing behaviour was measured for 3 min.



Stereotaxic Surgery

Experimental mice were anaesthetised using 1.4% isoflurane and placed in a stereotaxic instrument according to a previous report (Hu et al., 2017). The scalp was cut open, and the skull was exposed using 75% ethanol and 1% H2O2. Double-guide cannulas (Plastics One, USA) were bilaterally implanted into the dorsal hippocampus (anterior-posterior, −1.5 mm; mediolateral, ±1.0 mm, dorsal-ventral, −2.0 mm) using stereotactic manipulators under aseptic conditions. Each cannula contained a dummy cannula and a dust cap (Plastics One, USA) and was fixed to the skull with dental cement. A single injection was performed into each hemisphere using a 33 G Hamilton microinjector in a volume of 0.3 μl and a flow rate of 0.1 μl/min. Needles were gently removed 10 min after injection. The incisions were sutured, and the mice were transferred to a temperature-controlled room (31 ± 1°C).



Chromatin Immunoprecipitation (ChIP)

ChIP assays were performed using the EZ-Magna ChIP A/G ChIP Kit (Millipore, USA). dCA1 tissues were homogenised in a protease inhibitor solution, fixed in 37% formaldehyde, and cross-linked at room temperature for 30 min. The reaction was inhibited with glycine, and the isolated chromatin samples were sonicated to shear DNA. The cross-linked protein/DNA was immunoprecipitated with a primary antibody at 4°C overnight. The protein/DNA complexes were eluted and reversed cross-links of protein/DNA complexes to free DNA with proteinase K. The purified DNA was collected for PCR analysis (Ding et al., 2017).



Western Blot Assays

Western blotting was performed as previously reported (Hao et al., 2015). Briefly, dissected dCA1 tissues were homogenised in RIPA buffer containing a protease inhibitor cocktail and a protein phosphatase inhibitor cocktail. The lysate was run on SDS-page gel and transferred to nitrocellulose membranes. The membrane was incubated with the following primary antibodies: anti-BDNF (1:1,000; ab108319; Abcam, UK), anti-H3K9me3 (1:1,000; 13969; Cell Signaling Technology, USA), anti-histone H3 (1:1,000; 4499; Cell Signaling Technology, USA), and β-actin (1:1,000; sc-47778; Santa Cruz Biotechnology, Dallas, TX, USA) at 4°C overnight. The membranes were incubated with horseradish peroxidase-conjugated secondary antibodies (1:1,000; Beyotime Institute of Biotechnology, Haimen, China) and scanned using an infrared imaging system (Bio-Raid, USA).



Statistical Analysis

Data are presented as the mean ± standard error of the mean. The Z-score was calculated based on the results of duration in the novel arm, entries in the novel arm and discrimination index. The formula was Z-score = [ΔXsurgery − MEAN (Δcontrol)]/SDΔcontrol. All analyses were performed using Prism software. Data normality was assessed using the D’Agostino-Pearson omnibus normality test. Data with a normal distribution were analysed using one-way analysis of variance for multiple comparisons with or without repeated factors, followed by post hoc Student–Newman–Keuls (SNK) tests for multiple comparisons. Data without a normal distribution were analysed using non-parametric Kruskal–Willis tests followed by Dunn’s multiple comparisons test. P-values for multiple comparisons were adjusted. Data from the two study groups were compared using unpaired Student’s t-test. Statistical significance was set at p < 0.05.




RESULTS


Anaesthesia and Surgery Downregulated BDNF and Impaired Cognition in Middle-Aged Mice

We assessed whether anaesthesia and surgery could downregulate BDNF in the hippocampal dorsal CA1 area and whether laparotomy under inhalation anaesthesia in middle-aged mice was a well-established postoperative cognitive impairment model. Middle-aged mice aged 10–12 months underwent laparotomy under general anaesthesia with isoflurane (Peng et al., 2016). The Y-maze and NOR tests were performed to assess cognitive changes induced by anaesthesia and surgery (Figure 1A). All cognitive behavioural data were collected to calculate Z-scores. The total distance travelled in the OFT and Y-maze test, and the total number of entries in all arms in the Y-maze test were collected to determine the effect of abdominal surgery on locomotor activity, and Z-scores were calculated to analyse changes in locomotor activity.
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FIGURE 1. Anaesthesia and surgery induced brain-derived neurotrophic factor (BDNF) repression impaired cognition of middle-aged mice. (A) Experimental design. 10–12 month-old C57/BL mice were conduct laparotomy in the chamber filled with 1.4% isoflurane for 2 h. Open filed, Y-maze and novel object recognition (NOR) tests were performed at different time points. The behavioural tests data were collected and calculated the Z-score. (B) Results of Z score for discrimination, duration in novel arm and entries in novel arm (F(6,63) = 9.136, p < 0.0001; 6 h vs. con, p < 0.0001; 9 h vs. con, p < 0.0001; 12 h vs. con, p < 0.0001; 24 h vs. con, p < 0.0001; 48 h vs. con, p < 0.0001; 72 h vs. con, p < 0.0001, n = 10). (C) Locomotor tests for mice after anaesthesia and surgery were performed. Z-score for locomotor (F(6,63) = 0.6341, p = 0.7024, n = 10). (D) The expression of BDNF protein was decreased from 6 h after surgery (F(6,21) = 5.564, p = 0.0014; 6 h vs. con, p = 0.0015; 9 h vs. con, p = 0.0063; 12 h vs. con, p = 0.0036; 24 h vs. con, p = 0.0009; 48 h vs. con, p = 0.0003; 72 h vs. con, p = 0.0035, n = 4). (E) The BDNF protein expression was positively correlated to Z-score (r2 = 0.2977, p = 0.002673). (F) Total BDNF mRNA was changed (F(6,21) = 6.490, p = 0.0005; 6 h vs. con, p = 0.0011; 9 h vs. con, p = 0.0089; 12 h vs. con, p = 0.0016; 24 h vs. con, p = 0.0002; 48 h vs. con, p = 0.0002; 72 h vs. con, p = 0.002, n = 4). (G) The BDNF protein expression was positively correlated to Z-score (r2 = 0.5750, p < 0.0001). (H) The BDNF mRNA expression was positively correlated to BDNF protein expression (r2 = 0.2244, p = 0.01089). All results are represented as [image: image] ± SEM, **p < 0.01.



The Z-scores indicated the occurrence of significant cognitive deterioration in the surgery groups (p < 0.0001; Figure 1B). However, there were no significant differences in locomotor activity between the surgery and control groups (Figure 1C). These results suggested that anaesthesia and surgery impaired cognition in middle-aged mice but had no significant effect on locomotor activity.

A clinical study reported that BDNF protein expression decreased intraoperatively in cognitively impaired patients. We assessed whether BDNF expression contributed to cognitive dysfunction in an animal model. The expression of BDNF in the dorsal CA1 was decreased in the surgery groups from 6 to 72 h after surgery (p = 0.0014; Figure 1D, Supplementary Figure S4A) and was positively correlated with cognition Z-scores (r2 = 0.2977, p = 0.002673; Figure 1E). BDNF mRNA expression in this hippocampal region also decreased in the surgery groups from 6 to 72 h after surgery (p = 0.0005; Figure 1F) and was positively correlated with cognition Z-scores (r2 = 0.5750, p < 0.0001; Figure 1G). Furthermore, BDNF mRNA expression was positively correlated with BDNF protein expression (r2 = 0.2244, p = 0.01089; Figure 1H). These results suggested that the decrease in BDNF expression in the dorsal CA1 region affected cognitive impairment induced by anaesthesia and surgery.



Postoperative BDNF Downregulation in the Dorsal Hippocampus Impaired Memory Formation but Not Recall

Cognitive processes are complex. The present results suggested that anaesthesia and surgery affected cognition; however, which cognitive processes are impaired is unclear. Contextual fear conditioning experiments were conducted to determine whether anaesthesia and surgery inhibited novel cognitive formation or other cognitive processes.

First, training-surgery-test and surgery-training-test experiments were performed to investigate whether anaesthesia and surgery impaired either memory formation or recall. The results showed that anaesthesia and surgery only affected memory formation because fear conditioning was blocked in mice trained after 6 h (p < 0.0001) and 24 h (p = 0.0001) of surgery, but not before surgery (p > 0.9999, p = 0.7981; Figures 2A,B). The freezing time in the control group was significantly different than in the iso-train-test group at 6 h (p = 0.0441; Supplementary Figures S1A,B).
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FIGURE 2. Postoperative BDNF repression in dorsal hippocampus resulted in attenuation of memory acquisition instead of recall. (A,B) Contextual fear conditioning behavioural tests for surgery groups. (A) Training-surgery-test (6 h vs. Con, t(14) = 0.0004114, p > 0.9999; 24 h vs. Con, t(14) = 0.2607, p = 0.7981, n = 8) and (B) surgery-training-test (6 h vs. Con, t(14) = 6.234, p < 0.0001; 24 h vs. Con, t(14) = 5.167, p = 0.0001, n = 8) results at 6 and 24 h. Anaesthesia and surgery induced cognition impairment had no effect on formed cognition but inhabited novel cognitive formation. (C) BDNF expression changes after training in anaesthesia and surgery group at 6 h (F(3,12) = 52.04, p < 0.0001; Train vs. Con, p = 0.0054; 6 h + Train vs. 6 h, p = 0.0005; 6 h + Train vs. Train, p = 0.0001; 6 h vs. Con, p < 0.0001, n = 4) and 24 h (F(3,12) = 49.53, p < 0.0001; Train vs. Con, p = 0.0022; 24 h + Train vs. 24 h, p = 0.0027; 24 h + Train vs. Train, p < 0.0001; 24 h vs. Con, p < 0.0001, n = 4). All results are represented as [image: image] ± SEM, **p < 0.01.



As previously reported, the BDNF protein expression changes after training represent the fear memory formation. BDNF protein expression changes triggered by foot shock 30 min after training were determined. BDNF expression decreased in mice trained after 6 h and 24 h of surgery (p < 0.0001; Figure 2C, Supplementary Figure S4B). In the control group, isoflurane inhalation attenuated BDNF expression triggered by training at 6 h after surgery (p < 0.0001; Supplementary Figures S1C, S4E). These results suggested that anaesthesia and surgery inhibited BDNF expression and impaired memory formation but not recall.



Reversion of the Postoperative Repression of BDNF Expression in the Dorsal Hippocampus Prevented the Impairment of Memory Formation Caused by Anaesthesia and Surgery

BDNF was overexpressed in the dorsal CA1 to confirm whether BDNF downregulation impaired memory formation, and to determine the role of BDNF in contextual fear memory (Figure 3A, Supplementary Table S1). The genetically modified adeno-associated virus overexpressing BDNF was infused into the dorsal CA1 region 2 weeks before fear conditioning tests. The results showed that BDNF overexpression enhanced fear memory at 6 h (p = 0.8205) and 24 h (p = 0.8119) after surgery (Figures 3B,C) and the vector did not affect the expression of BDNF (Supplementary Figures S3A, S4G).
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FIGURE 3. Overexpression of BDNF in dorsal hippocampus rescued the memory impaired by anaesthesia and surgery. (A) Diagram of BDNF overexpression in dCA1 of hippocampus and BDNF fused with eGFP infused in neurons. Scale bar, 200 μm. (B,C) Over-expression in dCA1 enhanced novel cognition formation both pre- (6 h vs. Con, t(14) = 1.571, p = 0.1384; 24 h vs. Con, t(14) = 0.5047, p = 0.6216, n = 8) and post-surgery (6 h vs. Con, t(14) = 0.2312, p = 0.8205; 24 h vs. Con, t(14) = 0.2425, p = 0.8119, n = 8). All results are represented as [image: image] ± SEM.



Subsequently, we assessed whether exogenous BDNF could enhance memory formation, but not memory recall. Recombinant BDNF was infused into the dorsal CA1 to test whether memory recall was impaired (Figure 4A). The infusion of recombinant BDNF after surgery and training and before the test did not enhance fear memory recall (p = 0.0003, p = 0.0005; Figure 4B), whereas the infusion of BDNF after surgery and before training significantly enhanced fear memory formation (p = 0.8296, p = 0.77117; Figure 4C). These results demonstrate that BDNF is involved in memory formation but not memory recall.
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FIGURE 4. Transient supplement of exogenous BDNF reversed the acquisition of memory instead of recall. (A) Diagram of BDNF recombinant was infused into dCA1 of hippocampus. Nissl stain for track of canula. Scale bar, 200 μm. (B,C) BDNF into dCA1 enhanced cognition formation (6 h vs. Con, t(14) = 3.563, p = 0.0031; 24 h vs. Con, t(14) = 4.42, p = 0.0006, n = 8) after surgery rather than recall (6 h vs. Con, t(14) = 0.2193, p = 0.8296; 24 h vs. Con, t(14) = 0.3771, p = 0.77117, n = 8). All results are represented as [image: image] ± SEM, **p < 0.01.





H3K9 Trimethylation Caused the Long-Term Downregulation of BDNF in the Dorsal Hippocampus and Impaired Memory Formation

Considering that BDNF expression was repressed from 6 h to 72 h after anaesthesia and surgery, we investigated the mechanism underlying this long-term downregulation. It is known that histone modification plays essential roles in the long-term regulation of transcription, and H3K9 trimethylation mediates transcriptional silencing. The expression of H3K9me3 was measured in this study. The results indicated that H3K9me3 expression increased significantly in the surgery group at 12 h after surgery (p < 0.0001; Figure 5A, Supplementary Figure S4C). In the inhalation-only groups, the alteration of H3K9me3 was not observed at all time points (p = 0.9085; Supplementary Figures S3B, S4H). Next, we assessed the binding of H3K9me3 to the Bdnf exon IV promoter, which is widely distributed in the central nervous system and plays a crucial role in cognition and memory. At 24 h after anaesthesia and surgery, the binding of H3K9me3 to the Bdnf exon IV promoter was significantly increased (p < 0.0001; Figure 5B), and the expression of the mRNA coded by Bdnf exon IV was decreased (p < 0.0001; Figure 5C); moreover, the mRNA coded by Bdnf exon IV expression was negatively correlated with H3K9me3 expression (r2 = 0.5080, p = 0.001942; Figure 5D) and ChIP results (r2 = 0.2673, p = 0.04028; Figure 5E) and positively correlated with the overall expression of BDNF mRNA (r2 = 0.5935, p = 0.0004796; Figure 5F), suggesting that H3K9 trimethylation was crucial to the long-term downregulation of BDNF.
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FIGURE 5. Postoperative trimethylation of H3K9 resulted in long-term BDNF repression in dorsal hippocampus and attenuation of memory acquisition. (A) Western blot showed histone H3 occurred modification after surgery and anaesthesia. Results showed H3K9 triple methylation increased from 12 h to 72 h (F(6,21) = 16.54, p < 0.0001; 12 h vs. Con, p = 0.0029, 24 h vs. Con, p = 0.0008; 48 h vs. Con, p < 0.0001; 72 h vs. Con, p < 0.0001, n = 4). (B) Chromatin immunoprecipitation (ChIP) results showed H3K9me3 clustered with exon IV (F(7,24) = 16.79, p < 0.0001; 24 h vs. Con, p = 0.0318, n = 4) was increased at 24 h. (C) The expression of the mRNA coded by Bdnf exon IV was decreased (F(3,12) = 2.548, p < 0.0001; 6 h vs. Con, p = 0.0056; 12 h vs. Con, p = 0.0001; 24 h vs. Con, p < 0.0001, n = 4). (D) The mRNA coded by exon IV of Bdnf negatively correlated to the H3K9me3 expression (r2 = 0.5080, p = 0.001942) and (E) exon IV ChIP result (r2 = 0.2673, p = 0.04028), (F) positively correlated to the total mRNA of BDNF (r2 = 0.5935, p = 0.0004796). (G) Diagram of Chaetocin infusion via canula fixed in skull stretching to dCA1. (H) Western blot results showed Chaetocin abolished BDNF decrease caused by surgery at 24 h, but no effect on 6 h (F(5,18) = 56.44, p < 0.0001; 6 h + Ch vs. Con, p < 0.0001; 24 h + Ch vs. 24 h, p < 0.0001; 24 h + Ch vs. Con, p < 0.0001; 6 h + Ch vs. 6 h, p < 0.0001, n = 4). (I) Chaetocin reversed the fear memory only at 24 h but not at 6 h after anaesthesia and surgery (6 h vs. Con, t(14) = 4.558, p = 0.0004; 24 h vs. Con, t(14) = 0.607, p = 0.5536, n = 8). All results are represented as [image: image] ± SEM; ns, no significance; *p < 0.05, **p < 0.01.



We hypothesised that BDNF downregulation might be divided into two stages: short-term (up to 24 h) and long-term (more than 24 h). Considering that inhalation anaesthetics are reported to play a role in the rapid inhibition of neuronal activity and that this effect can be prolonged after anaesthesia, we hypothesised that the repression of BDNF expression was induced by isoflurane in the short-term in our study. Therefore, the expression of BDNF was measured in control mice, which received inhalation anaesthesia for 2 h but did not undergo surgery. The results indicated that both the protein expression (p = 0.0078; Supplementary Figures S2A, S4F) and total mRNA expression (p = 0.0289) of BDNF (Supplementary Figure S2B) were decreased at 6 h after anaesthesia. These findings suggested that the short-term downregulation of BDNF occurred by inhibiting neuronal activity after anaesthesia, whereas the long-term downregulation was in different pathway.

To further determine the effect of H3K9 trimethylation on BDNF expression, histone methyltransferase SUV39H antagonist chaetocin (Ch) was injected into the dorsal CA1 region, which is involved in H3K9 trimethylation (Figure 5G). The inhibition of H3K9 trimethylation restored BDNF expression and reversed the behavioural changes induced by surgery at 24 h but not at 6 h after surgery (p < 0.0001; Figures 5H,I, Supplementary Figure S4D) and the vehicle did not affect the BDNF expression (Supplementary Figures S3C, S4I). These results suggested that the long-term downregulation of BDNF triggered by H3K9 trimethylation might be the cause of cognitive and memory impairment postoperatively.




DISCUSSION

In this study, we demonstrated that anaesthesia and surgery impaired cognition by repressing the expression of the Bdnf gene in the dorsal hippocampus, resulting in impairment of memory formation. General anaesthetics can downregulate BDNF expression in the short-term (within 12 h) by inhibiting neuronal activity, resulting in the short-term impairment of memory formation. Anaesthesia and surgery-induced H3K9 trimethylation and the long-term transcriptional repression of BDNF, resulting in long-term (more than 24 h) memory impairment. Given that PND is considered a long-term cognitive impairment, BDNF downregulation induced by H3K9 trimethylation might be the main cause of impairment of memory formation after anaesthesia and surgery.

BDNF is essential for cognition and memory (Bekinschtein et al., 2014) and it is able to cross the Brain-Blood Barrier (BBB) freely for its molecular weight (Klein et al., 2011). BDNF binds to receptor TrkB and activates the phospholipase C (PLC), PI3K, and MAPK/ERK pathways (Minichiello et al., 2002; Yoshii and Constantine-Paton, 2007). Furthermore, BDNF enhances the activation of CREB via the MAPK/ERK pathway (Sen et al., 2017). Arc expression is also dependent on this pathway, which is highly related to neuronal activation (Lalonde et al., 2017). Given that memory formation involves the hyperactivity of pyramidal neurons, the downstream activation of BDNF and excitability of pyramidal neurons play a crucial role in cognition and memory. BDNF is known to activate GluA1, a subunit of AMPA receptors, and enhances GluA1 trafficking to the cell surface. BDNF bound to TrkB activates the PLC pathway to enhance calcium signals, consequently activating CaMKII and resulting in GluN2B phosphorylation. Both GluA1 and GluN2B are necessary for long-term potentiation (LTP) and affect cognition and memory. The mechanisms of postoperative cognitive changes are complicated, and it is involved in variety of effects. Multiple reasons such as low temperature, ischemia, stress, inappropriate surgery and anaesthesia might induce the postoperative cognitive changes (Monk et al., 2008; Salazar et al., 2011; Rundshagen, 2014; Robinson et al., 2015; Tian et al., 2015). Almost all the reasons lead to the alteration of BDNF expression after anaesthesia and surgery. In this study, the repression of BDNF expression impaired memory formation directly, and this finding agrees with previous studies.

Epigenetics is reported to be involved in the long-term regulation of cognition and memory without DNA sequence changes. Histone modification is an essential epigenetic mechanism and regulates transcription in cognitive processes (Ding et al., 2017; Kim and Kaang, 2017). It is reported that several sites on histones H2 to H4 are modified by acetylation, methylation, phosphorylation, ubiquitination, and citrullination. Histone H3 methylation is a common way to modify regulation of transcription. H3 methylation results in chromatin condensation, which can inhibit transcription factors that are recruited to DNA binding sites to induce gene silencing. The pharmacological inhibition of H3K9 trimethylation increases BDNF expression in the hippocampus of aged mice (Snigdha et al., 2016). Furthermore, some sites modified in H3, such as H3K9, are located near promotors and cooperate with DNA methyltransferases (DNMTs) to co-repress DNA transcription. H3K9 methyltransferase SUV39H and G9a are also recruited in this complex with DNMT3a or DNMT3b (Fuks et al., 2003; Rai et al., 2010). The deacetylation of H3K9 and H3K14 is regulated by HDAC2 (Wagner et al., 2014; Singh and Thakur, 2018; Watts et al., 2018), recruited and activated by MeCP2 (Mahgoub et al., 2016). The crosstalk between DNA methylation and histone modification allows the stable silencing of the promoters. In our model, some factors promoted the downregulation of BDNF, leading to long-term cognitive impairment after anaesthesia and surgery.

Memory processes are complex, and memory formation is essential for cognitive functioning. Multiple factors are involved in memory formation, and BDNF is reported to play a key role in it. Theoretically, BDNF enhances memory formation but impairs memory retention. Bdnf transcription depends on multiple factors, and H3 methylation is directly and indirectly involved in this process. H3K9 trimethylation promotes chromosome condensation and represses BDNF expression, and histone methyltransferase can recruit DNMTs to CpG islands located near the Bdnf exons promotors and co-silence Bdnf transcription indirectly. These factors impair memory formation and retention, consequently inhibiting LTP.

General anaesthetics target primarily the GABAA receptor (Jurd et al., 2003; Nishikawa and Harrison, 2003; Topf et al., 2003; Winegar and MacIver, 2006; Jia et al., 2008; Ying et al., 2009; Li et al., 2015) and lead to the rapid inhibition of neuronal activity and, ultimately, sedation. BDNF expression was repressed in this study but was short-term, demonstrating that the inhibition of neuronal activity was induced by the activation of GABAA receptors. The prolonged repression of BDNF expression had a significant impact on long-term cognitive impairment induced by anaesthesia and surgery, and this process was highly related to H3K9 trimethylation.

Neuroinflammation is a major contributing factor to cognitive dysfunction. H3K9 trimethylation is reported to be involved in IL-6 regulation (Li Z. et al., 2016), and IL-6 expression is increased in PND patients (Androsova et al., 2015; Li et al., 2017). Furthermore, the disruption of the BBB after surgery may allow more inflammatory molecules to cross this barrier (Li M.-F. et al., 2016). These inflammatory molecules may trigger changes in histone H3 and result in BDNF transcriptional repression, leading to long-term memory impairment after anaesthesia and surgery. Anaesthesia and surgery and postoperative stress may also induce glucocorticoid receptor phosphorylation (Tian et al., 2015), which contributes to postoperative cognitive impairment. Furthermore, H3K9 trimethylation has been reported to be involved in the regulation of stress (Hunter et al., 2012). Despite these known effects, additional studies are needed to elucidate the role of these factors.

In conclusion, the results indicated that BDNF downregulation induced by H3K9 trimethylation impaired memory formation but not memory recall during anaesthesia and surgery. These findings may help understand the molecular mechanisms for PND, and BDNF may be used to prevent postoperative cognitive impairment in the clinic.
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FIGURE S1 | Inhalation of isoflurane was unable to attenuate the cognition and BDNF expression in dCA1 of hippocampus aroused by training. (A,B) Contextual fear conditioning behavioral tests for inhalation-only groups. (A) Training-inhalation-test results at 6 (6 h vs. Con, t(14) = 0.562, p = 0.583, n = 8) and 24 h (24 h vs. Con, t(14) = 0.3374, p = 0.7408, n = 8) after inhalation anesthesia. (B) Inhalation-training-test results at 6 (6 h vs. Con, t14 = 2.212, p = 0.0441, n = 8) and 24 h (24 h vs. Con, t(14) = 0.7316, p = 0.4765, n = 8) after inhalation anesthesia. (C) BDNF expression changes after training in anesthesia-only groups at 6 h (F(3, 12) = 24.25, p < 0.0001; Train vs. Con, p = 0.0052; 6 h + Train vs. 6 h, p = 0.0008; 6 h + Train vs. Train, p = 0.0465; 6 h vs. Con, p = 0.0066, n = 4) and 24 h (F(3,12) = 33.39, p < 0.0001; Train vs. Con, p < 0.0001; 24 h + Train vs. 24 h, p = 0.0001; 24 h + Train vs. Train, p = 0.6215; 24 h vs. Con, p = 0.9931, n = 4). All results were represented as [image: image] ± s.e.m; ns, no significance; *p < 0.05, **p < 0.01.

FIGURE S2 | Inhalation of isoflurane repressed BDNF in dCA1 of hippocampus in short-term. (A) Inhalation anesthesia without surgery mice showed changes of BDNF protein at 6 h (F(6,21) = 4.019, p = 0.0078; 6 h vs. Con, p = 0.0429, n = 4). (B) Total BDNF mRNA was changed at 6 h (F(6,21) = 2.980, p = 0.0289; 6 h vs. Con, p = 0.005, n = 4). All results were represented as [image: image] ± s.e.m; *p < 0.05, **p < 0.01.

FIGURE S3 | Inhalation of isoflurane, vehicles and vectors did not affect the H3K9me3 and BDNF expressions. (A) The vehicles (F(5,18) = 13.74, p < 0.0001; Con vs. Con + Veh, p = 0.9892; 6 h vs. 6 h + Veh, p = 0.9992; 24 h vs. 24 h + Veh, p > 0.9999, n = 4) and (B) vectors (F(5,18) = 16.98 p < 0.0001; Con vs. Con + Veh, p = 0.9977; 6 h vs. 6 h + Veh, p = 0.9999; 24 h vs. 24 h + Veh, p = 0.9685, n = 4) did not alter the BDNF expression. (C)Inhalation anesthesia without surgery mice did not show significant changes of H3K9me3 at all time points (F(6,21) = 0.3387, p = 0.9085). All results were represented as [image: image] ± s.e.m; ns, no significance.

FIGURE S4 | Full-length pictures of the blots and gels presented in Figure 1 to Figure 5 and Supplementary Figure S1 to Supplementary Figure S3. (A) Full-length for Figure 1D. (B) Full-length for Figure 2C. (C) Full-length for Figure 5A. (D) Full-length for Figure 5H. (E) Full-length for Supplementary Figure S1C. (F) Full-length for Supplementary Figure S2A. (G) Full-length for Supplementary Figure S3A. (H) Full-length for Supplementary Figure S3B. (I) Full-length for Supplementary Figure S3C.

TABLE S1 | rAAV-Bdnf titer test report.
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Neural correlates of working memory (WM) training remain a matter of debate, especially in older adults. We used functional magnetic resonance imaging (fMRI) together with an n-back task to measure brain plasticity in healthy middle-aged adults following an 8-week adaptive online verbal WM training. Participants performed 32 sessions of this training on their personal computers. In addition, we assessed direct effects of the training by applying a verbal WM task before and after the training. Participants (mean age 55.85 ± 4.24 years) were pseudo-randomly assigned to the experimental group (n = 30) or an active control group (n = 27). Training resulted in an activity decrease in regions known to be involved in verbal WM (i.e., fronto-parieto-cerebellar circuitry and subcortical regions), indicating that the brain became potentially more efficient after the training. These activation decreases were associated with a significant performance improvement in the n-back task inside the scanner reflecting considerable practice effects. In addition, there were training-associated direct effects in the additional, external verbal WM task (i.e., HAWIE-R digit span forward task), and indicating that the training generally improved performance in this cognitive domain. These results led us to conclude that even at advanced age cognitive training can improve WM capacity and increase neural efficiency in specific regions or networks.

Keywords: task-fMRI, working memory training, active control group, verbal working memory, middle-aged adults, fronto-parietal activation, supramarginal gyrus, n-back task


INTRODUCTION

Working memory (WM) is a capacity-limited cognitive system which is responsible for not only temporally storing information but also manipulating it (Baddeley, 2010). Research on WM is well motivated by the fact that WM exhibits correlations with cognitive abilities such as fluid intelligence (Chooi, 2012), reading comprehension (Daneman and Carpenter, 1980), or mathematical problem solving (Wiley and Jarosz, 2012). Therefore, during the past decade there has been mounting interest in training designs aimed at improving our WM capacity. The most prominent target population of such cognitive interventions is the older demographic group, as it has been shown that WM capacity decreases with age (Park and Reuter-Lorenz, 2009; Pliatsikas et al., 2018). The present paper focuses on the investigation of verbal working memory (vWM) and its training-associated changes, since vWM has been less investigated as compared to visuo-spatial WM, and has a tremendous importance for the daily life. There have been some attempts to study the neural correlates of vWM. In a recently published paper we performed a systematic fMRI meta-analysis to explore the neural correlates of vWM (Emch et al., 2019). We found vWM was associated with brain activity within a fronto-parieto-cerebellar network as well as subcortical regions, such as parts of the basal ganglia.

There have been studies since 2002 aiming at investigating the effects of WM training, showing that WM can be improved when adequate training procedures are used (Klingberg et al., 2002; see von Bastian and Oberauer, 2014 for a review). A meta-analysis from last year demonstrated functional brain changes following WM training within different networks such as the dorsal attention and salience network, sensory areas, and striatum (Salmi et al., 2018). Moreover, a number of studies suggested that younger adults benefit more from training than older participants (Dahlin et al., 2008; Li et al., 2008), but behavioral plasticity effects have also been reported at advanced age (Borella et al., 2010), and even more advanced age (Buschkuehl et al., 2008). However, the lifelong potential for plasticity is far from being fully understood. Apart from these unresolved questions results of previous studies investigating the effects of WM training on brain activation are still quite heterogeneous, both with regard to location as well as direction (i.e., increases vs. decreases) of reported activation changes (Salmi et al., 2018). One important reason could be the methodological heterogeneity of the studies: Thus, the studies or study samples differed with regard to (1) age neglecting the fact that older populations present differences not only in brain function but also in behavioral performance compared to younger populations; (2) training tasks as well as intensity and duration of the trainings (Salmi et al., 2018) which can lead to less or stronger WM training effects (Jaeggi et al., 2008); thus, as summarized in a systematic review on the effects of WM training (von Bastian and Oberauer, 2014), increasing the total duration of the training seems to increase the probability that training effects carry over to cognitive processes not directly practiced by the training; (3) training conditions, i.e., in some studies participants performed the training sessions in the vicinity of the investigators in order to control whether the participants were doing the training (Jansma et al., 2001; Miró-Padilla et al., 2018), thus neglecting the observer’s paradox which could go along with a decrease in WM training effects. Given the decline in WM capacities with increasing age the decrease caused by the observer’s paradox might be even more pronounced in older populations; (4) participants’ motivation which had sometimes not been taken into account despite evidence of its impact on training gains especially in older populations (Carretti et al., 2011); and (5) the type of control condition (i.e., waiting control group without contact to the investigator vs. passive control group vs. active control group). Whereas the implementation of a “no contact” or “passive” control group allows retesting the effects arising from pre- and post-designs, an active control group additionally controls for expectancy effects and generic intervention effects, such as consequences of using a computer or having a regular training schedule (von Bastian and Oberauer, 2014). All these issues mentioned above should be considered when investigating the effects of a WM intervention program. Hence, taking the following aspects into consideration might counteract further result heterogeneity: The training should ideally be administered in the form of an online training unobserved by the investigator thus minimizing the negative impact of observation on performance while allowing to monitor participants and safeguarding regular participation (Kulikowski and Potasz-Kulikowska, 2016). As stated before, participants’ motivation should be taken into account since it has been shown to impact training gains (Linares et al., 2019). In order to motivate participants to continuously improve their WM capacity and complete the task, in the present study mean reaction time, and accuracy was reported at the end of each block. We are highly confident that this boosted participants’ motivation to improve from one session to the next.

We investigated a group of healthy middle-aged volunteers within a limited age range (i.e., 50–65 years). The inclusion of this age group should minimize the influence of relevant age-related changes, such as atrophy or amyloid plaques, while maximizing the usefulness of the training with regard to training gains. We also avoided the inclusion of subjects with cognitive impairment and cognitive complaints, which are preclinical cognitive declines associated with dementia (Knopman, 2012). The selected participants performed an adaptive online WM training task (i.e., n-back task with each session level adapted to the participant’s performance) in order to keep task demands and motivation on a high level. Regarding training extent little is known about the ideal training duration. The number and duration of training sessions varies strongly amongst the published studies up to now. Most trainings contain about 20 training sessions each lasting about 30 min, but only little systematic research investigated the optimal intensity and duration of WM training interventions. Given findings by Jaeggi et al. (2008) who reported dose-dependent training effects (i.e., the longer the training, the larger the effects) we decided for an above-average training extent comprising 32 sessions with a total duration of 8 weeks which should be sufficient to cause significant training-related effects. We employed an active control training demanding a low-level vWM training task for the verbal task (i.e., 1-back level), to make sure that training conditions were the same for both groups to control for the Hawthorne effect which describes an improvement in the participant’s performance in response to the increased attention to their behavior (Landsberger, 1958). Finally, to assess potential direct effects of the training, a vWM task was employed before and after the training (i.e., HAWIE-R digit span forward and backward), which is an established test to investigate this cognitive construct.

The aim of this study was to investigate the behavioral and neural changes following an adaptive online verbal WM training in healthy middle-aged participants between 50 and 65 years old. We expected to provide evidence for neural plasticity and/or improvement in behavioral performance in healthy adults within this specific age range.



MATERIALS AND METHODS


Participants

Sixty-three subjects participated in the study. Six participants had to be excluded due to different reasons: one subject dropped out after the first session, two participants had clinically relevant alterations in brain structure, one volunteer moved more than 3 mm during the task-fMRI, one subject’s scanning data was not completely saved, and one participant was a training outlier. Therefore, the final sample contained fifty-seven healthy right-handed volunteers (28 male, 29 female) ranging between 50 and 65 years (mean age = 55.85 ± 4.24; mean years of education = 16.56 ± 3.14). Subjects were recruited via advertisements in the internet or newspaper. First, a telephone interview was conducted to assess the basic inclusion criteria: right handed, no mental disorder and presence of metal in the body. Afterward, the following diagnostic checklists were performed: the short form of the geriatric depression scale (GDS) (Yesavage et al., 1983), the mini-mental-status-test (MMST) (Folstein et al., 1975), the clock drawing test (Berit and Ove, 1998), and the M.I.N.I. International Neuropsychiatric Interview (Sheehan et al., 1998). Based on these screening, left-handed subjects, subjects with depression or other types of psychiatric disorders, and subjects with cognitive impairments were excluded from the study (see Figure 1 for study design).
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FIGURE 1. Experimental design. Scan image taken from © Siemens Healthcare GmbH, 2019.


Written informed consent was provided by each subject before the first session. Study participation was remunerated. Assignment of participants to one of the two groups (experimental or control group) occurred pseudo-randomly taking into account gender, age and years of education (YOE). The experimental group included 30 participants (mean age = 55.8 ± 4.3, 15 female, mean YOE = 16.96 ± 3.18), the control group consisted of 27 participants (mean age = 55.92 ± 4.25, 14 female, mean YOE = 16.11 ± 3.11). There were no significant differences between both groups regarding age, sex or YOE (p = 0.91, p = 0.89, p = 0.31, respectively). The study was approved by the Ethical Committee of the Klinikum Rechts der Isar and the Federal Office for Radiation Protection.



Experimental Paradigm


Adaptive Online WM Training Task

We used the n-back task as WM training paradigm, in which letters are presented sequentially and the subject is asked to press a key whenever the current letter is identical to the one that appeared n-back positions earlier in the sequence. The active control group performed a low-level vWM training (i.e., stable level of verbal 1-back task). The vWM training of the experimental group was based on an adaptive online n-back paradigm comprising 9 blocks per session adapted from Jaeggi et al. (2010). In each block 6 targets were presented, meaning that the total number of possible hits was 54 per session. Both groups completed 32 training sessions with four sessions per week (i.e., 8 weeks in total) on their personal computers. Participants had the restriction of only performing one training session per day. In order to be able to analyze the training data we used the Inquisit software [Inquisit 5 (2016) retrieved from: https://www.millisecond.com], which is a precision software for online psychological experiments allowing the investigator to check for training participation and performance directly after each session. Each vWM training session started with a 1-back level and the level increased/decreased or stayed the same depending on the subject’s performance. Given a percentage of at least 90% correct answers, the n-back level increased by one in the next block. Given an accuracy level below 80%, the n-back level decreased by one. Otherwise, the n-back level remained the same. The maximum n-back level a participant could reach was 9. Both groups received a feedback at the end of each block (with regard to mean RT and percentage of correct answers). Both groups performed two different WM training modalities: verbal and visual n-back task. Given that the regions involved in verbal and visual WM processes are known to differ and considering that the visual n-back training differed significantly from the verbal training (i.e., the presented stimuli consisted of yellow abstract random shapes with low association value; the starting level was lower because of the unfamiliarity of the random shapes; and the active control group performed an attentional, i.e., X-back, visual online training) results of the visual training are reported elsewhere.



Task-fMRI Paradigm

In the scanner, subjects likewise performed a visual and a verbal n-back task. As already mentioned, visual WM results will be reported elsewhere. The WM paradigm was explained to the subjects before entering the scanner. In addition, subjects were asked to perform a short training version of the task to familiarize themselves with the stimulus presentation. Participants were allowed to repeat the practice task until they reported that they fully understood the task. The vWM task comprised the presentation of 26 capital white letters from the alphabet on a black background in the form of a block design. The whole task consisted of seven blocks of control condition (i.e., X-back task) and seven blocks of active task condition (i.e., 3-back task) presented in random order. Each condition lasted 45 s and consisted of 5 s of an instruction display indicating the following condition in German (3-back or X-back/0-back), 5 s of a fixation cross presentation, and 35 s of presentation of the letters (see Figure 2). Each block contained three possible hits giving a maximum of 21 possible hits per session and per condition. In the 3-back task any letter could be a target, in the X-back condition only the capital letter “X” was a target. The order of presentation with regard to verbal and visual n-back task was counterbalanced between the first and the second session. They did not receive a performance feedback after each block as in comparison for the training sessions.
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FIGURE 2. Example of the n-back fMRI task with the two conditions (i.e., left side, X-back; right side, 3-back).




Direct Effects

In order to investigate potential direct effects of the vWM training we asked participants to perform the HAWIE-R digit span sub-test (forward and backward version) (Molz et al., 2010) before and after the 32 training sessions. This test requires the subject to repeat up to nine numbers in the same order as read aloud by the examiner (forward version), and afterward in reverse serial order (backward version). Every item on the digit span test consists of two trials, each of which is scored with either 0 (incorrect) or 1 (correct). In case of at least one correct response, the examiner proceeds to read aloud the next-larger sequence of numbers. The task was explained beforehand and all participants practiced one short version of the task in order to familiarize themselves with the task. Performance assessment was based on the values of each subtest from the HAWIE-R and the test was orally presented with a rate of one number per second. The whole procedure lasted no more than 8 min. We hypothesized that if the participants successfully trained a specific process (i.e., vWM), they should demonstrate a significantly improved performance also in another test investigating the same process (i.e., HAWIE-R digit span).



Behavioral Analysis

We used JASP1 and IBM SPSS Statistics software (Version 25 Armonk, New York, NY, United States) to analyze the fMRI behavioral data and the HAWIE-R test data. Two different statistical programs were employed to double-check the correctness of our results. Python version 3 was used to analyze the training data and scipy. stats was the package used for the statistical analyses. For the fMRI behavioral data we conducted two repeated-measures analyses of variance (ANOVAs) with Group (experimental group vs. control group) as between-subjects factor, Session (S1 vs. S2) as within-subject factor, and mean reaction time or d’ values during each condition (3-back or X-back) as dependent variable. We selected d’ instead of accuracy values [hits – false alarms (FA)] because this parameter takes the range for both components into account by calculating the relative proportion of hits minus FA (Haatveit et al., 2010; Meule, 2017). Higher values of d’ means better performance whereas lower values of d’ values means worse performance. We also performed a two-sample t-test between the active control and the experimental group at S1 (for the 3-back and X-back d’ values as well as mean reaction time) to test whether there were any baseline differences between the groups. For the HAWIE-R subtest we likewise conducted repeated-measures ANOVAs with Group (experimental group vs. control group) as between-subjects factor and Session (S1 vs. S2) as within-subject factor.

For the training data, we analyzed the mean n-back level achieved in each session as well as the d’ values. As data from the last three sessions of one subject in the experimental group were lost, we interpolated the missing data with her own previous training data with a forward linear method. T-tests comparing the first four and the last four sessions were performed to investigate whether there was a significant improvement in training performance in both groups.



fMRI Acquisition

There were two scanner sessions: one immediately (i.e., no longer than 9 days) before the 8 weeks online training (S1) and another one immediately (i.e., no longer than 9 days) after the training (S2). The WM paradigm was presented using Presentation® software (Version 18.0, Neurobehavioral Systems, Inc., Berkeley, CA, United States)2. The participants were able to see the task through a mirror fixed to the head coil which reflected the MRI-compatible screen. Participants were positioned supinely in the scanner. Their responses were collected via fORP 932 subject response package (Cambridge Research Systems). Participants held the button-box in their right hand and the emergency button in their left hand.

Images were acquired on a 3 T Biograph MR-PET Siemens scanner (Siemens, Erlangen, Germany), equipped with a 16-channel head coil at the Klinikum rechts der Isar, Munich, Germany. Specific cushions were used to prevent head movement. The imaging protocol included the following sequences: T1 MPRAGE, T2, FLAIR, DTI, echo-planar imaging (EPI) resting state, task-fMRI, and FDG-PET. Scan sessions lasted approximately 1 h. Results of the other sequences (i.e., DTI, resting-state fMRI, and FDG-PET) will be reported elsewhere. A high-resolution MPRAGE anatomical sequence was acquired with the following parameters: 160 slices; TR = 2300 ms; TE = 2.98 ms; flip angle = 9°; voxel size = 1.0 × 1.0 × 1.0; slice thickness = 1 mm; no gap; FOV = 256 mm; interleaved acquisition. Functional data were obtained using a gradient-echo T2∗-weighted EPI sequence with the following parameters: 237 slices; TR = 2700 ms; TE = 30 ms; flip angle = 90°; voxel size = 3.0 × 3.0 × 3.0; slice thickness = 3 mm; 0.6 mm gap; FOV = 192 mm; interleaved acquisition. The same sequences were used in S1 and S2.



Image Preprocessing

Preprocessing as well as statistical analysis of fMRI data were conducted with SPM12 (Wellcome Department of Imaging Neuroscience, London, United Kingdom)3 in MATLAB v2018b. First, we performed head motion correction. Here the functional images were realigned and resliced to fit the mean functional image and then co-registered to the MPRAGE image using normalized mutual information. Movement was visually checked for each participant and participants moving more than 3 mm maximum displacement were not included in the final dataset. For the final dataset (n = 57) we calculated the root mean squared head position change (RMS movement) and converted the rotation parameters from degree to mm by calculating displacement on the surface of radius 50 mm to get the frame wise displacement (FD), as reported by Power et al. (2012, 2014). The FD is defined as the sum of absolute derivatives of these six parameters with the three rotational parameters converted to distance. There were no significant differences in both head motion parameters between both groups in S1 or S2 (see Table 1 for head movement parameters). Because subject motion not only degrades resting but also task-fMRI data, we censored some images to improve quality of task fMRI, as suggested in Siegel et al. (2014). We used a strict threshold of FD > 0.5 mm to censor the data since our study is based on a healthy cohort. We created a motion regressor taking into account the censored images. Then, we applied the Diffeomorphic Anatomical Registration Through Exponentiated Lie algebra (DARTEL) pipeline (Ashburner, 2007) to obtain a group specific structural template. We used it for segmentation and normalization to MNI space. Finally, data were smoothed using a 6 mm × 6 mm × 6 mm FWHM Gaussian Kernel.


TABLE 1. Head motion parameters.

[image: Table 1]


Image Analyses

A general linear model at the single subject level was conducted to obtain the task activation contrasts of interest. The task design function was convolved with a canonical haemodynamic response function (HRF) and its time derivative, allowing for a slight temporal shift. Six motion realignment parameters and motion censor regressor (i.e., FD > 0.5 mm) were included as covariates of no interest. We used a high-pass filter of 220 s to the functional data to eliminate low-frequency components because the default filter (128 s) was not adequate for our design (i.e., a filter of 128 s would have removed parts of the task-related activation).

For the second level analysis we conducted a one-sample t-test to obtain areas activated during the n-back task (3-back > X-back level) in general. We also performed a two-sample t-test to examine whether there were differences at S1 between the experimental and the active control group. The longitudinal analyses were performed by assessing the interaction effects between Session (S1 vs. S2) and Group (experimental group vs. control group) using the factorial design in SPM. The statistical criterion was set at p < 0.05 false-discovery rate (FDR) corrected. In addition, the number of expected voxels per cluster was used an as an extent threshold.



RESULTS


Behavioral Results


Cognitive Training

As is illustrated in Figure 3, the experimental group showed a significant improvement in both n-back level and d’ values (both p < 0.001) when comparing performance between the first and the last four training sessions. In the control group, only d’ values were analyzed, since the n-back level (i.e., 1-back level) stayed the same during all training sessions. Expectedly, d’ values of the control group did not significantly differ between the first and last four training sessions (p = 0.184).
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FIGURE 3. Verbal working memory (vWM) training performance of the experimental group. (A) Mean verbal d’ values across all 32 sessions. (B) Mean verbal n-back level across all 32 sessions.




Direct Effects

The average HAWIE-R forward subtest values for the control group were 7.37 (SD = 0.41) at S1 and 6.89 (SD = 0.33) at S2. Those for the experimental group were 7.77 (SD = 0.39) at S1 and 8.83 (SD = 0.32) at S2. The repeated measures ANOVA on the HAWIE-R forward subtest showed a non-significant effect of Session [F(1,55) = 2.46, p = 0.122] but a significant main effect for Group [F(1,55) = 5.94, p = 0.018]. The interaction between Session and Group was significant [F(1,55) = 17.248, p < 0.001, Figure 4]. Post hoc analyses revealed a performance decrease in the control group (p = 0.045) and a highly significant improvement in the experimental group (p < 0.001).
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FIGURE 4. HAWIE-R subtest digit span (forward version) results. Data are presented as mean values ± SEM. ∗p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001; S1, first time point; S2, second time point; CON, control group; and EXP, experimental group.


The average HAWIE-R backward subtest values for the control group were 6.85 (SD = 0.33) at S1 and 7.48 (SD = 0.43) at S2. Those for the experimental group were 6.73 (SD = 0.31) at S1 and 7.5 (SD = 0.41) at S2. The repeated measures ANOVA on the HAWIE-R backward subtest showed an effect of Session [F(1,55) = 5.78, p = 0.02] and no effect of Group [F(1,55) = 0.013, p = 0.91]. The interaction between Group and Session yielded no significant results [F(1,55) = 0.056, p = 0.814].



Task-fMRI (d’)

The comparison between experimental and active control group yielded no significant differences at baseline (S1) in any condition for d’ values (i.e., 3-back: p = 0.864 and X-back: p = 0.124). The average 3-back d’ values for the control group were 2.73 (SD = 0.53) at S1 and 2.96 (SD = 0.61) at S2. Those for the experimental group were 2.74 (SD = 0.51) at S1 and 3.69 (SD = 0.78) at S2 (see Figure 5A). The repeated measures ANOVA on the 3-back d’ values showed a main effect for Session [F(1,55) = 47.03, p < 0.001] and for Group [F(1,55) = 10.33, p = 0.002] and, accordingly, the interaction between Session and Group was significant [F(1,55) = 18.07, p < 0.001]. Post hoc analyses revealed no significant improvement in the control group (p = 0.06), but a highly significant improvement in the experimental group (p < 0.001).
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FIGURE 5. D’ values results. Data are presented as mean values ± SEM. (A) 3-back condition results. (B) X-back condition results. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001; S1, first time point; S2, second time point; CON, control group; and EXP, experimental group.


For the X-back condition the control group had mean d’ values of 4.18 (SD = 0.13) and 4.08 (SD = 0.19) at S1 and S2, respectively, whereas the experimental group had a mean of 4.10 (SD = 0.29) and 4.13 (SD = 0.21) at S1 and S2, respectively (see Figure 5B). The repeated measures ANOVAs for the X-back condition yielded no significant main effect for Session [F(1,55) = 0.93, p = 0.34] or Group [F(1,55) = 0.331, p = 0.567]. The interaction was also not significant [F(1,55) = 2.74, p = 0.103] indicating no performance improvement for the X-back condition in any group after the training.



Task-fMRI (Mean Reaction Time)

The comparison between experimental and active control group yielded no significant differences at baseline (S1) in any condition for mean reaction time (i.e., 3-back: p = 0.646 and X-back: p = 0.531). Mean reaction time (RT) 3-back for the control group was 782.7 ms (SD = 183.75) at S1 and 713.04 ms (SD = 172.31) at S2, whereas the experimental group had a mean RT of 805.71 ms (SD = 191.67) at S1 and 567.35 ms (SD = 155.75) at S2 (see Figure 6A). The repeated measures ANOVA conducted for 3-back mean reaction time showed a main effect of Session [F(1,55) = 42.1, p < 0.001], no effect of Group [F(1,55) = 2.3, p = 0.134], and a significant interaction between both factors [F(1,55) = 12.63, p < 0.001]. Post hoc analyses revealed a significant improvement from S1 to S2 in the control group (p = 0.0017) as well as in the experimental group (p < 0.001, see Figure 6A).
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FIGURE 6. Mean RT (in ms) results. Data are presented as mean RT ± SEM. (A) 3-back condition results. (B) X-back condition results. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001; S1, first time point; S2, second time point; CON, control group; and EXP, experimental group.


In the X-back condition, the control group had a mean RT of 446.93 ms (SD = 72.95) at S1 and a mean RT of 403.21 ms (SD = 72.32) at S2, whereas mean RT in the experimental group was 458.62 ms (SD = 66.3) at S1 and 428.06 (SD = 60.53) at S2 (see Figure 6B). The repeated measures ANOVA for X-back showed a main effect of Session [F(1,55) = 22.51, p < 0.001] but no significant effect for Group [F(1,55) = 1.27, p = 0.265]. There was also no significant Session by Group interaction [F(1,55) = 0.706, p = 0.404]. This means that both groups improved after the second session. Post hoc analyses revealed that both the control group (p = 0.002) as well as the experimental group (p = 0.002) improved from S1 to S2.



Neuroimaging Results

The whole-brain one-sample t test to investigate the brain regions activated in the n-back task (3-back > X-back) independent from training revealed wide-spread cortical as well as subcortical activity (Figure 7). We found activity mainly in bilateral precuneus, superior parietal lobule, inferior parietal lobule, superior frontal gyrus, sub-gyral frontal lobe, medial frontal gyrus, cingulate gyrus, and different parts of the cerebellum. There was also activity in the thalamus, specifically in the medial dorsal nucleus and in subcortical regions such as insula and caudate. These results were p < 0.05 FDR corrected with a cluster extension of k = 53 voxels.


[image: image]

FIGURE 7. N-back activation at baseline (i.e., one-sample t-test for 3-back > X-back at p < 0.05 FDR corrected with a cluster extension of k = 53 voxels).


We also performed a two-sample t test at S1 to investigate whether there were any baseline differences between the experimental and the active control group in the n-back task (3-back > X-back). The analysis yielded no significant differences. This means that we can interpret the differences between the groups at S2 as differences arising from the training. All results were p < 0.05 FDR corrected.

The factorial repeated-measures ANOVAs with Group (experimental group vs. control group) as between-subjects factor and Session (S1 vs. S2) as within-subject factor investigating the effects of the cognitive training in both groups for 3-back vs. X-back showed significant results for the interaction Experimental Group (S1 > S2) > Control Group (S1 > S2) in mainly superior frontal and parietal regions (see Table 2). The reverse contrast did not yield any significant results. In addition, the comparison Experimental Group S1 > Experimental Group S2 yielded significant activation in mainly cerebellum and parietal regions (supramarginal gyrus) (see Table 3 and Figure 8). The reverse contrast did not yield any significant results indicating that there was a reduction of activity in specific brain regions in the experimental group after the training. The Control Group S1 > Control Group S2 as well as the Control Group S1 < Control Group S2 contrast did not show any significant results. All results were p < 0.05 FDR corrected.


TABLE 2. List of higher brain activation in the experimental group at S1 compared to S2 [i.e., experimental group (S1) > experimental group (S2) at p < 0.05 FDR corrected with a cluster extension of k = 10 voxels].
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TABLE 3. List of brain activations for the interaction [i.e., experimental group (S1 > S2) > control group (S1 > S2) at p < 0.05 FDR corrected with a cluster extension of k = 6 voxels].
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FIGURE 8. Results of the adaptive online n-back training [i.e., experimental group (S1 > S2) > control group (S1 > S2) for 3-back > X-back at p < 0.05 FDR corrected with a cluster extension of k = 6 voxels). Coordinates are in MNI space and the color bar expresses the t-score.




DISCUSSION

In the present study, we applied task-fMRI to investigate neural and behavioral effects of an 8-week adaptive online vWM training in middle-aged healthy subjects. We found no differences in brain activity during the n-back task between the experimental and active control group at baseline. Comparing both time points the results showed no activation differences in the control group, but a significantly decreased activation in vWM characteristic regions in the experimental group after the training. These activation decreases, most probably reflecting training-associated gains in cerebral efficiency, were accompanied by significant vWM performance improvements in the experimental group.


Pre-training Activation

The general (i.e., training-independent) activation in a predominantly fronto-parieto-cerebellar network that we found by analyzing activation of the whole group at the first timepoint is largely in line with previous studies investigating vWM (Owen et al., 2005; Rottschy et al., 2012; Emch et al., 2019). However, one aspect which seems to distinguish the present results from previous findings especially in, on average, younger populations is the rather bilateral prefrontal activation in the present study (Cabeza, 2002; Cabeza et al., 2004). This weakly lateralized activity in predominantly frontal areas speaks in favor of the hemispheric asymmetry reduction in older adults (HAROLD) model (Cabeza, 2002) stating that lateralization/specialization in brain activity decreases with increasing age. There are different hypotheses regarding the underlying mechanism. One hypothesis assumes a compensatory mechanism underlying this activity expansion, whereas another assumption suggests a less specific recruitment of neural networks due to gradual changes that happen with age. Even though the present findings do not allow drawing any conclusions on the mechanism explaining this phenomenon, they nevertheless provide additional support in favor of this model.



Training-Related Changes in Activation

Adaptive online vWM training resulted in reduced brain activity in several parietal areas, first and foremost in the left supramarginal gyrus (SMG), which has been found to be important for the phonological store component, although the exact neural basis of this WM component is still under debate (Buchsbaum and D’Esposito, 2008; Aboitiz et al., 2010). We also found reduced activation in the right homologous region. The right SMG has also been reported to be engaged during vWM in a study by Deschamps et al. (2014). When inhibiting activation of the SMG by applying TMS on both sides participants had a slower performance in the verbal 2-back task – an indicator for the involvement of the bilateral SMG in vWM. We also found decreased activation in a number of additional frontal, parietal and cerebellar regions, and thus in regions known to closely interplay in any kind of WM task (Owen et al., 2005; Rottschy et al., 2012; Emch et al., 2019). Surprisingly, there was also a decreased activation in the right substantia nigra, which supports the previously discussed hypothesis that this region is not only crucial for motor functions but also involved in learning and memory functions (Packard and Knowlton, 2002). Moreover, decreased activation in the experimental group after the training was detectable in the middle temporal gyrus. In a study with chronically intractable epilepsy patients this region has been found to represent stimuli held in WM (Kornblith et al., 2017). While up to the publication of this study the role of the middle temporal gyrus in WM processes was controversial, it is assumed to play a central role in the temporary maintenance of stimuli in WM. In addition, there was a reduced activity in the bilateral posterior cingulate gyrus, which is robustly activated during vWM tasks as demonstrated in our recently published meta-analysis (Emch et al., 2019), as well as in the bilateral cuneus, which has been reported to be activated with increasing memory load in vWM (Habeck et al., 2012).

These results are consistent with previous neuroimaging studies that show decreased activation in regions involved in WM processing following cognitive training (Schneiders et al., 2012; Schweizer et al., 2013; Miró-Padilla et al., 2018). Critically, none of these studies included an active control group. Hence, although the findings of these studies are relevant, it remains somewhat unknown whether the reported training effects were specific to WM or to the training itself, regardless of the type of training. Conversely, a study by Thompson et al. (2016) studied WM training effects with an active control group. Their experimental group performed WM training with a dual n-back task, the active control group performed a similarly intensive visuospatial training task demanding multiple objects tracking whereas the passive control group did not participate in any training but merely performed the same n-back task as the other groups before, and after the WM training time interval. They found that the experimental group compared to the active control group exhibited significantly reduced brain activity at 2-back and 3-back conditions in WM characteristic fronto-parietal networks. Vartanian et al. (2013) performed a study to investigate the effects of a verbal n-back training on a classical test of divergent thinking. Participants in the active control group completed a 4-choice RT task. The experimental group showed activity reductions in specific regions of the prefrontal cortex. Brehmer et al. (2011) examined the neural activity following 5 weeks of intensive WM training in healthy older adults. Similar to our design, in this study the experimental group received an adaptive training whereas the active control group did a fixed low-level practice. They did not find specific training-related changes in WM but the experimental group showed a larger decrease in cortical brain regions compared to the active control group in a high load WM task. As mentioned before, given methodological differences between studies, results on WM training effects are still heterogeneous with some studies also reporting training-associated increases in activation (Salmi et al., 2018). Nevertheless, our findings and the results of methodologically similar studies led us to conclude that the decreased activation in WM areas after training can be interpreted as an indicator of a training-associated increase in neural efficiency (i.e., less neural energy needs to be invested in order to attain the same or an even better performance level after training). In other terms, practice-related activation decreases are the result of a more efficient use of specific neuronal circuits (Poldrack, 2000; Kelly and Garavan, 2005). This assumption is supported by a couple of additional aspects. First, studies demonstrating a negative association between WM activation and performance -i.e., with better performing subjects showing less activation in WM-characteristic networks (Bokde et al., 2010; Zilles et al., 2016)- reinforce this hypothesis. Second, the above mentioned HAROLD model is based on this assumption. According to this model younger people, usually characterized by higher cognitive capacities, tend to demonstrate less (i.e., more restricted, more lateralized) activation in relevant networks compared to elderly people. Third, findings showing a linear relationship between vWM demands and activation in WM-relevant regions clearly illustrate an association between the level of cognitive demand and the strength and extent of neural activation (Champod and Petrides, 2010). Also, our results are somewhat consistent with the CRUNCH theory, which stands for the “compensation-related utilization of neural circuit’s hypothesis” (Reuter-Lorenz and Cappell, 2008). It suggests that older adults engage more neural activity than younger adults to meet task demands. The brain activity reduction after training in the experimental group may be explained by this theory, since after the training this group activated less brain regions in order to perform the vWM task successfully. We could hypothesize that after training the brain activity of older adults during the task is more similar to a “younger brain,” potentially as a result of neural plasticity. Thus, we assume that the decreased activation after training in association with decreasing WM demands (i.e., in our study as a result of intensive WM training) reflects a higher neuro-cognitive efficiency brought about by the vWM training.



Behavioral Changes and Direct Effects

As expected, the training-associated changes in neural activation were accompanied by a significant enhancement in vWM performance in the fMRI task. Thus, we observed a significant improvement in the experimental group in terms of d’ values for the vWM condition (i.e., 3-back condition) whereas there was no such improvement in the low-level X-back condition demanding merely attentional processes. Considering that the training was an adaptive WM training this result is according to expectation. Interestingly, mean reaction times in the 3-back condition decreased in both groups, with the experimental group, however, improving to a considerably larger extent. Taking into account that motor response was practiced in both trainings, this result is likewise in line with our expectations. The performance improvement in the vWM condition from the fMRI task (i.e., 3-back level) in the experimental group was backed up by a significant training performance improvement of this group. This means that the improvement manifested itself both in the n-back task performed on the home-computer as well as in a different environment (i.e., in the fMRI scanner) with a stable n-back level - a clear indication of practice effects. Moreover, the experimental group improved their HAWIE-R digit span forward (i.e., vWM) performance compared to the control group thus demonstrating direct effects on a similar vWM task. Hence, the training had the expected effects on vWM performance. These results imply that the training was an effective and adequate method to improve WM-relevant processes (i.e., the encoding, maintenance, and retrieval of verbal stimulus material). The finding that there were no significant improvements in the digit span backward test could be due to the fact that this subtest is significantly more complex than the forward version. Considering that the vWM training did not possess this level of complexity the lacking significance in the backward version is in line with recent results suggesting that the effects of WM training tend to be restricted to the cognitive demands provided by the training (Holmes et al., 2019; Linares et al., 2019).

Findings from previous studies seem to largely corroborate the effectiveness of WM trainings. Thus, Dahlin et al. (2008) examined the effects of a 5-week computer-based training demanding information updating in WM in a group of young and older adults. They observed significant training gains in both groups with the younger adults, however, recalling more four-letter sequences compared to the older trainees. Another study by Li et al. (2008) examined the effects of a 45-day non-adaptive spatial n-back training both in younger and older adults. Both groups improved in a spatial and a numerical 3-back task as well as in additional WM tasks. Similar results were reported by Buschkuehl et al. (2008). In a senior cohort they investigated the effects of a WM training which consisted of three tasks: one simple and two complex WM span tasks. As opposed to Dahlin et al. (2008) and Li et al. (2008), they investigated an active control group participating in light physical training. They also reported significant improvements on the training tasks in the experimental group compared to the active control group. In a study by Brehmer et al. (2012) two groups of participants (a younger and an older cohort) were investigated. Half of them performed an adaptive training, the other half performed a low-level task difficulty training (i.e., active condition). Their results indicated that the adaptive training led to larger training gains compared to the low-level practice, even in the older cohort. The results by Brehmer et al. (2012) are moreover in line with another recent study demonstrating an increase in WM performance in older individuals as a consequence of an adaptive computerized WM training (Tusch et al., 2016). Taken together, these findings and the results from our study suggest that there is room for cognitive improvement also at advanced age.



Limitations

This study has some limitations. First, the control group performed a fixed n-back level during the 32 sessions not allowing them to improve. The training was too easy for them and we see a ceiling effect because most active control participants achieved the highest possible scores in a short period of time. This means that there is little or no variance between the participants – a fact which complicated result interpretation. Second, we did not control for lure items in the adaptive online n-back training. Lure items in the n-back task are non-target items that match an item earlier in the sequence but not at the current critical target position (Oberauer, 2005). Participants could potentially have responded to the item not because of the specific location but because of familiarity, leading to this interference. This problem is particularly pronounced among older adults suggesting that the contribution of familiarity items to WM performance increases with age (Schmiedek et al., 2009). Future studies should take these limitations into account. Nevertheless, we think that this paper helps us to understand how WM training can lead to an improved neural efficiency in middle-aged adults.



CONCLUSION

The present vWM training study which was carefully designed by taking into account methodologically relevant influencing factors (i.e., active control group, performance adapted training design, feedback during the training to motivate the participants, and advanced-age participants with a limited age range) led to significant activation decreases in WM-relevant regions and considerable improvements in vWM performance. In correspondence with the concept of “lifelong learning” present results clearly indicate that neural plasticity and behavioral improvement following vWM training is possible not only at younger age, but also in middle-aged adults.
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Associative processes, such as the encoding of associations between words in a list, can enhance episodic memory performance and are thought to deteriorate with age. Here, we examine the nature of age-related deficits in the encoding of associations, by using a free recall paradigm with visual arrays of objects. Fifty-five participants (26 young students; 20 cognitive healthy older adults; nine patients with Mild Cognitive Impairment, MCI) were shown multiple slides (experimental trials), each containing an array of nine common objects for recall. Most of the arrays contained three objects from three semantic categories, each. In the remaining arrays, the nine objects were unrelated. Eye fixations were also monitored during the viewing of the arrays, in a subset of the participants. While for young participants the immediate recall was higher for the semantically related arrays, this effect was diminished in healthy elderly and totally absent in MCI patients. Furthermore, only in the young group did the sequence of eye fixations show a semantic scanning pattern during encoding, even when the related objects were non- adjacent in the array. Healthy elderly and MCI patients were not influenced by the semantic relatedness of items during the array encoding, to the same extent as young subjects, as observed by a lack of (or reduced) semantic scanning. The results support a version of the encoding of the association aging-deficit hypothesis.

Keywords: aging, MCI, associative memory, eye tracker, adjusted ratio of clustering


INTRODUCTION

While it is well-established that episodic memory declines with age, this decline is not uniform, and it affects some tasks and processes more than others. For example, the largest age-related memory declines are found in tasks that depend on retrieval strategies, such as free-recall; in comparison, smaller deficits are found in recognition memory (Rabinowitz, 1984; Craik and McDowd, 1987). Although this disparity suggests a retrieval deficit, there is also indication of an encoding deficit, as older participants are less likely to form rich, elaborative memory traces (Rabinowitz and Ackerman, 1982; Craik et al., 1987; Craik and Jennings, 1992).

Aging deficits in episodic memory have often been explained by frontal mechanisms (Moscovitch and Winocur, 1995; West, 1996; Head et al., 2009). As reviewed in detail by West (1996), this hypotheses is supported by behavioral studies showing significant correlations between neuropsychological measures of frontal lobe functions and memory tests sensitive to aging (Parkin and Walter, 1992; Troyer et al., 1994; Grieve et al., 2007), as well as by neurobiological evidence showing an age-related differential reduction in neural processes within the pre-frontal cortex (PFC; Haug and Eggers, 1991; Gunning-Dixon et al., 2008). As the PFC is thought to play a role in memory control (Moscovitch and Winocur, 1995; Shimamura, 1995; Elhalal et al., 2014), a frontal mechanism hypothesis predicts that age-induced deficits in memory would resemble the deficits of patients with frontal lobe dysfunction. Indeed, similarly to patients with frontal lobe dysfunction, older adults show deficits in tests of free-recall, but not in memory recognition (Janowsky et al., 1989; Gershberg and Shimamura, 1995; Baldo and Shimamura, 1998; Luo and Craik, 2008). In particular, older adults, like frontal patients show a deficit in the retrieval of temporal information (Shimamura et al., 1990; Kahana et al., 2002; Golomb et al., 2008), and in clustering semantically related words in free recall (Delis et al., 1987; Düzel et al., 2010; Cadar et al., 2018). A frontal deficit in aging is also consistent with the associative memory deficit hypothesis (Naveh-Benjamin, 2000; Naveh-Benjamin et al., 2007), which has been used to explain age deficits in memory recognition of word-pair lists. Accordingly, item association is a basic mechanism of encoding, which weakens with age.

Here, we examine the role of semantic associations in memory, using a novel experimental paradigm of free recall with visual arrays (instead of word lists), which allows us to monitor the spontaneous encoding strategies of the memory material. Instead of word-lists, we used visual arrays of objects that are simultaneously presented and we vary their semantic relatedness (see also Moar, 1977). By using a visual array instead of standard word sequences, we did not impose a temporal structure on the memory material and thus, the participants had full control over the encoding strategies (spatial or semantic) of the information. This gave us a unique opportunity to probe the encoding strategies used spontaneously by participants. Previous research on visual search from arrays of objects has shown that pre-existing associations between objects promote the deployment of attention, thereby facilitating their recognition compared with non-related objects (Moores et al., 2003) and helping to determine the location within the display to look at next (Henderson and Hollingworth, 1999).

In particular, we wanted to test how age affects the ability to spontaneously encode semantically related visual arrays. The memory literature shows conflicting results on the impact of knowledge (e.g., semantic structure of material) on aging deficits. While studies that probed memory on pair-associates reported that semantic structure reduces aging deficits (Naveh-Benjamin et al., 2003; see review in Umanath and Marsh, 2014), especially when knowledge provides specific cues at retrieval (Badham et al., 2016), free-recall studies have reported an opposite effect: younger subjects benefit more from semantic structure than older ones (Heron and Craik, 1964; Craik and Masani, 1967; Cadar et al., 2018). Moreover, semantic clustering in a free-recall is lower in older adults compared with younger controls (Norman et al., 2000; Barker-Collo et al., 2002; Stricker et al., 2002; Taconnat et al., 2009; Cadar et al., 2018). Based on this, we expected that aging would reduce the ability of the participants to spontaneously deploy semantic clustering strategies in our free-recall visual array task, resulting in reduced semantic enhancement effects. There are two ways in which such strategies may be implemented. First, participants may (consciously) self-initiate a semantic encoding strategy, and second, they may (without awareness), automatically deploy attention driven by associative links between objects. We will return to this distinction in the “Discussion” section. To track the encoding process, we monitored the eye-scanning trajectory in a subset of participants as they viewed the display. We expected that younger subjects will progressively scan the memory arrays based on semantic relations, while older subjects will keep relying on spatial scanning. Finally, to understand how this deficit depends on the severity of the memory degradation, we also tested, in addition to young and healthy older participants, a group of patients with Amnestic Mild Cognitive Impairment (aMCI), a condition known to precede Alzheimer’s disease (AD). We expected that due to their marked cognitive impairments (i.e., memory performance 1.5 SD below corresponding age and education norms; Carlesimo et al., 1998; Morris and Price, 2001; Holland et al., 2009), aMCI patients would display an even lower semantic enhancement effect in comparison to older adults without cognitive impairment.



MATERIALS AND METHODS


Participants

Three groups of participants were included in the current research.


Younger Group

This included 26 psychology students participating for credit or payment (14 women; mean age = 25, range = 18–31; mean education = 16). Students were included in the sample if they were under 35 years old with reported normal or corrected-to-normal vision, had no background of health conditions and were native Hebrew speakers.



Healthy Older Group

The group included 20 healthy older participants, recruited from retirement homes or senior citizen centers, either voluntarily or for payment (13 women; mean age = 72, range = 65–86; mean education = 15). According to the inclusion criteria, participants were selected if they were above 60 years of age with normal or corrected-to-normal vision, and native Hebrew speakers. All participants had to pass a visual acuity test, and score 28 and above on the Mini-Mental State Examination (MMSE). This conservative cut-off score was chosen to ensure optimal rates of specificity (O’Bryant et al., 2008), as lower scores may indicate undiagnosed MCI. The operational definition of normal cognition was established after the presence of any neurological conditions was ruled out and it was established that the participant was not being treated with prescribed anti-dementia medicine. Finally, participants were only included in the sample if they did not suffer from acute unstable health conditions (participants were interviewed and screened for neurological, cardiovascular, diabetic and psychiatric conditions).



aMCI Group

This group included nine patients (two women; mean age = 77, range = 66–84; mean education = 14), diagnosed with AMCI, a condition well known to precede Dementia. Patients were recruited from memory clinics in two major hospitals in the Tel Aviv area after being referred by physicians (psychiatrists or neurologists) specializing in diagnosis and treatment of dementia and related conditions. aMCI was diagnosed based on the accepted Petersen criteria (Petersen et al., 1999). All aMCI patients were above 60 years old with normal or corrected-to-normal vision, and were native Hebrew speakers. All participants passed a visual acuity test. They were only included in the sample if they did not suffer from acute unstable health conditions (participants were interviewed and screened for neurological, cardiovascular, diabetic and psychiatric conditions). They were also included only if they scored 27 or below on MMSE, indicating almost certain cognitive impairment (O’Bryant et al., 2008). All participants were examined by an independent psychiatrist who confirmed their ability to understand the instructions of the experiment.

None of the participants, regardless of group, were aware of the purpose of the experiment. The study protocol was approved by the Tel Aviv University Institutional Review Board, the Sheba Medical Center Review Board and the Tel-Aviv Sourasky Medical Center Institutional Review Board. All participants signed a written informed consent. Trials were conducted at Tel Aviv University and at the Goldschleger Eye Institute at the Sheba Medical Center.


Stimuli

Participants were shown multiple slides, each containing nine common objects. Some of the slides consisted of objects that were selected from three semantically-related categories (e.g., music-audio devices, money, military equipment; see Figure 1) with three objects from each category. In other slides, the objects were selected from different/unrelated categories1. In all the slides, objects were randomly spatially arranged. In order to show that the semantic-related slides and the non-related slides differed in perceived relatedness, two judges who were unaware of the objective of the experiment were requested to rate relatedness of sets of three objects; half of the sets corresponded to the object categories and half of them contained objects from different and unrelated categories. As they were presented with these sets of three objects, the judges were asked to evaluate their “relatedness” on a scale of 1–10. The relatedness of semantic sets was higher than of non-related sets (8.8 vs. 1.8, p < 0.001). The interrater reliability was high (r = 0.83).
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FIGURE 1. A semantically related slide (i.e., red circles indicate “payment methods”; blue circles indicate “military equipment” and green circles show “audio devices”); colored circles appear in this photo for illustration purposes and did not appear in the experiment. Number sequence relates to the trajectory of eye gaze moving between numbered objects. The encoded clusters involves the repeated colors (8–9);(1–8–9–8);(7–4);(5–2–3);(6–4–7). For this particular sequence, the encoding clustering index (ARC; see “The Eye-Tracking” section below) is 0.462. The (longer) diameter of the objects, as they appeared on the screen was in the range of 100–160 pixels, and the distance between the center of objects was in the range of 350–450 pixels.



Stimuli were generated using Matlab and were presented on a gamma-corrected ViewSonic (Walnut, CA, USA) 17-inch. CRT monitor, viewed at a distance of 100 cm. The screen resolution was set to 1,024 × 768 pixels, and the monitor had a refresh rate of 60 Hz.



Procedure

Each participant was shown three blocks of 20 slides. Each slide contained nine common objects. In 16 of the 20 slides in each block, objects were arranged in broadly semantically related groups (three semantic groups for a total of nine objects; see Figure 1 for an example). In the rest of the slides, objects were arranged in semantically unrelated groups. Each group was repeated in the 2nd and 3rd blocks in a new (randomized) spatial organization and with a new combination of other groups (for example, if in block one, slide-1 contains, groups, 1, 2, 3, and slide-2, groups, 4, 5, 6, in block-2, slide 1 may contain group 1, 4, 7, etc…). Each trial began with a fixation cross displayed for 1.5 s; after that, a slide containing objects was presented for 7 s. Participants were requested to memorize the objects in order to verbally free recall as many of them as they could. Free recall began immediately after the presentation of objects ended. Recall data was collected by the experimenter before continuing to the next trial. There was no time limit set for recall of objects and the progression to the next trial was manually controlled by the experimenter when the participant indicated to have no more items to report2.

For 10 younger participants, 20 healthy, older participants and seven MCI patients, the experiment procedure was identical and supplemented with monitoring of eye fixation using an eye-tracker device. Eye movements were recorded with an EyeLink 1000 infrared system (SR Research, Kanata, ON, Canada). The sampling rate was set to 500 Hz with a spatial resolution of less than 0.01°. Recording was from the right eye only, though viewing was binocular. Participants sat 1 m in front of a computer screen, while their head was placed in a head-stabilizing device. The camera was placed underneath the computer screen, unnoticeable to the participants who were watching the slides. Before each block, the eye tracker device was calibrated using a standard 9-point calibration routine (Bonneh et al., 2015). Following calibration, the participants were asked to move only their eyes, and not their heads, during the experiment. A 2-min rest was given before re-calibration and progression to the next block. For six participants (two young, four healthy elderly), there was an equipment malfunction. Therefore, the eye-tracking results are based on the data from eight young, 16 older adults, and seven participants with MCI.


Eye-Tracking Analysis: ARC

For eight younger participants, 16 healthy older participants and 7 MCI patients a sequence of eye fixations on objects was obtained for each slide. In order to do so, the objects slides were superimposed on a location grid with fixed locations, whereas, the upper row represents locations “1”-“2”-“3” (from left to right), the middle row represents locations “4”-“5”-“6” (from left to right) and the bottom row represents locations “7”-“8”-“9” (from left to right). The criteria used for detecting fixations include: (1) a gaze that lasts 100 ms. or longer, that is located on a region of interest (ROI), which is centered on each object with a radius of 100 pixels. These characteristics are commonly used in research measuring fixation points with an eye-tracker device (i.e., Raney et al., 2014), and the ROI was big enough to include the objects (longer diameter of objects in the range of 100–160 pixels) and to separate them from each other. One such example of an eye-scan sequence is illustrated in Figure 1. In the semantic clusters slide trials, the sequences were used to compute an encoding semantic clustering measure using the Adjusted Ratio of Clustering measure (ARC) score (Roenker et al., 1971), which is a clustering measure based upon recall-based expectancy, i.e., it computes a “normalized” deviation from chance by conditioning on the number of items reported from each category. The ARC-score is computed as:

[image: image]

where: OBS: is the number of cluster pair repetitions in a trial (in the Figure 1 illustrated trial there are nine cluster pair repetitions corresponding to the repeated colors in the encoding circle-sequence: 8–9; 1–8; 8–9; 9–8; 7–4; 5–2; 2–3; 6–4; 4–7), MAX is the maximum number of cluster pair repetitions, had all the fixations of one category been organized together before moving on to fixating on items from the next category. Max is calculated by subtracting the number of categories participating in a trial (three categories in our example) from the total number of fixations (17 − 3 = 14). EXP is the number of category repetitions expected by chance, conditioned, on the number of items, ni, scanned from each category, and on the sequence length, r.

[image: image] where ni = the number of fixations attended from each category. In this trial, EXP = [(6*5) + (6*5) + (5*4)]/17 = 80/17 = 4.71. Note that the denominator in the EXP formula is needed for normalization. Thus, for the trial, illustrated in Figure 1, EXP = [(6*5) + (6*5) + (5*4)]/17 = 80/17 = 4.71, and the normalized score is ARC = (9–4.71)/(14–4.71) = 0.462.

We also computed for the younger group, a number of additional clustering measures in order to contrast between spatial and semantic clustering strategies. In particular, we computed a row-based (spatial) ARC score (by considering the three rows instead of the three semantic categories, as clusters) and a semantic-index that excludes adjacent transitions. As there is no closed-form formula for the EXP-value of this semantic index when adjacent transitions are excluded, we used for this purpose an input type semantic measure (see Stricker et al., 2002), which allows a simple estimation of the number of semantically clustered objects expected by chance. In each trial, we count the number of transitions between semantically related objects in the sequence after excluding all adjacent transitions (and repetitions) and we divide by the number of nonadjacent transitions and subtract the chance level (2/8). The semantic/non-adjacent index for the sequence in Figure 1 would yield a score of 2/5 − 2/8 = 0.15 (two nonadjacent, but semantic, transitions out of five non-adjacent transitions). Finally, we have computed a relative “semantic minus location” index, in which we subtracted for each trial, the number of transitions that are adjacent and non-semantic from the number of transitions that are semantic and non-adjacent (and divided by the total number of transitions in the trial). As this index is a relative one, and we use it to probe changes in encoding strategies across blocks, we do not compute a chance level for it.







RESULTS

Fifty-five participants completed the behavioral procedure (26 younger, 20 healthy older, nine MCI). The groups did not differ in years of education, and the two older groups did not differ in age (see Table 1). The healthy older group received higher MMSE scores on average. The MCI group was characterized by a smaller female/male ratio (more males than other groups; see Table 1 for group differences).

TABLE 1. Group differences-mean (Standard Deviation).
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The memory recall as a function of the group, block and semantic condition (related vs. unrelated) are shown in Figure 2.
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FIGURE 2. Recall rates of the three groups across blocks. “Error-bars” correspond to within-participants standard-errors.



A 3 × 3 × 2 mixed ANOVA3 with within-subject factors block and trial type (related vs. unrelated) and a between-subject factor of group, revealed a main effect of block (with more objects recalled as blocks progressed; F(2,104) = 118.668, p < 0.001), a main effect of trial-type (more objects recalled from related slides compared to unrelated slides; F(1,52) = 58.986, p < 0.001), a main effect of group (F(2,52) = 97.618, p < 0.001). Younger participants recalled more objects than the healthy older participants, who in turn recalled more than the MCI patients. In addition, the interaction of group and block was significant (F(4,104) = 21.586, p < 0.001), as well as the interaction of group and relatedness (F(2,52) = 9.718, p < 0.001). In order to ensure that these interactions are not completely attributable to the MCI group, we ran a further 2 (young, healthy-old) × 2 (related, unrelated) ANOVA. Both the interaction between semantic relatedness and age-group, and that between block and group, remain highly significant, even when the MCI patients are excluded (interaction of group and block (F(2,88) = 28.7, p < 0.001); interaction of group and semantic-relatedness (F(1,44) = 8.93, p < 0.006). The recall-improvement (increase in recall from block 1 to 3) was larger for the younger group compared to the healthy older (t(44) = 7.935, p < 0.001) and MCI groups (t(33) = 6.87, p < 0.001). There was no difference in recall-improvement between the two older groups (t(27) = 1.29, N.S.; see Figure 2). Finally, for the young group, the recall was higher in the semantically related condition as compared to the unrelated condition (t(25) = 9.99, p < 0.001). Healthy older adults still showed a relatedness advantage (t(19) = 5.16; p < 0.001), but it was not as large as that of the younger participants. By contrast, the MCI participants showed no relatedness advantage (t(8) = 1.014, p = 0.34; see Figure 2). This effect is unlikely to be caused by a “floor-effect,” as trials in which MCI participants recalled no objects were less than 4%.


Encoding Strategies

Eight young adults, 16 healthy elderly and seven MCI patients completed the behavioral procedure while their eye gaze was monitored. For each participant, an eye movement semantic clustering score (ARC) was calculated on each trial to detect whether visual encoding (traced via eye movements) followed a semantic scanning sequence. Statistical analysis was done on the semantic related clusters trials of the 2nd and 3rd blocks, as we considered the first block a necessary practice to allow the participants to establish their search strategy. Indeed, there was no difference (F(2,32) = 0.126, p = 0.882) between the three groups in the ARC of the first block (which was negative), indicating an initial array scanning strategy based on spatial rather than semantic structure4.

The post-practice ARC scores in blocks 2 + 3 were entered in a one-way ANOVA model, with the group as a between-subjects’ variable, comparing the three groups’ ARC-means on the two final blocks (Blocks 2 and 3 collapsed). A significant effect of group was found (F(2,27) = 9.673, p < 0.002; see Figure 3). Fisher’s post hoc comparisons revealed a significant difference between ARC scores of the younger group compared to the healthy older group (Mean = 0.11, SD = 0.06 vs. Mean = −0.04, SD = 0.1, p < 0.008), and also a significant difference between the younger group and the MCI group (Mean = 0.11, SD = 0.06 vs. Mean = −0.12, SD = 0.14, p < 0.001). The MCI’s ARC scores were numerically lower than those of the healthy elderly, but no significant difference was found between the two older groups. Importantly, only the younger group showed significantly positive ARC scores, indicating that the scanning strategy of the younger participants was guided by a semantic structure.
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FIGURE 3. ARC scores of the three age groups (blocks 2 + 3 collapsed; error bars correspond to standard errors of the mean).



Finally, we examined the correlation between ARC-scores and total-recall across the participants (we again focused on block 2–3 collapsed, as block 1 seems to be required to gain task proficiency). As shown in Figure 4, the two measures show a moderately-high correlation (r = 0.62; p < 0.001). Participants who deploy a semantically related scanning pattern show a higher recall performance. This correlation is significant (r = 0.50, p = 0.013) when the MCI group is eliminated, and it remains marginally significant when it includes only the two elderly groups (r = 0.45; p = 0.06), which show (at the group level) ARC-scores close to zero. This suggests that small variations in clustering at encoding affect memory performance even in these subjects5. Finally, we carried out a regression analysis for the recall in the related conditions (blocks 2 and 3), based on two predictors, the ARC-score and the age of the participant. The results show that the two predictors explained 69.8% of the variance (R2 = 0.698, F(2,25) = 28.953, p < 0.001). Moreover, both predictors are significant: Age (β = −0.636, p < 0.001) and ARC (β = 0.301, p < 0.029 for ARC), indicating that semantic encoding contributes to recall on top of just age.
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FIGURE 4. Free recall in related trials and ARC correlation (blocks 2 + 3 collapsed). Colors refer to the different groups (Yellow-Young subjects/Blue-Healthy Elderly/Red-MCI).



Finally, in order to better understand how the semantic strategy develops across practice with the task, we examined in blocks 2 and 3 (which have positive semantic-ARC for the young group) two indexes that reflect spatial and semantic strategies of scanning the array. The first index is a “Semantic NonAdjacent” (SNA) index, which estimates a (corrected to chance) measure of transitions that are semantic and nonadjacent. The second is a “Semantic minus Adjacent” (S−A) index, which subtracts the number of adjacent non-semantic transitions from the number of semantic non-adjacent ones (and divides by the number of transitions in each trial). Note that since there are more possible adjacent transitions than semantic one, this index is expected to be negative, however, increments (across blocks) corresponds to shift in strategy from spatial to semantic.

As we predicted, apriori tests show an increase from block-2 to block-3 for the young participants on both indexes (SNA: t(7) = −2.68, p < 0.05; S−A: t(7) = −4.73, p < 0.005), suggesting that the young participants transit from a spatial to a semantic scanning strategy. For the healthy-old participants, the SNA score is at chance and does not change with block, while the S−A score shows only a marginal change in the healthy old group (S−A: t(17) = −1.99, p = 0.063), and no change at all in the MCI patients (S−A: t(6) = −0.85, p = 0.935). The overall interaction, however, was not significant (p = 0.169).




DISCUSSION

We examined the memory performance of three groups of participants (young, healthy older adults, and patients with MCI) on a free-recall task with visual arrays of objects that were either structured (three groups of related objects) or not (nine unrelated objects). Since we use a free-recall with supra-span arrays (without a delay or distractor interval between the stimuli presentation and the recall), the recall involves both WM and LTM components (Waugh and Norman, 1965; Davelaar et al., 2005). We did not aim to separate these components here, but we examined how aging affects memory recall, with particular emphasis on encoding processes. Younger participants showed higher recall rates than healthy older participants, and the older participants showed higher recall than MCI patients. The repetition of object-sets benefited recall in the younger group more than in the two older groups, as indicated by a block × group interaction. This phenomenon was observed for unrelated objects also, suggesting (as we argue below) that healthy aging, and all the more so aging accompanied by MCI deficits is characterized by both encoding and retrieval memory deficits. While retrieval deficits can also account for a reduced recall score with age, the interaction with block suggests that young participants are able to better encode the objects, when they see them again in blocks 2 and 3. This is because the retrieval requirements across the three blocks are the same, whereas the encoding is enhanced (by the mere repetition and, possibly, by the opportunity the subjects have to trigger idiosyncratic associations between nominally unrelated items; Tulving, 1964). According to this logic, when we see the same object again we may encode it better, but its retrieval process remains the same (one retrieves the object, based on the same display). However, it is possible to argue that seeing the same object again, results also in retrieval changes (say, due to an increase in interference). While we admit the possibility of such retrieval changes, we believe they are minor compared with encoding advantages caused by seeing the same material again. Thus, in order to more fully support a specific encoding deficit, we now discuss the interaction of age with semantic relations and the encoding strategies as measured by eye-tracking.

The memory enhancement that participants obtained from spontaneously encoding and retrieving the objects based on semantic relations was of particular interest in our study. Since we did not explicitly probe first-person reports from participants, saying whether or not they intentionally used a semantic strategy to encode the objects, we cannot dissociate here between a self-initiated intentional encoding and an automatic deployment of attention driven by associative links between objects. Based on informal debriefing and on the fact that automatic deployment of attention to pre-existing associations was demonstrated even in visual search tasks (where the associations do not promote performance; Moores et al., 2003), we tend to attribute the semantically clustering effects to the latter. However, we believe that both factors may contribute and future research (with a larger number of participants) will be needed to evaluate their relative contribution. What we found is that semantic relations between the visual objects enhanced the recall rates for the younger group and (to a lesser degree) for the healthy older group, but not for the MCI patients. Furthermore, eye movement trajectories during the viewing of the arrays suggested different encoding strategies. All participants in block-1 showed negative semantic ARC-values, which indicate a default spatial scanning strategy. In later blocks, however, while younger participants appeared to view the memory arrays based on a semantic scanning strategy, older participants from both groups used such a strategy to a lesser extent. Indeed, as shown in Figures 3, 5, the younger participants show a shift from a spatial to a semantically scanning strategy. These results are consistent with an age-related encoding deficit that prevents older participants from attending to the semantic relations among the objects (as indicated by the ARC scores of the eye trajectories in Figure 3), resulting in a reduced relatedness effect in free recall (Figure 2). This interpretation is supported by the correlation between semantic ARC-scores, and total-recall in the related trials.


[image: image]

FIGURE 5. (A) Input-based clustering score counting only semantic non-adjacent (SNA) transitions for blocks 2 and 3 (error bars correspond to standard errors of the mean). (B) A computed score—“Semantic minus Adjacent” (S−A) index, which subtracts adjacent non-semantic transitions from the number of semantic non-adjacent ones (and divides by the number of transitions in each trial).



We need to interpret this correlation result with caution, as a correlation does not demonstrate causality. It is possible, for example, that aging independently (i.e., by different mechanisms) affects both memory recall and semantic encoding. There are few reasons, however to believe the semantic encoding and memory recall are causally related. First, as we reported above, the semantic encoding (as measured by the encoding-ARC) predicts recall in the related condition, even after aging is factored out. Second, we find that the encoding-ARC is also correlated with the improvement in memory (δ-Sem) as a result of related items [Recall (related) – Recall (unrelated); r = 0.36, p = 0.04; 1-tailed, without the MCI group, and r = 0.275, p = 0.07; 1-tailed, for all subjects]. As δ-Sem already subtracts general memory differences, this correlation is more specific to the potential semantic encoding deficits6.

Despite these results, a more careful examination of the data, suggests a more complex picture. As one can see in Figure 2, the semantic relatedness improved memory recall already in the first block. However, there were no between-group differences in the ARC of the first block, and this score was negative, indicating that the visual scanning pattern was not influenced by semantic relations between objects. This suggests that the effect of semantic relatedness on memory recall is not (only) the result of using a semantic scanning pattern, at least (not) in the first block. It is possible that the participants showed an increased effect of semantic relatedness in blocks 2 and 3 because they were more able to deploy automatic attention resources to semantic/associative links between objects, which may have been learned in previous blocks. Reactivated associations between objects may have then influenced the visual scanning pattern during encoding. To test this post hoc explanation we correlated the δ-Sem in block-1 with the ARC in blocks 2 and 3. The results show a marginal correlation for block-2 (r = 0.30, p < 0.10, 2-tailed) and a significant correlations for block-3 (r = 0.36; p < 0.048, 2-tailed). While these results are tentative, they suggest a more nuanced picture of a potential two-way interaction between memory recall and the deployment of semantic strategies, which should be examined in future studies.

Turning to the age differences, the healthy older participants’ smaller semantic effect (solid vs. dashed blue lines in Figure 2), may thus reflect, either the partial encoding of semantic relations between adjacent objects in the array, or alternatively could reflect a retrieval benefit (i.e., one object helping to retrieve another via semantic priming), which is less affected by age (Laver and Burke, 1993; Mehta and Jerger, 2014). Finally, the total lack of a relatedness effect and the lower baseline recall in the unrelated condition in the MCI group (solid and dashed red lines in Figure 2) is consistent with a stronger memory deficit that affects the encoding of both individual items and their inter-relations, as well as the retrieval processes. Previous studies found such severe deficits to be associated with atrophy in frontal and hippocampal sites (Haug and Eggers, 1991; Stebbins et al., 2002; Grady et al., 2003; Apostolova et al., 2006).

The results of our experiment are consistent with those of previous free-recall studies (Heron and Craik, 1964; Craik and Masani, 1967; Cadar et al., 2018) which reported increased aging deficits for semantically related items. This effect is opposite to the decreased deficit that was reported with pair-associates tasks. We believe that the difference stems from the fact that free-recall requires the deployment of spontaneous encoding strategies (what item to encode with what), whereas in pair-associate memory older adults can benefit from instructions to rely on prior knowledge (Umanath and Marsh, 2014, p.416–7). The same aging deficit is also observed in the reduced semantic clustering in the CVLT task (Delis et al., 1987; Cadar et al., 2018; CVLT manual). The results are also consistent with a version of the encoding of association aging deficit hypothesis (i.e., Naveh-Benjamin, 2000; Naveh-Benjamin et al., 2007; Wegesin et al., 2000), which points to the encoding of associations between items as the most critical process that is affected by aging. While the encoding of association deficit is usually applied to the encoding of unrelated items into episodic memory, here we suggest that it also applies to the encoding of weakly associated items, in tasks that require a spontaneous strategy for organizing the material.

To conclude, using a novel memory paradigm which allows the participants full control over their encoding strategies, we demonstrated that aging affects the ability to attend and encode the semantic relations among objects in a memory set. This deficit is enhanced in MCI patients.
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FOOTNOTES

1^All the objects were high-familiarity objects (N =180, in total), selected from Google-images. Out of these objects, there was a group of 144 objects, which could be grouped into semantic categories of three objects each (3×48 = 144 related objects). The other 36 objects were unrelated (see test below). There was no difference in the word-familiarity (estimated via the MRC psycholinguistic database) between the related and unrelated objects: Mean (SD) Related = 553 (50); Unrelated = 558 (37); p = >0.5.

2^We were careful to allow all participants, in particular the elderly ones, as much time as they needed for the recall.

3^All tests are 2-tailed, unless specifically reported otherwise.

4^A row-based ARC score in the first block showed a positive value of 12 (SE = 0.08) for the eight young participants. These scores were numerically positive for six out of the eight. In contrast to the negative semantic ARC, this indicates an initial bias for a spatial scanning strategy.

5^Due to the small number of young participants that carried out the eyetracking procedure we cannot assess the statistical significance of this correlation for the young group alone (yellow circles in Figure 4).

6^Note that since we only had four unrelated trials per block (as opposed to 16 related trials), the delta measure is noisier than the related recall measure, accounting for one source for the reduction in correlation.
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Cognitive dysfunction is a very severe consequence of diabetes, but the underlying causes are still unclear. Recently, the cerebellum was reported to play an important role in learning and memory. Since long-term depression (LTD) is a primary cellular mechanism for cerebellar motor learning, we aimed to explore the role of cerebellar LTD pathways in diabetic rats and the therapeutic effect of gastrodin. Diabetes was induced by a single injection of streptozotocin into adult Sprague–Dawley rats. Motor learning ability was assessed by a beam walk test. Pathological changes of the cerebellum were assessed by Hematoxylin-Eosin (HE) and Nissl staining. Cellular apoptosis was assessed by anti-caspase-3 immunostaining. Protein expression levels of LTD pathway-related factors, including GluR2, protein kinase C (PKC), NR2A, and nNOS, in the cerebellar cortex were evaluated by western blotting and double immunofluorescence. The NO concentration was measured. The cellular degeneration and the apoptosis of Purkinje cells were evident in the cerebellum of diabetic rats. Protein expression levels of GluR2 (NC9W: 1.26 ± 0.12; DM9W + S: 0.81 ± 0.07), PKC (NC9W: 1.66 ± 0.10; DM9W + S: 0.58 ± 0.19), NR2A (NC9W: 1.40 ± 0.05; DM9W + S: 0.63 ± 0.06), nNOS (NC9W: 1.26 ± 0.12; DM9W + S: 0.68 ± 0.04), and NO (NC9W: 135.61 ± 31.91; DM9W + S: 64.06 ± 24.01) in the cerebellum were significantly decreased in diabetic rats. Following gastrodin intervention, the outcome of motor learning ability was significantly improved (NC9W: 6.70 ± 3.31; DM9W + S: 20.47 ± 9.43; DM9W + G: 16.04 ± 7.10). In addition, degeneration and apoptosis were ameliorated, and this was coupled with the elevation of the protein expression of the abovementioned biomarkers. Arising from the above, we concluded that gastrodin may contribute to the improvement of motor learning by protecting the LTD pathways in Purkinje cells.
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INTRODUCTION

Diabetes mellitus (DM) is a multifactorial disease characterized by chronic metabolic disturbances. It has been reported to cause several pathological complications, such as retinopathy, nephropathy, and neuropathy (Lv et al., 2018). Increasing evidence has shown that diabetes can lead to cognitive dysfunction, including impairments in learning and memory (Guven et al., 2009), dysfunctions in execution (Kodl and Seaquist, 2008), and motor coordination (Cox et al., 2005). Furthermore, diabetic patients have an increased risk of vascular dementia (O’Brien and Thomas, 2015), Alzheimer’s disease (Dominguez et al., 2014), and Parkinson’s disease (De Pablo-Fernandez et al., 2018). However, the underlying mechanism of DM-induced cognitive dysfunction remains unclear.

The cerebellum is closely linked to the brainstem and spinal cord, and it has long been recognized as a center for motor coordination and control (Stoodley, 2012). However, the cerebellar role in motor functioning has overshadowed the development of insights in the causal relationship between cerebellar pathology and a variety of neurocognitive deficits (Noroozian, 2014). Several studies in humans and animals have shown that the cerebellum plays an important role in cognitive processing, motor learning, and memory (Gonzalez-Tapia et al., 2015; Lawrenson et al., 2018). Since long-term depression (LTD) at the parallel fibers associated with the Purkinje cell synapses within the cerebellar cortex has been considered as a primary cellular mechanism for cerebellar motor learning (Inoshita and Hirano, 2018), we aimed to investigate the effect of diabetes on the cerebellum and the role of LTD pathways in DM-induced cognitive dysfunction.

The most common neurotransmitter involved in LTD is L-glutamate, which acts on α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs) and N-methyl-D-aspartate receptors (NMDARs). Importantly, this intrinsic plasticity was based on intracellular Ca2+ signaling and protein kinase C (PKC) pathways (Piochon et al., 2010; Galliano et al., 2018). Therefore, we postulated that the abovementioned factors related to LTD may play an important role in cerebellar motor learning.

Gastrodin, a phenolic glycoside chemically known as 4-hydroxyphenyl-beta-d-glucopyranoside, is the main active component of Gastrodia elata. With a molecular weight of 286 Da, it can pass through the blood–brain barrier and be detected in the cerebellum. Interestingly, the concentration of gastrodin in the cerebellum was found to be higher than in other brain regions in the central nervous system (Wang et al., 2008). After entering into the central nervous system, gastrodin can improve learning and memory capacity in neurological diseases like Alzheimer’s disease (Hu et al., 2014), Parkinson’s disease (Tansey and Goldberg, 2010), and vascular dementia (Li and Zhang, 2015) by regulating neurotransmitters and reducing microglial activation as well as inflammation. However, the effect of gastrodin on cerebellar motor learning and LTD pathways has remained elusive.

In light of the above, we hypothesized that gastrodin could improve motor learning and memory deficits in DM through protecting Purkinje cells and preserving LTD pathways, which might be reflected by factors including PKC, NR2A, GluR2, and nNOS. This study sought to assess the effect of gastrodin on Purkinje cells and the relevant factors in streptozotocin-induced diabetes.



MATERIALS AND METHODS


Induction of Diabetes

Seventy male SD rats (10-week-old, weight 250–300 g) were given the rodent diet and water ad libitum. Animal procedures were reviewed and approved by the Medical Ethics Committee of Kunming Medical University, Kunming, China. After 2 weeks of adaptation, type 1 diabetes was induced by a single intraperitoneal injection of 60 mg/kg of streptozotocin prepared in a 1% [w/v] solution of 0.1 M citrate buffer (pH 4.5) to the rats. Control rats received the same volume of sterile saline. Diabetes was assessed 72 h later by using a glucometer and animals were considered as diabetic if the blood glucose levels were higher than 16.7 mmol/L for three consecutive tests (Verhagen et al., 2018).



Drug Administration

The rats were randomly divided into three groups (Lv et al., 2018). The NC9W group were normal control rats gavaged with normal saline daily (4 ml/kg) and fed for 6 weeks; (Guven et al., 2009) the DM9W + S group were diabetic rats which were gavaged with normal saline for 6 weeks at 3 weeks after diabetes induction; (Kodl and Seaquist, 2008) and the DM9W + G group were diabetic rats which were gavaged with gastrodin (60 mg/kg daily; dissolved in 0.9% saline) for 6 weeks (Qi et al., 2019).



Beam Walk Test

Rats were trained to undergo motor coordination assessment by a narrow square wooden beam, 1 m long and 0.5 cm wide (Shaw et al., 2013). The beam was elevated 50 cm above the ground for the rats to return to their home cage. The rats were placed in the dark experimental room to acclimatize for 60 min and the temperature was kept constant. The rats were then placed at the start of beam and the latency to traverse the beam (up to 60 s) was recorded. Rats were trained for four sessions per day for four consecutive days. Finally, the latency time for the rats to cross the beam three times was assessed, and the values obtained were averaged.



Western Blotting Analysis

The rats were anesthetized with 10% chloral hydrate administered intraperitoneally. The cerebellar tissues were rapidly dissected and immediately frozen in liquid nitrogen and stored in −80°C. Proteins were extracted from the cerebellar tissues by RIPA buffer (9806; Cell Signaling Technology) containing a 1% protease inhibitor cocktail (1:100; 5871; Cell Signaling Technology) and 1% phosphatase inhibitor cocktails (1:100; 5870; Cell Signaling Technology) at 4°C. Homogenates were centrifuged at 12,000 × g for 10 min, and the supernatant was collected. Protein concentration was measured using a BCA protein assay kit. The proteins (30 μg) were loaded unto SDS-PAGE gel. The gels were electrophoresed and then transferred to PVDF membranes. After that, the membranes were blocked with a blocking buffer using 5% non-fat milk for 120 min and probed with primary antibodies overnight at 4°C. They were then incubated for 2 h at room temperature with appropriate secondary mouse antibodies (1:1,000, Thermo Fisher Scientific). The following primary antibodies were used for this study: mouse anti-GluR2 antibody (1:1,000 dilution; Abcam), mouse anti-PKC antibody (1:1,000 dilution; Abcam), mouse anti-NR2A antibody (1:500 dilutions; Abcam), mouse anti-nNOS antibody (1:1,500 dilution; BD Biosciences), and β-tubulin (1:1,000, Cell Signaling Technology). The blots were developed with enhanced chemiluminescence and densitometric analysis of the film was accomplished with ImageJ software (version 1.4.3.67).



Double Immunofluorescence

The cerebellum was dissected, immersed in 4% formaldehyde, dehydrated, cleared with xylene, and embedded in paraffin blocks. Paraffin sections of 4 μm thickness were deparaffinized and hydrated through a series of graded alcohol. The tissues were incubated in citrate buffer for antigen retrieval and the slices were incubated with 5% normal goat serum. The following primary antibodies were used: rabbit anti Calbindin D-28k antibody (1:1,000; Swant); mouse anti-GluR2 antibody (1:500, Abcam), mouse anti-PKC antibody (1:750; Abcam), mouse anti-nNOS antibody (1:200; BD Biosciences), and rabbit anti-active-caspase-3 antibody (1:100; Millipore). Primary antibodies were added in a fresh blocking solution and incubated overnight at 4°C. The staining was visualized with anti-mouse and anti-rabbit Alexa Fluor 488 and 568 2nd antibodies (1:500; Invitrogen, A11010, A11001). After washing in PBS, secondary antibodies were added in PBS containing 0.1% Triton X-100 to prevent non-specific antigen binding for 2 h at room temperature. Tissue sections were viewed, and images captured on an Olympus FV1000 microscope.



Histological Study

To observe the histological changes, the sections were first incubated with hematoxylin for 5 min and then washed with 1% ethanol hydrochloride for 3 s. After rinsing with water, the sections were stained with eosin. After this, the sections were examined under a light microscope at the magnification ×400 in a blinded manner.

Nissl staining was performed by incubating the deparaffinized sections with Nissl staining solution containing cresyl violet (Beyotime Institute of Biotechnology, Shanghai, China) for 10 min at room temperature.



Measurement of Nitric Oxide Production

The supernatant derived from the fresh cerebellar tissues was centrifugated. Total nitric oxide (NO) production was estimated by spectrophotometric measurement of nitrite and nitrate concentrations in the supernatant. For this, the procedure for Griess reagent with the Total Nitric Oxide Assay Kit (Beyotime Institute of Biotechnology, Jiangsu, China) was followed. An optical density at 540 nm was measured using a microplate reader. Concentrations were calculated by comparing absorptions with a standard curve.



Statistical Analysis

Data were expressed as mean ± SD and analyzed with SPSS 17.0 statistical software (SPSS, United States). Comparisons among groups were performed using an analysis of variance, and pairwise comparison was performed using the LSD-t test. ∗p < 0.05 and ∗∗p < 0.01 was considered statistically significant.



RESULTS


Gastrodin Improved Motor Learning in Diabetic Rats

Motor learning was assessed as total length of time spent by the animals on a narrowing beam (Figure 1). The latency time to cross the beam was significantly increased in the DM9W + S group, indicating the impairment of motor learning. Remarkably, gastrodin treatment significantly reduced the duration of time in diabetic rats (cf. DM9W + G and DM9W + S group).
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FIGURE 1. Alternation in beam-walking ability following STZ-induced diabetes. ∗∗p < 0.01 for comparison of diabetic group with the controls; ∗p < 0.05 for comparison of gastrodin intervention group with the controls. Note the significant improvement in latency time in the gastrodin treatment group (DM9W + G) when compared with the DM9W + S group.




Gastrodin Ameliorated Pathological Changes of the Cerebellum and Protected Purkinje Cells in Diabetic Rats

H&E staining showed that the Purkinje cells in the NC group were orderly arranged in a single row of cells. The cells were characterized by a round nucleus with discrete chromatin clumps (Figures 2A–C). However, in the DM9W + S group, the Purkinje cells were distributed in a haphazard manner and the cell number was markedly reduced. As a result, wide interstitial spaces indicative of edematous were observed in areas in what were supposed to be occupied by the Purkinje neurons as seen in the NC group. In the DM9W + G group, the external morphology and arrangement of Purkinje cells were comparable to those in the NC9W group, though fewer in number when compared with the NC group; moreover, the neutrophil around the Purkinje neurons appeared compact in the NC group.
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FIGURE 2. Effects of gastrodin on DM-induced pathological changes in the cerebellar cortex. H&E staining (A–C) and Nissl staining (D–F) of the cerebellar cortex in NC9W, DM9W + S, and DM9W + G groups. Black arrow indicates Purkinje cells. Note the drastic reduction of Purkinje neurons in the DM9W + S group. Note also the wide interstitial spaces around the Purkinje cells in the same group. In DM9W + G, the incidence of Purkinje cells is increased; moreover, the neuropil is now more compact. Magnification: ×400. Bar = 50 μm.


The results with Nissl staining were consistent with that of H&E staining (Figures 2D–F). In the NC9W group, Nissl bodies were well defined in the Purkinje cells; however, in DM9W + S, Nissl bodies were hardly detected in the Purkinje cells. In the DM9W + G group, the number of Purkinje cells was increased; furthermore, the Nissl bodies contained in the Purkinje cells became more evident as in the NC9W group.

Immunostaining of caspase-3 revealed diabetes-induced cell death in the cerebellar cortex as evident by the identification of positive cells located primarily in the monolayer Purkinje cells. In the DM9W + G group, caspase 3 immunofluorescence was hardly detected (Figure 3).
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FIGURE 3. Representative photomicrographs of DAPI (blue) and caspase-3 (red) double staining of the cerebellum in the NC9W, DM9W + S, and DM9W + G groups. Note the increase in incidence of caspase-3 positive cells in DM9W + S (single arrow) compared with the NC9W group. However, in the DM9W + G group, caspase 3 + cells are hardly encountered. Magnification: ×600. Bar = 20 μm.




Gastrodin Enhanced Expression of Long-Term Depression-Related Markers in the Cerebellum of Diabetic Rats

The protein expression of GluR2 was significantly decreased in the DM9W + S group, which was significantly reversed after gastrodin intervention (DM9W + G group) (p < 0.01). In parallel to this, protein expression levels of NR2A, PKC, and nNOS were significantly decreased in the DM9W + S group in comparison to the NC group (p < 0.01); the expression levels of these biomarkers in the DM9W + G group were significantly higher than in the DM9W + S group (Figure 4).
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FIGURE 4. Western blot analysis of GluR2 (A), PKC (B), NR2A (C), and nNOS (D) protein expression levels in the cerebellum in the NC9W, DM9W + S, and DM9W + G groups, including the immunoreactive bands of GluR2 (105 kDa), PKC (81 kDa), NR2A (180 kDa), nNOS (155 kDa), and β-Tubulin (52 kDa). Bar graphs representing optical density (mean ± SD). Note the expression levels of all biomarkers were significantly decreased after diabetes induction (DM9W + S) but were significantly reversed after gastrodin intervention (DM9W + G). ∗∗p < 0.01.


Double immunofluorescence labeling showed that GluR2 was localized primarily in the cell body and projecting apical dendrites of the cerebellar Purkinje cells. Note that in the NC9W and DM9W + G groups, the Purkinje cells emitted intense GluR2 immunofluorescence that was markedly attenuated in the DM9W + S group. Furthermore, the number of Purkinje cells was decreased in the DM9W + S group; this was coupled with decreased dendrites and their ramifications (Figure 5). Similar expression changes in PKC and nNOS immunofluorescence were observed in the Purkinje cells in the above groups (Figures 6, 7). Of note, besides the Purkinje cells, such expression was also detected in other cells of the cerebellar cortex.
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FIGURE 5. Representative photomicrographs showing CD-28K (green) and GluR2 (red) double immunofluorescence staining of the cerebellum in NC9W, DM9W + S, and DM9W + G groups. Note the drastic reduction of GluR2/CD28k + Purkinje cells in DM9W + S (single arrow) whose number was regained in DM9W + G. Magnification: ×600. Bar = 20 μm.
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FIGURE 6. Representative photomicrographs showing CD-28K (green) and PKC (red) double immunofluorescence staining of the cerebellum in NC9W, DM9W + S, and DM9W + G groups. PKC-positive Purkinje cells double labeled with CD-28K were drastically reduced in DM9W + S (single arrow). This was accompanied by diminution of dendritic profiles in the cerebellar cortex (asterisk). In the DM9W + G group, the number of Purkinje cells showing colocalization of CD-28K and PKC was comparable to that in NC9W. Magnification: ×600. Bar = 20 μm.
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FIGURE 7. Representative photomicrographs showing CD-28K (green) and nNOS (red) double-labeled Purkinje cells in the cerebellum in the NC9W, DM9W + S, and DM9W + G groups. Note the diminution of nNOS immunofluorescence in Purkinje cells in the DM9W + S group (single arrow) as compared with the normal control (NC9W). nNOS immunofluorescence, however, was restored to a level comparable to that of the normal in DM9W + G. Magnification: ×600. Bar = 20 μm.




Gastrodin Increased NO Concentration

Compared with the NC9W + S group, NO level in the cerebellar tissue was significantly decreased in the DM9W + S group. In DM rats given gastrodin treatment, the level of NO rose sharply to a level that was not only higher than that in DM9W + S group but also exceeded by five folds that of the NC9W group (Figure 8).
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FIGURE 8. Determination of extracellular release of NO in NC9W, DM9W + S, and DM9W + G groups. Note the drastic decline in NO level in DM9W + S. Bar graphs represent NO concentration (mean ± standard deviation). ∗p < 0.05.




DISCUSSION

This present study has shown that experimentally induced diabetes in adult rats could result in cerebellar damage and impairments in motor learning. More importantly, we have shown that gastrodin could protect Purkinje cells and preserve LTD pathways, which may account for the improvement of motor learning. Although many studies have reported diabetes-induced cerebellar damage and motor function deficiency (Hernandez-Fonseca et al., 2009; Nagayach et al., 2014; OzdemIr et al., 2016), the role of cerebellar LTD pathways in diabetes-induced cognitive dysfunction remains elusive. We have provided morphological and biochemical evidence to suggest that NMDAR-dependent and AMPAR-dependent LTD in the cerebellum was compromised due to Purkinje cell injury. This supports the therapeutic effects of gastrodin on motor learning and cerebellar LTD pathways.

LTD occurs in many areas of the CNS with varying mechanisms, and it has been best characterized in the cerebellum and hippocampus (Massey and Bashir, 2007). As a unique type of synaptic plasticity, cerebellar LTD was exhibited by Purkinje cells and regulated by various neurotransmitters, especially NMDARs and AMPARs, and was reported to be critical for motor learning. Separately, it has been reported that optogenetic control of synaptic AMPA receptor endocytosis directly inhibited cerebellar motor learning during adaptation of the horizontal optokinetic response and vestibulo-ocular reflex, supporting the direct effect of cerebellar LTD on motor learning (Kakegawa et al., 2018). Additionally, it has been shown that chronic neuroinflammation in LPS-infused rats could reduce postsynaptic NMDAR-dependent and AMPAR-dependent LTD and thus lead to memory impairment (Min et al., 2009). Furthermore, modulation of NMDAR function with an NMDA open channel blocker, memantine, was reported to rescue hippocampal LTD and improve spatial learning in juvenile-onset diabetic rats (Sacai et al., 2014). Furthermore, it has been shown that inhibition of hippocampal LTD, not LTP, impaired spatial memory consolidation (Ge et al., 2010). However, there are many studies on the relation between hippocampal LTD impairment and cognitive dysfunction in diabetes (CID), though the role of cerebellar LTD as well as its cellular basis has remained elusive. We postulated that restoration of cerebellar LTD pathways in diabetes would be a promising therapeutic target in CID.

In the present study, we found that diabetes induction caused increased latency to cross a beam, which indicated that the diabetic rats had motor-learning deficits. Remarkably, with gastrodin intervention, the latency was decreased in diabetic rats, indicating that gastrodin may be effective in treating CID. To assess the changes of LTD pathways, we examined the expression changes of its related biomarkers comprising NR2A, GluR2, PKC, nNOS, and NO in normal and experimental rats. We found that the protein expression level of NR2A was decreased in the cerebellum of diabetic rats. As a subunit of NMDAR, a reduced level of NR2A is reported to be associated with cognitive deficits as well as affective symptoms of depression (Feyissa et al., 2009). NR2A-containing NMDARs may contribute to the cerebellar LTD. As a subunit of AMPAR, GluR2 also plays a critical role in the induction of LTD (Isaac et al., 2007; Zhou et al., 2011). PKC is found to contribute to cerebellar LTD induction by phosphorylating GluR2 (Chung et al., 2003). In addition, evidence has suggested that NMDAR-mediated Ca2+ influx activates nNOS and ultimately regulates LTD by NO (Shin and Linden, 2005). The present results have shown that all the abovementioned factors were decreased in diabetic rats and were increased after gastrodin treatment. This suggests that impairment in cerebellar LTD pathways may be caused by the downregulation of both AMPAR and NMDAR and that gastrodin can improve the motor learning through increasing their protein expression level, thus preserving the cerebellar LTD pathways.

Purkinje cells are the primary relay neurons of the cerebellum and play an important role in motor learning and coordination. Cerebellar motor learning relies on movement errors signaled by climbing-fiber inputs to cause LTD of synapses from parallel fibers to Purkinje cells (Yang and Lisberger, 2014). Optogenetic activation of Purkinje cells can contribute to the induction of motor learning, assessed by a vestibulo-ocular reflex test (Nguyen-Vu et al., 2013). In diabetic rats, previous studies have found that prominent loss of cerebellar Purkinje cells may be attributed to inflammation and oxidative stress (Solmaz et al., 2017; Verhagen et al., 2018), which may be mediated by glia cells, e.g., microglial activation (Hu et al., 2014). In the present study, we have detected prominent damage of Purkinje cells in diabetic rats, including the loss of cell numbers, diminution of Nissl bodies, dendritic loss etc. A major finding in this study was the demonstration that gastrodin could protect the Purkinje cells and increase their cell number through inhibiting apoptosis, as was evident by the reduced immunostaining of caspase-3. Double immunostaining of GluR2, PKC, and nNOS with CD28K (a specific marker for Purkinje cells) showed that diabetes reduced the expression of these factors specifically in the Purkinje cells. A decrease in the above markers induced by diabetes, however, was suppressed by gastrodin. In light of the above, we suggest that gastrodin can exert its therapeutic effects on CID by reducing apoptosis of Purkinje cells as well as preserving the cerebellar LTD pathways, though the underlying protective mechanism of gastrodin on Purkinje cells remains to be explored.

Gastrodin has been extensively investigated in recent years in view of its anti-inflammatory and antioxidant properties that may be beneficial in the treatment of neurodegenerative diseases. Indeed, it has been extensively explored as a potential candidate drug for the treatment of CNS disorders because of its low toxicity (Zhan et al., 2016) and ability to pass through the BBB. It can be detected in the brain 5 min after i.v. administration (50 mg/kg). Although the brain-to-blood distribution ratio of gastrodin is relatively low, it was metabolized into p-Hydroxybenzyl alcohol, which has similar pharmacological effects (Liu et al., 2018).

Gastrodin has also been widely used as an analgesic, anti-inflammatory, antioxidative, and sedative agent (Zhao et al., 2012; Zhang et al., 2016). Moreover, a few clinical trials have shown that gastrodin could improve the neurological assessment of patients with cognitive dysfunction, such as in vascular dementia (Liu et al., 2018). However, the application of gastrodin on CID is dismal in view of the lack of a fuller understanding of its underlying biochemical mechanism. Besides the CNS system, gastrodin was reported to have effects on the circulatory system and the digestive system. It could effectively inhibit the formation of clots, exerting an anticoagulant function (Zhan et al., 2016). A recent study has found that gastrodin has lipid-regulating effects and thus could be used to treat non-alcoholic fatty liver disease (Ahmad et al., 2019).

The present study has shown that gastrodin can ameliorate diabetes-related Purkinje cell apoptosis and restore cerebellar LTD pathways; however, some limitations remain. First, electrophysiological analysis should have been conducted to confirm the changes of cerebellar LTD. Secondly, further investigations, such one into the effects of gastrodin on synaptic plasticity, would be desirable. Additionally, it would be of interest to examine the effect of gastrodin on astrocytes, which are closely associated with the regulation of glutamate levels in the microenvironment.



CONCLUSION

The present results have shown unequivocally that STZ-induced diabetes resulted in the increased apoptosis of Purkinje cells in the cerebellum. It is suggested that the death of Purkinje cells in diabetic rats may be related to the decreased expression of NMDAR, AMPAR, nNOS, and NO. It is speculated that this may affect the LTD (Figure 9). This mechanism may account for motor learning deficits of diabetic rats. More importantly, we have shown that gastrodin can ameliorate the incidence of apoptotic Purkinje cells and improve the motor learning ability of the diabetic rats, most probably through modulating the LTD pathways, namely NMDA receptor-dependent and AMPA receptor-dependent pathways.


[image: image]

FIGURE 9. Diagram illustrating the effects of diabetes on LTD, which has been indicated by red arrows. Diabetes could reduce the expression of NMDAR and AMPAR, which affects the influx of calcium and results in decreased protein expression levels of nNOS, NO, and PKC. The downregulation of these factors leads to the impairment of LTD and, finally, the deficits of motor learning.
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Human studies have consistently shown that drugs of abuse affect memory function. The psychostimulants amphetamine and the “bath salt” 3,4-methylenedioxypyrovalerone (MDPV) increase brain monoamine levels through a similar, yet not identical, mechanism of action. Findings indicate that amphetamine enhances the consolidation of memory for emotional experiences, but still MDPV effects on memory function are underinvestigated. Here, we tested the effects induced by these two drugs on generalization of fear memory and their relative neurobiological underpinnings. To this aim, we used a modified version of the classical inhibitory avoidance task, termed inhibitory avoidance discrimination task. According to such procedure, adult male Sprague–Dawley rats were first exposed to one inhibitory avoidance apparatus and, with a 1-min delay, to a second apparatus where they received an inescapable footshock. Forty-eight hours later, retention latencies were tested, in a randomized order, in the two training apparatuses as well as in a novel contextually modified apparatus to assess both strength and generalization of memory. Our results indicated that both amphetamine and MDPV induced generalization of fear memory, whereas only amphetamine enhanced memory strength. Co-administration of the β-adrenoceptor antagonist propranolol prevented the effects of both amphetamine and MDPV on the strength and generalization of memory. The dopaminergic receptor blocker cis-flupenthixol selectively reversed the amphetamine effect on memory generalization. These findings indicate that amphetamine and MDPV induce generalization of fear memory through different modulations of noradrenergic and dopaminergic neurotransmission.

Keywords: memory accuracy, rat, behavior, inhibitory avoidance discrimination task, norepinephrine, dopamine


INTRODUCTION

Drugs of abuse are characterized by rewarding effects induced by the engagement of specific pathways in the brain (McHugh and Kneeland, 2019). Such rewarding effects are the principal reason that moves people to a compulsive use of these substances, which frequently ends with drug dependence (Koob, 2017). It has long been observed in humans that the intake of drugs of abuse affects memory processes (Goodman and Packard, 2016; Kutlu and Gould, 2016). More specific studies conducted in laboratory animals have been focused on which neurobiological and biochemical pathways are exploited by drugs of abuse to influence memory. Amphetamine, one of the most well-known psychostimulants, has been shown to enhance the consolidation of memory processing in rodents (McGaugh, 1973; Martinez et al., 1980a,b; Roozendaal et al., 1996; McGaugh and Roozendaal, 2009). We recently demonstrated that the 3,4-methylenedioxypyrovalerone (MDPV), a newer synthetic cathinone also known as “bath salt,” enhances short-term spatial and recognition memory performance (Atehortua-Martinez et al., 2019). Moreover, it has been shown that MDPV induces a disruption of functional connectivity networks (i.e., striatum) involved in cognitive processes (Colon-Perez et al., 2016). This new psychostimulant has recently emerged in the illegal market as a smart drug and it rapidly became highly popular (Prosser and Nelson, 2012; Baumann et al., 2017). However, its fame is also associated with several important adverse effects, and among these, long-term cognitive impairments in humans have been documented (Karila et al., 2015). One in vitro study on MDPV activity demonstrated that it has a similar, yet not identical, mechanism of action compared to amphetamine. Indeed, both drugs of abuse have the same molecular targets represented by the norepinephrine (NE), dopamine (DA) and serotonin re-uptake transporters (NET, DAT and SERT, respectively), but MDPV displays greater potency than amphetamine with regard to DA re-uptake transport (Baumann et al., 2013). Amphetamine effects on memory consolidation are dependent on its pharmacological action which increases NE and DA release (Martinez et al., 1983; LaLumiere et al., 2005; Fleckenstein et al., 2007; Roozendaal et al., 2008). Very recently, it has been shown that the effect on short-term memory induced by MDPV is linked to D1 dopaminergic receptor activation (Atehortua-Martinez et al., 2019). The role of noradrenergic and dopaminergic neurotransmission on memory, especially for the consolidation phase, is well established (LaLumiere et al., 2005; Roozendaal et al., 2008; Schwabe, 2017; Quaedflieg and Schwabe, 2018; Wideman et al., 2018). Although it has been demonstrated that both amphetamine and MDPV can affect memory retention, no evidence exists on whether such drugs can also affect the quality of memory. The study about the influence of drugs of abuse on the quality of memory increasingly acquired attention during the last century and is just nowadays growingly becoming an intriguing issue, even if up to date there are only sparse studies (Easton and Bauer, 1997; Koriat et al., 2000; Loftus, 2005; Ballard et al., 2012; Oeberst and Blank, 2012; Carter et al., 2013; Horry et al., 2014; Hoscheidt et al., 2014). However, the study of the mechanisms through which drugs of abuse affect memory quality could be a riveting topic, mainly in the light of increasing evidence that drugs of abuse (e.g., psychedelic drugs, hallucinogens) can alter the experience of reality (Bøhling, 2017). Such altered perception might be one of the causes why some people are prompted to a recreational use of such substances (Kjellgren and Soussan, 2011; Móró et al., 2011), thus making it an important and urgent issue to be investigated. Emotions have a considerable impact on memory (Tyng et al., 2017), for example, when an aversive stimulus occurs, the associated fear leads to remember the information over time (Rogan et al., 1997), but sometimes the accuracy of such emotional memory can be altered and distorted over time, eventually leading to memory generalization (Asok et al., 2018). This emotional/fear generalization effect has been studied for many decades through the contextual fear conditioning paradigm (Rohrbaugh and Riccio, 1968; Ruediger et al., 2011). Recently, a novel experimental model suitable to investigate both strength and accuracy of memory has been validated for rodents (Atucha and Roozendaal, 2015; Atucha et al., 2017): the inhibitory avoidance discrimination task. This task allows to evaluate whether fear memory associated with footshock can be generalized to a novel and safe, yet similar context. Hence, the aim of the present study was to investigate whether the two psychostimulants amphetamine and MDPV affect generalization of fear memory to a novel and safe yet similar context using an inhibitory avoidance discrimination task. Since both amphetamine and MDPV modulate NE and DA tone, we also aimed at evaluating the involvement of the noradrenergic and dopaminergic systems in mediating the effects of amphetamine and MDPV on fear memory generalization.



MATERIALS AND METHODS


Animals and Procedures

Male adult Sprague–Dawley rats (320–370 g at the time of behavioral experiments) from Charles River Laboratories (Calco, Italy) were housed individually in a temperature-controlled (21 ± 1°C) vivarium room and maintained under a 12 h/12 h light/dark cycle (7:00 A.M. to 7:00 P.M. lights on). Food and water were available ad libitum. Rats were handled for 1 min for three consecutive days prior to training. Training and testing were performed during the light phase of the cycle between 11:00 A.M. and 2:00 P.M. All procedures involving animal care or treatments were performed in compliance with the ARRIVE guidelines, Directive 2010/63/EU of the European Parliament, the D. L. 26/2014 of the Italian Ministry of Health, the Declaration of Helsinki and the Guide for the Care and Use of Mammals in Neuroscience and Behavioral Research (National Research Council, 2004).



Inhibitory Avoidance Discrimination Task

For all experiments, rats were trained and tested on a modified version of the classic inhibitory avoidance task, termed inhibitory avoidance discrimination task, that allows to investigate both strength and accuracy of memory (Atucha and Roozendaal, 2015; Atucha et al., 2017). Rats were subsequently trained in two contextually distinct inhibitory avoidance apparatuses within a single training session, but footshock was delivered only in the latter context. On the retention test, all animals were tested in both training contexts as well as in a novel context. These training and test procedures, as previously demonstrated by Atucha and Roozendaal (2015), allow to investigate whether rats remember the two contexts they visited during the training trial, as well as if they display a specific episodic-like memory of the association between footshock and the correct training context. Each apparatus had the same geometry and consisted of a trough-shaped alley (91 cm long, 15 cm deep, 20 cm wide at the top, and 6.4 cm wide at the bottom) divided into two compartments, separated by a sliding door that opened by retracting into the floor. The starting compartment (31 cm) was made of opaque white plastic and was well lit; the shock compartment (60 cm) was made of two dark, electrifiable metal plates and was not illuminated. The training context in which footshock was given (Shock box) did not have any contextual modifications. The safe training context (Non-Shock box) had four vertical white stripes (2 cm wide) taped in the dark compartment together with tape placed on the floor, closing the gap between the two plates. The Novel box (used on the retention test only) had two white circles (3.5 cm diameter) taped on each wall of the dark compartment, and the gap between the plates was closed with tape. All three inhibitory avoidance apparatuses were located next to one another in a sound- and light-attenuated room.

For training, rats were initially placed in the starting compartment of the Non-Shock box and their latency to enter the dark compartment with all four paws (maximum latency of 30 s) was recorded. No footshock was delivered in this box. Afterward, the rats were removed from the apparatus and, after a delay of 1-min, placed in the starting compartment of the second inhibitory avoidance apparatus (Shock box). We selected a 1-min delay because, as previously demonstrated (Atucha and Roozendaal, 2015), although animals do not discriminate between the two training contexts with such short interval between the two training episodes, the fear does not generalize to a novel context. After the rat stepped completely into the dark compartment, the sliding door was closed and a single inescapable footshock (0.30 mA; 1 s) was delivered. Rats were removed from the apparatus 20 s after termination of footshock and, after drug treatment, returned to their home cage. On the retention test, 2 days after training, all animals were tested, in a randomized order and without delay, in the two training contexts (i.e., Shock box and Non-Shock box) and in a Novel box they had not visited before. No footshock was delivered on the retention test trial, and for all three boxes, rats were placed in the starting compartment and their latency to enter the dark compartment with all four paws (maximum latency of 600 s) was recorded. Longer latencies in the Shock box compared with the Non-Shock or Novel box were interpreted as indicating accurate memory of the shock–context association. Moreover, long retention latencies in all the three boxes were considered as an index of memory generalization across contexts. Immediately after the training or testing of each animal, each apparatus was wiped clean with a 70% ethanol solution. The experimental design is illustrated in Figure 1.
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FIGURE 1. Schematic representation of the experimental design.





Drug Administration

Amphetamine [(RS)-1-phenylpropan-2-amine; 1 and 3 mg/kg] and 3,4-methylenedioxypyrovalerone (MDPV; 0.5 and 1 mg/kg) were dissolved in saline (vehicle) and administered intraperitoneally, at the volume of 1 ml/kg, immediately after the training session (Figure 1). In the second experiment, to examine whether the amphetamine and MDPV effects on memory involve the noradrenergic system, the β-adrenoceptor antagonist propranolol (1-naphthalen-1-yloxy-3-propan-2-ylaminopropan-2-ol; 1 mg/kg) or saline (vehicle) was administered intraperitoneally 30 min prior to training, followed by amphetamine (3 mg/kg), MDPV (1 mg/kg) or saline immediately after training (Figure 1). In the third experiment, to investigate the involvement of the dopaminergic system in mediating amphetamine and MDPV effects on memory, the non-selective D1/D2 dopaminergic receptor antagonist cis-flupenthixol (2-[4-[(3Z)-3-[2-(trifluoromethyl)thioxanthen-9-ylidene]propyl]piperazin-1-yl]ethanol; 0.25 mg/kg) or saline (vehicle) was administered intraperitoneally 30 min prior to training, followed by an immediate post-training intraperitoneal injection of amphetamine (3 mg/kg), MDPV (1 mg/kg) or saline (Figure 1). Drug doses were chosen on the basis of literature data (Roozendaal et al., 2004; Trost and Hauber, 2014) also showing that MPDV has a greater pharmacological potency than amphetamine (Baumann et al., 2013). All drugs were dissolved in sterile 0.9% saline. Drug solutions were freshly prepared before each experiment.



Statistical Analysis

Data are expressed as mean ± SEM. All data were analyzed with ANOVA for Repeated Measures (RM ANOVA) with drug treatment as between-group factor and retention latencies of individual animals in the different test contexts (Shock, Non-Shock, and Novel boxes) as repeated measure. Two-way ANOVAs were used to analyze retention latencies of rats treated with propranolol vs. saline alone and cis-flupenthixol vs. saline alone. The source of the detected significances was determined by Tukey–Kramer post hoc tests for between and within-group differences. P-values of less than 0.05 were considered statistically significant. The number of rats per group is indicated in the figure legends.




RESULTS


Amphetamine and MDPV Induce Memory Generalization in an Inhibitory Avoidance Discrimination Task

Rats were trained on the inhibitory avoidance discrimination task and given an immediate post-training intraperitoneal injection of amphetamine, MDPV or saline. With regard to amphetamine effects, as shown in Figure 2A, RM ANOVA for retention latencies indicated significant effects for treatment (F(2,29) = 10.23, P < 0.01) as well as context (F(2,29) = 4.08, P = 0.02), but no significant interaction between these two factors (F(4,58) = 0.48, P = 0.75). Post hoc analysis, in accordance to what it has been previously demonstrated (Atucha and Roozendaal, 2015), revealed that saline-treated animals showed longer retention latencies in the Shock box (P < 0.01) and Non-Shock box (P < 0.01) compared to those in the Novel box, indicating that saline-treated rats were able to discriminate the two training contexts from the new one they had visited only during the test trial (Figure 2A). Retention latencies in the Shock box of rats treated with amphetamine (3 mg/kg) were significantly longer than those of animals treated with saline (P < 0.05), indicating that amphetamine, at the higher dose tested, enhanced the strength of memory. Furthermore, amphetamine (3 mg/kg)-treated rats showed longer retention latencies in both the Non-Shock box (P < 0.05) and Novel box (P < 0.01) compared to saline-treated animals. Thus, these results revealed that amphetamine-induced memory generalization across contexts.
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FIGURE 2. Amphetamine and 3,4-methylenedioxypyrovalerone (MDPV) induce memory generalization of inhibitory avoidance discrimination task. On the 48-h retention test, rats were sequentially tested in all three contextually modified inhibitory avoidance apparatuses in a random order and their retention latencies were analyzed. (A) Retention latencies of amphetamine and saline-treated rats. Saline-treated animals showed longer retention latencies in the Shock box and Non-Shock box compared to those induced in the Novel box. In all three boxes, amphetamine 3 mg/kg induced higher retention latencies than saline-treated rats. ##P < 0.01 saline group latencies in the Shock box or Non-Shock box vs. saline group latencies in the Novel box; *P < 0.05, **P < 0.01 amphetamine 3 mg/kg latencies in the Shock box, Non-Shock box or Novel box vs. saline group in the Shock box, Non-Shock box or Novel box; NS, no significant differences (n = 9–13 rats). (B) Retention latencies of MDPV and saline-treated rats. Saline-treated animals showed longer retention latencies in the Shock box and Non-Shock box compared to those induced in the Novel box. In the Novel box retention latencies induced by MDPV 1 mg/kg were significantly longer than those induced by saline-treated rats in the same box. #P < 0.05 saline group latencies in the Shock box or Non-Shock box vs. saline group latencies in the Novel box; *P < 0.05 MDPV 1 mg/kg treated group latencies in the Novel box vs. saline group latencies in the Novel box; NS, no significant differences (n = 10–12 rats).



With regard to MDPV effects, as shown in Figure 2B, RM ANOVA for retention latencies indicated no significant effect for treatment (F(2,30) = 1.83, P = 0.18), a significant context effect (F(2,30) = 3.37, P = 0.04), and no significant interaction between these two factors (F(2,60) = 1.04, P = 0.39). Post hoc analysis confirmed that the performance of control animals was the same as for the amphetamine experiments (Figure 2B). Retention latencies of animals treated with MDPV (1 mg/kg) did not differ from those of saline-treated controls in both Shock and Non-Shock boxes but were significantly longer than those of saline-treated animals (P < 0.05) in the Novel box. These results show that rats that were treated with MDPV (1 mg/kg) had similar retention latencies in all three boxes, indicating that MDPV induced generalization across contexts. Taken together, these findings indicate that amphetamine and MDPV have differential effects on memory strength, but that both drugs increase generalization of fear memory to a novel safe context.

All training latencies are shown in Supplementary Table S1.



Noradrenergic System Activation Mediates the Effects of Amphetamine and MDPV on Memory Generalization

We sought to test whether the amphetamine- and MDPV-mediated effects on strength and generalization of memory involved activation of the noradrenergic system. Herein, rats were given intraperitoneal injections of the β-adrenoceptor antagonist propranolol or saline 30 min prior to training, followed by post-training administrations of the effective doses of amphetamine (3 mg/kg), MDPV (1 mg/kg), or their corresponding vehicles.

To investigate whether the noradrenergic system influences on amphetamine-mediated effects on memory generalization, we first analyzed retention latencies of saline- and propranolol alone-treated animals in the three contexts (Figure 3A). RM ANOVA for retention latencies of the saline-treated animals showed a significant effect of context (F(2,36) = 4.80, P = 0.01). Similar to the control rats described above, post hoc analysis confirmed that saline-treated animals showed longer retention latencies in the Shock box (P < 0.05) and Non-Shock box (P < 0.05) as compared to those in the Novel box, thus indicating that control rats were able to discriminate the two training contexts from the new one that they visited only during the test trial. The same results were obtained with the RM ANOVA analysis for retention latencies of propranolol alone-treated animals (F(2,35) = 4.52, P = 0.02). Post hoc analysis revealed that propranolol alone-treated rats showed longer retention latencies in the Shock box (P < 0.05) and Non-Shock box (P < 0.05) as compared to those in the Novel box. These findings indicate that also rats that were treated with propranolol accurately remembered the two training contexts, even if they were not able to discriminate in which training context they received the footshock. Moreover, two-way ANOVA for retention latencies of rats treated with saline and propranolol did not reveal a significant treatment effect (F(1,69) = 0.59, P = 0.44) or treatment × context interaction effect (F(2,69) = 0.03, P = 0.97), but revealed a significant effect of the context (F(2,69) = 9.23, P < 0.0001), suggesting that treatment does not affect animals memory retention for different apparatuses (Figure 3A). As shown in Figure 3A, as for the noradrenergic influences in the amphetamine effects on memory function, RM-ANOVA for retention latencies revealed significant effects of treatment (F(3,42) = 11.70, P < 0.01) as well as context (F(2,42) = 6.01, P < 0.01), and no significant differences for the interaction between both factors (F(6,84) = 0.50, P = 0.80). Retention latencies of rats treated with amphetamine alone in the Shock box (P < 0.05), Non-Shock box (P < 0.05) and Novel box (P < 0.01) were all significantly longer than those displayed by saline-treated animals in the same boxes. Retention latencies of rats that were treated with propranolol together with amphetamine in the Shock box (P < 0.05), Non-Shock box (P < 0.01) and Novel box (P < 0.01) were significantly shorter compared to those of animals treated with amphetamine alone in the same boxes. Moreover, retention latencies of rats treated with amphetamine alone in the Shock box (P < 0.05), Non-Shock box (P < 0.01) and Novel box (P < 0.01) were significantly longer than those of rats treated with propranolol alone in the same boxes.
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FIGURE 3. Noradrenergic activation mediates amphetamine and MDPV effects on memory generalization. On the 48-h retention test, rats were sequentially tested in all three contextually modified inhibitory avoidance apparatuses in a random order and their retention latencies were analyzed. (A) Retention latencies of rats treated with propranolol or saline 30 min prior to training together with amphetamine or saline administered immediately after training. Saline alone-treated animals showed longer retention latencies in the Shock box and Non-Shock box compared to those induced in the Novel box, the same happens for the propranolol alone-treated animals. In all three boxes, amphetamine alone-treated rats showed higher retention latencies than saline alone-treated rats and then those exerted by rats given propranolol alone. Retention latencies of the group treated with propranolol together with amphetamine in all three boxes were significantly lower compared to those of amphetamine alone-treated rats. #P < 0.05 saline group latencies in the Shock box or Non-Shock box vs. saline group latencies in the Novel box; ∧P < 0.05 propranolol alone latencies in the Shock box or Non-Shock box vs. propranolol alone latencies in the Novel box; *P < 0.05, **P < 0.01 amphetamine alone-treated group latencies in the Shock box, Non-Shock box or Novel box vs. saline group latencies in the Shock box, Non-Shock box or Novel box; §P < 0.05, §§P < 0.01 amphetamine alone-treated group latencies in the Shock box, Non-Shock box or Novel box vs. propranolol alone group latencies in the Shock box, Non-Shock box or Novel box; °P < 0.05, °°P < 0.01 propranolol and amphetamine-treated group latencies in the Shock box, Non-Shock box or Novel box vs. amphetamine alone-treated group latencies in the Shock box, Non-Shock box or Novel box; NS, no significant differences (n = 9–13 rats). (B) Retention latencies of rats treated with propranolol or saline 30 min prior to training together with MDPV or saline administered immediately after training. Saline alone-treated animals showed longer retention latencies in the Shock box and Non-Shock box compared to those induced in the Novel box, the same happens for the propranolol together with MDPV-treated animals. In the Novel box retention latencies induced by MDPV alone treatment were significantly longer than those exerted by rats treated with saline alone and propranolol alone. Retention latencies of the group treated with propranolol together with MDPV in the Novel box were significantly lower compared to those of MDPV alone-treated rats. #P < 0.05 saline group latencies in the Shock box or Non-Shock box vs. saline group latencies in the Novel box; [image: image]P < 0.05 propranolol together with MDPV latencies in the Shock box or Non-Shock box vs. propranolol together with MDPV latencies in the Novel box; **P < 0.01, MDPV alone-treated group latencies in the Novel box vs. saline group latencies in the Novel box; §P < 0.05, MDPV alone-treated group latencies in the Novel box vs. propranolol alone-treated group latencies in the Novel box; °P < 0.05, propranolol and MDPV-treated group latencies in the Novel box vs. MDPV alone-treated group in the Novel box; NS, no significant differences (n = 8–11 rats).



To evaluate whether noradrenergic activity is also involved in the modulation of the MDPV effects on memory generalization, we analyzed retention latencies of both saline and propranolol alone-treated animals and confirmed the results that we described above for the experiments involving amphetamine (Figure 3B). Furthermore, as previously described, also in this experiment no significant differences were found between saline and propranolol alone-treated rats (Figure 3B).

As shown in Figure 3B, RM ANOVA for retention latencies indicated no significant effect of treatment (F(3,32) = 1.70, P = 0.19) or treatment × context interaction effect (F(6,64) = 1.12, P = 0.36), but revealed a significant effect of the context (F(2,32) = 7.32, P < 0.01). Rats treated with MDPV alone showed longer retention latencies in the Novel box than those of saline alone- (P < 0.01) or propranolol alone-treated rats (P < 0.05) exposed to the same box. Moreover, retention latencies of animals treated with propranolol together with MDPV in the Shock-box were significantly longer compared to the Novel box (P < 0.05) and in the Non-Shock box compared to the Novel box (P < 0.05). Particularly in the Novel box, retention latencies of animals treated with propranolol together with MDPV were significantly shorter compared to those of MDPV alone-treated animals in the same box.

In summary, these findings indicate that the amphetamine effect on enhancing memory strength is mediated by the noradrenergic system. Moreover, our findings indicate that the amphetamine effect on memory generalization appears to be only partially due to a modulation of the noradrenergic system, whereas the memory generalization effect induced by MDPV is entirely dependent on noradrenergic activity.

All training latencies are indicated in Supplementary Table S2.



Dopaminergic System Activation Mediates the Effects of Amphetamine, but Not MDPV, on Memory Generalization

In this set of experiments, we tested whether dopaminergic activity is involved in the effects induced by amphetamine and MDPV on memory generalization. To this aim, rats were intraperitoneally treated with the DA receptor antagonist cis-flupenthixol or saline 30 min before the training trial and subjected to post-training administration of the effective doses of amphetamine (3 mg/kg), MDPV (1 mg/kg), or their corresponding vehicle solutions.

As previously done in the experiments involving the noradrenergic system, we first analyzed the retention latencies of saline- and of cis-flupenthixol alone-treated animals in the three experimental contexts. Animals that were treated with saline showed comparable latencies to control groups that were discussed above (Figure 4A). Moreover, in line with the previous set of experiments, no significant differences between saline- and cis-flupenthixol alone-treated animals (Figure 4A) were detected. As for the involvement of the dopaminergic system in the amphetamine effects on memory function, as shown in Figure 4A, RM ANOVA for retention latencies indicated significant effects of treatment (F(3,34) = 10.87, P < 0.01) and context (F(2,34) = 17.62, P < 0.01), but not significant interaction between both factors (F(6,68) = 0.47, P = 0.83) effect. Post hoc analysis revealed that retention latencies of amphetamine alone-treated rats were significantly longer than those of rats that were given saline alone in the Shock box (P < 0.05), Non-Shock box (P < 0.05) and Novel box (P < 0.01). Retention latencies of rats that were treated with amphetamine alone were significantly longer than those of cis-flupenthixol alone-treated rats in the Shock box (P < 0.05), Non-Shock box (P < 0.01) and Novel box (P < 0.01). Retention latencies in the Novel box of rats treated with cis-flupenthixol together with amphetamine were significantly shorter with respect to rats given amphetamine alone (P < 0.01) in the same box. Moreover, they showed longer latencies in the Shock box and in the Non-Shock box compared to the Novel box (P < 0.05).


[image: image]

FIGURE 4. Dopaminergic activation mediates the effects induced by amphetamine, but not MDPV, on memory generalization. On the 48-h retention test, rats were sequentially tested in all three contextually modified inhibitory avoidance apparatuses in a random order and their retention latencies were analyzed. (A) Retention latencies of rats treated with cis-flupenthixol or saline 30 min prior to training together with amphetamine or saline administered immediately after training. Saline alone-treated animals showed longer retention latencies in the Shock box and Non-Shock box compared to those induced in the Novel box. Cis-flupenthixol alone-treated animals showed higher retention latencies in Shock box compared only to those showed in the Novel box. Cis-flupenthixol together with amphetamine treated-rats showed longer retention latencies in the Shock box and Non-Shock box compared to those induced in the Novel box. In all three boxes, amphetamine alone-treated rats showed higher retention latencies than saline alone-treated rats and cis-flupenthixol alone-treated rats. Retention latencies of rats treated with cis-flupenthixol together with amphetamine were significantly lower than those of amphetamine alone-treated rats, only in the Novel box. #P < 0.05 saline group latencies in the Shock box or Non-Shock box vs. saline group latencies in the Novel box; ∧P < 0.05 cis-flupenthixol alone latencies in the Shock box vs. cis-flupenthixol alone latencies in the Novel box; +P < 0.05, cis-flupenthixol together with amphetamine latencies in the Shock or Non-Shock box vs. cis-flupenthixol together with amphetamine latencies in the Novel box; *P < 0.05, **P < 0.01, amphetamine alone-treated group latencies in the Shock box, Non-Shock box or Novel box vs. saline group latencies in the Shock box, Non-Shock box or Novel box; §P < 0.05, §§P < 0.01, amphetamine alone group latencies in the Shock box, Non-Shock box or Novel box vs. cis-flupenthixol alone-treated group latencies in the Shock box, Non-Shock box or Novel box; °°P < 0.01, cis-flupenthixol and amphetamine-treated group latencies in the Novel box vs. amphetamine alone-treated group in the Novel box; NS, no significant differences (n = 9–10 rats). (B) Retention latencies of rats treated with cis-flupenthixol or saline 30 min prior to training together with MDPV or saline administered immediately after training. Saline alone-treated animals showed longer retention latencies in the Shock box and Non-Shock box compared to those induced in the Novel box, the same happens to cis-flupenthixol alone-treated animals. In the Novel box, MDPV alone-treated rats showed higher latencies with respect to saline-treated rats and cis-flupenthixol alone-treated rats; cis-flupenthixol and MDPV-treated rats showed higher latencies with respect to cis-flupenthixol alone-treated rats and with respect to cis-flupenthixol alone-treated. #P < 0.05 saline group latencies in the Shock box or Non-Shock box vs. saline group latencies in the Novel box; ∧P < 0.05, ∧∧P < 0.01, cis-flupenthixol alone latencies in the Shock box or Non-shock box vs. cis-flupenthixol alone latencies in the Novel box; **P < 0.01, MDPV alone-treated group latencies in the Novel box vs. saline group latencies in the Novel box; §§P < 0.01, MDPV alone-treated group latencies in the Novel box vs. cis-flupenthixol alone-treated group in the Novel box; &P < 0.05, cis-flupenthixol together with MDPV retention latencies in the Novel box vs. cis-flupenthixol alone latencies in the Novel box; NS, no significant differences (n = 8–11 rats).



Concerning the dopaminergic role on MDPV-mediated generalization effects on memory, for the retention latencies of both saline- and cis-flupenthixol alone-treated rats, we confirmed the same results as described above (Figure 4B); again, no significant differences were found between the two treatment groups (Figure 4B). As shown in Figure 4B, RM ANOVA for retention latencies indicated no significant treatment effect (F(3,38) = 1.71, P = 0.18), a significant effect of the context (F(2,38) = 5.06, P < 0.01) and no significant interaction between these two factors (F(6,76) = 0.81, P = 0.56) effect. Post hoc analysis revealed that retention latencies of rats treated with MDPV alone were significantly longer than those of rats given saline alone and cis-flupenthixol alone in the Novel box (P < 0.01), and that the retention latencies of rats treated with cis-flupenthixol together with MDPV were significantly longer than those of rats given saline alone and cis-flupenthixol alone in the Novel box (P < 0.05).

In conclusion, these results demonstrated that the dopaminergic system is involved in modulating the effects of amphetamine on memory generalization as well with only a partial interference on its effects on memory strength. However, the blockade of DA receptors does not influence MDPV effects on memory generalization.

All training latencies are shown in Supplementary Table S3.




DISCUSSION

The present findings indicate that amphetamine and MDPV have different effects on memory strength, but both drugs increase generalization of fear memory to a novel safe context. We further show that noradrenergic and dopaminergic neurotransmission is differentially involved in the effects mediated by amphetamine and MDPV on memory. As previously showed, saline-treated animals trained in the inhibitory avoidance discrimination task, with a 1-min interval between the two training apparatuses, were able to discriminate the two training contexts from the new one visited only during the test trial (Atucha and Roozendaal, 2015), indicating that fear memory associated with footshock did not generalize to the novel safe box. Here, we specifically selected this short time delay to evaluate whether amphetamine and MDPV could induce fear memory generalization of footshock to the novel safe context. Our findings first demonstrate, in accordance to previous reports (McGaugh, 1973; Martinez et al., 1980a,b; Roozendaal et al., 1996; McGaugh and Roozendaal, 2009), that amphetamine increases memory strength as indicated by the longer retention latencies in the Shock box. Of more interest, we also found that amphetamine induces fear memory generalization by enhancing retention latencies in all three boxes, including the box never visited before. MDPV did not directly affect memory strength, but induced generalization of memory, as well as demonstrated by the finding that MDPV-treated animals exerted similar retention latencies in all three boxes. Such evidence that both psychostimulants induce fear memory generalization to a context to which animals were never exposed before is a truly novel and important finding.

Previous studies have indicated that both amphetamine and MDPV, through a similar, yet not identical, mechanism of action increase brain monoamines release, particularly NE and DA, two neurotransmitters extensively involved in the modulation of memory (LaLumiere et al., 2005; McGaugh and Roozendaal, 2009). In fact, amphetamine acts as a substrate of NET, DAT and SERT inducing a “reverse transport” of neurotransmitters (Robertson et al., 2009), whereas MDPV, like cocaine, is an inhibitor of NET, DAT and SERT (Simmler et al., 2013; Marusich et al., 2014; Baumann et al., 2017). Amphetamine also interacts with the vesicular monoamine transporter (VMAT), in particular VMAT2, depleting synaptic vesicles of their neurotransmitter content (Teng et al., 1998; Eiden and Weihe, 2011), and inhibits monoaminooxidase (MAO), which is a family of enzymes that catalyzes monoamine oxidation (Miller et al., 1980; Liu et al., 2016). The affinity between MDPV and MAO has not yet been investigated. Literature data indicate that two other synthetic cathinones, mephedrone and methylone, have a similar mechanism of action of amphetamine but present a lower affinity for VMAT2 and probably decrease activity on MAO with respect to amphetamine (Baumann et al., 2017). There is evidence that MDPV is more powerful as an uptake blocker of DAT than of NET and SERT (Baumann et al., 2017). Therefore, although this remains purely speculative, it is possible that the different effects induced by amphetamine and MDPV on memory strength may be related to the variation of the specific expression of these monoamine transporters in different brain regions.

Notwithstanding the different mechanism of action through which these two psychostimulants enhance NE and DA levels, both drugs of abuse enhance noradrenergic and dopaminergic neurotransmission (Robertson et al., 2009; Baumann et al., 2013) and the involvement of these two systems on the effects induced by drugs of abuse on memory strength and generalization had not been previously investigated. Here, we found that noradrenergic influences, mediated by an action on β-adrenoceptors, were responsible for the enhancing effects of amphetamine on memory consolidation. Extensive evidence indicates that noradrenergic activation is crucially involved in regulating memory consolidation for emotional experiences (Gold et al., 1975; Gallagher et al., 1977; Gold and van Buskirk, 1978; Liang et al., 1986; McIntyre et al., 2003; Ferry et al., 2015; LaLumiere et al., 2017). Hence, it is possible that amphetamine effects on memory strength could be due to an indirect activation of central β-adrenoceptors. Of more novel interest, we demonstrated that the noradrenergic system also modulates the generalization effects induced by both amphetamine and MDPV. In particular, our findings indicate that amphetamine effects on generalization are partially blocked by preventive administration of the β-adrenoceptor antagonist propranolol, while MDPV effects are totally blocked. Previous findings demonstrated that the administration of the physiological noradrenergic stimulant yohimbine, a selective α2-adrenoceptor antagonist, ameliorates the accuracy of memory in the inhibitory avoidance discrimination task (Atucha and Roozendaal, 2015) and that NA infusion into the basolateral amygdala maintains accuracy of episodic-like memory of the two distinct training contexts, preventing the generalization effect induced by a memory reorganization over time (Atucha et al., 2017). However, our results unexpectedly suggest that if the noradrenergic system is activated by a drug of abuse it alters memory accuracy, inducing generalization. This effect could be explained considering the activation of the noradrenergic system in brain areas particularly involved in memory generalization, such as medial prefrontal cortex, nucleus reunions, and hippocampus (Xu and Sudhof, 2013). Conversely, no data are available with regard to the potential role of dopaminergic modulation on memory accuracy. Herein, we demonstrate that the dopaminergic system is involved in modulating the effects of amphetamine on memory generalization as well with only a partial interference on memory strength. However, the blockade of DA receptors does not influence MDPV effects on memory generalization. Together these findings indicate that the generalization effect induced by amphetamine is strongly regulated by the dopaminergic system, whereas the MDPV effects on memory generalization seem to be due to a selective activation of the noradrenergic system. Although these results require further investigation, it can be hypothesized that there is a differential recruitment induced by amphetamine and MDPV on the monoamine systems in different brain areas.

Brain regions with a high density of DAT and dopaminergic receptors, such as the striatum and nucleus accumbens (Efimova et al., 2016) may be responsible for regulating amphetamine effects on memory generalization. Conversely, it is possible that the effects of MDPV on memory generalization are linked to brain areas with high levels of NET and β-adrenoceptors such as the dentate gyrus of the hippocampus and the perirhinal cortex, which are known to play a critical role in the regulation of memory discrimination (Miranda et al., 2017; van Dijk and Fenton, 2018). In agreement with these results, it could be hypothesized that the generalization induced by MDPV is mediated by β-adrenoceptors in such brain areas. Thus, our findings demonstrate that both amphetamine and MDPV induce generalization of fear memory via a different involvement of NE and DA neurotransmission. These results pave the way for future studies aimed at investigating the role of specific brain areas in mediating the differential effects of both psychostimulant drugs on strength and quality of memory, thus ultimately leading to reveal the neurobiological underpinnings of memory alterations induced by drugs of abuse.
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The majority of studies in the field of timing and time perception have generally focused on sub- and supra-second time scales, specific behavioral processes, and/or discrete neuronal circuits. In an attempt to find common elements of interval timing from a broader perspective, we review the literature and highlight the need for cell and molecular studies that can delineate the neural mechanisms underlying temporal processing. Moreover, given the recent attention to the function of microtubule proteins and their potential contributions to learning and memory consolidation/re-consolidation, we propose that these proteins play key roles in coding temporal information in cerebellar Purkinje cells (PCs) and striatal medium spiny neurons (MSNs). The presence of microtubules at relevant neuronal sites, as well as their adaptability, dynamic structure, and longevity, makes them a suitable candidate for neural plasticity at both intra- and inter-cellular levels. As a consequence, microtubules appear capable of maintaining a temporal code or engram and thereby regulate the firing patterns of PCs and MSNs known to be involved in interval timing. This proposed mechanism would control the storage of temporal information triggered by postsynaptic activation of mGluR7. This, in turn, leads to alterations in microtubule dynamics through a “read-write” memory process involving alterations in microtubule dynamics and their hexagonal lattice structures involved in the molecular basis of temporal memory.
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INTRODUCTION

Studies of time perception and timed performance for sub- and supra-second durations have frequently highlighted the involvement of cerebellar Purkinje cells (PCs) in the absolute timing of single sub-second durations. In contrast, striatal MSNs are thought to be involved primarily in the relative timing of beat-based sequences (e.g., Lusk et al., 2016; for additional details, see Grube et al., 2010; Teki et al., 2011, 2012; Breska and Ivry, 2016, 2018). Although these networks have been designed to function in a coordinated manner in order to maximize the accuracy and precision of timed behavior across their full range of coverage, they are more typically studied separately by behavioral and cognitive neuroscientists given the degree of specialization required to disentangle the complex behavioral profiles and underlying neural circuitry. As a consequence, temporal processing in the cerebellum and basal ganglia are only now being widely integrated into a coherent timing system (e.g., Teki et al., 2012; Bostan et al., 2013; Petter et al., 2016; Bareš et al., 2019; Caligiore et al., 2019).

Numerous circuit diagrams have been developed that specify the primary “time cells” and their relation to the clock, memory, and decision stages of temporal processing, as well as the extent and locations of plasticity in the brain areas where temporal learning and memory can co-occur. Interestingly, although virtually all timing models make an attempt to explain how time is measured and utilized (see Matell and Meck, 2000; Hass and Durstewitz, 2016; Matthews and Meck, 2016) few of them provide specific details for how target durations are encoded and decoded within the proposed neural circuitry (Merchant and de Lafuente, 2014). This means that the form and content of temporal memory, or whether it is written and read at a single-cell level or across a distributed network is typically left unaddressed (Meck, 1983, 2002; Teki et al., 2017; Paton and Buonomano, 2018).

Recent experimental evidence suggests that the metabotropic glutamate receptor 7 (mGluR7) regulates glutamate-mediated postsynaptic inhibition in cerebellar PCs (e.g., Phillips et al., 1998; Johansson et al., 2015) and striatal medium spiny neurons (MSNs; e.g., Borroto-Escuela et al., 2018; Briones et al., 2018), thereby activating a biochemical-signaling cascade that results in an intracellular form of temporal memory. In an attempt to determine the relevancy of other components of these signaling cascades in PCs and MSNs, we review the literature with the goal of promoting further consideration of the potential functions that cytoskeletal elements, such as microtubules, are able to provide due to having the structural complexity, integrity, and longevity necessary to support the sophistication of read-write memory processes and temporal cognition.

Neural memory mechanisms are typically considered to be responsible for maintaining a continuum of events in a retrievable form. In this manner, read-write memory processes allow neural networks to “recode past information in light of current information” (Gallistel and Wilkes, 2016, p.12). Although there’s been a veritable explosion in the last few decades about our understanding of the complementary roles of long-term potentiation (LTP) and long-term depression (LTD) in terms of the strengthening and weakening of synapses involved in learning and memory, there are still huge gaps in our understanding of how memories are stored in the brain. These gaps are such that there are even uncertainties as to whether LTP plays a critical role in memory storage or is perhaps better viewed as an enhanced form of attention that leads to sustained information processing to support encoding and decoding of memories (e.g., Shors and Matzel, 1997; Gallistel and Balsam, 2014; Trettenbrein, 2016; Gallistel, 2017; Queenan et al., 2017). Whether microtubules act as one of the elements in the molecular signaling cascades that regulate synaptic plasticity (e.g., studies discussed in Dent, 2017), or is the main substrate for storing intracellular memories (e.g., Hameroff et al., 2010), remains to be addressed. Either way, it is important to shed light on the importance of microtubules in the formation and consolidation of temporal information in future studies.

As suggested above, studies aimed at elucidating the behavioral and neural mechanisms that control the accuracy and precision of timed eye-blink responses became highly influential in the study of the representation of time for motor learning. This was due, in part, to how elegantly-designed and specific the cerebellar circuitry appeared to be (Medina et al., 2000). So much so that the well-known neuroanatomist David Marr suggested that cerebellum-dependent learning highly relies on the synaptic plasticity between parallel fibers and PCs (Marr, 1969):

“The main test of the theory is whether or not the synapses from parallel fibers to PCs are [modifiable]…. It is likely that no other cerebellar synapses are modifiable…. Though it is difficult to see how these predictions could be wrong, they might be: such a disproof would be embarrassing but not catastrophic, since something of the bones of the theory would remain.” (Marr, 1969; for additional details, see Carey and Lisberger, 2002; Cheron et al., 2013).

This over-reliance on the supposedly “hard-wired” or “reflexive nature” of the cerebellar circuitry was to such an extent that it was thought that only the PCs in the cerebellar cortex are capable of plasticity mechanisms and learning (e.g., Schneiderman and Gormezano, 1964; McCormick and Thompson, 1984; Krupa et al., 1993). It has recently been demonstrated that PCs acquire and maintain a temporal code independent from the LTD of parallel fibers connected to PC synapses or inhibitory inputs they receive from parallel fibers or GABAergic interneurons. Moreover, these observations have led to the proposal of an internalized temporal memory in PCs linked to an intrinsic cellular mechanism rather than a circuit-based pattern (Johansson et al., 2014, 2018). Based on these provocative results, PCs appear to be capable of learning temporal response patterns without receiving external temporal input which is a very challenging result for any theoretical account put forth this point, except perhaps for the recently proposed ICAT integrative timing model by Petter et al., 2016 (also see Jirenhed et al., 2017; Bareš et al., 2019). Using various glutamate receptor antagonists, it was determined that metabotropic glutamate receptor 7 (mGluR7) facilitates this internal temporal memory through glutamate-mediated postsynaptic inhibition, a process that has been previously reported in PCs (Inoue et al., 1992; Johansson et al., 2015). It has been proposed that mGluR7 activation in PCs initiates a biochemical-signaling cascade, that may support the encoding of the temporal components of the evoked conditioned response (Johansson et al., 2015, 2016). However, the components of this biochemical-signaling cascade are still largely unknown. Accordingly, the role mGluR7 in the acquisition and extinction of conditioned responses has been extensively studied, and it has been indicated that aversive learning and fear response is impaired in mGluR7 knock-out or deficient mice (e.g., Masugi et al., 1999; Cryan et al., 2003; Callaerts-Vegh et al., 2006; Goddyn et al., 2008) Moreover, mice show improved performance in a contextual fear conditioning task as a result of mGluR7 potentiation (Gogliotti et al., 2017).



CEREBELLAR TIMING CIRCUIT

Prospective timing involves learning the absolute and relative durations of stimuli in order to anticipate the future occurrence of significant events. Classical conditioning of the eyeblink reflex is a commonly used task to study the acquisition and retention of the temporal relation(s) between a conditioned stimulus (CS) and an unconditioned stimulus (US). In order to avoid the delivery of an aversive US to the eye (e.g., air puff) the subject learns to utilize this temporal information in order to make an anticipatory eyeblink, thereby minimizing the negative impact of the US (e.g., Hesslow and Ivarsson, 1994; Christian and Thompson, 2003; Johansson et al., 2018). Although the cerebellum has typically been viewed as being specialized for the timing of sub-second durations in the control of movement, a number of recent reports have also implicated a role in the timing of supra-second durations in support of cognition (e.g., Ohmae et al., 2017; Kunimatsu et al., 2018). These studies emphasize the anatomical projections from the cerebellar cortex to the dentate nucleus (DN), and then beyond the cerebellum to thalamocortical-striatal circuits. The current hypothesis is that the cerebellum is not strictly limited to temporal processing in the millisecond range, but also plays an important role in temporal processing in the hundredths of milliseconds-to-minutes range as a result of its coordination with cortico-striatal circuits (Merchant et al., 2013; Petter et al., 2016).


Purkinje Cells

PCs are the primary cell type found throughout the cerebellar cortex. PCs in the lateral cerebellar cortex are considered crucial for predicting the temporal relation(s) between the CS and US in eyeblink conditioning. Evidence for the role of PCs in temporal prediction comes from the observation of conditioned and adaptively timed pauses in spiking activity, which are acquired as a function of repeated pairings of the CS and US (Jirenhed et al., 2007; Jirenhed and Hesslow, 2011). Moreover, these pauses in neural spiking responses have been shown to be sufficient for eliciting changes in the temporal control of motor responses such as eyeblinks (Heiney et al., 2014). Later findings suggest that PCs do not simply receive timing input from upstream neural circuits, but rather, that the timing of anticipatory responses by the cerebellum is intrinsic to PCs controlling the duration of pauses in firing activity (Johansson et al., 2016, 2018). Overall, these observations support the hypothesis that an intrinsic memory process in PCs encodes the details necessary for the temporal control of eyeblink conditioning in a manner that is co-occurring with and independent of the neural mechanisms typically thought to support associative learning (e.g., LTP and LTD—see Wilkes and Gallistel, 2017 for a discussion of information theory and the role of interval timing in associative learning).



Deep Cerebellar Nuclei

The temporal information encoded in PCs allowing for the control of the duration of pauses in firing is propagated downstream until it reaches the deep cerebellar nuclei. Because PC action potentials are regulated by GABA, these timed pauses in PC spiking activity produce a form of disinhibition in these deep cerebellar nuclei. Correlations between neural ramping activity and eye movements have been observed in the DN of monkeys performing a timed ballistic eye-movement task for intervals in both sub- and supra-second ranges (Ohmae et al., 2017).

Other lines of evidence suggest that the outputs from deep cerebellar nuclei contribute to the fine-tuning of predictive timing in both milli-second and multi-second time ranges in humans, monkeys, and rats through the adjustment of downstream neural circuits (e.g., Callu et al., 2009; Ohmae et al., 2013, 2017; Broersen et al., 2016; Parker, 2016). The relevant pathways include efferent outputs from the DN in primates or the lateral cerebellar nucleus (LCN) in rodents, both of which exhibit di-synaptic connections, via the thalamus, to the cortico-striatal circuits that sub-serve timing in the seconds-to-minutes range (e.g., Coull et al., 2011; Bostan et al., 2013; Merchant et al., 2013). Importantly, stimulation of thalamic terminals has been observed to facilitate LCN output to these cortico-striatal circuits and enhance the precision of multi-second timing (Parker et al., 2017). Furthermore, performance in predictive timing tasks synchronizes ramping activity and theta-frequency oscillations in the frontal cortex and cerebellum (Parker, 2016). It is important to note, however, that although “ramping” may provide a useful description of the neural activity observed during temporal processing, it is likely that computational models incorporating stepping dynamics offer a more complete account of the underlying timing mechanism(s) than models utilizing ramping dynamics (e.g., Latimer et al., 2015, 2017). Moreover, as cautioned by Kononowicz et al. (2018) and Paton and Buonomano (2018), ramping activity (in contrast to population clocks) is often best described as representing activity in a brain area that is monitoring some unknown time signal occurring elsewhere in the brain, rather than the locus of a clock, i.e., generator of the time base.




STRIATAL TIMING CIRCUIT


Medium Spiny Neurons

MSNs are the dominant cell type within the dorsal striatum, which receive extensive glutamatergic input from cortical areas and thalamus, as well as dopaminergic input from the ventral tegmental area (VTA) and substantia nigra pars compacta (SNc; Cheng et al., 2006, 2007; Huerta-Ocampo et al., 2014; Agostino and Cheng, 2016). Using two-photon microscopy, and two-photon glutamate uncaging to examine sub-threshold synaptic integration in MSNs, Carter et al. (2007) observed that synaptic responses can summate sub-linearly, linearly, or supra-linearly depending on the spatiotemporal pattern of activity. Importantly, synaptic responses modulated by N-methyl-D-aspartic acid receptors (NMDARs), which are important for the induction of synaptic plasticity, summated linearly as a function of repetitive activity (Carter et al., 2007). Consequently, sub-threshold integration of electrical potentials in MSNs is influenced by the arrangement of synaptic inputs and the differential firing patterns of multiple postsynaptic neurons with oscillatory properties while asynchronous synaptic inputs to neighboring spines do not interact (Carter et al., 2007). Overall, MSNs demonstrate an ability to support high levels of integration at multiple modes as determined by the spatial and temporal distributions of their synaptic inputs and outputs. This makes them well-suited as temporal integrators for the linear time dimension specified by the scalar timing theory (Gibbon et al., 1984, 1997; Matell et al., 2003).



Computational Properties of the Striatum

The main feature that makes cortico-striatal circuits well-suited for accurate and precise timing, is the high level of connectivity between the MSNs via GABAergic interneurons, which results in coordinated activation of MSN populations and a high signal to noise ratio (Moyer et al., 2014). Moreover, dopamine-mediated synaptic plasticity and spike-timing-dependent plasticity in this region can greatly facilitate value assignment and learning of target durations and timed behavior (e.g., Shen et al., 2008; Xu and Baker, 2016). There are several reports indicating that the glutamatergic input and the phasic dopamine bursts in the striatum need to be paired with each other and occur in a very precise temporal window for plasticity to happen (Yagishita et al., 2014; Wieland et al., 2015). It is important to note that these findings are most often obtained from MSNs in the ventral striatum which although very similar to MSNs in the dorsal striatum, are considered to be more involved in reward than in temporal processing. Despite this potential confound, the current view is that mechanisms of neural plasticity do not differ between the MSNs in the ventral and dorsal striatum.

Although a comprehensive understanding of the cellular and molecular basis of interval timing awaits further investigation, the development of the striatal beat-frequency (SBF) model of interval timing (Matell and Meck, 2000, 2004) continues to serve as an important guidepost for directing future research (e.g., Farrell, 2011; Oprisan and Buhusi, 2011; Soares et al., 2016; Teki, 2016; Dallérac et al., 2017; Toda et al., 2017; Gu et al., 2018). The main reason for this is that the SBF model provides a neurobiologically plausible account of interval timing within cortico-striatal circuits that can be extended and revised as additional information becomes available. At present, its core feature is the reliance on coincidence detection of oscillatory inputs from the cortex and thalamus by MSNs in the dorsal striatum. MSNs are trained over successive trials by synaptic plasticity mechanisms to function as detectors of unique patterns of input that are related to specific target durations paired with reinforcement (Dallérac et al., 2017). A major strength of the model is that it accounts for the scalar property which is the hallmark of interval timing (Allman et al., 2014; Yin et al., 2017). The first component of the scalar property requires that the mean measures of the timed behavior vary linearly, and usually accurately, with imposed temporal standards (i.e., target durations). The second component is the scalar property of variance, a form of Weber’s law, which requires timing sensitivity to remain constant as the target durations being timed vary. Timing variance can be evaluated by taking the standard deviation (σ - “sigma”) and the mean (μ - “mu”) of the timing behavior for various target durations. This allows one to calculate the coefficient of variation (CV) where CV = σ/μ, a Weber-fraction measure. Consequently, the scalar property of variance asserts that variations in the target duration do not alter the CV. Conventionally, the scalar property of timing is typically stated as the variability growing proportional to the mean of the target duration(s) being timed (Gibbon et al., 1984, 1997). The SBF model also accounts well for the anatomical, pharmacological, and electrophysiological properties of interval timing (Buhusi and Meck, 2005; Meck, 2006; Balci et al., 2008; Coull et al., 2011; Merchant et al., 2013; Gu et al., 2015, 2018; Toda et al., 2017).




INTEGRATIVE MODELS OF TEMPORAL PROCESSING


Initiation, Continuation, Adjustment, and Termination

The contributions of PCs and deep cerebellar nuclei to the timing of sub- and supra-second durations have been incorporated into the Initiation, Continuation, Adjustment, and Termination (ICAT) model of temporal processing (Petter et al., 2016; see also Bareš et al., 2019; Caligiore et al., 2019). The ICAT model was explicitly designed to support real-time interaction between cerebellar and cortico-striatal circuits during sequential phases of predictive timing for durations in the of milliseconds-to-minutes range as diagrammed in Figure 1. The cellular architecture of the cerebellum, with its parallel fibers bifurcating to form T-shaped branches that provide temporal and motor learning information to PCs through excitatory synapses, makes it ideal for supporting the initiation and adjustment phases of the ICAT model with its major impact being observed in the timing of discrete intervals as opposed to continuous cyclic intervals (e.g., Spencer et al., 2003, 2005; Breska and Ivry, 2016). The ICAT model also accounts for the central role that the cerebellum plays in the automatic timing of reflexive motor behaviors (e.g., Rasmussen and Jirenhed, 2017). In contrast, cortico-thalamo-striatal circuits provide more cognitively controlled regulation of the continuation phase for the timing of both discrete and continuous cyclic movements (Merchant and Yarrow, 2016). The ICAT model is also congruent with clinical observations of motor and timing deficits exhibited by patients with cerebellar dysfunction (e.g., Schmahmann, 2004; Bares et al., 2011; Lungu et al., 2016).
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FIGURE 1. The cerebellum’s contribution to the striatal beat frequency (SBF) model of interval timing. (A) Cortical neurons oscillate at different frequencies (typically distributed between 5 and 15 Hz). These oscillations are synchronized by phasic dopamine (DA) release mostly from the ventral tegmental area (VTA). Each tick mark represents the peak excitatory phase of an oscillatory input onto a medium spiny neuron (MSN). (B) At the duration to be timed, cortical-striatal synapses that are active, as indicated by a peak phase of oscillatory input, will experience long-term potentiation (LTP) due to the presence of DA. (C) Cerebellar Purkinje cells (PC) are conditioned to pause firing at trained durations in order to produce accurately timed anticipatory responses. These pauses in PC firing regulate neural activity primarily in the dentate nucleus (DN). (D) Disinhibition of the DN then proceeds to the thalamus, thus supporting the regulation of timing in cortical-striatal circuits. In this manner, the ICAT model provides an integrated framework for integrating cerebellar and striatal support for interval timing in both sub and supra-second ranges. In this model, Initiation refers to the “start” of interval timing signaled by the onset of endogenous or exogenous stimuli. Initiation deficits contribute to decreased accuracy in the temporal control of behavior. Continuation refers to the maintenance of the internal timing process during the target duration. Adjustment refers to the real-time monitoring and fine-tuning of the internal timing process in order to increase precision through feedback and error correction. Termination refers to the “stop” of internal timing following the cessation of the to-be-timed stimulus. Adapted from Petter et al. (2016) and Bareš et al. (2019).



While the cerebellum has traditionally been studied in terms of its role in motor control and the timing of movements (e.g., saccades), it is now becoming recognized as contributing to a broader range of temporal processes involved in attention, language, and other types of cognition (Buckner, 2013). Although adaptive pauses in PC spiking are sufficient for timing sub-second intervals, cerebellar integration with cortical-striatal circuits is necessary for timing supra-second intervals. In this instance, the cerebellum monitors the timing of supra-second intervals and provides error-detection for fine-tuning the signal in cortico-striatal circuits. Consequently, the cerebellum’s role in temporal processing should be viewed within the context of a global timing network that includes cerebellar-cortical, cortico-striatal, and the hippocampal cortical circuits (e.g., Meck et al., 2013; MacDonald et al., 2014; Lungu et al., 2016; Lusk et al., 2016; Petter et al., 2016, 2018; Raghavan et al., 2016; Bareš et al., 2019; Caligiore et al., 2019).




MOLECULAR MECHANISMS OF TEMPORAL MEMORY


Potential Role(s) of Microtubules and mGluR7 in Temporal Memory

As an additional element to the previous findings regarding temporal processing mechanisms in PCs, we propose a specific role for microtubules in the molecular mechanisms that follow mGluR7 activation in PCs. Microtubules are dynamic cytoskeletal structures composed of αβ-tubulin heterodimers. They are involved in synapse-to-cell-body trafficking, chromosome segregation, and morphogenesis (Aher and Akhmanova, 2018). Numerous empirical studies have identified a relationship between microtubules and memory processes (e.g., Fanara et al., 2010; Barten et al., 2012; Dent and Baas, 2014; Uchida et al., 2014; Atarod et al., 2015; Smythies, 2015; Uchida and Shumyatsky, 2015, 2018; Martel et al., 2016; Dent, 2017; Yousefzadeh et al., in press). Additionally, various characteristics of Alzheimer’s disease (AD) are correlated with changes in the structure and dynamics of microtubules through both tau-dependent and tau-independent mechanisms (Brandt and Bakota, 2017).

It has been demonstrated that α-tubulin directly interacts with mGluR7 (Saugstad et al., 2002), and mGluR7 activation leads to the activation of the mitogen-activated protein kinase pathway (MAPK) leading to microtubule stabilization (Jiang et al., 2006; Gu et al., 2012, 2014). Consequently, we propose that postsynaptic activation of mGluR7 leads to alterations in microtubule dynamics, which could transiently inhibit PC firings. Thus, PCs are capable of maintaining a temporal code through the time-specific pauses that occur in their spike patterns in the millisecond range. A similar process occurring in striatal MSNs would allow for changes in the speed of temporal integration and the coincidence detection of specific target durations in the seconds-to-minutes range. With all of this taken into account, it is realistic to consider the possibility that microtubules play a key role in the biochemical-signaling cascade that encodes the durations of events in single cells on individual trials, thus providing PCs and MSNs the possibility of serving as independent “time cells.” This provides a unique opportunity for investigators to search for the temporal engram and whether there are different varieties of these time cells even in the same brain structure. As Randy Gallistel has so aptly put it on more than one occasion, “It is much easier to formulate a coding hypothesis if the engram is realized by a cell-intrinsic molecular mechanism” (Gallistel, 2017, p. 498).


Microtubules in Dendritic Spines

Microtubules are one of the most fundamental elements in establishing the structure and function of neurons. The intrinsic polarity and dynamic structure of microtubules makes them suitable for organizing neuronal morphogenesis, including neural migration, neuritogenesis, neurite outgrowth, branching, and retraction (Fukushima, 2011; Baas et al., 2016). Moreover, microtubules are involved in axonal and dendritic cargo transport (Maday et al., 2014; Hirokawa and Tanaka, 2015), spike transduction (Friesen et al., 2015), and synapse modulation (Jaworski et al., 2009). Although microtubules are far more abundant in the cell bodies and along the axons of neurons, the first location they interact with receptors and ion channels is at dendritic spines (Gardiner et al., 2011). Originally, it was believed that the only cytoskeletal elements available in dendritic spines were actin filaments, whereas microtubules and microtubule-associated proteins (MAPs) are only present in dendritic shafts, and do not enter dendritic spines (Kaech et al., 2001). Studies conducted by Gu et al. (2008), Hu et al. (2008), Mitsuyama et al. (2008) and Jaworski et al. (2009) however, challenged this notion. It was shown that brain-derived neurotrophic factor (BDNF), a molecule critically involved in learning and memory, induces the entry of dynamic microtubules into dendritic spines as a function of neuronal firing (Hu et al., 2008). Through interaction with actin filaments, these dynamic microtubules contribute to regulating the morphology of dendritic spines and, as a consequence, synaptic plasticity (Jaworski et al., 2009; Coles and Bradke, 2015; Peris et al., 2018). Formation of mushroom-shaped spines and spine enlargement happens as a result of dynamic microtubule entry, both of which accelerate synaptic strength (Hoogenraad and Bradke, 2009; Kapitein and Hoogenraad, 2015). Moreover, dynamic microtubule entry into synaptic spines contributes to NMDAR-dependent synaptic plasticity (Kapitein et al., 2011; Merriam et al., 2011).

There have also been reports of learning-induced changes in microtubule dynamics that are regulated by the phosphorylation status of stathmin, a microtubule-destabilizing phosphoprotein. At synaptic sites in the dentate gyrus of the hippocampus, stathmin undergoes steps of dephosphorylated and phosphorylated states causing biphasic shifts in microtubule dynamics, which modulates AMPA receptor trafficking (Kim and Lisman, 2001; Uchida et al., 2014; Uchida and Shumyatsky, 2015; Kaganovsky and Wang, 2016; Martel et al., 2016). Stathmin phosphorylation also regulates dendritic arborization in cerebellar PCs and its overexpression in these cells leads to motor discoordination (Ohkawa et al., 2007a,b). Moreover, significant correlations among irregularities in stathmin, microtubule dynamics, and memory impairments have been observed in aged animals (Uchida et al., 2014). Similarly, stathmin deficient mice exhibit impairments in spike-timing-dependent plasticity in the lateral amygdala which is associated with deficiencies in parental and social behavior as well as in recognizing innate and learned fear (Shumyatsky et al., 2005; Martel et al., 2008). Other studies have demonstrated a need for this regulatory protein in the maintenance of axonal microtubules (Duncan et al., 2013).

As described by Gardiner et al. (2011), there appears to be a bidirectional interaction between neurotransmitters and microtubules. On one hand, neurotransmitters are capable of activating signaling pathways that regulate microtubule dynamics or expression levels. They are also involved in enforcing various post-translational modifications on tubulins. On the other hand, microtubules can influence receptor concentration in the postsynaptic neuron. They can also facilitate electrical current transduction, leading to the regulation of neurotransmission (Gardiner et al., 2011).



Microtubules and mGluR7

As mentioned earlier, mGluR7 is a G-protein coupled receptor, and one of the members of type III metabotropic glutamate receptors. This protein has been attributed to cognitive functions including learning, memory, and emotion regulation. Although mGluR7 typically operates as a pre-synaptic auto-receptor and constrains glutamate release from pre-synaptic terminals, there are reports of post-synaptic mGluR7 functions as well (for review, see Palazzo et al., 2016; Tassin et al., 2016). Studies on the regulatory effects of postsynaptic mGluR7 on NMDA receptors have indicated that mGluR7 activates the MAPK pathway in the basal forebrain cholinergic neurons and prefrontal cortex pyramidal neurons, which in turn causes increased cofilin activity and actin depolymerization (Gu et al., 2012, 2014). The MAPK signaling pathway has been implicated in synaptic plasticity mechanisms and thereby learning and memory (for a review of the MAPK pathway, see Thomas and Huganir, 2004). Studies have indicated that MAP kinases are colocalized with microtubules in neuronal processes (Fiore et al., 1993) and regulate microtubule dynamics (Reszka et al., 1995; Pei et al., 2002; Pullikuth and Catling, 2007). Such negative regulation of the MAPK pathway results in the activation of stathmin, which promotes microtubule destabilization (Jeanneteau et al., 2010). Other than the MAPK pathway, mGluR7 also acts through other signaling cascades, including the inhibition of cAMP-dependent pathway and the modulation of PI-3-K pathway (Iacovelli et al., 2002, 2014). Moreover, mGluR7 directly interacts with α-tubulin via its C-terminus domain (Saugstad et al., 2002). This dynamic interaction is negatively regulated by receptor activation, i.e., mGluR7 activation reduces its binding affinity for α-tubulin. Because the C-terminus domain of this receptor binds to many other regulatory molecules (including calmodulin, PICK1, PKC, etc.), the interaction between mGluR7 and α-tubulin can be involved in controlling how these regulatory molecules access mGluR7, thereby directing signal transduction mechanisms (Saugstad et al., 2002). Although the specifics on the function of mGluR7/α-tubulin interaction are not as yet determined, Jiang et al. (2006) explicated an association between type III mGluRs and Parkinson’s disease (PD). The findings from this article demonstrated that type III mGluR activation is able to attenuate the toxic effects of rotenone on dopaminergic neurons through the MAPK pathway activation, and thus microtubule stabilization. Using type III mGluR agonists, MAPK pathway was activated, resulting in microtubule stabilization, which hindered the effects of rotenone on dopaminergic neurons and ameliorated the PD-like symptoms (Jiang et al., 2006). Putting the studies mentioned above together, it is possible to propose a similar mechanism that accounts for encoding an internal temporal memory in PCs, i.e., mGluR7 activation modulates microtubule dynamics through the MAPK pathway, thereby promoting time-specific pauses in PC firing.





CONCLUSIONS

We now know that microtubule destabilization leads to impairments in neurogenesis, spinogenesis, the acquisition and retrieval of contextual fear memory, and learning-induced CREB-mediated gene transcription (Fanara et al., 2010; Martel et al., 2016). Moreover, microtubule dynamics contribute to the formation of spatial and object memory in rats (Yousefzadeh et al., in press). Meanwhile, paclitaxel-induced microtubule hyperacetylation and stabilization induces learning and memory deficits in rats (Dowdy et al., 2006; You et al., 2018). Emphasizing the importance of microtubule dynamics in memory encoding, microtubule’s initial instability immediately following training and microtubule’s hyperstability about 8 h later appears to be a key component of memory consolidation: in a contextual fear conditioning paradigm in mice, paclitaxel injected in the dentate gyrus immediately after training inhibited memory formation, but the same drug-enhanced memory when injected 8 h after training (Uchida et al., 2014). All of these studies support the notion that microtubule dynamics equilibrium is directly involved in learning and memory processes. Moreover, using molecular mechanics modeling and electrostatic profiling, Craddock et al. (2014) suggested that information is encoded in microtubules through their interaction with calcium-calmodulin dependent kinase II. This interaction modulates a specific phosphorylation pattern on microtubules and stathmin which can be considered “neural plasticity at the molecular level” (Craddock et al., 2012). The microtubule code originated from post-translational modifications and expression of diverse α- and β-tubulin isoforms regulates synaptic transmission and neural plasticity, and as a result facilitates memory formation and maintenance (Janke and Kneussel, 2010; Gadadhar et al., 2017; Magiera et al., 2018a; Magiera et al., 2018b).

Considering the well-established role of microtubules in hippocampal memory encoding (e.g., Woolf et al., 1999; Cavallaro et al., 2002; Uchida et al., 2014), it seems reasonable to assume that these cytoskeletal structures are also involved in the formation of a “temporal map” with instructions and/or an operators manual residing in cerebellar PCs. This temporal map plays a critical role in eye-blink conditioning, which influences PCs’ spike patterns. The pauses that normally occur in PC firings during the inter-stimulus interval (ISI), disinhibits the downstream neurons, triggering the conditioned eye-blink response. It has been shown that mGluR7 activation in postsynaptic PCs contributes to these spike patterns through the activation of biochemical signaling cascades that result in glutamate-mediated postsynaptic inhibition (Johansson et al., 2015). Since it has been shown that mGluR7 activates the MAPK signaling pathway and stabilize microtubules (Jiang et al., 2006; Jeanneteau et al., 2010; Gu et al., 2012, 2014), one can easily extend the same mechanism to temporal coding in PCs during eye-blink conditioning in rodents (Figure 2A). As a result of microtubule stabilization, the rate of dynamic microtubule entry into the dendritic spines of PCs declines, which leads to spine shrinkage, followed by LTD of the parallel fiber projections to the PCs. This process is similar to what has previously been described in the hippocampus due to NMDA receptor activation in postsynaptic neurons (Kapitein et al., 2011). This alteration in microtubule dynamics could further ameliorate synapse-to-nucleus transportation of synaptically-localized transcriptional regulators, such as CREB-mediated transcriptional coactivators (CRTC1), histone deacetylase 4 (HDAC4), and NF-κB, which are essential elements in synaptic plasticity (Figure 2B). The translocation of these synaptically-localized transcriptional regulators modulates gene transcription and advances memory formation, consolidation, and reconsolidation (e.g., Uchida and Shumyatsky, 2018; Yousefzadeh et al., in press).
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FIGURE 2. Interval timing at the sub-cellular level in PCs (A) mGluR7 mediated plasticity in cerebellar PCs is facilitated through the activation of mitogen-activated protein kinase pathway (MAPK) and PI-3-k pathways. These signaling cascades, directly and indirectly, lead to microtubule stabilization and contribute to precisely timed pauses in PCs firings in various ways including down-regulation of AMPA receptor distribution. (B) Moreover, microtubule stabilization as a result of postsynaptic mGluR7 activation in PCs can cause spine shrinkage and synapse-to-nucleus transcription regulator transport (Glu, glutamate; mGluR7, metabotropic glutamate receptor 7; AMPAR, AMPA receptor; NMDAR, NMDA receptor; PI3K, phosphoinositide 3-kinase; Akt, protein kinase B; mTOR, mechanistic target of rapamycin; MEK, MAPK/ERK Kinase; MAPK, mitogen-activated protein kinase; MAP, microtubule-associated protein; CBP, CREB-binding protein; CREB, cAMP response element-binding protein; CaRF, calcium responsive transcription factor; Red filled circles with P inside indicate protein phosphorylation).



Hameroff et al. (2010) proposed a neural basis for a long-sought form of “read-write” memory in the brain. Using molecular modeling, they were able to identify the spatial attributes of Ca2/calmodulin-dependent protein kinase II (CaMKII) domains that can accurately match those of microtubule hexagonal lattice neighborhoods, thus identifying potential phosphorylation mechanisms. The interaction between CaMKII and microtubules provides a testable framework for the molecular encoding of durations (Craddock et al., 2012). In this proposed interaction, tubulin dimers serve as memory bytes that can be written on by CAMKII, a protein that binds to these bytes and writes data on them. Dam1 would then serve as a “read” mechanism for the information encoded in the microtubule lattices. A primer for beginning this process might start with 6-tubulin memory bytes in the shape of blocks circling in a coil that makes up the microtubules. The idea for 6-tubulin memory blocks supports the proposal that Dam1 complexes could function as the “read” mechanism able to handle six or so blocks every step, and slide along the microtubule structure while rotating, reading from the lattice with every turn it does, a rotating array of read-heads. This mechanism considers microtubules as a substrate necessary for encoding information independent from mechanisms of neural plasticity, and supports proposals that do not rely on LTP/LTD as the major form of learning (e.g., Gallistel and Balsam, 2014).

One needs to keep in mind, however, that the types of molecular memory processes reviewed here are unlikely to be limited to any particular time range (e.g., sub- vs. supra-second timing—see Rammsayer and Troche, 2014). As a consequence, the emerging view in the field is that although the timing processes governed by cortical-striatal circuits are distinct from the timing processes governed by cortico-cerebellar circuits, there is considerable room for integration of behavioral, systems, cellular, and molecular mechanisms. As a consequence, the proposed ICAT model (Petter et al., 2016) assumes that these circuits work in synchrony, and contribute to distinct components of virtually all timing tasks (see Allman et al., 2014; Ohmae et al., 2017; Bareš et al., 2019; Caligiore et al., 2019).

In summary, as described above, cerebellar PCs are capable of maintaining a temporal code through the time-specific pauses that occur in their millisecond spike patterns. A similar process, if verified in striatal MSNs would allow for changes in the speed of temporal integration and the coincidence detection of specific target durations in the seconds-to-minutes range (Figure 3). The proposal is that an intrinsic cellular mechanism based on microtubule dynamics (in both cerebellar and striatal “time cells”) encodes the relevant temporal information (e.g., target duration and response thresholds) and can possibly be more effective as a read-write memory system than a circuit-based system with anatomically distinct temporal processing stages (e.g., clock, memory, and decision) as outlined by Gallistel and King (2010), Allman et al. (2014) and van Rijn et al. (2014).
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FIGURE 3. Interval timing at the sub-cellular level in striatal MSNs. In accordance with the SBF model of interval timing, dopamine-dependent LTP leads to the encoding of both sub and supra-second target durations. Activation of dopamine receptors can potentially lead to the up-regulation of brain-derived neurotrophic factor (BDNF), which promotes microtubule dynamics. Upon the entry of dynamic microtubules into the dendritic spines, bigger and mushroom-shaped spines emerge which support the acquisition and maintenance of LTP (DA, dopamine; D1R, D1-type receptor; D2R, D2-type receptor; AC, adenylyl cyclase; cAMP, cyclic adenosine monophosphate; PKA, protein kinase A; DARPP-32,dopamine- and cAMP-regulated neuronal phosphoprotein; PLC, phospholipase C; PIP2, phosphatidylinositol 4, 5-bisphosphate; IP3, inositol trisphosphate; DAG, diacylglycerol; CaMKII, Ca2+/calmodulin-dependent protein kinase II; CBP, CREB binding protein; CREB, cAMP response element-binding protein; MECP2, methyl CpG-binding protein 2; CaRF, calcium responsive transcription factor; Red filled circles with P inside indicate protein phosphorylation).





FUTURE DIRECTIONS

Several lines of inquiry are required to further examine the cellular and molecular mechanisms of interval timing proposed here. In particular, the analysis of the signaling cascades coupled with mGluR7 in PCs is of great importance and should be a high priority. Since it is believed that cAMP, MAPK, and PI-3-K pathways are usually affected by mGluR7 activation, the contribution of each of them in temporal processing should be given a high priority for examination. Using immunoassay studies, region-specific changes in actin and microtubule dynamics should be monitored as a consequence of mGluR7 activation. Subsequently, the alterations in dendritic spines morphology should also be investigated. Additionally, the long-term effects of microtubule-stabilizing/destabilizing chemotherapy agents commonly given to cancer patients (e.g., paclitaxel and nocodazole) on PC’s firing patterns during eye-blink conditioning should be investigated in conjunction with the role of microtubules in the formation of intracellular temporal memories. Similar studies in the striatum would also be important for the establishment of the molecular mechanisms involved in both sub- and supra-second timing (Lusk et al., 2019).

The analysis of PC and MSN firing properties as a function of what, whether, when, and how often are becoming more amendable to study given the increase in the availability of online databases where the behavioral, pharmacological, and recording data can be reanalyzed in order to pursue new relations/interpretations while also trying to determine the value of placing older, less precise data in the context of new analysis tools that are rapidly becoming available. This will be especially important in the case of multiplexing the multiple lines of information contained in an individual neuron’s signal that is being combined with millions of other neuronal signals and propagated through various networks with the goal of determining time epochs of coincidence and extracting those data points of interest at specific nodes (e.g., Gallistel and King, 2010; Gu et al., 2015; Caruso et al., 2018).

Given the depth and breadth of the events and responses to be timed, as well as the vastness of the stimuli used and their diverse modalities, intensities, and patterns of presentation, it is not very surprising to discover that there is an extensive array of computational models of interval timing competing for our attention. Addyman et al. (2017) have been able to categorize competing models as a function of their core timing process, e.g., the speeds and types of variability of their pacemaker—accumulator, multiple oscillators, memory decay, climbing activations, random process and contextual change—with numerous implementations. Integrative concepts like the ICAT model, in particular, are only beginning to be investigated and understood at the neurobiological level as well as in practical, everyday terms (van Rijn, 2014; see Hartcher-O’Brien et al., 2016).

The SBF model of interval timing proposed by Matell and Meck (2000, 2004), attributes interval timing and temporal processing to the oscillatory input provided by cortical and thalamic projections to the striatal MSNs. Hence, corticostriatal synapses are responsible for encoding temporal memory in striato-thalamocortical circuits as described for a variety of different situations (e.g., Matell et al., 2003; Buhusi and Meck, 2005; Coull et al., 2011; Allman and Meck, 2012; and Merchant et al., 2013). It is also possible to consider the dynamic state of microtubules as an intracellular coincidence detector that regulates MSN spikes in accordance with the oscillatory patterns attained from cortical inputs (Buhusi et al., 2016). We have some insight into the contribution of BDNF in modulating glutamatergic and dopaminergic activity in cortico-striatal circuits, thereby regulating clock speed and the acquisition of timed response thresholds centered around a remembered target duration (e.g., MacDonald et al., 2012; Agostino et al., 2013; Lake and Meck, 2013). Moreover, histone deacetylase (HDAC) inhibition facilitates the acquisition of response thresholds in a peak-interval procedure through chromatin remodeling and microtubule stabilization (Yousefzadeh et al., 2018). Our current hypothesis is that all timing mechanisms are potentially regulated by coincidence detection at some level, i.e., molecular, cellular, or circuit levels (Agostino et al., 2011; Buhusi et al., 2016). Therefore, we propose that microtubule dynamics may be a viable candidate to serve as a fundamental constituent of temporal processing and information storage at the molecular level in both the cerebellar and striatal timing circuits. We also emphasize the need for conducting cell and molecular experiments to further elucidate the role of microtubule proteins in processing temporal and non-temporal information through synaptic plasticity-dependent or synaptic plasticity-independent manners.
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Post-Traumatic Stress Disorder (PTSD) is a complex condition that develops after experiencing a severe emotional trauma, with or without physical trauma. There is no known cure and evidence-based treatments, which are effective in reducing symptoms, have low retention rates. It is therefore important, in addition to seeking new therapeutics, to identify ways to reduce the likelihood of developing PTSD. The fact that some, but not all, individuals exposed to the same traumatic event develop PTSD suggests that there is individual susceptibility. Investigating susceptibility and underlying factors will be better guided if there is a coherent framework for such investigations. In this review, we propose that susceptibility is a dynamic state that is comprised of susceptibility factors (before trauma) and sequalae factors (during or after trauma, but before PTSD diagnosis). We define key features of susceptibility and sequalae factors as: (1) they are detectable before trauma (susceptibility factors) or during/shortly after trauma (sequalae factors), (2) they can be manipulated, and (3) manipulation of these factors alters the likelihood of developing PTSD, thus affecting resilience. In this review we stress the importance of investigating susceptibility to PTSD with appropriate animal models, because prospective human studies are expensive and manipulation of susceptibility and sequalae factors for study purposes may not always be feasible. This review also provides a brief overview of a subset of animal models that study PTSD-related behaviors and related alterations in endocrine and brain systems that focus on individual differences, peri- and post-trauma. Attention is drawn to the RISP model (Revealing Individual Susceptibility to a PTSD-like Phenotype) which assesses susceptibility before trauma. Using the RISP model and expression of plasticity-associated immediate early genes, Arc and Homer1a, we have identified impaired hippocampal function as a potential susceptibility factor. We further discuss other putative susceptibility factors and approaches to mitigate them. We assert that this knowledge will guide successful strategies for interventions before, during or shortly after trauma that can decrease the probability of developing PTSD.

Keywords: PTSD, RISP model, susceptibility, rats, hippocampus, medial prefrontal cortex, immediate early genes, risk factors


KEY POINTS


•Susceptibility to developing a PTSD-like phenotype exists in animals. It can be identified behaviorally and therefore can be studied.

•Susceptibility can be studied by identifying susceptibility factors (pre-trauma) and sequalae factors (peri- and post-trauma) to a PTSD-like phenotype.

•Some susceptible individuals have impaired functioning in the hippocampus BEFORE emotional trauma.

•Understanding susceptibility can inform ways to successfully build resilience.

•Investigations into susceptibility also highlight the important idea that susceptibility is a dynamic feature of PTSD. Susceptibility is not strictly determined by genetics but requires an interaction with environmental factors, making it modifiable over time.





INTRODUCTION

Post-Traumatic Stress Disorder (PTSD) is a debilitating condition that develops in a subset of people who experience a traumatic event, with or without physical trauma. People with PTSD display a set of symptoms often including flashbacks, invasive thoughts, nightmares that cause disruptions in activities of daily living and personal relationships (American Psychiatric Association [APA], 2013). While it is normal and adaptive to have an acute stress response after a trauma, symptoms with high severity which persist longer than 1 month result in a diagnosis of PTSD (American Psychiatric Association [APA], 2013). PTSD has been called by many names over the years from Irritable Heart during the United States Civil War to Shell Shock and Combat Stress during the World Wars. The current name, PTSD, was coined during the Vietnam War and was officially recognized in 1980 in the DSM III. Although about half of all people will experience trauma in their lives, only some exposed individuals will develop PTSD, suggesting that there are factors leading to susceptibility (Dursa et al., 2014). Notably, PTSD is also a sexually dimorphic condition with women being twice as likely to develop PTSD as men: lifetime prevalence is 5% for men and 10% for women (Kessler et al., 1995; Haskell et al., 2010).

Developing animal models to study PTSD is essential because they can provide insights about its pathogenesis as well as help develop new treatments. Searching for new treatments is important because existing treatments are either effective but have a high attrition rate (Resick et al., 2002) or have better compliance but moderate to low efficacy (Cusack et al., 2016). In addition, people exhibiting distinct clusters of symptoms respond differently to different treatment types (Korte et al., 2016). While these considerations underscore the importance of finding new effective treatments, they also highlight the importance of preventing PTSD from developing in the first place. Revealing susceptibility factors that can be manipulated before trauma can help develop strategies to build resilience and decrease the probability of developing PTSD. The focus of this review will be on animal studies that model psychogenic trauma and investigate the susceptibility state, and its underlying factors, before, during or after trauma.



DEFINITION OF SUSCEPTIBILITY

The term “susceptibility” to developing PTSD has been used in various contexts, including in various animal models. As discussed below, susceptibility has been investigated either by identifying risk factors, or by studying individual differences in behavior and stress responses before, during, or shortly after trauma. We believe that providing an operational definition of susceptibility and underlying factors will facilitate scientific inquiry. We also emphasize that an ontological distinction should be made between factors identified before or after trauma, because this knowledge can guide the development of time-appropriate interventions. Therefore, we propose that susceptibility is a state that is influenced by a subset of risk factors, termed susceptibility, and sequalae factors (Figure 1). Risk factors comprise a broad category that includes biological or social factors, such as sex and economic disadvantage that can predispose an individual to PTSD but, given a trauma, do not necessarily result in the development of the disorder, nor are they easily manipulated. Susceptibility factors, on the other hand, are a subset of risk factors with the following key features: (1) they are detectable before trauma, (2) they can be manipulated, and (3) manipulation of susceptibility factors alters the likelihood of developing PTSD, thus affecting resilience. Manipulation of susceptibility factors can affect how an individual perceives a traumatic experience. This suggests that effectively addressing susceptibility factors before trauma will result in proper response to and encoding of the traumatic event. This, in turn, can decrease the likelihood of developing PTSD. The above definition of susceptibility factors requires that there is a distinction between pre-trauma, and peri- or early post-trauma factors that affect the development of PTSD. We term these factors sequalae factors which have the following key features: (1) they are detectable during or shortly after trauma (but before PTSD diagnosis), (2) they can be manipulated, and (3) they drive post-trauma processes such that manipulating them during or shortly after trauma decreases the probability of developing PTSD. Thus, susceptibility is a state that is comprised of both susceptibility and sequalae factors (Figure 1). A key distinction between susceptibility factors and sequalae factors is that although both can exist before trauma, the latter only plays a role post-trauma. Therefore, manipulation of sequalae factors will be most impactful peri- or post-trauma. These distinctions are important because they will inform the development of successful targeted strategies to increase resilience and early post-trauma interventions that will minimize the development of PTSD.
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FIGURE 1. Theoretical framework of the relationship between risk, susceptibility, and sequalae factors. Susceptibility is a state that can be altered by manipulating susceptibility and/or sequalae factors.




MODELING A PTSD-LIKE PHENOTYPE IN ANIMALS

To study susceptibility empirically, research focuses on using preclinical rodent models to assess a PTSD-like phenotype (Milad et al., 2006; Yehuda and LeDoux, 2007; Goswami et al., 2012). Many animal models of PTSD with face and construct validity have been developed (Hartmann et al., 2012; Toth et al., 2016; Deslauriers et al., 2019). The purpose of this review is not to review these, but to identify those models that are suitable for investigating individual differences in susceptibility. Nonetheless, several points should be emphasized. (1) Many models with face validity use psychogenic stress with hippocampal involvement in the stress response (Jankord and Herman, 2008; Matar et al., 2013) but without physical trauma. Examples include: inescapable electrical shock (Nalloor et al., 2011; Bali and Jaggi, 2015), predator-stress (Zoladz et al., 2015), single prolonged stress (Liberzon et al., 1997), social defeat stress (Hammels et al., 2015), or a combination of these as in the SEFL (Stress Enhanced Fear Learning) model (Rajbhandari et al., 2018) and unpredictable variable stress model (van Riel et al., 2003). Rodents subjected to psychogenic trauma exhibit one or more PTSD-like symptoms identified in the DSM 5 symptom clusters described in Tables 1, 2) The behavioral correlates to PTSD symptom clusters can be reliably evaluated in animals via well-established tests of anxiety-like behavior, hyperarousal, cognitive function, and memory (see Table 1). (3) Models with construct validity (e.g., knockout of FKBP5, COMT, or CRH overexpression in early life) do not produce a complex PTSD-like phenotype (Hartmann et al., 2012; Toth et al., 2016; Deslauriers et al., 2019). (4) Animal models can inform about some, but not all, aspects of the PTSD phenomenon. PTSD is an incredibly complex disorder with a myriad of trauma types and presentations in humans (Galatzer-Levy and Bryant, 2013). Rodent models cannot describe the more complex symptoms such as dissociation, deficits in complex social interactions, and flashbacks (American Psychiatric Association [APA], 2013; Shalev et al., 2019). In addition, rodent models cannot describe the subjective human experience of PTSD, so we rely on human descriptions of their trauma, how cultural factors motivate their behaviors, and how effectively they manage their symptoms. (5) Despite these limitations, rodent models are widely used to address basic questions about a PTSD-like phenotype such as the underlying neurobiological systems of specific behaviors and genetic/functional abnormalities that are difficult or unethical to study in humans. Therefore, carefully crafted animal models can be used to study susceptibility, as outlined in see sections “Sequalae Factors: Animal Models of Susceptibility to a PTSD-Like Phenotype Using Post- and Peri- trauma Assessment” and “Susceptibility Factors- Pre-trauma Assessment of Susceptibility With the RISP Rat Model (Revealing Individual Susceptibility to a PTSD-Like Phenotype)” below.


TABLE 1. DSM 5 PTSD symptom cluster and some rodent behavior correlates.
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TABLE 2. Summary of classification criteria, Post-trauma phenotype and test parameters for the RISP model.
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DISSOCIATING BETWEEN RISK AND SUSCEPTIBILITY/SEQUALAE FACTORS IN HUMANS IS DIFFICULT

A great deal of effort has been expended to examine the genetic and physiological basis of susceptibility to PTSD. Consequently, a number of risk factors have been identified. For instance, hypothalamic-pituitary-adrenal (HPA) axis dysfunction exists in people with PTSD and has been well studied (Yehuda et al., 1995; Lindauer et al., 2006; Yehuda, 2009), yet further research has revealed that it is only a risk factor and is not predictive of developing PTSD (Cohen et al., 2006b; Lindauer et al., 2006; Morris et al., 2016). In line with HPA dysfunction, glucocorticoid receptor polymorphisms have been thoroughly investigated (Yehuda, 2009). However, the overall prevalence of these polymorphs in people with PTSD has been found to be within normal range of the population (Girgenti et al., 2017), suggesting that it is a risk factor rather than a susceptibility/sequala factor: it is a measure that is not sensitive enough to separate those who will develop PTSD from those who won’t. Another identified risk factor in humans is smaller hippocampal volume. Using MRI in twin pairs, prospective studies show that smaller hippocampal volume is positively correlated with developing PTSD (Gilbertson et al., 2002, 2006; Childress et al., 2013; Logue et al., 2018) but it is not easily manipulated and therefore is not a susceptibility factor.

Chaperone proteins, such as heat shock protein (HSP70 and HSP90), have also been shown to influence PTSD (Zhang et al., 2010), but have not been demonstrated to be a susceptibility or sequala factor. Others have examined autonomic responses such as blood pressure and heart rate variability and confirm that aberrant heart rate is a risk factor (Shalev et al., 1998; Morris et al., 2016). The 5-HTTLPR genotype was examined and it was determined that the SS genotype is associated with decreased symptom severity in people exposed to emotional abuse (Walsh et al., 2014), but it remains unclear if the LL genotype is a susceptibility/sequala factor. Early life stress and epigenetic modulation of the stress response is also noted to play a role in PTSD as risk factors (Fish et al., 2004; Uddin et al., 2010; Radley et al., 2011), but is unclear if they are susceptibility or sequalae factors. Recent Genome Wide Association Studies have shown strong genetic overlap of PTSD with schizophrenia and depression (Duncan et al., 2018; Gelernter et al., 2019) as well as strong candidate genes (Xie et al., 2013), but these have yet to be examined for their role in susceptibility. The International Consortium to Predict PTSD (ICPP) found that a combination of risk factors, e.g., female, a history of interpersonal trauma, and a high Clinician Administered PTSD Scale (CAPS) score shortly after experiencing trauma, predict a high likelihood of developing PTSD (Shalev et al., 2019). While useful for clinical decisions about early interventions, this predictability includes a measure taken after trauma, and thus susceptible individuals cannot be identified before trauma which would allow them an opportunity to build resilience.

Pre-trauma elevation in pro-inflammatory cytokines has been shown to correlate positively with the development of PTSD after combat exposure in soldiers (Lindqvist et al., 2014) and hence investigated as a putative susceptibility factor. If a pro-inflammatory state turns out to be predictive of developing PTSD after trauma, it can potentially be manipulated with pharmacological or lifestyle interventions to reduce susceptibility to developing PTSD.



SEQUALAE FACTORS: ANIMAL MODELS OF SUSCEPTIBILITY TO A PTSD-LIKE PHENOTYPE USING POST- AND PERI- TRAUMA ASSESSMENT

Among the many animal models of a PTSD-like phenotype, few have explicitly attempted studying susceptibility (Cohen et al., 2003, 2006b, 2012; van Riel et al., 2003; Adamec et al., 2006; Gruene et al., 2015; Toth et al., 2016; Rajbhandari et al., 2018; Deslauriers et al., 2019 Reviews Yehuda and Antelman, 1993; Deslauriers et al., 2018; Fenster et al., 2018). Additionally, most of the models that have assessed susceptibility have done so using varied peri- or post-trauma behaviors. A prominent model defined susceptibility and resilience as “maladapted” and “well adapted” based on behavioral responses 7 days after an intense predator exposure (Cohen et al., 2003). Cutoff behavioral criteria on the elevated plus maze (EPM) (red light, 1 cm ledge) were used such that animals with no entries into the open arms and 5 min in the closed arms were classified as maladapted and those with eight or more entries into the open arms with 1 min or less in the closed arms were classified as well adapted. This strategy models a component of PTSD where, given the same trauma, some people will go on to develop PTSD and others will not. This model allows researchers to address post-trauma sequalae and how different classifications of rats differ on various physiological measures such as corticosterone levels and heart rate. Another model combines SEFL with behavioral phenotyping to classify mice as susceptible or resilient based on peri-trauma behavior (Sillivan et al., 2017). This model shows strong impairments in extinction of susceptible mice after SEFL in addition to elevated serum corticosterone in response to a dexamethasone suppression test, indicating prolonged HPA axis dysfunction. In these and similar models, identifying and studying susceptibility occurs either during or after the emotional trauma, making these models suitable for investigating sequalae factors. Building resilience, however, may be more successful if susceptibility is identified and mitigated prior to trauma. The RISP model described below was developed in an effort to identify susceptibility prior to trauma and therefore allow researchers to study susceptibility factors that can be targeted to build resilience.



SUSCEPTIBILITY FACTORS- PRE-TRAUMA ASSESSMENT OF SUSCEPTIBILITY WITH THE RISP RAT MODEL (REVEALING INDIVIDUAL SUSCEPTIBILITY TO A PTSD-LIKE PHENOTYPE)

The RISP model, which incorporates both face and predictive validity, was developed to study susceptibility factors prior to trauma (Nalloor et al., 2011). The model consists of three stages (Figure 2): (1) Pre-trauma classification (acoustic startle response and anxiety-like behavior) to identify animals as susceptible (SUS) or resilient (RES) to a PTSD-like phenotype after subsequent trauma, (2) trauma (inescapable foot shock), and (3) post-trauma PTSD-like behaviors (impaired fear extinction and lasting elevation in acoustic startle response). This model was developed with an outbred strain of male rats (Sprague-Dawley).
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FIGURE 2. RISP model: Stage 1 (Pre-trauma classification): Rats are briefly stressed with a mild stressor (a ball of cat hair). Four days later, they are classified as Resilient (RES), Susceptible (SUS), or Intermediate (Int) based on their acoustic startle response (ASR1) and anxiety-like behavior in the Elevated Plus Maze (EPM); Stage 2 (Psychogenic trauma): Rats experience foot shock-motivated contextual fear conditioning (CFC) as a psychogenic trauma; Stage 3 (Post-trauma phenotype): Fear extinction and post-trauma startle (ASR2) are assessed. The original presentation of the model does not include other tests aligned with a complex PTSD-like phenotype, but these can be performed to evaluate cognitive and anxiety-like behavior after trauma. D = day; W = week.



Pre-trauma Classification

In the first stage of the RISP model, rats are classified as SUS, RES or Intermediate, based on startle and anxiety-like responses 4–5 days after exposure to a mild stressor (a ball of cat hair, CH). Encountering the CH for a brief time (3 min) is stressful, but not traumatic. Exposure to predator/predator odor shows a dose response effect from mild to traumatic depending on duration, intensity, and number of exposures (Adamec and Shallow, 1993; Yehuda and Antelman, 1993; Vazdarjanova et al., 2001; Adamec et al., 2006; Cohen et al., 2006a; Siegmund and Wotjak, 2006; Zoladz et al., 2008; Muñoz-Abellán et al., 2009; Mackenzie et al., 2010). Under the conditions outlined above, it is not traumatic, and we describe it as a “mild stressor” because it does not induce contextual fear conditioning (CFC) (Vazdarjanova et al., 2001; Nalloor et al., 2011). Although in the RISP model we use CH, any mild stressor that elevates corticosterone and does not induce CFC should be effective in revealing susceptibility.

The use of a mild stressor before classification is necessary to reveal susceptibility. We have shown that without CH exposure susceptibility cannot be revealed using the same criteria. Only 1 of 71 rats was classified as susceptible using the criteria (Table 2) that work well in identifying susceptible (15–25%) and resilient (25–35%) rats after exposure to a mild stressor (Nalloor et al., 2011). In addition, a mild stressor prior to trauma improves the face validity of the model. It puts an animal in a state of elevated stress which is akin to people living in high stress environments or those with high stress occupations, two groups who have higher rates of PTSD (Skogstad et al., 2013).

It is important to note that the magnitude of the fear response to the mild stressor (CH) cannot predict the recovery from a subsequent emotional trauma, but classification after the mild stressor can (Nalloor et al., 2011). A related point is that the stress response elicited by the CH does not directly affect susceptibility classification. Animals are allowed to rest for 4 days before assessing susceptibility (Nalloor et al., 2011) while corticosteroid levels return to baseline by 24 h (Roozendaal, 2000).

Susceptibility assessment is performed on the 4th and 5th days, based on the rats’ acoustic startle response (ASR 1) and anxiety-like behavior on the EPM. Rats with high ASR 1 and low EPM open arm entries are classified as susceptible (SUS) and rats with low ASR 1 and higher EPM open arm entries are classified as resilient (RES) (see Table 2 for specific details). The order of testing ASR and EPM does not affect the susceptibility assessment, however, the parameters of the EPM do. Lighting conditions, height of the ledge on the open arms, and elevation from the floor all affect the number of arm entries (Fernandes and File, 1996). EPM and ASR measures were selected and treated as independent measures because they target two different brain systems (Davis et al., 1982; Walker et al., 2003). Consistent with the notion that EPM and ASR are independent measures, 45–55% of animals put through this paradigm are classified as intermediate, meaning that they have high ASR and high EPM open arm entries or low ASR and low EPM open arm entries. These intermediate animals are excluded from analysis.



Trauma

The second stage of the RISP model is inducing psychogenic trauma. The day after classification, rats undergo CFC (see Table 2 for parameters). Foot shock in a novel place was chosen because it induces emotional trauma without physical trauma and it allows us to control stimulus intensity and timing. To the rats, it is unexpected and inescapable and therefore engages stress response systems (Bali and Jaggi, 2015). It is the most commonly used trauma in PTSD preclinical research which allows findings from the RISP model to be compared with those obtained using other models. One procedural difference from other models is that we deliver foot shocks through solid floor plates which results in more intense fear conditioning than commonly used grid floors (Vazdarjanova and McGaugh, 1998). The acquisition of fear conditioning is assessed by measuring freezing, a rodent behavior displayed readily when male rats are in a state of intense fear. It should be stressed, that we and others have shown that peri-trauma classification based on freezing during CFC training cannot predict the post trauma sequalae (LeDoux, 1998; Nalloor et al., 2011).



Post-trauma PTSD-Like Behavior

The third stage of the RISP model is assessing the post-trauma PTSD-like phenotype. On the day after fear conditioning, rats begin extinction training for several days, which consists of exploration of the shock apparatus for 5 min per day without foot shock. Extinction is conducted until RES animals show less than freezing in the shock context (4–5 days, Figure 3A). SUS rats have impaired extinction compared to RES rats (Figures 3A,B), which is often seen in people with PTSD (Milad et al., 2008; Jovanovic et al., 2012) and is used as a rodent correlate of diagnostic clusters B (Intrusions) and D (Altered cognition and mood) (Table 1). Additionally, fear extinction training is recognized as the rodent correlate for Prolonged Exposure Therapy and is used in some models as such (Paredes and Morilak, 2019). We use short durations of daily fear extinction sessions to assess learning of safety across days, as measured by reduced freezing.
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FIGURE 3. (A) Freezing during daily extinction sessions of Resilient (gray circles) and Susceptible (black squares) rats. (B) Magnitude of extinction on day 4 (ED4) in Resilient (RES) and Susceptible (SUS) rats which is the percent reduction in freezing from ED1 to ED4; ∗ p < 0.01. (C) Acoustic startle response at classification (ASR 1) and 3 weeks post trauma (ASR 2); ∗ p < 0.001. From “Predicting impaired extinction of traumatic memory and elevated startle,” by Nalloor et al. (2011). Copyright 2011 by the PLoS One. Adapted with permission.


To investigate several aspects of the PTSD-like phenotype, the RISP model includes assessing ASR a second time (ASR 2) 1 week after completing extinction. We have reported that ASR2 in SUS rats is similar or higher compared to ASR1 (Figure 3C). Sustained elevated startle response is one of the human diagnostic criteria for PTSD (cluster E – Altered arousal and reactivity). Although the post-trauma phenotype of the RISP model includes extinction and ASR, we are currently testing whether it extends to behaviors representative of other diagnostic criteria (Table 1) such as performance on the spatial water maze or in the set shifting task.



IMPAIRED HIPPOCAMPAL FUNCTION AS A PUTATIVE SUSCEPTIBILITY FACTOR IDENTIFIED WITH THE RISP MODEL


Rationale for Investigating Impaired Hippocampal Function as Putative Susceptibility Factor

Although PTSD symptoms suggest stronger and longer-lasting encoding of emotion-influenced information (Cahill and McGaugh, 1998; McGaugh, 2004; Roozendaal et al., 2006), PTSD patients often have fragmented recollections of the traumatic event which lack integrated environmental perceptions (McFarlane, 2000), even to the degree of trauma-related amnesia (Williams, 1994). This apparent discrepancy can be explained by the fact that during a behavioral experience the brain acquires different types of memories, explicit/declarative and implicit, supported by different brain systems (Packard et al., 1989; Squire et al., 2004; Manns and Eichenbaum, 2006; Ranganath, 2010).

Mounting evidence suggests that PTSD patients have general deficits in declarative and short-term memory (Bremner et al., 1993a, b, 1995; Yehuda et al., 1995; Jenkins et al., 1998; Gilbertson et al., 2001). Considering the overwhelming evidence that the hippocampal system (medial temporal lobe system) supports declarative memory (Packard et al., 1989; Squire et al., 2004; Manns and Eichenbaum, 2006; Ranganath, 2010), it is not surprising that people with PTSD have attenuated capacity for hippocampal activation during associative tasks (Rauch et al., 2006; Shin and Liberzon, 2010). It is currently unclear whether such alterations in hippocampal function are susceptibility factors that affect how traumatic memories are processed at the time of trauma by susceptible individuals, or if they are sequelae factors that affect learning of safety and expression of fear after the traumatic memory is acquired. Structurally, a smaller hippocampal size exists before trauma as revealed by studies of identical twins discordant for combat exposure and PTSD (Gilbertson et al., 2002; Childress et al., 2013). This structural abnormality may be related to functional alterations as well because cognitive impairments, including some that involve hippocampus, exist in individuals with PTSD and their non-combat exposed monozygotic twins while cognitive impairments are not seen in combat exposed non-PTSD twins and their non-combat exposed brothers (Gilbertson et al., 2006). Combined, these findings suggest that impaired hippocampal function may be a putative susceptibility factor that can be manipulated before trauma to increase resilience.

Assessing whether impaired hippocampal function is a susceptibility or sequalae factor can be accomplished with the help of animal models. Although it has been argued that declarative memories are uniquely human (Tulving, 2001), a large body of evidence exists to support the notion that essential aspects of declarative memory, specifically episodic memories, exist in rodents and depend on the hippocampal system (Eichenbaum, 2001; Morris, 2001; Babb and Crystal, 2006; Ferbinteanu et al., 2006; Kart-Teke et al., 2006; Hoge and Kesner, 2007; Li and Chao, 2008). Therefore, we have employed the RISP model to test the hypothesis that impaired hippocampal function is a susceptibility factor.



Impaired Function of the Hippocampus Is a Putative Susceptibility Factor

To test whether a functional impairment of the hippocampus exists and can be identified before trauma, we used the RISP model and assessed expression of plasticity-related immediate-early genes, Arc and Homer1a, using the Arc/Homer1a catFISH (cellular compartmental analysis of temporal activity using florescence in situ hybridization) technique (Vazdarjanova et al., 2002). Briefly, the catFISH method (Guzowski and Worley, 2001) identifies plasticity-induced neural activity from two distinct events at the level of individual neurons and neuronal ensembles using plasticity-related immediate-early genes with suitable temporal dynamics of expression, such as Arc and Homer1a (Vazdarjanova et al., 2002). When rats explore a box (event 1) transcription of Arc and Homer1a is initiated. If the rats are put back in the same box 25 min later (event 2) another round of Arc and Homer1a expression is initiated. Due to Arc and Homer1a expression dynamics and the probes used to detect them, the presence of Homer 1a foci of transcription in neuronal nuclei identify neuronal ensembles responding to event 1, while the presence of Arc foci identifies neurons responding to event 2. Findings from Arc/Homer1a catFISH (Guzowski et al., 1999; Vazdarjanova et al., 2002; Vazdarjanova and Guzowski, 2004; Ramírez-Amaya et al., 2005; Nalloor et al., 2012), combined with evidence from electrophysiological studies (McNaughton et al., 1989; Barnes et al., 1990; Lee et al., 2004; Leutgeb et al., 2004), have shown that exploring the same place twice engages largely overlapping hippocampal neuronal ensembles. Changes in any feature of Vazdarjanova and Guzowski (2004) or the experience in Moita et al. (2004) and Nalloor et al. (2012) that environment results in changing the composition of neuronal ensembles, a partial “remapping,” such that, during the second experience, only part of the original ensemble gets reactivated along with neurons not activated the first time. Thus, a high degree of overlap between neuronal ensembles activated during two nearly identical events (exploring the same place twice) indicates proper hippocampal function.

Rats classified as SUS or RES, without having experienced trauma, show a different degree of overlap in the hippocampus after exploring a novel place twice, 25 min apart. SUS, compared to RES, rats show less overlap of ensembles in the dorsal/septal CA1 region, as well as a smaller neuronal ensemble in the ventral CA3 region (Figure 4; Nalloor et al., 2014). These findings demonstrate that SUS rats have impaired hippocampal function (interpreted as low fidelity in episodic memory encoding) before experiencing emotional trauma. These findings identify impaired hippocampus function as a putative susceptibility factor. To classify it as a susceptibility factor, however, future studies need to show that ameliorating the functional impairment in SUS rats prior to trauma results in a post-trauma phenotype comparable to that of RES rats. Such studies are underway.
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FIGURE 4. (A) Experimental design for spatial exploration (A-A). (B,C) Representative images of neuronal Arc (red) and Homer1a (green) expression in dCA1 of Resilient (RES) and Susceptible (SUS) rats using FISH. Nuclei are counterstained with DAPI (blue). (D) Exploring a novel context twice (box A), leads to a significant decrease in the size of IEG-expressing neuronal ensembles during the second exploration in RES and SUS rats. [Event effect F(1,13) = 111.68, p < 0.0001, no significant group effect and no significant group × event interaction]. (E) In SUS rats, qualitatively different dorsal/septal CA1 neuronal ensembles express plasticity-related IEGs during the second exploration (E2) compared to RES rats, as revealed by the significantly lower overlap score. [F(1,13) = 4.84, p < 0.05]. RES rats have significantly higher overlap. (F) There were no significant differences in the percentage of IEG-expressing ventral CA3 neurons during the initial exploration (E1): %E1 (SUS) was similar to %E1 (RES). During the second exploration, SUS rats activated smaller vCA3 neuronal ensembles: %E2 (SUS) < %E2 (RES) [F(1,13) = 6.37, p = 0.025]. (G) There was no significant difference in vCA3 overlap scores between RES and SUS rats. From “Predicting impaired extinction of traumatic memory and elevated startle,” by Nalloor et al. (2011). Copyright 2011 by the PLoS One. Adapted with permission. ∗ = SUS vs RES; # = E1 vs E2 within a group.


If functional impairments in the hippocampus proves to be a bona fide susceptibility factor, it will become essential to the prevention of PTSD to develop tests to quickly and inexpensively assess susceptibility, as well as validate interventions that will address such impairments and thus build resilience. The implications are widely applicable to populations in occupations with high-stress/high-risk for developing PTSD, as well as in situations of mass trauma exposure such as natural disasters or acts of terror/war where limited resources can be directed to have the most impact on susceptible individuals most likely to develop PTSD. Potential resilience-building approaches that improve hippocampal function include exercise, diet and “cognitive exercises” (Jeong et al., 2011; Tang et al., 2017; Firth et al., 2018).



FUTURE DIRECTIONS


Revealing Other Susceptibility Factors

Using the framework for susceptibility proposed in Figure 1 and see section “Definition of Susceptibility,” our lab is using the RISP model to evaluate several putative susceptibility factors, in addition to disrupted hippocampal function (as outlined above). One such factor is impaired function of the ventral medial prefrontal cortex (vmPFC, ventral-medial surface of the frontal lobe). PTSD patients have impaired behaviors supported by the vmPFC, i.e., inhibitory control over behavior, including impaired fear extinction (Milad et al., 2008; Jovanovic et al., 2012) and cognitive flexibility (Gilbertson et al., 2001; Kanagaratnam and Asbjørnsen, 2007). Given that the vmPFC is involved in context dependent emotional regulation and consolidation of fear extinction (Milad et al., 2006; Kesner and Churchwell, 2011; Euston et al., 2012; Cassaday et al., 2014), it is not surprising that people with PTSD have attenuated recruitment of this region when active suppression of trauma-related information is required (Rauch et al., 2006; Shin and Liberzon, 2010). Again, because these studies are performed after PTSD diagnosis, it is unclear if impaired function of the vmPFC is a susceptibility or sequalae factor. Investigating this distinction in rodents is possible because fear extinction, as well as the therapeutic effect of experiencing fear extinction, depend on the rodent mPFC (prelimbic and infralimbic cortex) (Milad et al., 2006; Fucich et al., 2018). Using the RISP model and Arc/Homer1a catFISH we are currently testing the hypothesis that impaired mPFC function is a susceptibility factor. Should the hypothesis be supported, it will suggest interventions that can build resilience. For example, improving hippocampal and mPFC function of susceptible rats by engaging them in behavioral tasks that involve both regions should increase their resilience as measured by a post-trauma behavioral phenotype, similar to that of resilient rats. We have initiated experiments to test this hypothesis by subjecting SUS rats to a series of set shifting tasks (George et al., 2015; Heisler et al., 2015) before trauma and measuring their post-trauma PTSD-like phenotype, as well as learning-induced expression of plasticity-related immediate early genes.

Another putative susceptibility factor is an increased pro-inflammatory state. Inflammation is elevated in men with PTSD and, as mentioned earlier, is positively correlated with developing PTSD in a cohort of combat exposed soldiers (Lindqvist et al., 2014). We are currently investigating whether inflammation, peripherally or centrally in hippocampus and mPFC, is a susceptibility or sequalae factor. If it is a susceptibility factor, then: (1) decreasing inflammation before classification will results in fewer rats classified as susceptible, and (2) decreasing inflammation in susceptible rats prior to trauma will build resilience to developing a PTSD-like phenotype. If it is a sequalae factor, then decreasing inflammation after trauma will reduce symptom severity.



Developing a Female Animal Model to Study Susceptibility Factors

Post-Traumatic Stress Disorder is a sexually dimorphic condition such that women are affected with PTSD at twice the rate of men (Kessler et al., 1995; Haskell et al., 2010; Christiansen and Elklit, 2012; Charak et al., 2014; Gamwell et al., 2015; Garza and Jovanovic, 2017; Meyer et al., 2018). While female sex remains a risk factor, the sexual dimorphism present in the acquisition (Inslicht et al., 2013), presentation (Olff et al., 2007; Hourani et al., 2015), and treatment efficacy (Blain et al., 2010) of PTSD suggests that there are underlying biological differences based on sex that need to be investigated separately in both sexes (Cahill, 2003a,b, 2006; Pineles et al., 2017). Similarly to humans, rodent models of PTSD-associated behaviors show sex differences in response to trauma (Faraday, 2002; Adamec et al., 2006; Graham et al., 2009; Cohen and Yehuda, 2011; Toth et al., 2016; Pineles et al., 2017; Deslauriers et al., 2019). The RISP model was developed in male rats and we hypothesize that female rats will require different behavioral parameters for classification and PTSD-phenotyping. Female Sprague-Dawley rats tend to freeze less than their male counterparts (Wilson et al., 2013; Gruene et al., 2015). Therefore, freezing may not be the best measure to assess safety learning (extinction) in female rats. Based on previous work with female rodents we expect that avoidance will be a better measure of fear conditioning extinction (Wilson et al., 2013; Toth et al., 2016). We are currently working on modifying the RISP model with more ethologically relevant tasks for females to determine what a PTSD-like phenotype is for female rats and how we can predict it. At present, it is unknown whether there are differences in susceptibility factors based on sex. Having the appropriate tools will then allow us to determine if susceptibility is the same in males and females. If susceptibility and sequalae factors prove to be sexually dimorphic as well, that will have profound implications for building resilience strategies, as “one size fits all” interventions will be sorely inadequate.



FINAL THOUGHTS AND IMPLICATIONS

Revealing susceptibility to identify successful resilience-building strategies and prevent PTSD from developing in the first place is imperative, because PTSD currently has no cure and exposure to trauma is unpredictable. Susceptibility exists because only a subset of the population develops PTSD. Here we have proposed a distinction between risk, susceptibility, and sequalae factors to provide an integrated theoretical framework to help with experimental investigations (Figure 1 and see section “Definition of Susceptibility”). Risk factors exist before trauma and may increase the probability of developing PTSD, but may not always be easily manipulated. Susceptibility is a state that is influenced by susceptibility and sequalae factors. Susceptibility factors are a subset of risk factors that can be detected before trauma, can be manipulated, and amelioration will result in decreased probability of developing PTSD after trauma. Similarly, sequalae factors are those that may or may not exist before trauma but play a key role after trauma. Existing models that study PTSD preclinically have primarily addressed risk and sequalae factors. The RISP model allows us to study susceptibility and sequalae factors because it classifies rats as resilient or susceptible to a PTSD-like phenotype prior to trauma. Using the RISP model we have identified one putative susceptibility factor: impaired hippocampal function before trauma as measured by expression of the plasticity-associated genes Arc and Homer1a.

Furthermore, we propose that susceptibility is a dynamic feature of PTSD that is subject to change based on life circumstances and history of trauma. People may change their life circumstances, e.g., get a meaningful job or get divorced, which can alter stress levels and other factors that can affect the state of susceptibility. Consistent with this idea are findings that people who have jobs with high baseline levels of stress are more likely to develop PTSD after exposure to trauma (Skogstad et al., 2013). As the development of the RISP model shows, a mild stressor is necessary to reveal susceptibility (Nalloor et al., 2011) (also see section “Pre-trauma Classification”). Therefore, susceptibility is a state that can be altered. This implies that an individual’s state of susceptibility does not have to result in PTSD; rather, by targeting identified susceptibility and sequalae factors in an individual, resilience can be built before trauma or early post-trauma interventions can be given to decrease the probability of developing this crippling condition. This is especially important in light of the findings that increased number of traumatic experiences lead to increased probability of developing PTSD and comorbid diseases (Duncan et al., 1996; Sledjeski et al., 2008; Lewis et al., 2019). Thus, resilience to one trauma may not indicate resilience to subsequent traumas, so susceptibility needs to be evaluated after each trauma and mitigated, if needed.
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Associative memory is one of the first cognitive functions negatively affected by healthy and pathological aging processes. Non-invasive brain stimulation (NIBS) techniques are easily administrable tools to support memory. However, the optimal stimulation parameters inducing a reliable positive effect on older adult’s memory performance remain mostly unclear. In our randomized, double-blind, cross-over study, 28 healthy older adults (16 females; 71.18 + 6.42 years of age) received anodal transcranial direct (tDCS), alternating current in the theta range (tACS), and sham stimulation over the left ventrolateral prefrontal cortex (VLPFC) each once during encoding. We tested associative memory performance with cued recall and recognition tasks after a retention period and again on the following day. Overall, neither tDCS nor tACS showed effects on associative memory performance. Further analysis revealed a significant difference for performance on the cued recall task under tACS compared to sham when accounting for age. Our results suggest that tACS might be more effective to improve associative memory performance than tDCS in higher aged samples.
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INTRODUCTION

The decline of episodic memory performance is one of the most prominent changes in cognitive function in aging (Grady, 2012). According to the associative memory deficit hypothesis, this decline is specific to difficulties in connecting unrelated units into one cohesive episode (Naveh-Benjamin et al., 2003). Associative memory is the memory of both item-context and item-item associations (Wang and Cabeza, 2016). Further, aging negatively affects this ability to form and retrieve links between different chunks of information given by items and their contexts, e.g., spatial location and color of an item. The same applies to connecting two different items into one unit, e.g., a name and a face (Old and Naveh-Benjamin, 2008). The association of names or occupations with faces is a common test of associative memory (Vannini et al., 2011). Using the association of occupations and faces creates a broader semantic context, that can be used as a cue for later retrieval (Duss et al., 2011).

Successful associative memory encoding and retrieval, the formation of new memory contents and their recollection, depend on the interaction of the medial temporal lobe with widespread neocortical regions, including the prefrontal cortex (PFC; Ranganath, 2010). For the rapid encoding of flexible associations (Henke, 2010), the hippocampus (HC) is a critical brain structure (Eichenbaum et al., 2007). HC functions become progressively impaired with age (Raz et al., 2005), which is also reflected in age-related reductions of HC activity specific for associative compared to item memory (Dennis et al., 2008). On the other hand, older adults’ associative memory performance benefits from increased activity in the PFC (Bangen et al., 2012). A causal link of associative memory formation to cortico-hippocampal network activity has been demonstrated by a study conducting multiple sessions of individually targeted repeated transcranial magnetic stimulation over the left lateral parietal cortex: it improved associative memory performance by increasing functional connectivity between cortical regions and the HC (Wang et al., 2014).

Non-invasive brain stimulation (NIBS) techniques have the potential to alter large-scale brain network activity in order to support and maintain cognitive functioning affected by aging processes (Gutchess, 2014). An extensive review and meta-analysis of NIBS effects on cognitive function in normal and pathological aging showed small to medium positive effects of the technique (Hsu et al., 2015). NIBS methods like transcranial direct and alternating current stimulation are inexpensive and safe to use if safety guidelines are followed (Woods et al., 2016). The underlying physiological mechanisms of transcranial direct current stimulation (tDCS) differ from those underlying transcranial alternating current stimulation (tACS). tDCS modulates the excitability thresholds of the neuronal membrane in a polarity-specific manner by inducing either depolarization or hyperpolarization (Antonenko et al., 2016). Thus, it directly affects the firing rate of neurons (Reato et al., 2010). tACS, on the other hand, up- and down-regulates the firing rate of neurons in an oscillatory manner without changing the average firing rate over a longer time interval. Therefore, stimulation at the frequency of endogenous oscillations mainly affects the spike timing of the neurons (Reato et al., 2010). Although NIBS methods seem to be a promising tool to maintain or enhance older adults’ episodic memory performance, most of the previous tDCS studies on episodic memory have been conducted in healthy young adults. Results of studies in young populations have been mixed (Galli et al., 2019) and cannot easily be transferred to older adults, since the stimulation sites and intensities that modulate memory performance in young adults might not improve or even disturb older adults’ memory performance (Perceval et al., 2016). Only a handful of studies investigated the effects of tDCS on episodic memory encoding in healthy elderly subjects: anodal tDCS applied over the right temporoparietal cortex during memory encoding significantly improved delayed recall performance on an associative object-location learning task (Flöel et al., 2012). Another study applying anodal tDCS over the left VLPFC during word learning resulted in increased discrimination accuracy in a recognition task (Medvedeva et al., 2019). Anodal tDCS applied over the left dorsolateral PFC (DLPFC) during the encoding of a list of words resulted in enhanced performance on a free recall task (Sandrini et al., 2016). Yet another study using the same stimulation site during face-name associative memory encoding found no stimulation effect on memory performance, neither in a cued recall nor a recognition task (Leach et al., 2019; Peter et al., 2019). To our knowledge, no studies investigating the effect of tACS on episodic memory encoding in healthy older adults have been published so far. However, one pilot study applying 20 min of tACS in the theta frequency range over the temporoparietal cortex of healthy elderly participants simultaneous to an implicit language learning task found memory enhancing effects (Antonenko et al., 2016). Theta tACS is regularly investigated in connection with memory related tasks (Antal and Paulus, 2013).

Since inter-individual differences of the susceptibility to NIBS have been shown (Jamil et al., 2017), we aimed to investigate the intra-individual differences in effects of tDCS and tACS on associative memory formation using a crossover within-subject and sham-controlled design. We administered the stimulation to the left VLPFC because functional magnetic resonance imaging (fMRI) studies have repeatedly shown that tasks involving semantic processing specifically activate the VLPFC (Thompson-Schill et al., 2005). Additionally, a study applying anodal tDCS over the VLPFC while simultaneously measuring fMRI improved older adults performance up to the level of younger adults on a semantic word generation task, while reducing task-related hyperactivity in bilateral prefrontal cortices and inducing a more youth-like functional connectivity pattern in the elderly participants (Meinzer et al., 2013). To increase stimulation focality, we used different electrode sizes for anode and cathode, following the stimulation protocol used by Meinzer et al. (2012). We applied 2 mA of tDCS because stimulation at this intensity seems to yield more reliable effects than tDCS at 1 mA—at least in cortical excitability over the motor cortex (Ammann et al., 2017). For the tACS stimulation protocol, we decided to apply stimulation in the theta frequency range, since slow oscillations underlie cognitive functions (Antal and Paulus, 2013). In particular, the theta frequency spectrum in human electroencephalography (EEG) has been associated with episodic memory processes, event-related theta synchronization during the encoding of new information is proposed to reflect theta activity that is induced into the cortex via cortico-hippocampal feedback loops (Klimesch, 1999). We applied tACS at a lower intensity of 1 mA to avoid retinal phosphenes, since the bigger electrode was placed in close proximity to the right eye over the supraorbital cortex (Schutter and Hortensius, 2010).

In the present study, we aimed to answer the question whether tDCS and tACS are able to improve associative episodic memory encoding in healthy elderly adults. Additionally, we wanted to investigate whether one of the methods is superior to the other. We hypothesized that both tDCS and tACS applied during the encoding of face-occupation pairs would improve cued recall and recognition task performance, compared to sham stimulation.



MATERIALS AND METHODS


Study Procedure

In this double-blinded, sham-controlled, cross-over study each participant attended three sessions at the University Hospital of Old Age Psychiatry and Psychotherapy in Bern. Every session consisted of an encoding, retention, and retrieval phase, while only the first session included a cognitive screening (MoCA, Nasreddine et al., 2005; Benton Test, Benton Sivan and Spreen, 2009) and an additional paired associates test as a baseline measurement for associative memory performance (Figure 1). Additionally, the retrieval was repeated the following day at home using either an online survey or a paper-pencil questionnaire to assess any consolidation effects overnight. The sessions were always scheduled in the mornings at least 72 h apart to avoid stimulation carry-over effects (Hoy et al., 2015) as well as day time effects (Li et al., 2015). The order of stimulation methods was randomized for the three conditions (tACS/tDCS/sham). Data management as well as randomization was carried out using REDCap electronic data capture tools hosted by the Clinical Trials Unit of the University of Bern (Harris et al., 2009).
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FIGURE 1. An overview of the study procedure. Each of the three sessions consisted of encoding, consolidation, and retrieval. The retrieval was repeated after 24 h via an online survey. The baseline measurement (cognitive screening, paired associates test) was completed in the first session. Transcranial electric stimulation (tES) was applied during encoding. Different questionnaires (Qu) were given before the encoding and during the retention phase.





Participants

We recruited 28 healthy older adults from Bern, Switzerland and surrounding communities (16 females and 12 males; age mean ± SD, 71.18 + 6.42 years; range, 59–83 years). A preliminary telephone screening with each subject ensured that all inclusion criteria for transcranial electric stimulation (tES) applications were met (i.e., no pacemakers, no metal implants, no abrasions on the scalp, no prior brain injuries/surgeries or past epileptic seizures). Additionally, we excluded smokers and non-German speakers. To assure cognitive functioning within age-related norms, all participants underwent a cognitive screening (MoCA, Nasreddine et al., 2005). The study was approved by the local Ethics Committee. Prior to testing, we obtained written informed consent from all participants. The demographic information of the participants enrolled in this study is presented in Table 1. Additionally, a histogram of the age distribution is shown in Figure 2.

TABLE 1. Demographic data of the sample and baseline performance prior to stimulation.
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FIGURE 2. Histogram showing the frequency distribution of age in years in the study population.





Experimental Schedule


Baseline

Only during the first session participants performed the following baseline measurement: first, they completed a cognitive screening (MoCA, Nasreddine et al., 2005), followed by a paired associates test (PA; Petermann and Lepach, 2012; Spaan, 2016). Between encoding/immediate recall and the delayed recall of the PA test, the Benton Test (Benton Sivan and Spreen, 2009) was performed.



Pre-stimulation

For all three sessions participants completed the pre-stimulation positive and negative affect scale (PANAS; Watson et al., 1988). Afterwards, they were given a short training version of the face-occupation task, where they encoded three face-occupation pairs (Figure 3A). Following encoding they practiced the cued recall (Figure 3B) and the recognition task (Figure 3C) with feedback, to make sure each task was understood properly. Following the mounting of stimulation electrodes, participants were given approximately 1 min to get accustomed to the tingling sensation of the tES ramp-up phase.
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FIGURE 3. Overview of the associative memory task. (A) During the encoding phase, participants were presented 30 face-occupation pairs in a randomized order with each pair shown three times. (B) After the retention interval, the cued recall task showed the faces as cue and participants were asked to decide which of two choices out of three categories (1. Education/1st choice—university degree, 2nd choice—apprenticeship; 2. Maximum Income/1st choice—above average, 2nd choice—average; 3. Focus of Labor Activity/1st choice—mental, 2nd choice—manual) the previously encoded occupation of the depicted person matched. (C) The subsequent recognition task again presented the faces as cues and participants had to choose between the correct and a distractor occupation. Images of faces were derived from the FACES database (Ebner et al., 2010).





Encoding

During encoding, we presented the participants with a total of 30 face-occupation pairs repeated in three blocks. The order of the stimuli was randomized within each block. Faces were presented in color with the occupation written underneath in white against a black background and shown for 4 s. Preceding each face-occupation pair was a white fixation cross centered on a black background. The presentation duration was jittered between 2.8–9.8 s with an average length of 7 s. After completion of 20 min of encoding with concurrent stimulation, the electrodes were taken off.



Retention

In the following retention phase of approximately 20 min participants were administered questionnaires assessing adequate blinding, immediate tES side effects and the post-stimulation PANAS (Watson et al., 1988).



Retrieval Sessions

During the retrieval phase participants were administered a cued recall task first. The previously encoded faces served as a cue for the semantic categorization task. Participants were asked to decide which of two choices out of three categories (1. Education/1st choice—university degree, 2nd choice—apprenticeship; 2. Maximum Income/1st choice—above average, 2nd choice—average; 3. Focus of Labor Activity/1st choice—mental, 2nd choice—manual) the previously encoded occupation of the person matched via button press. Following a fixation cross shown for 1 s, the category was presented for 3 s. Then, the face with the two choices written underneath was shown for a maximum of 5 s or until an answer was given. After completion of the 30 cued recall runs, a recognition task was presented to the participants. Again, a fixation cross shown for 1 s was followed by a face cue with two choices written underneath shown for a maximum of 5 s or ended via button press. In the recognition task participants had to decide between the correct and a distractor occupation. All distractor occupations were selected from the same set of 30 occupations encoded before.



Retrieval Follow-Ups

On the day following each session, participants were again asked to answer the tES side effect questionnaire and presented the cued recall as well as the recognition tasks using either an online survey provided by REDCap or a paper-pencil version of the survey.


Transcranial Electric Current Stimulation

Transcranial electric current stimulation was delivered using electrodes inserted in saline-soaked sponges (neuroConn DC-Stimulator Plus; neuroCare Group GmbH, Munich, Germany). Electrode positions were individually defined according to the 10–20 EEG system using the same positioning method and electrode sizes as in the study by Meinzer et al. (2012): following their protocol we determined the intersection of T3-F3 and F7-C3, as well as the midpoint between F7-F3 and positioned the anodal/target electrode (5 × 7 cm2) at the center of a line connecting those two points aiming for the left VLPFC as stimulated area. We positioned the cathodal/return electrode over the right supraorbital area (10 × 10 cm2). Twenty minutes of tES was applied with the different conditions being randomized in a cross-over fashion. tDCS was delivered with a current of 2 mA (current density = 0.06 mA/cm2), while tACS was delivered with 1 mA (current density = 0.03 mA/cm2). For the sham condition half of the participants received sham-tACS with the current ramped up to 1 mA, the other half of participants received sham-tDCS with the current ramped up to 2 mA. For both sham-variations, the current was turned off after 30 s. All conditions had a 15 s fade-in/out period.



Stimuli for Associative Memory and Baseline Tasks

For the baseline paired associates test we retrieved 18-word pairs from the 4th German edition of the Wechsler Memory Scale (Petermann and Lepach, 2012) and a publication evaluating the diagnostic accuracy of paired-associate learning formats (Spaan, 2016). For the associative memory task, we created a face-occupation task (Duss et al., 2011). In an online-survey 30 German-speaking participants [21 females and 9 males, age mean ± SD, 29.79 + 5.13 years; range, 21–42 years, years of education median (range), 18 (13–21) years] rated occupations according to three different categories (1. Education/1st choice—university degree, 2nd choice—apprenticeship; 2. Maximum Income/1st choice—above average, 2nd choice—average; 3. Focus of Labor Activity/1st choice—mental, 2nd choice—manual). We used the 90 out of 128 occupations from a Swiss internet service informing about possible career paths1 that attained the most congruent choices on the online survey. Ninty color photographs of faces were derived from the FACES database (Ebner et al., 2010). All faces showed a neutral expression and were equally balanced over gender and age groups (young, middle-aged, elderly). The same three sets of 30 stimuli were used for all participants in the same order over the consecutive sessions. Each set consisted of 15 academic and 15 non-academic occupations (for a complete list of occupations used in the task, see Supplementary Table S1).



Statistical Analysis

We defined the outcome for associative memory retrieval as the total number of correct answers given in the cued recall and the recognition tasks, respectively. We analyzed the performance of sessions and follow-ups independently because the response time was limited only during the sessions. We analyzed the data using linear mixed effect models (LMEM) fit by maximum likelihood (Baayen et al., 2008; Barr et al., 2013), enabling us to include age as a continuous covariate. We wanted to include age as a covariate since our study sample showed a large age range between 59 and 83 years. In longitudinal studies assessing episodic memory performance over the life span, a clear performance drop can be found between the ages of 60–65 years, continuing to decline with increasing age (Nyberg et al., 2012). We analyzed the data using the statistical program R (R Core Team, 2018), fitting all models with the package lme4 (Bates et al., 2015). As a first step we defined a full model including the following variables of interest and covariates: for session and follow-up data, we included the stimulation method as the main fixed effect of interest. Additionally, we entered an interaction term for stimulation method and age. As covariates, we included baseline associative memory performance in the delayed recall of the paired associates test, MoCA values, gender, years of education, sessions and age in the fixed effects structure of the model. Only for the models of follow-up data, we added a covariate for performance at the preceding session. All continuous covariates were centered to keep the random variance component and fixed-parameter estimates informative (Judd et al., 2017). All the effects were tested using likelihood ratio tests. We compared the full model with a reduced model for the random and fixed effects structure of the models.

For the random effects structure of models for the session, we included a by-subject random intercept. We included a by-subject random slope in addition to the by-subject random intercept in the models of follow-up performance to control for repeated administration of the same items.

Last, we report test values and significance levels of analysis of variance based on Satterthwaite’s degrees of freedom approximation applied by the lmerTest R package (Kuznetsova et al., 2017) for the final models. We used visual inspections (q-q-plots of residuals and estimates) to check for the assumed normal distribution.






RESULTS

Our key goal was to evaluate the efficacy of the NIBS techniques anodal tDCS and theta tACS for associative memory enhancement in healthy elderly adults. We used a cued recall and a recognition task to assess memory performance at different time points. We report results separately for cued recall and recognition tasks as well as for session and follow-up time points. For a comprehensive overview of the reduced model estimates and test values see Supplementary Tables S2, S3.


Cued Recall Task


Sessions

In the cued recall task, on average 23.11 out of 30 possible correct responses were given over all three sessions. We excluded two participants’ responses due to performance at chance level (33%, 40%). In 11% of all sessions performances reached a high accuracy level between 28 and 30 correct responses (Figure 4). The reduced LMEM for the cued recall data included a by-subject random intercept ([image: image] = 17.78, p < 0.001) as random effects structure. For the fixed effects structure interaction effect for age and stimulation method ([image: image] = 18.82, p < 0.001) significantly increased the model fit. Additionally, we included the covariates years of education ([image: image] = 5.7, p < 0.05) and session ([image: image] = 12.95, p < 0.01) in the final model. The fixed effect structure of the final model explained 32.6% of the variance (marginal R2) and total variance explained by fixed and random effects was 69% (conditional R2; Nakagawa and Schielzeth, 2013). The LMEM revealed no significant main effect for stimulation (F(2,48) = 1.52, p = 0.23). The main effect for age (F(1,25) = 3.15, p = 0.09) and the interaction effect between age and stimulation (F(2,48) = 2.84, p = 0.07) showed a trend towards significance. Additionally, a significant effect of session sequences was revealed (F(2,48) = 6.55, p < 0.05). We tested fixed age effects for every stimulation separately using conditional t-tests. Under sham stimulation performance significantly decreased with increasing age [β = −1.58, 95%-CI: (−2.64, −0.52), t(47) = −2.8, p < 0.01], while there was no significant age effect for tACS [β = −0.4, 95%-CI: (−1.47, 0.67), t(48) = −0.7, p = 0.49] and tDCS [β = −0.52, 95%-CI: (−1.62, 0.58), t(51) = −0.9, p = 0.37]. Moreover, we compared the fixed age effects between the stimulation conditions using conditional t-tests, revealing a significant difference between the age effect under tACS and the age effect under sham stimulation [β = 1.18, 95%-CI: (0.16, 2.2), t(48) = 2.17, p < 0.05, Figure 5], whereas there was no significant difference between tDCS and sham [β = 1.05, 95%-CI: (−0.02, 2.12), t(48) = 1.9, p = 0.07, Figure 5]. In session three participants performed significantly better compared to session one [β = 1.31, 95%-CI: (0.27, 2.35), t(48) = 2.36, p < 0.05), while performance during session two was not significantly different from session one [β = −0.72, 95%-CI: (−1.68, 0.68), t(48) = −1.3, p = 0.2]. For additional plots showing cued recall performance distributions over age and baseline performance groups see Supplementary Figures S1, S2.


[image: image]

FIGURE 4. Boxplots with individual data points of sum of correct responses for the cued recall task jittered and divided by stimulation method. Abbreviations: tACS, alternating current stimulation; tDCS, direct current stimulation; Sham, control condition.
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FIGURE 5. Plot of the interaction effect of age and stimulation condition for the cued recall task outcome during the sessions. Estimates of the number of correct responses expected for the mean age (respective one SD below and above) under each stimulation method are depicted. Error bars are 95%-confidence intervals around the estimates. Abbreviations: tACS, alternating current stimulation; tDCS, direct current stimulation; Sham, control condition.





Follow-Ups

In the cued recall task performed by participants during follow-ups on average 23.18 out of 30 possible correct responses were given over all three sessions. In 12% of all sessions performances reached a high accuracy level between 28 and 30 correct responses (Figure 4). The reduced LMEM for the cued recall data included a by-subject random intercept ([image: image] = 15.99, p < 0.01) as random effects structure. For the fixed effects structure none of the fixed effects of interest (age, stimulation method, and their interaction) significantly increased the model fit. We included the covariates gender ([image: image] = 9.41, p < 0.01), session performance ([image: image] = 20.19, p < 0.001), and follow-up ([image: image] = 25.97, p < 0.001) in the final model. The fixed effect structure explained 35.42% of the variance (marginal R2) and total variance explained by fixed and random effects structure was 69.79% (conditional R2). The LMEM revealed a significant main effect of gender (F(1,25) = 15.21, p < 0.001), follow-up sequence (F(2,55) = 13.97, p < 0.001), and preceding session performance (F(1,78) = 22.96, p < 0.001). Post hoc evaluation with conditional t-tests revealed a significant performance decrease over the follow-up sequences (follow-up two: β = −1.32, 95%-CI: (−2.27, −0.37), t(53) = −2.7, p < 0.001; follow-up three: β = −2.68, 95%-CI: (−3.68, −1.7), t(56) = −5.3, p < 0.001] Women performed significantly better than men [β = 3.3, 95%-CI: (1.65, 4.94), t(25) = 3.9, p < 0.001].


Recognition


Sessions

In the recognition task, on average 26.88 out of 30 possible correct responses were given over all three sessions. In 48% of all sessions performances reached a high accuracy level between 28 and 30 correct responses (Figure 6). Due to these ceiling effects, data should be interpreted with caution. The reduced LMEM for the recognition data included a by-subject random intercept ([image: image] = 11.52, p < 0.001) as random effects structure. For the fixed effects structure only the fixed effects of interest age ([image: image] = 9.23, p < 0.05) significantly increased the model fit, stimulation had no influence on recognition performance during the sessions. Additionally, we included the covariate paired associates baseline performance ([image: image] = 7.94, p < 0.01). The fixed effect structure of the final model explained 33% of the variance (marginal R2) and total variance explained by fixed and random effects structure of the model was 58.42% (conditional R2). The LMEM revealed a significantly decreasing task performance with increasing age [β = −0.75, 95%-CI: (−1.34, −0.16), t(25) = −2.4, p < 0.05]. There was a significant effect for paired associates baseline performance on recognition performance [β = 1.07, 95%-CI: (0.48, 1.66), t(25) = 3.5, p < 0.01].
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FIGURE 6. Boxplots with individual data points of sum of correct responses for the recognition task jittered and divided by stimulation method. Abbreviations: tACS, alternating current stimulation; tDCS, direct current stimulation; Sham, control condition.





Follow-Ups

In the recognition task at follow-ups, on average 27.21 out of 30 possible correct responses were given over all three sessions. In 51% of all sessions performances reached a high accuracy level between 28 and 30 correct responses (Figure 6). As stated above, data should be interpreted with caution due to the ceiling effects. The reduced LMEM for the follow up recognition data included a by-subject random slope ([image: image] = 18.95, p < 0.001) and intercept ([image: image] = 20.14, p < 0.001) as random effects structure. None of the fixed effects of interest increased the model fit, neither stimulation nor age had a significant influence on recognition performance during the sessions. We included the covariates paired associates baseline performance ([image: image] = 3.67, p = 0.05), years of education ([image: image] = 5.37, p < 0.05), and preceding session performance ([image: image] = 22.46, p < 0.01) in the fixed effects structure of our final model. The fixed effect structure explained 61% of the variance (marginal R2) and total variance explained by fixed and random effects structure of the model was 64% (conditional R2). The LMEM revealed that preceding session performance had a significant effects on follow-up recognition performance (β = 1.67, 95%-CI: [1.06, 2.26], t(29) = 5.6, p < 0.001). Additionally, number of educational years had a significant influence on recognition performance during follow-ups (β = 0.57, 95%-CI: [0.11, 1.01], t(21) = 2.53, p < 0.05).


Blinding and Adverse Effects Ratings

The blinding procedure was successful, participants rated on chance level ([image: image] = 3.4, p = 0.18). Due to a technical problem with the online survey at the beginning of data collection, four out of a total of 84 possible ratings are missing from our data set. Generally, stimulation was tolerated well. The most commonly reported side effects were erythema (32%), tingling (26%) and itching (24%). Only the reporting frequency of itching significantly differed between stimulation conditions ([image: image] = 8, p < 0.05, Table 2). Directly comparing stimulation conditions yielded a significant difference for tDCS compared to tACS but not for the real conditions compared to sham (tACS-tDCS: [image: image] = 6.41, p = 0.01; tACS-sham: [image: image] = 2.12, p = 0.15; tDCS-sham: [image: image] = 0.74, p = 0.39).

TABLE 2. Frequency of adverse effect ratings and correct/incorrect guessing for each stimulation condition.
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DISCUSSION

The present study investigated whether anodal tDCS and theta tACS applied over the left VLPFC would improve associative memory performance in healthy elderly adults. We expected that both stimulation methods would increase associative memory performance by influencing the large-scale functional network connecting prefrontal and medial temporal lobe regions that underlies associative memory encoding. Overall, neither tDCS nor tACS significantly improved memory performance in our subjects. However, the interaction of age and stimulation method showed a significant effect on the outcome of the cued recall task during the sessions. Further exploratory analysis revealed that with increasing age participants performed significantly worse under sham, while there were no significant differences under neither tACS nor tDCS. Further, the comparison of fixed age effects between stimulation methods revealed a significant difference between tACS and sham, but no significant difference between tDCS and sham.


No Effect of tDCS on Associative Memory Performance

We aimed to influence this network by applying anodal tDCS over the left PFC. With our study design, collecting repeated measurements of a sufficiently large sample, we should have been able to detect the small enhancing effect that tDCS reportedly has on cognitive performance in healthy older adults (d = 0.42; Hsu et al., 2015). To our surprise, we did not find any effects. There are several possible explanations for this. We placed anode and cathode on contralateral frontal cortex hemispheres, therefore the current applied is broadly distributed bilaterally. However, this lateral setup of electrodes narrows the current distribution to the frontal cortex (Neuling et al., 2012). Furthermore, we aimed to enhance stimulation focality by using a bigger cathode on the right supraorbital area and a smaller anode over the left VLPFC. This stimulation protocol has repeatedly proven to be successful in enhancing the cognitive performance of healthy older adults (Meinzer et al., 2013; Antonenko et al., 2018, 2019). Importantly, the PFC is a core region of compensatory mechanisms in aging (Sala-Llonch et al., 2015). Concerning the on- and offline effects of tDCS, the optimal time window might differ between young and older healthy adults. A direct comparison of anodal tDCS effects on corticospinal excitability showed that the excitatory effects do not differ in their quality but in their timing: older adults showed a delayed response to tDCS only after 30 min, while young adults’ motor evoked response was immediately influenced by the stimulation (Fujiyama et al., 2014). Thus, tDCS effects on associative memory performance in healthy older adults might be highly variable due to the complexity of underlying neurophysiological mechanisms and the subtle influence of the weak current intensities used. Additionally, tDCS effectiveness varies due to inter-individual differences in susceptibility to the stimulation (Opitz et al., 2015). In our current study we might have missed the optimal time window of tDCS susceptibility during the associative memory encoding processes in our studied group of healthy older participants.



Interaction of Age and tACS on Associative Memory Performance

We aimed to influence ongoing brain rhythms in the theta frequency range by applying sinusoidal tACS at 5 Hz over the VLPFC during memory encoding. Synchronization of theta networks underlies successful episodic memory encoding with prominent network hubs being located in frontal, temporal and medial temporal cortices (Klimesch, 1999; Solomon et al., 2017). Information binding processes needed for associative memory formation have been causally linked to theta synchronization (Clouter et al., 2017). Poorer-performing older adults showed a significant reduction of theta power in the left inferior frontal gyrus in relation to young adults comparing associative memory performance (Crespo-Garcia et al., 2012). The authors suggested that mainly neural inefficiency of regions in the left VLPFC results in poorer encoding performance of older adults. In our study, only the oldest of the participants benefited from tACS compared to sham. This effect might be explained by a widespread network synchronization originating from neurons in the VLPFC based on entrainment to the oscillatory current of theta tACS. Only with increasing age, frontal neurons become increasingly inefficient and thus susceptible to entrainment by an external current.

Studies investigating theta tACS effects in young adults showed the technique’s feasibility to improve cognitive performance (Polanía et al., 2012; Jaušovec and Jaušovec, 2014). Studies applying tACS in healthy older adults are scarce. However, one recent publication elegantly showed that on one hand the global communication underlying working memory processes are directed by the PFC via long-range frontotemporal theta synchronization in young adults, while older adults’ PFC region seems to be insufficiently active causing a decrease in working memory performance. On the other hand, high definition tACS at the individual theta band frequency applied in-phase over the left prefrontal and temporal cortices improved working memory performance in the older adults and reinstated the information flow between prefrontal and temporal regions by reintroducing the frontotemporal theta phase synchronization seen in younger adults (Reinhart and Nguyen, 2019).

To conclude, long-range communication processes become progressively insufficient with increasing age. Possibly, the oscillatory current applied by tACS reinforces successful communication processes between widespread brain regions. We applied sinusoidal theta at 5 Hz in all subjects. Most likely the preset frequency limited stimulation effects to the oldest of our subjects with the least efficient prefrontal theta phase synchronization. Future studies should take care to further optimize stimulation parameters, e.g., by using individual frequency ranges for stimulation protocols.



Tolerability of Transcranial Electric Current Stimulation in Healthy Older Adults

The threshold for pain perception increases with age, except for the sensations induced by electrical stimulation (Lautenbacher et al., 2017). Still, the stimulation protocol was well tolerated by our elderly participants. The most commonly reported side effects were erythema, tingling, and itching. Only in the tDCS condition itching was reported significantly more often compared to the other conditions. Nevertheless, the blinding procedure was successful. Since all of our participants were novices to NIBS they most likely could not differentiate the time-limited sensations of the ramp-up phase during sham from the longer-lasting sensations of the real stimulation protocols. Compared to tDCS, tACS applied at 1 mA elicited less reporting of any side effects in our participants. The most frequently reported side effect of tACS was fatigue, but not reported significantly more often than in the other conditions. We conclude that 2 mA tDCS and 1 mA tACS applied over 20 min are both safe and well-tolerated stimulation protocols in healthy older adults (Bikson et al., 2016; Matsumoto and Ugawa, 2017).



Limitations

One limitation of the current study is the limited task difficulty of the associative memory task. Especially for the recognition task, clear ceiling effects were reached by our participants. This has limited our ability to detect any stimulation effects on recognition performance since a medium-to-difficult level is better suited to pick up on the subtle influence of stimulation on memory performance (Hsu et al., 2016). Additionally, even a subset of only 18% of a sample reaching ceiling effects during one occasion of a study can already result in biased parameter estimation of statistical models (Wang et al., 2009). However, we were most interested in the cued recall performance, since we hypothesized that only this mode of memory retrieval relies on an interaction between widespread neocortical and medial temporal lobe regions underlying episodic memory performance (Henke, 2010). In contrast, the recognition task is more restricted to activating neocortical regions and mainly served as a control for successful encoding in our study.

Due to the crossover design, another limitation of our current study is possible carryover effects between stimulation conditions. Although we had a minimum of 72 h in between experimental sessions, NIBS techniques have been hypothesized to directly influence longer-lasting mechanisms of synaptic plasticity, provoking interaction effects between stimulation conditions in our study design (Cirillo et al., 2017). We have randomized order of stimulation methods over all the participants. Additionally, follow-up assessments 24 h after experimental sessions revealed no stable overnight effects for tDCS or tACS in our participants.

Although we conducted an a priori power calculation based on the average effect size estimated by a meta-analysis of NIBS studies in healthy and pathological aging (Hsu et al., 2015) the power of our study might still not have been extensive enough. Meta-analyses provide better estimates of true effect size, but these estimates might still be inflated due to different biases (e.g., publication bias; Button et al., 2013). Thus, the result of our estimated sample size might have been overly optimistic.

A further limitation of our study is the absence of neurophysiological measures. Simultaneous collection of neurophysiological correlates using techniques like fMRI or EEG might reveal interaction effects of NIBS and possibly compensatory changes of functional activation and connectivity patterns not becoming evident in purely cognitive outcomes (Meinzer et al., 2013; Marceglia et al., 2016). An example of a possible interaction effect is given by the cognitive reserve hypothesis: older adults with higher cognitive reserve resist beginning age-related pathologies longer by functional compensation mechanisms and thus might be less susceptible to NIBS techniques (Cespón et al., 2018). Future studies investigating developmental dynamics and their interaction with NIBS should use EEG, fMRI or similar techniques to uncover stimulation-induced neurophysiological changes.




CONCLUSION

Potential memory-enhancing effects of tES methods rely on optimal stimulation setups. Our mixed results show that reliable and reproducible stimulation effects on memory performance in healthy older adults are not yet easily achieved. Ideally, future studies trying to efficiently enhance associative memory performance in aging should identify measurable neurophysiological correlates that define optimal time windows of individual responsiveness to tES. Our findings indicate the potential of theta tACS to positively influence the widespread network communication needed to maintain successful associative memory formation with increasing age.
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CALIFORNIA VERBAL LEARNING TEST (CVLT), LIST A

Intercept +24.6 % 0.7° +24.8+1.5° +20.8 +1.4°
TIME -1.42:£047° -1.31 £ 0.38° —1.83 £0.35°
ics ~0.040 +0.133 ~0.14£0.25 +0.12 £0.24
ICSXTIME ~ +0.007  0.033 +0071£0068  —-0.021 £0.072

(N=1588,k=16) (N=411,k=16) (N=315k=15)
‘CVLT, FREE DELAYED RECALL

Intercept +7.8+03° +7.2+£ 0.8 +7.2+£0.8°
TIME ~0.49  0.08° ~0.59 £ 0.18° —0.47 £0.16°
ics -001+002 -012:+0.12 4013011
ICSXTIME ~ +0.008+0016  +0.043£0029  —0.044 0034
(N=1565k=15) (N=405k=16) (N=302k=15)
BENTON VISUAL RETENTION TEST
Intercept +9.3 0,50 +9.6 £1.1° +9.2:41.20
TIME +0.37 £ 0.13° +0.14 £ 0.20 +0.51 £ 029
ics ~0.05+0.10 ~0.12+0.20 ~0.18.+0.20
ICSxTIME +0.049 + 0.024° —0.002 + 0.057 +0.17 0.06P¢

(N=1663,k=17) (N=428,k=17) (N=333k=16)
BRIEF TEST OF ATTENTION

Intercept +6.6 + 0.3° +6.9 £ 0.5P +6.4 £ 0.5

TIME ~0.11£0.06 -019+0.13 ~009%0.15
ics ~0.08 4 0.05 ~017 £0.09 +0.00 £ 0.10
ICSxTIME ~ +0.006 % 0.012 +0010£0023  -0035+0.031

(N=1604,k=16) (N=411,k=16) (N=3822k=15)
ANIMAL FLUENCY

Intercept +17.6 £ 0.6 +17.5£1.1° +156 £ 1.20
TIME -0.08 +0.12 +0.45 £ 0.25 +0.26 £ 0.28
ics -0.21 £ 0.10° -028+0.19 +0.26 +0.21
ICSxTIME +0.002 + 0.023 +0.070 + 0.043 —0.058 + 0.056

(N=1670,k=17) (N=430,k=17) (N=339,k=17)
DIGITS SPAN, FORWARD

Intercept +6.8 %+ 0.20 +6.6 £ 0.4P +6.6 £ 0.5
TIME +0.00 +0.05 +0.02 +0.08 +0.05 +0.12
ics —0.08 % 0.04 —0.01 4002 -0.16+0.08
ICSXTIME ~ —0.006 4 0.010 +0.005+ 0018 +0.009 +0.023

(N=1664,k=16) (N=427,k=17) (N=334,k=16)
DIGITS SPAN, BACKWARD

Intercept +1.22+4.96 +255+ 1565 +9.2+187
TIME —0.11£1.22 —4.21+006 —2.50 4 4.88
Ics -0.03+0.04 -0.13+0.07 —0.09 £ 0.08
ICSxTIME +0.008 + 0.010 —0.010 £ 0.021 —0.019 £ 0.023

(N=1666,k=16) (N=427,k=17) (N=3834,k=16)
CLOCK, COMMAND

Intercept +8.74.£0.14° +8.78 £ 0.20° +8.63 + 0.28°
TIME ~0.05 £ 0.04 -0.12:£0.08 +0.02 +0.09

1cs ~0.01:£0.03 +0.06 % 0.05 ~0.06  0.05°
ICSXTIME ~ +0004+0007 ~ —0017+0014  +0.037 +0019

(N=1865k=17) (N=428k=17) (N=330,k=17)
TRAILMAKING TEST, PART A

Intercept +353+4.1° +352+4.1° +42.6 + 8.6°
TIME +232:+£1.24 +23.42 £ 7.04° +1.30 £2.60
(3 +0.01£0.74 —078 1.7 —1.42 %154

ICSXTIME 4014240230  +0.865+0582  +0.277 £0511
(N=1644,k=17) (N=428,k=17) (N=319k=16)

TRAILMAKING TEST, PART B

Intercept +193.3£35.1 1 +21754£203.9  +882.1 % 183,50

TIME +120+ 109 +759+48.0 -81.4 +44.4
Ics +4.16 £2.78 —2.00 £ 5.65 +17.00  6.65°
ICSxTIME —0.389 + 0.608 +2.159 + 1.365 -0.926 4 1.725

(N=1634,k=16) (N=425k=16 (N=316k=16)

Younger women
(<50y)

+27.1£03°

+0.08 0,09

~0.11£0.08
~0.004 £0018
(N=510,k=1.7)

+23.643.20
—-1.80 + 0.28°
~0.45 +0.299
40,023 + 0.064
(N'=496,k=1.6)

+8.00.7°
~0.50 £ 0.13°
—0.37 £ 0.13%¢
+0.003 0,032
(N =490, k = 1.6)

+83+1.0°
+0.44 £ 0.21°
+0.23 £0.199
40,057 0042
N=512,k=17)

+6.7 £ 0.5°
003011
~0.08 +0.09
+0.016 £ 0,022
(N=494,k=1.6)

+18.6 £ 1.1°

-0.09 £0.22

-042:+0.21°
+0.019 £ 0.043
N=512,k=17)

+6.7 £ 0.5°

—014£0.10

+0.03 +0.09
~0.017 £ 0020
(N=513,k=17)

+8.66 + 10.88
+0.54 £ 2.46

—0.04 +£0.08

—0.008 £0.018

(N=514,k=1.7)

+9.02 4 0.25>

~0.08.4 0.05>
~0.004 00149
~0.004 + 0014
(N=514,k=1.7)

+34.1 £ 21.5°

-4.93 £ 6.56

+0.64 £ 1.05
+0.001 £0.314
(N=511,k=17)

+170.2 £ 86.7
42824262
+0.46 £ 5.0
+0.363 + 1.136
(N=510,k=17)

Younger men
(=50y)

+25.7 £0.6°

40.2040.14

+0.09 40,07
+0.004 £ 0018
(N=388,k=1.6)

+21.6 £ 2.0

~098:+059

+0.32 027
—0.031 £ 0.062
(N=366,k=1.6)

+6.7 £ 1.0°
—0.67+0.28°
-0.17 £0.14
+0.03 % 0.03
(N=358,k=1.5)

+65+1.3°
+0.89  0.36°
-03040.18
40,022 % 0,039
(N=2390,k=1.7)

+6.7 0.5

~0.01£0.19

—0.0240.09
+0.018 £ 0.023
(N=377,k=1.6)

+18.9 £ 1.7°

~0.83 + 0.30°

-0.204023
~0.026 % 0,049
(=389, k=1.7)

+7.5%0.7°
~0.00+0.16
~0.18 % 0.09°
~0.000 & 0,017
(=39, k=1.6)

—7.42 +14.43
+3.78 £ 3.1
-0.08 £ 0.09

—0.006 + 0.017

(N=391,k=1.6)

+8.67 £ 0.39°

+0.02 £ 0.05

+0.07 £0.05
~0.010 0013
(N=3893,k=17)

+37.6 £ 11.7°

+1.95 £3.98

+0.24 % 1.54
—0.139 £ 0.483
(N=839,k=1.7)

+181.5 % 60.7>
4206+ 11.2
+232+4.81

-0.322 £0.711

(N=383,k=16)

Whites

+27.0£0.2°
+0.09 0,07
+0.04 +0.06
~0.015 0016
(N=724,k=16)

+25.4 % 1.00

—1.65 £0.27°

~0.02:+0.24
+0.091 £ 0.059
(N =689, k=15)

+7.8£05°
~0.45+£0.13°
~0.05+0.11
+0.017 % 0.029
(N =669, k=15)

+81£0.7°
+034 £0.18
~0.09+0.45
+0.020 % 0.037
N=727,k=17)

+6.8 £ 0.3°

~0.13£0.09

~0.05 +0.07
~0.009 +0.021
(N =695k =16)

17.4£08°
+0.14 £0.20
+003+0.19
+0.032 £ 0.044
(N=728k=17)

+6.9 £ 0.3°
+0.00 +0.09
~0.04 £0.07
~0.024 0,020
N=721,k=18)

+0.41+£7.86

0,95+ 1.96

+0.07 £0.07
—0.020 £ 0.018

(N=723,k=16)

+9.03 2 0.19°
—0.05 + 006
+0.04 0,04
~0.008 + 0013
(N=729,k=1.7)

+202 +28°

+1.03 £ 0.66

0284042
~0.067 0,106
N=719,k=1.7)

+106.5  63.1

+68+168

+0.08 % 3.90
~0.538 4 0.787
N=715k=1.6)

African-
Americans

+26.1 £0.3°

40124 0.08

+0.04 40,05
+0.009 £ 0013
(N=936k=1.7)

+224 21.00

—1.06 & 0.22°

+0.04 £0.16
~0.082  0.039
(N=899,k=16)

+6.905°
—0.46 £ 0.11°
~0.16 & 0.08°
—0.008 + 0.020
(N=886,k=16)

+103+0.8°

+0.66 % 0.19°

-007 £0.13
40,072 + 0.033
(N=936,k=1.7)

+5.8 % 0.4°

~0.06 % 0.09

~0.10 £ 0.06
—0015+ 0015
(=909, k=16)

+16.5+0.8°
-0.24 £ 0.16
+0.014 + 0027
+0.014 £ 0.027
(N=942,k=17)

+6.6 £ 0.3°

~0.03+0.06

-0.09 £ 0.05
+0.002 £ 0.011
(N=943,k=17)

+2.51+6.67
—-0.24+1.68
—0.07 £ 0.05
—0.005 £ 0.011
(N=943,k=1.7)

+8.24 £ 0.20°
~0.04 +0.05
~0.08 +0.03
+0.002 + 0.009
(N=936,k=17)

+47.9 £7.8°
+293 £2.20
+0.2340.36
+0.232 +0.364
(N=925k=17)

+292.7 £ 28.0°
+757£7.92
+8.09 +3.78°
+0.686 + 0.851

(N=919,k=16)

CES-D,Center for Epidemiologic Studies-Depression; ICS, Inflammation composite score; MMSE, Mini-Mental State Examination; NSAIDs, Non-steroidal anti-inflammatory drugs; PIR,

poverty income ratio; WRAT, Wide Renge Achievement Test.

#Most cognitive test scores were in the direction of higher score=better performance, except for BVRT (total errors), and Traiimaking Test both parts (expressed in seconds). Models
were controlled for: age (centered at 50 y), sex, race, poverty status, education, marital status, literacy, current smoking status, current drug use, body mass index (BMI, centered at
30), CES-D total score (centered at 15), HEI-2010 (centered at 40), self-reported diabetes, hypertension, high cholesterol, cardiovascular disease, inflammatory conditions, NSAIDS,
and the inverse mills ratio. All covariates were interacted with TIME. Allinverse mils ratios were centered at zero, except for DS-B, Trails A and B for whom the inverse mills ratio was

centered at its mean.

5P < 0,05 for null hypothesis that y = 0; °P < 0.009 for null hypothesis that y = O for interaction between ICS and TIME. %p < 0.05 for null hypothesis of no by sex and Age group,

based on 3-way and 4-way interaction terms with ICS and TIME.

p < 0.05 for null hypothesis of no by race, based on 2-way and 3-way interaction terms with ICS and TIME.
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Al Older women ~ Oldermen  Youngerwomen  Youngermen Pagexsex®  Whites African- P race®
(>50y) (>50y) (<50y) (<50y), referent Americans
%=+SE 209+ 1.2 183+ 1.1 336+ 1.7 272+1.6 364+15 636+ 156
(N=2574) (V= 668) (N=511) ~N=792) V= 603) (N=1107)  (N=1467)
Age at 469+03 567£039 565039 405+0.4 407 £04 <0.001 467+04  470£04 052
baseline, y
(N=2574) (N=668) (N =511) N=792) (N = 603) N=1,107)  (N=1467)
Sex, % male 450+18 _ _ _ _ 468421  447£24 052
(N=2574) N=1107)  (N=1467)
Married, % 851£17 354+£34 388433 209+ 299 391435 0.10 451423  297£22 <0001
(N'=2,397) (N=602) (N =462) (N =760) =572 (N=1007)  (N=1390)
EDUCATION, %
<HS 4205 62+1.49 77+169 25+06 24%07 0.011 51+08 3707 < 0.001
HS 525+17 454319 4544339 55633 58984 402£20  596%24
>HS 388£17 4364339 428+349 382432 332432 470422  341£23
Missing 4508 48+1.2d 41£12d 3715 56+20 7714 26+12
(N=2574) (N=668) (N =511) N=79) (N = 603) N=1,107) (N =1467)
Literacy 433+02 429404  422%06 437 +£0.4 437406 0.08 468403  412£03 <0001
(WRAT score) (v = 2,560) (N=664) (N =508) (N =788) (N = 600) N=1108)  (V=1457)
PIR <125%, 19.4410 2244229 164£17 2204219 16.041.6 0020 122409 28515 <0001
%
(N=2574) (N=668) N=511) ~N=792) N = 603) N=1107)  (N=1467)
CURRENT SMOKING STATUS, %
Curently 43317 317329 43134 42232 53984 0003  857£20  478%24 <0001
smoking
Missing 50£08 76+2.19 44£14 50%16 33£15 36+20 58+13
(N =2,574) (N = 667) (N=511) (N =792 (N = 603) (N=1,107)  (V=1467)
CURRENT USE OF ILLICIT DRUGS, %
Used any 48817 313+329 5444339 433+334 65.1 £33 <0.001 41021 53224 <0001
type
Missing 79+08 108 +2.2¢ 88+ 184 8.0x+1.69 53+1.1 111+13 61+11
(N=2574) (N=668) (N =511) N=792) (N = 603) N=1,107)  (N=1467)
Body mass 297403 3174£069 289 30.7 £069 275405 <0.001 292403 30004 0.14
index, 0.49
kg.m=2 (N=2574) (N=668) (N =511) N=79) (N = 603) N=1,107)  (N=1467)
HEI-2010 438404 476+09¢  443x08¢  426x079 422407 <0.001 45206  430+£05 0006
total score (N =1,996) (N = 506) (N =382) (N = 640) (N = 468) (N = 856) (N = 1,140)
DEPRESSIVE SYMPTOMS
CES-D score 18804 1514079 12406 14.8+089 12406 0.07 184+£04 14005 044
(N =2,558) (N=1663) (N =508) N=787) (N = 600) (N =1,100) (N =1,458)
Diabetes, % 127411 235+£299  198:+289 70+14 70£18 <0001 106+13  139%15  0.10
(N =2,404) (N = 626) (N = 482) (N =737) (N = 559) N=1,082) (N=1372)
Hypertension,  36.9 £ 1.7 5704349  536+£369  30.1£3.49 18827 <0.001 273419  421£25 <0001
%
(N =2281) (N'=605) (N =461) (N =693) N =522 =981 (V=130
Dyslipicenia, 235+ 14 370+£309  353+339 14223 167 £2.9 <0.001 278420  212£19 0018
%
(N =2282) (N=602) (N = 463) (N =694) (N =523 =982 (V=130
Cardiovascular 109£1.0 201 +2.69 16.6+2.79 79£15 40+1.4 < 0.001 80+1.1 124+1.4 0.010
disease®, % (N=2410) (N=626) (N = 483) (N =738) N = 563) (N=1035)  (N=1375)
Inflammatory 18111 280259  143x25¢ 12.3 239 59+14 <0.001 145£15 12315 030
conditionsf,
% (N'=2,404) (N=626) (N=482) ~N=736) V= 560) N=10%2) (N=1372)
NSAIDSY, % 207£15 264+£279  320+349 183430 12025 <0001 208£19  207£20 097
N =2417) (N =629) (N =486) N =738 (V= 564) (N=1041)  (N=17376)
GCrreactive 4394032 58640549 4264132 45740429 3.09+0.39 0.001 38402 47+05 0080
protein,
mg/dL (N =2,349) (N=618) (N = 460) ~N=721) (N = 550) N=1022) (N=1327)
Erythrocyte 16.7£0.7 224129 133%12 196+ 1.19 10814 <0.001 109£04  204£10 <0001
Sedimentation
Rate, ESR
(N=2,414) (N = 636) (N = 480) (N=733) (N = 568) (N=1081)  (N=1363)
Serum 4274001 427 £0.029 428+ 4184 0,029 439+003 0016 437£001 421£002 <0001
albumin 0.02¢
(N =2,452) (N =644) (N =483) N =752 (=573 (N=1079)  (N=1373)
Serum iron 83012 805180  935+26  727x219 90.4 %28 037 0517 78316 <0001
(N =2,447) (N =641) (V=483 N =750) (=573 (N=1078) (N =1369)
Inflammation  —0.014£0050  +0.284 & -0288+ 4035300749 -0516%0.113 <0.001 -0518.+ 40270+ <0001
composite 0.0034 0.109 0.050 0.069
score, z-score
(N =2,293) (N = 603) (N = 452) (N = 698) (N = 540) (N =994) (N =1,299)

CES-D, Center for Epidemiologic Studies-Depression; MMSE, Mini-Mental State Examination; PIR, poverty income ratio; WRAT, Wide Renge Achievement Test.
2Values are woighted mean  SEM or percent::SER Largest sample sizo is N = 2,574.
bP-value was besed on linear regression models when row variable is continuous (svy:reg) with sex/age group coded as continuous variable (O=younger men, T=younger women,

—older men, 3=older women) and design-based F-test when row varizble is categorical (svy:tab).

©P-value was based on linear regression models when row variable is continuous (svy:reg) with race group coded as continuous variable (0=Whites, 1=African-Americans) and
design-based F-test when row variable s categorical (svy:teb).
9P < 0.05. P-value was based on linear regression models when row variable is continuous (svy:reg) and design-based F-test when row variable is categorical (svy:tab), comparing
each of the sex/age categories to the referent category of younger men (<50y).
°Cardiovasculer disease include sefl-reported stroke, congestive heart feilure, non-fatel myocardiel inferction, or atrial fibrillation.
!Infleammatory condltions include multiple sclerosis, systemic lupus, gout, rheumatoid arthrits, psoraiasis, Thyroid disorder and Crohn's disease.
9Non-steroidal anti-inflammatory drugs (NSAIDS) include over the counter and prescription drugs in that category.
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Questionnaires
MSSQ (percentile)
Presence (score 1 -7)
Involvement
Sensory fidelity
Adaptation/immersion
Interface quality
ITC-SOPI (score 1 - 5)
Spatial presence
Engagement
Ecological validity
Negative effects
User enjoyment
SAC
Stress (score 1 —12.42)
Pre-exposure
Post-exposure
Arousal (score 1 - 9.78)
Pre-exposure
Post-exposure
ssQ
Total (score 0 — 235.62)
Pre-exposure
Post-exposure
Nausea (score 0 —200.34)
Pre-exposure
Post-exposure
Oculomotor (score 0 — 200.34)
Pre-exposure
Post-exposure
Disorientation (score 0 —200.34)
Pre-exposure
Post-exposure
SSC (score 0-18)
Trial 1
Trial 2
Trial 3
Trial 4

All

54 +£29.9

49+08
44+£11
55+0.7
32+14

34+£04
36+05
36+06
24+£08
39+1.0

3+24
27+£24

6.3+22
65+22

11+138
25+ 23.9

7+113
25+21.8

10+ 13.9
17 £ 1841

10+ 156.8
23 £+ 30.1

16+1.9
1.6+2.0
1:6 & 1:9
1.7+£23

HY

58 £ 29.0

4.8+0.8
4.6+09
55+06
32413

3.3+04
35+05
36+06
2.7+09
4.0+£1.0

3.7+26
29427

54422
6.5+ 24

16+£17.2
30 + 26.6

11+£14.3
30+ 21.6

15+ 16.5
224223

14 £19.7
26+ 325

19+24
21+24
1918
25+27

HO

49 +£30.9

49+08
41+£1.2
55+0.7
32+15

34+£04
36+06
3.7+06
20+£0.7
38+1.1

24+£22
2.5 22,1

73+1.9
65+24

5+64
19+ 20.2

2+42
21+21.6

6+88
11+ 106

6+9.6
20 £+ 28.0

12+14
11+14
1.3+241
09+1.6

p-value

NS

NS
NS
NS
NS

NS
NS
NS
0.04
NS

NS

NS

NS

NS

NS

NS

0.29
0.15
0.42
0.03

P-values for questionnaires with pre/post responses denote the significance level associated with the interaction between time (pre/post) and group (young/old).
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Demographics
Age (years)
Gender (M/F)
VR experience (Y/N)
IPD

Mean blood pressure
SBP
DBP

VR environment
Correct decisions (%)
Mean speed (mph)
Trial times (min)
Total
Mean

Mean RPE (score 6 - 20)
Baseline
Trial 1
Trial 2
Trial 3
Trial 4

Peak RPE (score 6 - 20)

All

45 +£19.7
21/19
27/13

62 + 3.3

141 £13.9
86+ 11.0

99 +27
15+ 3.9

10+ 3.0
27+1.0

T 222
112+£26
11.9 £2.86
125+28
128 +£3.0

14+£23

HY

26+ 3.7
11/9
16/5

62 + 4.3

99 +14
16+ 3.5

9+1.7
24+£05

86+28
11,9 £=:2.1
12.8 £2.1
18.6+22
141+23

124+82

HO

64 +5.6
10/10
12/8

63+1.7

141 £13.9
86+ 11.0

98 + 3.4
14+43

11+£3.9
30£30

6.9+0.9
1056+28
112 £2.8
11.6 £:8.4
11.8 £:8.4
18+29

p-value

NS
NS
NS

NS
NS

NS
0.07

0.77
0.02
0.09
0.01
0.03
0.038
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ACQUISITION EXTINCTION PROBE
Response Extinction  Latent Extinction
(DLS-dependent) (Hippocampus-dependent)
)
FOOD NO EOOD NO FOOD NO FOOD
Acquisition: Extinction: Probe:

The rat starts on one
end, and food is placed
on the other end. Over
the course of training,
latency to reach the food
decreases.

One of two different protocols may be employed
for extinction in the straight alley maze.

Response Extinction: Rat is placed in original start
location. This gives rat the opportunity to make the
same response to the empty goal location.

Latent Extinction: Rat is confined to the original
goal location without food. This allows rat to learn
that food is no longer available in this location.

After extinction, the rat is
returned to the start
location for a series of
probe trials. Rats that had
received either response
or latent extinction show
increased latencies to
reach the empty food well.
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MEDIAL PREFRONTAL
CORTEX

Extinction of conditioned fear and
conditioned place preference
(CPP).

AMYGDALA

Acquisition of stimulus-
affect associations that
compete with the original
affective memory.

DORSOLATERAL
STRIATUM

Inhibitory stimulus-response
associations that suppress a
previously learned behavior.

HIPPOCAMPUS

Stimulus-stimulus associations
leading to a change in expectation
about availability of reinforcement

(e.g., a place/context no longer
associated with reinforcement).
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From January 2014
to December 2015

1834 participants were recruited from hospital
health examination centers.

From January 2016
to December 2017
A mean follow-up
of 2 years

At baseline:

Demographic characteristics, lifestyle, dietary
intake of nutrients and multi-domain cognitive
function tests of 1834 participants were collected.

(1) Structured questionnaire of demographics and
lifestyle factors

(2) Food frequency questionnaire (FFQ)

(3) Neuropsychological tests (MoCA, AVLI-IR,
AVLT-SR, AVLT-LR, LMT, DST-F and DST-B)

74 people were not contacted due to changes in
contact details.
7 people died.
368 people refused to participate in the follow-up.

At follow-up:
Multi-domain cognitive function tests of 1385
participants were conducted again.

Neuropsychological tests (MoCA, AVLI-IR,
AVLT-SR, AVLT-LR, LMT, DST-F and DST-B)
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Initial sequencing and analysis of the human genome: Lander, E. S. et al Nature 2001 Review 13,478
Global and regional mortaiity from 285 causes of death for 20 age  Lozano, R. et al. Lancet 2012 Aticke 5142
groups in 1990 and 2010: a systematic analysis for the Global

Burden of Disease Study 2010

Global prevalence of dementia: a Delphi consensus study Ferri, C. P. etal. Lancet 2005 Articke 2925
Global, regional, and national age-sex specific all-cause and Naghavi, M. et al. Lancet 2015 Aticke 25558
cause-specific mortality for 240 causes of death, 1990-2013: a

systematic analysis for the Global Burden of Disease Study 2013

Glutathione metabolism and its implications for health Wu, G. Y. etal. Journal of Nut 2004 Articke 1,59
Integrative analysis of 111 reference human epigenomes Kundaje, A. et al. Nature 2015 Aticke 1,185
Global, regional, and national lite expectancy, all-cause mortality, ~ Wang, H. D. et al. Lancet 2016 Articke 1,054
and cause-specific mortality for 249 causes of death, 1980-2015:

a systematic analysis for the Global Burden of Disease Study 2015

REST: a tookit for resting-state functional magnetic resonance  Song, X. W. et al. PLoS ONE 2011 Aticke 995
imaging data processing

Global, regional, and national incidence, prevalence, and years  Vos, T. etal. Lancet 2016 Artice 879

lived with disabilty for 310 diseases and injuries, 1990-2015: a
systematic analysis for the Global Burden of Disease Study 2015

Neuroinflammation in Aizheimer's disease Heneka, M. T. et al. Lancet Neurology 2015 Review 851
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Title

Initial sequencing and analysis of the human genome
Neuropathological staging of Alzheimer-related changes
Medicine~the amyloid hypothesis of Alzheimer's disease:
progress and problems on the road to therapeutics

Free radicals and antioxidants in normal physiological
functions and human disease

Accuracy of clinical diagnosis of idiopathic Parkinson's
disease: a ciinico-pathological study of 100 cases.

Gene dose of apolipoprotein E type 4 allele and the risk
of Alzheimer's disease i late onset families.

Global and regional mortality from 235 causes of death
for 20 age groups in 1990 and 2010: a systematic
analysis for the Global Burden of Disease Study 2010
Mild cognitive impairment - clinical characterization

and outcome

Mutation in the alpha-synuclein gene identified in families
with Parkinson's disease

The Montreal Cognitive Assessment, MoCA: a brief
screening tool for mild cognitive impairment

Authors

Lander, E. S. et al.
Braak, H. et al.
Hardy, J. et al.

Valko, M. et al.

Hughes, A. J. et al.

Corder, E. H. et al.

Lozano, R. et al.

Petersen, R.C. etal.

Polymeropouios, M. H. et al.

Nasreddine, Z. S. et al.

Journal

Nature
Acta Neuropathologica
Science

The Interational
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and Cel Biology

Journal of Neurology,
Neurosurgery and
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Science

Lancet

Avchives of Neurology
Science

Journal of the American
Geriatrics Society

Year

2001
1991
2002

2007
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2012
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Type

Review
Review

Review

Review

Article

Article

Article

Article

Article
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Times cited
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tACS tDCS Sham

Headache 1 2 1
Neck ache 1 [ 1
Scalp ache 0 2 1
Tingling 6 11 5
ftching 2 11 7
Erythema 7 12 8
Burning 5 8 4
Fatigue 7 5 4
Loss of concentration 6 3 4
Correct guess 18 21 14
Incorrect guess 9 6 12

Note: rating sums are shown. tAGS, transcranial altemating current stimuation; tDCS,
transcranial direct current stimulation; Sham, control condition.
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Mean (SD) Range

Age (years) 71.18 (6.42) 50-83
Years of education 14.79 3.4) 7-22
MoCA (0-20) 27.25 (2.17) 23-80
GDS (0-15) 079(1.13) 04
PA delayed recall (0-18) 1311 (274) 8-18
BTA (0-10) 5.96 (1.35) 28

Note: BT-A, Benton Test A (Benton Sivan and Spreen, 2009); GDS, Geniatric Depression
Scale (Yesavage et al, 1983); MoCA, Montreal Cognitive Assessment (Nasredcine et al,
2005); PA, paired assodiates test (Patermann and Lepach, 2012: Spaan, 2016).
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Effects of digit-position

Effects of presentation-pace

Interaction

First digit Last digit Self-paced test Fixed test Digit-position by Presentation-pace
Measure (M, SE) (M, SE) F (M, SE) (M, SE) F F
Theta 16.08 (1.68) 6.89 (0.80) 37.24** 18.26 (1.58) 4.7 (1.01) 79.37** 21.96%*
Delta 10.78 (2.04) 3.35 (0.65) 15.01** 9.2 (1.96) 4.94 (0.84) 5.07* 221
TD-SW —1.69 (0.62) 2.08 (0.34) 60.87** —0.08 (0.59) 0.47 (0.49) 0.74 1.20

**p <0.01, *p < 0.05.
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Study Country ~ Dose  Gender Ageyears Disease Typeof  Duration  Base Outcomes Dropout  Number  Number
(mber  (%men)  (SD)  Severity Drug (weeks)  MMSE (SD) of of any
of patient) dosing rate(%) adverse  adverse

events  events
caused
dropout

Cognition Function  Behavior ~ Global

Fedman  Canada  Placebo 39 740411 Moderate Flexble 2 1M9x4al - - NPI - 137 ) "7
etal, (146) tosevere
2001
10mgdaly 389  783%10 1742 160 12 120
(144)
Tariot United Placebo 18 859+925 Midto  Fixed 2 144458 - - ] - - - 102
etal States (105) moderate
2001
1omgdaly 17 854%85 144454 - - 9
(103)
Kiishnan  United Placebo 30 7244101 Midlo  Flxbe 2 190£46  ADAS- - - - 303 1 -
etal. States @9 moderate cog
2003
10mgdaly 26 744%70 195448 176 0 -
4
Tuneetal,  United Pecebo 286 7224957 Midto  Fixed 2 214%41  ADAS- - NPI - - - -
2008 States (14 moderate cog
10mgdaly 214 737525 208£37 - - -
(14)
Seltzer United Placebo 50  733+88 Midto  Fixed 2 24313 ADAS - - - 193 5 a7
etal, States ©7) moderate cog
2004
10mgdaly 40  733+96 241%17 27.1 15 67
(6)
lohannsen  Denmark  Placebo 369 714493  Midto  Fixed 12 185448  ADAS- - NPl - 194 - 33
etal. (103 moderate cog
2006
10mgdaly 404  741£76 18848 111 - 27
(©9)
Winblad ~ Sweden  Placebo 2 853459 Sevre  Fied 2 58431 - ADCS- NPI - 175 8 -
etal (120) ADL
2006
10mgdaly 21 B45£60 63430 258 20 -
(128)
Black Canada  Placebo  27.3 7804804 Severe  Fixed 2 744357 - ADCS- NPI cBC+ 247 18 "7
etal (167 ADL
2007
10mgdaly 323 7804820 754325 39 3 140
(176)
Homma  Japan Placebo 176 797475 Sewre  Flexble 2 80+33 - ADCS- -~ CBC+ 200 1 -
etal (102) ADL
2008
a smgdaly 208  780+890 79433 129 8 -
)
b 10mgdaly 207 769479 74434 129 18 -
©2)
Maher- United Placebo 30  716+672 Midto  Fixed 2 183+336 ADAS- - cBC+ 238 4 18
Edwads  Kingdom  (61) moderate g
etal,
2011
10mgdaly 97 7114839 1924320 149 1 2
®7)
Frdlich Germany  Placebo 48 735+642 Midto  Flexible 12 207439 ADAS- - - - 16 - 60
otal. (163) moderate cog
2011
c 510mg 342 7394648 2064390 187 - 60
daly (158)
Haigetal,  United Placebo 31 7034784 Midto  Fixed 12 182439  ADAS-  ADCS- NPl 307 3 2
2014 States 3 moderate Cog ADL
10mgdaly 400  705+831 18.1£4.1 a7 4 20
(60)
Gaut United Paacebo 382 7364823 Midto  Fixed 12 197+395 ADAS-  ADCS- NPl - 44 2 2
etal, States ©8) moderate cog ADL
2015
10mgdaly 544 7394792 1964382 88 8 29
©9)
Gaut United Placebo 975 7324739 Midto  Fixed 2 1914400 ADAS-  ADCS-  NPI - 144 3 56
etal States (104) moderate cog ADL
2016
10mgdaly 467  751%7.75 184442 197 7 a7
)
Jaeta.  China Paacebo 978 7004957 Sevee  Flexble 2 704340 - - - cBic+ 192 10 -
2017 (156)
10mgdaly 325 7164856 764336 184 14 -
(187)

ADAS-cog, Alzheimer's Disease (AD) Assessment Scale, cognitive subscale (possible range 0~70); ADCS-ADL, AD Cooperative Study Activities of Daily Living Inventory; ADCS-ADLsev, Alzheimer's Disease Cooperative
Study Activities of Daily Living Inventory modlified for severe dementia; CIBIC+, Clinicians’ Interview-Based impression of Change with Caregiver's Input (possible range 1-7); MMSE Mini-Mental State Examination, NP1
Neuropsychiatric Inventory, a, b, ¢ different doses of drug, - Not reported.
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Subject Stimulation side Stimulation block Proportion of correct Proportion of Performance (%)

pairs (ON/OFF) correct pairs

“intact” “rearranged” “new” ON OFF
Subject #1 Right 13 1.04 1.09 06 62 58
Subject #2 Left 14 1 247 063 57 45
Subject #3 Right 23 1.04 144 078 67 62
Subject #4 Left 24 1.04 144 09 83 77
Subject #5 Left 14 1.05 1.07 053 62 58
Subject #6 Right 23 1.06 147 083 73 58
Averaged - 1.04 135 071 67 60

Word pair memory task scores were obtained with stimulation randomly assigned to the *on” of *off” condliion. Stimulation side indlcates brain regions where each subject received
stimulation. The proportion of correct pairs of stimulation is shown across “on” and *off” stimulation concitions for intact and reamanged pairs. The proportion of correctly identified
new pairs. Performance indicates the proportion of correctly recognized pairs (intact pairs correctly identified as intact and rearranged pairs correctly identified as rearranged) during
“on” and “off” stimulation. Average across all six patients is shown in bold.
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Patient Demographics Clinical characteristics Stimulation parameter

Age  1Q/MQ  Seizureonset  Pathology Resection Epilepsytype ~ Anode  Cathode
1 2580 97412 ATG,TP PHG reactive gliosis PHG TLE RMHP  LWM
2 2580  78/81  TRSTG Ternporal lobe FOD LG TLE LmHP  LWM
3 20-25 110560  Amygdala FCD heterotopia PHG, Amygdala  TLE R.MHP  LWM
4 3085 9100  STG HP neuronal loss ATL, AH TLE LmHP  LWM
5 5055  77/94  PHG DG dispersion, HP neuronalloss ~ HP TE LmHP  LWM
6 2530 85411  OFC HP neuronal loss Amygdala, PHG  TLE RMHP  LWM

Abbreviations: I, inteligence quotient; MQ, memory quotient; R, right; L., left; HP, hippocampus; mHR, mid-hippocampus; LWM, limbic white matter; PHG, parahippocampal gyns;
DG, dentate gyrus; ATG, anterior temporal gyrus; STG, superior temporal gyrus; TG, inferior temporal gynus; TR temporal pole; TLE, temporal lobe epilepsy; FCD, focal cortical
dysplasia; ATL, anterior temporal lobe; AH, anterior hypothalamus; OFC, orbitofrontal cortex. Patient demographic data are presented together with clinical observations regarciing
identified seizure onset zones, pathology in patients who undenwent comesponding surgery, and neuropsychological test restits. A dlinical psychologist employed the Wechsler Adut
Intelligence Scale-Korean version (K-WAIS-1V) and the MQ of the Rey-Kim Memory test to assess each patient’s 1Q. Anode and cathode locations indiicate brain regions of stimulation in
each patient. In all patients, the stimulation location was either the left or right mid-hippocampus. The mean current was 2 mA, and the maan charge density was 360 uC/em?/phase.
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Donepezil Control

Study or Subgroup Mean SD Total Mean SD Total Weight

Std. Mean Difference

IV, Fixed. 95% Cl

2.1.1 Effect of donepezil on ADCS-ADL in mild to moderate group

Gault et al.,2015 2.95 6.99 66 1.58 7.04 67 10.2%
Gault et al.,2016 214 56 59 -1.79 8.16 89 10.5%
Haig et al.,2014 2.2 6.61 54 0.4 6.59 56 8.4%
Subtotal (95% CI) 179 212 29.0%
Heterogeneity: Chi?=2.19, df =2 (P = 0.33); I?= 9%

Test for overall effect: Z = 3.32 (P = 0.0009)

2.1.2 Effect of donepezil on ADCS-ADL in severe group

Black et al.,2007 -1.82 664 151 -253 6.63 140 22.3%
Homma et al.,2008a -0.1 5.88 9% -1.1 505 102 15.1%
Homma et al.,2008b -0.3 5.75 92 -11 505 102 14.8%
Winblad et al.,2006 -1.5 453 128 -29 548 120 18.8%
Subtotal (95% CI) 467 464 71.0%
Heterogeneity: Chiz =1.03, df =3 (P = 0.79); I? = 0%

Test for overall effect: Z = 2.69 (P = 0.007)

Total (95% CI) 646 676 100.0%

Heterogeneity: Chi? = 5.04, df =6 (P = 0.54); I?= 0%
Test for overall effect: Z = 4.05 (P < 0.0001)
Test for subaroup differences: Chi?=1.81.df =1 (P =0.18). 1?=44.8%

Galantamine Control

B Study or Subgroup Mean SD Total Mean SD Total Weight

2.1.1 Effect of galantamine on ADCS-ADL in mild to moderate group

Brodaty et al.,2005 1 078 242 27 899 258 252%
Tariot et al.,2000a 07 7.98 255 -38 971 262 25.4%
Tariot et al.,2000b 15 954 253 -38 971 262 25.4%
Subtotal (95% Cl) 750 782  76.0%

Heterogeneity: Tau? = 0.00; Chi? = 0.84, df =2 (P = 0.66); I> = 0%
Test for overall effect: Z = 5.51 (P < 0.00001)

2.1.2 Effect of galantamine on ADCS-ADL in severe group
Burns et al.,2009 113 462 207 1.57 4.62 200
Subtotal (95% CI) 207 200
Heterogeneity: Not applicable

Test for overall effect: Z =0.96 (P = 0.34)

24.0%
24.0%

Total (95% Cl) 957 982 100.0%
Heterogeneity: Tau? = 0.03; Chiz = 12.29, df = 3 (P = 0.006); I> = 76%

Test for overall effect: Z =2.08 (P = 0.04)

Test for subarouno differences: Chi2=11.45.df =1 (P =0.0007). I2=91.3%

Control
| _Mean

Rivastigmine
| _Weigh

Std. Mean Difference
IV. Fixed. 95% CI

0.19 [-0.15, 0.53]
0.54 [0.20, 0.87]
0.27 [-0.10, 0.65]
0.34 [0.14, 0.54]

0.11 [-0.12, 0.34]
0.18 [-0.10, 0.46]
0.15 [-0.13, 0.43]
0.28 [0.03, 0.53]
0.18 [0.05, 0.31]

0.22 [0.12, 0.33]

Std. Mean Difference
IV, Random. 95% CI

<>

-1 -0.5 0
Favours [experimental]

0.5
Favours [control]

Std. Mean Difference
IV, Random, 95% CI

0.26 [0.09, 0.44]
0.35[0.17, 0.52]
0.24 [0.07, 0.41]
0.28 [0.18, 0.38]

-0.10 [-0.29, 0.10]
-0.10 [-0.29, 0.10]

0.19 [0.01, 0.37]

Mean Difference
IV, Fix 5% CI

_.._
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<&
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o

' 0.5 1
]

-1 -0.5 0
Favours [experimental] Favours [control

Mean Difference
IV, Fixed, 95% CI

2.1.1 Effect of rivastigmine on ADCS-ADL in mild to moderate group

-0.5 95 254

254

Winblad et al.,2007 -2.3 94
Subtotal (95% Cl)
Heterogeneity: Not applicable

Test for overall effect: Z=2.20 (P = 0.03)

281 100.0%
281 100.0%

1.80 [0.20, 3.40]
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B

C

D

1.1.1 Effect of rivastigmine on ADAS-cog in mild to moderate group
28 7.2

2 14
1.34 7.3
1 6.8

Feldman et al.,2007 02 73 227
Forette et al.,1999 -26 14 23
Rosler et al.,1999 -0.26 6.3 242
Winblad et al.,2007 -06 6.2 253
Subtotal (95% CI) 745

220

19
238
281

758 100.0%

Heterogeneity: Tau? = 0.15; Chi? = 38.79, df = 3 (P < 0.00001); 1> = 92%

Test for overall effect: Z = 3.04 (P = 0.002)

Memantine

1.1.1 Effect of memantine on ADAS-cog in mild to moderate group

Bakchine et al.,2008 -1.93 6.71 277
Peskind et al.,2006 -0.8 7.82 195
Porsteinssonet al.,2008 0.6 1311 214
Subtotal (95% CI) 686

Control

Heterogeneity: Chi?=1.93, df =2 (P = 0.38); 7= 0%

Test for overall effect: Z = 2.35 (P = 0.02)

292%  -0.41[-0.60, -0.23] -
12.0%  -322[-4.17,-228] ———
29.3%  -0.23[-0.41, -0.05] *
205%  -0.24[-0.42, -0.07] -
-0.65 [-1.06, -0.23] <o
4 2 0 2 4

-1.08 6.27 135
1.1 788 198
1.2 12.07 213

546

Std.
Study or Subgroup Mean SD Total Mean SD_ Total Weight

Study or Subgroup Mean SD Total Mean SD Total Weight IV. Random, 95% CI

Donepezil Control Std. Mean Difference Std. Mean Difference
Study or Subgroup Mean SD Total Mean SD Total Weight IV, Fixed. 95% CI IV, Fixed. 95% CI
1.1.1 Effect of donepezil on ADAS-cog in mild to moderate group
Frolich et al.,2011 -11 541 158 -0.3 536 163 27.4% -0.15[-0.37, 0.07] — &
Gault et al.,2015 -3.27 5.92 64 -0.78 5.97 65 10.8% -0.42 [-0.77, -0.07] - -
Gault et al.,2016 -3.56 6.69 59 -0.76 6.99 88 11.9% -0.41 [-0.74, -0.07] -
Haig et al.,2014 -4.32 5.81 54 -16 5.69 56 9.2% -0.47 [-0.85, -0.09] .
Johannsen et al.,2006 0.65 3.5 94 0.7 6.93 98 16.4% -0.01 [-0.29, 0.27] D
Krishnan et al.,2003 0.2 0 34 3.2 0 32 Not estimable
Maher-Edwards et al.,2011 -1.5 5.89 65 -0.3 5.99 56 10.3% -0.20 [-0.56, 0.16] L
Seltzer et al.,2004 -1.68 4.03 96 0.58 4.03 57 11.8% -0.56 [-0.89, -0.22] -
Tune et al.,2003 -3.65 5.03 14 -1.56 2.07 13 2.2% -0.52 [-1.29, 0.25] .
Subtotal (95% CI) 638 628 100.0% -0.28 [-0.39, -0.16] ‘
Heterogeneity: Chi? = 10.23, df =7 (P = 0.18); 1> = 32%
Test for overall effect: Z=4.72 (P < 0.00001)
-1 -0.5 0 0.5 1
Favours [experimental] Favours [control]
Galantamine Control Std. Mean Difference Std. Mean Difference
Study or Subgroup Mean SD Total Mean SD Total Weight IV, Fixed, 95% CI IV, Fixed, 95% CI
1.1.1 Effect of galantamine on ADAS-cog in mild to moderate group
Brodaty et al.,2005 -16 6.2 296 1.2 568 296 14.7% -0.47 [-0.63, -0.31] T
Raskind et al.,2000a -1.9 512 202 2 6.47 207 9.9% -0.67[-0.87,-0.47] —
Raskind et al.,2000b -14 6.18 197 2 6.47 207 10.0% -0.54 [-0.73, -0.34] -
Rockwood et al.,2001 -1.1 51 239 06 493 120 8.1% -0.34 [-0.56, -0.12] -
Tariot et al.,2000a -1.4 557 253 1.7 6.23 255 12.6% -0.52 [-0.70, -0.35] - &
Tariot et al.,2000b -14 6.2 253 1.7 6.23 255 12.6% -0.50 [-0.67, -0.32] - =
Wilcock et al.,2000a -0.5 564 220 24 6.01 215 10.8% -0.50 [-0.69, -0.31] -
Wilcock et al.,2000b -0.8 6.33 217 24 6.01 215 10.7% -0.52 [-0.71, -0.33] -
Wilkinson and Murray et al.,2001a -0.1 6.3 81 1.6 6.34 82 4.1% -0.27 [-0.58, 0.04]
Wilkinson and Murray et al.,2001b -1.4 6.67 55 1.6 6.34 82 3.3% -0.46 [-0.81, -0.11]
Wilkinson and Murray et al.,2001c -0.7 5 51 1.6 6.34 82 3.2% -0.39 [-0.74, -0.04] e
Subtotal (95% CI) 2064 2016 100.0% -0.49 [-0.56, -0.43] <&
Heterogeneity: Chi? = 7.69, df = 10 (P = 0.66); 1> = 0%
Test for overall effect: Z = 15.38 (P < 0.00001)
-0.5 -0.25 0 025 05
Favours [experimental] Favours [control]
Rivastigmine Control Std. Mean Difference Std. Mean Difference

IV, Random. 95% CI

Mean Difference
IV, Fixed. 95% CI

Favours [experimental]

Favours [control]

Std. Mean Difference
IV, Fixed. 95% CI

30.2%
32.5%
35.6%
98.3%

1.1.2 Effect of memantine on ADAS-cog in moderate to severe group
5.5

Wang et al.,2013 1.2 4.7 11
Subtotal (95% CI) 11
Heterogeneity: Not applicable

Test for overall effect: Z=1.33 (P = 0.18)

Total (95% CI) 697

-1.9

Heterogeneity: Chi? = 4.59, df = 3 (P = 0.20); 1> = 35%

Test for overall effect: Z=2.15 (P = 0.03)

11

11

1.7%
1.7%

557 100.0%

Test for subaroup differences: Chi2=2.66.df =1 (P =0.10). I2=62.4%

-0.13 [-0.34, 0.08]
-0.24 [-0.44, -0.04]

-0.05 [-0.24, 0.14]
-0.14 [-0.25, -0.02]

0.58 [-0.27, 1.44]
0.58 [-0.27, 1.44]

-0.12 [-0.24, -0.01]

—
—.—
—.—
<
< -
<&

1 05 0 05 1

Favours [experimental] Favours [control]
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Riboflavin groups (mg/day) USFA groups (g/day)

Low group High group t value P value Low group High group t value P value
(<1.21 mg/day) (>1.21 mg/day) (<42.89 g/day) (>42.89 g/day)
n =496 n =303 n =493 n =306
d-MoCA2P —0.06 £ 0.14 0.33 £0.17 —1.76 0.080 —-0.01 £0.14 0.25 £ 0.17 —-1.20 0.232
d-AVLT-IR&-¢ —1.14 £ 0.23 —0.13 +£0.29 —2.69 0.007 —1.10+£0.24 —0.20 £ 0.28 —2.42 0.016
d-AVLT-SRe-d —0.39 +£ 0.11 —0.31 £0.13 —0.45 0.653 —0.40 £ 0.11 —0.29 £0.13 —0.64 0.526
d-AVLT-LR®® —-0.53+0.12 —-0.23 +£0.15 —1.56 0.119 —0.50 £ 0.12 —0.28 £ 0.16 —1.10 0.272
d-LmTaf —0.43 £ 0.21 —0.48 £0.26 0.14 0.885 —0.74 £ 0.21 0.02 £0.24 —2.32 0.020
d-DST-F&:9 —0.04 +£ 0.07 —0.21 £0.07 1.64 0.101 —0.09 £ 0.07 —0.14 £ 0.08 0.54 0.591
d-DST-B*h —0.50 + 0.07 —0.21 £0.08 —2.75 0.006 —0.53 £ 0.07 —0.17 £ 0.08 —3.58 <0.001
d-composite score®i —3.09 + 0.54 —1.24 £0.69 —-2.10 0.036 —3.37 £ 0.56 —0.81 £ 0.64 —3.00 0.003

aContinuous variables, means + SE, and t value are presented: °d-MoCA = follow-up MoCA score - baseline MoCA score; ¢a-AVLT-IR = follow-up AVLT-IR score - baseline
AVLT-IR score; 9d-AVLT-SR = follow-up AVLT-SR score - baseline AVLT-SR score; ©d-AVLT-LR = follow-up AVLT-LR score - baseline AVLT-LR score; 'd-LMT = follow-up
LMT score - baseline LMT score; 9d-DST-F = follow-up DST-F score - baseline DST-F score; "d-DST-B = follow-up DST-B score - baseline DST-B score; 'd-composite
score = follow-up composite score - baseline composite score. USFA, unsaturated fatty acid; MoCA, Montreal cognitive assessment; AVLT-IR, auditory verbal learning
test-immediate recall; AVLT-SR, auditory verbal learning test-short recall; AVLT-LR, auditory verbal learning test-long recall; LMT, logical memory test; DST-F, digit span
test-forward: DST-B, digit span test-backward.
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Records identified through Additional records identified

database searching through other sources
(n=2948) (n=7)
Records after duplicates removed
(n=1560)

Records excluded (n=987)

Records screened
(n=1560)

Full-text articles excluded (n=531)
-No intervention/control (n=19)

-Same trial (n=135) Full-text articles
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-No interest outcome (n=19)
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functional outcome
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Riboflavin groups (mg/day) USFA groups (g/day)

Low group High group t value P value Low group High group t value P value
(<1.28 mg/day) (>1.28 mg/day) (<43.33 g/day) (>43.33 g/day)
n =392 n=194 n =359 n =227
d-MoCA®P —0.37 £ 0.156 0.10 £ 0.19 —1.83 0.068 —0.19+0.16 —0.256+0.18 0.25 0.803
d-AVLT-IR%:¢ —0.97 £ 0.24 —0.18 £ 0.40 —-1.78 0.076 —0.93 £ 0.27 —0.36 + 0.35 —-1.32 0.186
d-AVLT-SRad —0.30+0.12 —-0.13+0.18 -0.78 0.437 —0.256 +£0.12 —-0.23 £0.17 —0.08 0.933
d-AVLT-LR®® —0.48+0.13 —0.30 £0.20 -0.78 0.436 —0.38 £ 0.14 —0.49 £ 0.17 0.50 0.617
d-LmTaf —0.74 £ 0.25 —0.27 £0.34 —1.11 0.270 —0.68 £+ 0.26 —0.44 +£0.32 —0.59 0.558
d-DST-F2:9 —0.11 £ 0.07 —0.19 +£0.09 0.68 0.495 —0.14 £ 0.07 —0.13 £ 0.08 -0.15 0.878
d-DST-B&h —0.46 + 0.07 —0.25 £ 0.09 —1.87 0.062 —0.41 £0.07 —0.35 £0.08 —0.59 0.554
d-composite score®! —3.43 + 0.59 —1.22 +0.89 =211 0.035 —2.99 £+ 0.62 —2.25+0.82 —-0.73 0.465

aContinuous variables, means + SE, and t value are presented: °d-MoCA = follow-up MoCA score - baseline MoCA score; ¢a-AVLT-IR = follow-up AVLT-IR score - baseline
AVLT-IR score; 9d-AVLT-SR = follow-up AVLT-SR score - baseline AVLT-SR score; ©d-AVLT-LR = follow-up AVLT-LR score - baseline AVLT-LR score; 'd-LMT = follow-up
LMT score - baseline LMT score; 9d-DST-F = follow-up DST-F score - baseline DST-F score; "d-DST-B = follow-up DST-B score - baseline DST-B score; 'd-composite
score = follow-up composite score - baseline composite score. USFA, unsaturated fatty acid; MoCA, Montreal cognitive assessment; AVLT-IR, auditory verbal learning
test-immediate recall; AVLT-SR, auditory verbal learning test-short recall; AVLT-LR, auditory verbal learning test-long recall; LMT, logical memory test; DST-F, digit span
test-forward: DST-B, digit span test-backward.
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Riboflavin groups (mg/day) USFA groups (g/day)

Low group High group t value P value Low group High group t value P value
(<1.24 mg/day) (>1.24 mg/day) (<43.08 g/day) (>43.08 g/day)
n =887 n =498 n =852 n =533
d-MoCA%P —0.17 £ 0.10 0.20+0.13 —2.24 0.025 —0.07 £ 0.11 0.02 £0.12 —0.54 0.591
d-AVLT-IR%:¢ —-1.07 £ 0.17 —0.13 +£0.24 —3.31 0.001 —1.03+0.18 —0.26 + 0.22 -2.72 0.007
d-AVLT-SRad —0.35 4+ 0.08 —0.23 £ 0.11 —0.86 0.393 —0.33 £ 0.08 —-0.27 £ 0.11 —0.49 0.623
d-AVLT-LR®® —0.50 &+ 0.09 —-0.27 £0.12 —1.56 0.118 —0.45 £ 0.09 —0.37 £ 0.11 —0.58 0.565
d-LmTaf —0.58 £ 0.16 —0.37 £0.20 —0.81 0.421 —0.72+0.16 —0.16 £ 0.20 -2.15 0.032
d-DST-F2:9 —0.07 £ 0.05 —0.21 £0.06 1.84 0.066 —0.11 £ 0.05 —0.14 + 0.06 0.45 0.654
d-DST-B&h —0.47 £ 0.05 —0.25 +0.06 —2.88 0.004 —0.48 £ 0.05 —0.25 £ 0.06 -3.18 0.002
d-composite score®! —3.28 + 0.40 —1.26 +0.55 —-2.92 0.004 —3.20 £ 0.42 —1.44 + 0.51 —2.66 0.008

aContinuous variables, means = SE, and t value are presented; °d-MoCA = follow-up MoCA score - baseline MoCA score; ¢d-AVLT-IR = follow-up AVLT-IR score - baseline
AVLT-IR score; 9d-AVLT-SR = follow-up AVLT-SR score - baseline AVLT-SR score; ©d-AVLT-LR = follow-up AVLT-LR score - baseline AVLT-LR score; 'd-LMT = follow-up
LMT score - baseline LMT score; 9d-DST-F = follow-up DST-F score - baseline DST-F score; "d-DST-B = follow-up DST-B score - baseline DST-B score; 'd-composite
score = follow-up composite score - baseline composite score. USFA, unsaturated fatty acid; MoCA, Montreal cognitive assessment; AVLT-IR, auditory verbal learning
test-immediate recall; AVLT-SR, auditory verbal learning test-short recall; AVLT-LR, auditory verbal learning test-long recall; LMT, logical memory test; DST-F, digit span
test-forward; DST-B, digit span test-backward.
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Transcript
Psd-95
p-actin

Syngapl

Fmrl

Forward sequence
(5'3)
ATGGCAGGTT
GCAGATTGGA
GGCTCCTAGC
ACCATGAAGAT
CAACCGGAA
GCTGGAAGAG
GCAGTTGGTG
CCTTCTCTGT

Reverse Sequence
(5'3)

GGTTGTGA
TGTCTGGGGGAG
AAACGCAGC
TCAGTAACAGTC
CATCAGCCT
GCCAATGATGC
GCTGCCTTGA
ACTCTCCAGT
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Global cognitive function of follow-up.

Model

Riboflavin (mg/day) ~ Model 1¢
Model 2¢
Model 3°
USFA (g/day)” Model 1¢
Model 29
Model 3°

$(95% CI®>

1.32(0.28, 2.36)
1:31(0.26,2.35)
1.31(0.26,2.35)
1.18(0.19,2.16)
1.19(021,2.18)
1.15(0.16,2.14)

t

250
246
245
235
238
229

Pvalue

0013
0014
0015
0019
0018
0022

Verbal memory of follow-up

Model

Model 1°
Model 20
Model 3°
Model 1¢
Model 29
Model 3

B (95% C®

035(001,0.70)
0.36(0.02,0.71)
0.370.02,0.71)
0.28(~0.05, 0.60)
0.27(-006, 0.59)
0.26(-007, 0.58)

t

202
205
208
1.66
160
154

Pvalue

0043
0040
0038
0007
0109
0125

Attention of follow-up.

Model

Model 1¢
Model 2¢
Model 3°
Model 1¢
Model 2¢
Model 3

B(95% CIP

~0.04(~0.40, 0.31)
~0.11(-046,024)
~0.11(-046,025)
0.13(-021,0.46)
0.12(-021,0.46)
0.12(-0.22,0.45)

t

-0.24
~062
-060
075
o7t
067

Pvalue

0811
0539
0549
0455
0.480
0505

SUSFA, unsaturated fatty acid; °f values of nutrents represent an increment of one unit (each SD increment): “Model 1 adjusted for baseline value of muli-domain cognitive function (Montreal cognitive assessment
(MoCA) of baseline, verbal memory of baselie, or attention of baseline] and other nutrents (protein, fat, carbohycrate, cholesterol, vitamin A, thiamin, niacin, vitamin C, vitamin E, and saturated fatty acic); “Model 2
adjusted for baseline value of mult-domain cognitive function (MoCA of baseline, verbal memory of baseline or attention of baseline) other nuirents (protein, fat, carbohydate, cholesterol, vitamin A, thiamin, niacin,
vitamin C, vitamin €, and saturated fatty acic), and demographic characteristcs [sex, age, education, and body mass index (BM); °Model 3 adjusted for baseline value of mult-domain cognitive function (MoGA of
baseine, verbal memory of baseline or attention of baseline), other nutrients (orotein, fat, carbohycate, cholesterol, vitamin A, thiamin, niacin, vitamin C, vitamin £, and saturated fatty aci), demographic characteristics
(sex, age, education, and BMI), and lifestyle (smoking, drinking, and reading).
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MoCA of baseline”
Verbal memory of baseline
Attention of baseline
Protein (g/day)

Fat (g/day)
Carbohydrate (g/day)
Cholesterol (mg/day)
Vitamin A (xg/day)
Thiamin (mg/day)
Ribofiavin (mg/day)
Niacin (mg/day)
Vitamin C (mg/day)
Vitamin E (mg/day)
Saturated fatty acid (g/day)
USFA (g/day)®

Sex (Female)
Age (years)

Education®

Low

Vidde

High

BMI (kg/m?)°
Smoking (Yes)
Drinking (Yes)
Reading (Yes)

Global cognitivefunctionof follow-up.

$(95% CI)*

049 (0.44,0.53)
~041(~121,039)
~0.71 (~148,0.05)

019 (~020,0.67)

002 (~0.26,0.29)
~0.70 (- 1.79,0.38)
~0.04 (- 0.59,0.50)

1.31(0.26,2.35)

0.22 (- 0.40,0.83)
-0.36 (- 0.86,0.13)
-0.46 (- 0.97,0.05)
~0.08 (- 062,0.46)

1.15 (0.16,2.14)

012 (-0.28,0.52)
~0.03 (~0.06,0.004)

Ref.
082 (041,1.22)
1.67 (099, 2.15)

~0.002 (- 0,049, 0.046)

-0.07 (- 049,0.35)
0.11(~028,0.50)
039 (0.08,0.70)

2052

-101
~183
095
014
-1.28
-0.15
245
069
—1.44
-1.76
-029
229
057
~1.69

397
527
-006
-034
056
250

Pvalue

<0001

0311
0067
0344
0887
0202
0881
0015
0490
0151
0079
0772
0022
0569
0092

<0001
<0001
0950
0735
0579
0013

Verbalmemoryof follow-up Attentionof follow-up
B(95% CI)* t  Pvalue B(95% CI® t  Pualue

047 (0.42,052) 1953 <0001 - - =
o = = 041 (0:36,0.46) 1667 <0001
-015(-041,012)  -110 0273 ~0.03 (~031,0.24) 0.808
~018(-044,007)  —142 0155 ~002 (~0.28,0.24) 0898
-006(-019,006 ~ -098 0328 009 (-0.04,0.22) 0176
009 (~0.002,0.18) 193 0054 002 (~0.08,0.11) 0714
-032(-068,004)  -174 0082 004 (~033,041) 0818
008 (-0.10,026) 0403 ~0.10(~0.29,0.08) 0287
037 (0.02,0.71) 0038 0.1 (~0.46,0.25) 0549
008 (-0.12,029) 0426 003 (-0.18,0.24) 0766
~001 (~0.18,0.15) 0868 012 (~0.05,029) 0155
002 (~0.15,0.18) 0858 ~0.11(~0.28,0.06) 0210
-0.13 (-031,0.05) 0142 006 (~0.13,0.24) 0542
026 (~0.07,0.58) 0125 012 (~0.22,0.45) 0505
0.16 (0.02,0.29) 0022 ~0.06 (- 0.20,0.08) 0395
~0.03 (~0.04,~0.02) <0001 001 (~0.001,002) 0.085

Rel. = = Ref, =

007 (~0.06,0.20) 110 o2r2 0.36(0.23,0.50) 533 <0001
013 (-0.06,032) 136 0173 062 (0.43,0.82) 623 <0001
-002(-004,-0.008) -237 0018 -001(-002,001)  -0.94 0346
001 (-0.13,0.15) 015 0883 003(-012,017) 037 0709
001 (~0.12,0.14) 008 0939 -004(~017,009) 059 0555
0.15 (0.05,0.26) 301 0003 006(-004,017) 147 0242

% values of nutrients represent an increment of each SD increment; ®MoCA, Montreal cognitive assessment; USFA, unsaturated fatty acia; “Educational: low (ilterate and elementary school), midde (unior high
school, senior high school, and technical secondary school), and high (college and graduate school); ®BMI, body mass index.
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Baseline Follow-up

Measures Principal Principal Measures Principal Principal
component 12 component 2° component 12 component 2P
AVLT-IR® 0.86 017 AVLT-IR® 0.86 0.23
AVLT-SRY 0.94 0.11 AVLT-SRY 0.92 0.16
AVLT-LR® 0.93 0.13 AVLT-LR® 0.91 0.15
LM 0.36 0.56 LMTf 0.41 0.58
DST-F9 —0.09 0.82 DST-F9 0.05 0.79
DST-B" 0.20 0.71 DST-B" 0.15 0.69
Eigenvalue 2.67 1.85 2.61 1.58
Variance contribution rate (%) 44.48 2577 43.48 25.78
Cumulative variance contribution rate (%) 44.48 70.25 43.48 69.26
Naming of cognitive function domains Verbal memory Attention Verbal memory Attention
domain domain domain domain

aprincipal component 1, verbal memory domain; ?Principal component 2, attention domain; ¢AVLT-IR, auditory verbal learning test-immediate recall: °AVLT-SR, auditory
verbal learning test-short recall: °AVLT-LR, auditory verbal learning test-long recall; fLvT, logical memory test; IDST-F, digit span test-forward; hpST-B, digit span test-
backward.
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Alln=1385 Male n = 586 Female n = 799 X 2 or t value P value

Age (years)? 58.75 + 4.43 59.10 +£ 4.37 58.50 + 4.47 2.47 0.013
Education n (%)°-°

Low 230 (16.6) 49 (8.4) 181 (22.7) 78.57 < 0.001

Middle 983 (71.0) 425 (72.5) 558 (69.8)

High 172 (12.4) 112 (19.1) 60 (7.5)
BMI (kg/m?2)e-d 24.68 +2.92 25.05 + 2.80 24.41 +£2.97 405 < 0.001
Smoking n (%)°

No 1007 (72.7) 232 (39.6) 775 (97.0) 561.42 < 0.001

Yes 378 (27.3) 354 (60.4) 24 (3.0)
Drinking n (%)P

No 979 (70.7) 228 (38.9) 751 (94.0) 495.05 < 0.001

Yes 406 (29.3) 358 (61.1) 48 (6.0)
Reading n (%)°

No 857 (61.9) 293 (50.0) 564 (70.6) 60.75 < 0.001

Yes 528 (38.1) 293 (50.0) 235 (29.4)
Protein (g/d)® 56.97 + 24.90 60.93 + 26.97 54.06 + 22.85 4.99 < 0.001
Fat (g/d)? 62.21 + 40.09 64.22 + 43.70 60.73 +£ 37.18 1.60 0.109
Carbohydrate (g/d)? 233.52 + 96.97 250.51 + 107.20 221.05 + 86.70 5.47 < 0.001
Cholesterol (mg/d)? 233.33 + 153.59 249.16 + 165.73 221.72 £ 143.03 3.30 0.001
Vitamin A (jLg/d)? 684.72 + 688.17 701.70 £+ 736.84 672.27 + 650.36 0.79 0.432
Thiamin (mg/d)? 1.11£0.48 1.19 £ 0.52 1.06 £ 0.44 5.22 < 0.001
Riboflavin (mg/d)? 1.24 £0.93 1.28 £ 0.99 1.21+£0.88 1.49 0.136
Niacin (mg/d)? 15.51 £ 9.60 16.43 £+ 10.42 14.83 +£8.90 3.07 0.002
Vitamin C (mg/d)? 108.74 £ 104.37 106.69 + 107.72 110.23 £ 101.89 —-0.62 0.633
Vitamin E (mg/d)? 40.13 £ 23.19 40.16 + 23.84 40.12 £ 22.71 0.03 0.976
Saturated fatty acid (g/d)? 13.10 £ 7.54 13.63 +£8.13 12.70 £ 7.06 2.26 0.024
USFA (g/d)2-© 43.08 + 30.08 43.33 + 32.05 42.89 + 28.57 0.27 0.786
MoCA?f 24.19 + 3.26 24.72 + 3.038 23.80 + 3.37 5.34 < 0.001
AVLT-IR#9 15.62 + 4.95 16.07 £ 4.64 16.02 £ 5.13 —3.59 < 0.001
AVLT-SRa-h 5.50 £ 2.49 521 £2.38 571 +2.54 —-3.78 < 0.001
AVLT-LRe 463 +£2.76 426 +£2.53 4.89+2.88 —4.32 < 0.001
LMTa 10.54 + 4.94 10.99 + 4.92 10.21 £ 4.94 291 0.004
DST-Fak 7.80+1.16 7.92 £1.01 7.71+1.25 3.49 0.001
DST-B?! 427 £1.07 4.35 +£1.04 421 +£1.09 235 0.019

aContinuous variables, means = SD, and t value are presented;; ? Categorical variables, numbers (percentages), and x° value are presented; °Educational: low (iliterate
and elementary school), middle (junior high school, senior high school, and technical secondary school), and high (college and graduate school); °BMI, body mass
index; ©USFA, unsaturated fatty acid; "MoCA, Montreal cognitive assessment; 9AVLT-IR, auditory verbal learning test-immediate recall; "AVLT-SR, auditory verbal learning
test-short recall; 'AVLT-LR, auditory verbal learning test-long recall; ILmT, logical memory test; kKDST-F digit span test-forward; 'DST-B, digit span test-backward.
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B

C

Favours [experimental]

Favours [control]

Donepezil Control Odds Ratio Odds Ratio
Study or Subgroup Events Total Events Total Weight M-H. Fixed. 95% CI M-H. Fixed. 95% CI
4.1.1 Effect of donepezil on CIBIC+ in mild to moderate group
Maher-Edwards et al.,2011 28 65 17 55 10.9% 1.69 [0.80, 3.59] T -
Subtotal (95% CI) 65 55 10.9% 1.69 [0.80, 3.59] e
Total events 28 17
Heterogeneity: Not applicable
Test for overall effect: Z=1.37 (P = 0.17)
4.1.2 Effect of donepezil on CIBIC+ in moderate to severe group
Black et al.,2007 46 167 36 157 27.9% 1.28 [0.77, 2.11] =
Homma et al.,2008a 23 96 24 102 18.3% 1.02 [0.53, 1.97] - r
Homma et al.,2008b 43 92 24 102 12.6% 2.85[1.54, 5.27] -
Subtotal (95% CI) 355 361 58.7% 1.54 [1.10, 2.14] <&
Total events 112 84
Heterogeneity: Chi? = 5.89, df = 2 (P = 0.05); 1> = 66%
Test for overall effect: Z = 2.54 (P = 0.01)
4.1.3 Effect of donepezil on CIBIC+ in severe group
Jia et al.,2017 54 150 46 151 30.4% 1.28 [0.79, 2.08] e
Subtotal (95% Cl) 150 151 30.4%  1.28 [0.79, 2.08] 2
Total events 54 46
Heterogeneity: Not applicable
Test for overall effect: Z=1.02 (P = 0.31)
Total (95% CI) 570 567 100.0% 1.48 [1.14, 1.91] 4
Total events 194 147 . . . .
H . 12 — _— - - ]2 = 0 I T T 1
e e o oy ot o G
, , Favours [experimental] Favours [control]
Test for subaroup differences: Chi? = 0.50. df =2 (P =0.78). 7= 0%
Galantamine Control Odds Ratio Odds Ratio
Study or Subgroup Events Total Events Total Weight M-H, Fixed, 95% CI M-H. Fixed. 95% CI
4.1.1 Effect of donepezil on CIBIC+ in mild to moderate group
Brodaty et al.,2005 64 302 62 301 19.2% 1.04 [0.70, 1.54] N
Raskind et al.,2000a 37 186 27 196 8.3% 1.55 [0.90, 2.67] -
Raskind et al.,2000b 27 171 27 196 8.3% 1.17 [0.66, 2.09] I
Rockwood et al.,2001 61 240 24 123 9.3% 1.41[0.83, 2.39] T
Tariot et al.,2000a 169 253 128 255 16.6% 2.00 [1.39, 2.806] &
Tariot et al.,2000b 162 253 128 255 18.0% 1.77 [1.24, 2.52] =
Wilcock et al.,2000a 36 206 33 203 10.8% 1.09 [0.65, 1.83] -
Wilcock et al.,2000b 48 198 33 203 9.7% 1.65 [1.01, 2.70] _'_
Subtotal (95% CI) 1809 1732 100.0% 1.48 [1.26, 1.73] ¢
Total events 604 462
Heterogeneity: Chi? = 8.98, df =7 (P = 0.25); I? = 22%
Test for overall effect: Z =4.87 (P < 0.00001)
0.01 0.1 1 10 100
Favours [experimental] Favours [control]
Rivastigmine Control Odds Ratio Odds Ratio
Study or Subgroup Events Total Events Total Weight M-H, Fixed, 95% CI M-H, Fixed. 95% CI
4.1.1 Effect of rivastigmine on CIBIC+ in mild to moderate group
Feldman et al.,2007 66 220 40 213 50.0% 1.85[1.18, 2.90] —i—
Rosler et al.,1999 80 219 46 230 50.0% 2.30[1.51, 3.52] ——
Subtotal (95% Cl) 439 443 100.0%  2.08 [1.53, 2.83] <o
Total events 146 86
Heterogeneity: Chi? = 0.47,df =1 (P = 0.49); I? = 0%
Test for overall effect: Z = 4.65 (P < 0.00001)
0.05 0.2 1 5 20
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Analysis Chr Start End SNP Position P-value
GWAS 1" 27,676,440 27,743,605 rs11030102 27,681,596 4.600E-10
COJO 1" 27,676,440 27,743,605 rs12273363 27,744,859 7.3750E-04
MTAG 1" 27,676,440 27,743,605 rs138385919 27,690,566 2.867E-11
MTAG 1" 27,676,440 27,743,605 rs138385919 27,690,566 2.867E-11
HighestMathClass 1" 27,676,440 27,743,605 rs962369 27,734,420 3.581E-11

The Informative SNP. the genome position of the SNIP. and P-value for each analysis are shown.
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Gene  Chr Start End SNP Position ~ Location ~GWAS-Eduyears ~COJO-Eduyears ~MTAG-eduyears ~Math ability ~ Highest Cognitive
math class ~ performance

PDE1A 2 183,004,762 183,387,572 rs1835339 183,398,680 upstream 5.590E-09

PDE1A 2 183,004,762 183,387,572 rs4666851 183,378,875 intragenic 4.470€-11

PDE1B 12 54,943,177 54,973,023 null

PDE1C 7 31,791,666 32,339,016 rs9771228 32,322,496 intragenic 5.910E-11 5.977E-11 9.187E-13

PDE1C 7 31,791,666 32,339,016 rs4720058 32,291,774 intragenic 2.192E-12
PDE1C 7 31,791,666 32,339,016 rs7798739 32,292,961 intragenic 1.114E-08 1.786E-10
PDE2A 11 72,287,184 72,386,497 rs72962169 72,365,669 intragenic 1.260E-19 1.914E-19 5.239E-21

PDE3A 12 20,622,179 20,840,575 null

PDE3B " 14,665,191 14,893,605 null

PDE4A 19 10,627,449 10,580,307 null

PDE4B 1 66,258,193 66,840,262 rs55675587 66,224,881 upstream 5.920E-09 1.680E-08

PDE4B 1 66,258,193 66,840,262 rs11208742 66,239,487 upstream 9.634E-10

PDE4B 1 66,258,193 66,840,262 rs11208757 66,269,936 intragenic 1.088E-11 2.753E-13
PDE4B 1 66,258,193 66,840,262 rs11208774 66,410,109 intragenic 1.610E-08 5.433E-10 1.383E-10
PDE4B 1 66,258,193 66,840,262 rs1392816 66,481,188 intragenic 2.440E-10 3.066E-09

PDE4B 1 66,258,193 66,840,262 rs72667460 66,536,012 intragenic 3.166E-09

PDEA4C 19 18,318,771 18,359,010 null

PDE4D 5 58,264,865 659,783,925 rs13361043 58,318,963 intragenic 1.840E-08

PDE4D 5 58,264,865 659,783,925 rs61511922 58,304,269 intragenic 1.280E-12 2.056E-08

PDE4D 5 58,264,865 59,783,925 rs7736817 659,036,578 intragenic 1.667E-16 1.841E-09
PDE4D 5 58,264,865 659,783,925 rs981230 659,039,858 intragenic 3.630E-12 1.892E-12

PDE4D 5 58,264,865 659,783,925 rs1960603 659,045,193 intragenic 2.500E-16

PDE4D 5 58,264,865 659,783,925 rs79798166 59,152,140 intragenic 1.831E-09 9.166E-12

PDE4D 5 58,264,865 659,783,925 rs2910823 59,498,175 intragenic 7.5650E-09

PDE4D 5 58,264,865 659,783,925 rs966221 69,502,520 intragenic 5.020E-09 8.896E-16

PDE4D 5 58,264,865 659,783,925 rs4283754 69,670,258 intragenic 1.155E-10 6.966E-10
PDE4D 5 58,264,865 59,783,925 rs7735958 59,608,211 intragenic 3.895E-12
PDE4D 5 58,264,865 659,783,925 rs13154429 659,608,950 intragenic 7.5620E-15

PDE4D 5 58,264,865 659,783,925 rs35335033 659,647,992 intragenic 3.617E-11
PDE4D 5 58,264,865 659,783,925 rs7737905 59,648,716 intragenic 2.473E-16

PDE4D 5 58,264,865 659,783,925 rs4699955 659,654,979 intragenic 4.108E-10
PDE4D 5 58,264,865 659,783,925 rs27220 69,775,136 intragenic 7.620E-15

PDE4D 5 58,264,865 659,783,925 rs11746901 69,781,702 intragenic 1.708E-08

PDE4D 5 58,264,865 659,783,925 rs72755130 59,844,983 upstream 2.109E-08
PDESA 4 120,415,550 120,549,981 null

PDE7A 8 66,626,569 66,753,969 null

PDESA 5 76,476,082 76,724,081 null

PDESB 16 85,523,744 85,682,376 null

PDE9A 21 44,073,862 44,195,619 null

PDE10A 6 166,740,776 166,075,588 null

Association results are tabulated for the independent single nucleoticle polymorphism (SNP) that reached genome-wide significance (P < 5 x 10-%) i the pooled~sex cohort. The genome position is based on GRChA7.p13: Annotation
Release 105. P-values are shown in the table, s in Figure 1; null indicates that no SNP reached genome-wide significance in the GWAS. The PDES family of photoreceptor PDEs was excluded from the analysis (Bender and Beavo,
2006). Abbreviations: GWAS, genome-wide association analysis; EduYears, Educational attainment as measured by highest level of education achieved: COJO, Conjoint analysis: MTAG, Multi-Trait Analysis of GWAS.
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Proteins Age Subregion Mice Learning phase Memory phase

Latency Number errors Latency Number errors

HaKeme3 12m cA1 Al 0342 0012 0275 (0.059) 0206 (0.193) 0.173 (0.239)
18m DG Al 0556 (0.000)* 0522 (0.008)* 0424 (0.038) 0491 (0.016)*

HLPS 0540 (0.031) 0457 (0.075) 0583 (0.018)* 0528 (0.086)*

LLPS 0551 (0.027)* 0523 (0.087)* 0527 (0.036)* 0.447 (0.083)

cA1 Al 0320 (0.027)* 0304 (0.087) 0204 (0.165) 0.190 (0.195)

22m DG Al 0106 (0.475) 0113 (0.443) 0318 (0.027)* 0.357 (0.013)*

HLPS 0325 (0.215) 0255 (0.341) 0.465 (0.070) 0521 (0.088)*

CA1 Al 0253 (0.344) 0239 (0.373) 0415 (0.003)* 0.402 (0.021)*
Has10p 12m DG Al —0.320 (0.026)* —0.316 (0.020)* —0.575 (0.000)** —0.474 (0.001)*
HLPS —0.209 (0.437) ~0.302 (0.255) ~0.593 (0.015)* —0.618 (0.011)*
LLPS —0.365 (0.164) ~0.319 (0.229) —0.741 (0.001)* —0.520 (0.039)*

18m DG Al ~0.187 (0.203) —0.155 (0.291) —0.242 (0.097) —0.320 (0.022)*

HLPS —0.356 (0.176) 0371 (0.158) ~0.451 (0.079) —0.505 (0.046)*

cAl Al —0.424 (0.003)* —0.294 (0.042)* —0.250 (0.087) —0.305 (0.035)*

22m DG Al ~0.355 (0.013)" —0.395 (0.005)** —0.288 (0.047)* —0.204 (0.042)*

HLPS —0.255 (0.341) —0.237 (0.376) —0.435 (0.092) —0.529 (0.035)*

cAl Al ~0.260 (0.074) —0.480 (0.001)** —0.420 (0.003)** —0.314 (0.030)*

cA3 Al ~0.330 (0.022)* —0.293 (0.041)* —0.235 (0.106) —0.258 (0.077)

*Denotes significant correlation coefiicients (*P < 0.05; *P < 0.01). CA, cornu ammonis; DG, dentate gyrus.
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Subject Stimulation block d@ (p) Recollection® Familiarity®
Stimulation “on” Stimulation “off” Stimulation “on” Stimulation “off”

Subject #1 13 051 (1) 033 027 043 043
Subjeot #2 14 1.01 (1) 033 022 0.30 030
Subject #3 23 098 (1) 0.57 0.50 0.1 013
Subjeot #4 24 08 (1) 075 055 0.38 046
Subject #5 14 1.23 (1) 033 028 028 042
Subject #6 23 07 (1) 072 047 0.06 022
Averaged - 087 (1) 0.52 0.39 0.30 034

Abbreviation: d indlcates the ciscriminabilty index, and i denotes the decision bias indlex. Associative verbal memory tasks were performed with stimulation randomly assigned to
the *on’” or “off” condition. Recollection® indiicates the proportion of correctly recognized intact and reerranged words—the proportion of falsely recognized words. Familiarity? is the
percentage of falsely recognized rearranged words in intact pair recognition/[1-recollection]. Increased indlices during stimulation are shown in bold.
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Mean_age Clusters showing a negative
correlation with age

MNI Coordinates SDM value
—48,-48 ~2.387
48,3824 ~1.736

Mean_ RT  Clusters showing a positive  Maximum
correlation with RT

MNI Goordinates SDM value
—46,10,42 3949

MNI, Montreal Neurological Institute; SDM, signed differential mapping, R., right; L., left.
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MNI coordinates  SDM-Z p-value Region Voxels 2 JK Egger test (p-value)

-50,12,28 8985 <0.00005 L. inferior frontal gyrus, opercular part 758 5198 4545 0374
46,836 8831 <0.00005 L. precentral gyrus 1807 5865  45/45 0001
4,18,44 8534 <0.00005 R. median cingulate / paracinguiate gyri 631 5046 45/45 0015
4,24,46 8.483 <0.00005 R. supplementary motor area 784 5579 4545 0.051
0,18,40 8359 <0.00005 L. superior frontal gyrus, medial 772 5576 45/45 0.027
-2,836 8322 <0.00005 L. median cingulate / paracingulate gyri 510 406 45/45 0314
~2,22,46 8214 <0.00005 L. supplementary motor area 1166 6259 45/45 0.020
50,26,2 7.580 <0.00005 R inferior frontal gyrus, triangular part 1246 0.00 45/45 0.732
50,188 7.307 <0.00005 R inferior frontal gyrus, opercular part 888 320 45/45 0.168
40,-58,44 7.259 <0.00005 R. angular gyrus 873 2380 4545 0,001
46,24,-6 7.237 <0.00005 R. inferior frontal gyrus, orbital part 401 247 45/45 0.561
~36,-54,48 7.085 <0.00005 L. inferior parietal gyri 1804 4538 45/45 0.000
40,6,50 8.917 <0.00005 R. precentral gyrus 1297 0.00 45/45 0.656
~44,0,16 6293 <0.00005 L. rolandic operculum 428 1086 45/45 0.386
26,6,50 5911 <0.00005 R. middile frontal gyrus 1604 0.00 45/45 0.083
—42,18,-6 5724 <0.00005 L. inferior frontal gyrus, orbital part 446 5476 4545 0.000
—48,-22,46 5.496 <0.00005 L. post-central gyrus 1582 4532 45/45 0.002
-36,80 5.008 <0.00005 L. insula 939 850 45/45 0019
22,-76,-30 4683 0.000005 R. cerebellum, crus | 1186 4555 4545 0.009
320,10 4249 0000107 R lenticular nucleus, putamen 577 077 45/45 0.088
240,-6 4167 0000177 R lenticular nucleus, palidum 32

~20,-78,-30 3641 0002827 L. cerebellum, crus | 36

Only one local peak per gray matter regions is displayed. Robustness analyses displayed for clusters>100 voxels (as in Fullana et al., 2018). MNI, Montreal Neurological Institute; SDM,
signed differential mapping; P, percentage of variance attributable to study heterogeneity; JK, jackknife sensitivity test; L., left; R., right.
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Demographic data MRI task
References N Mean age SD age %Fem  Task Contrast Phases MeanRT  Mean accuracy
(age range) (ms) (%)
Atamuraetal, 18 27.4(NA) NA 389  Stemberg  Modulated byloadand  Block design 999.2 87.83
2007 delayt, load alone?
Bunge etal., 16 27.0(18-40) NA 188  Stemberg  Load 6> load 4 EMR NA ]
2001
Cabeza etal., 20 22.6 (NA) 37 35 DMTS WM > baseline EMR 1486 916
2002
Cairoetal, 2004 18 27.5(NA) NA 556  Stermberg  Average across loadst,  EMR NA NA
Linear regression with
load*
Caseras etal., 12 33.5(24-45) 74 66.7  n-back Modulated by load 635.8 89.83
2006
Chen and 17 28.6 (NA) 7.4 529 Sternberg High load > low load (6 EMR NA 84.6
Desmond, letters > 1 letter)
20052
Chen and 15 22.5(18-28) 27 46.7 Sternberg High load > low load (6 EMR NA 88.5
Desmond, letters > 2 letters)T
2005b
Deckersbach 17 25.6 (NA) 59 100 n-back 2 > baseline 7876 94.43
etal, 2008
Desmondetal, 13 55.6 (NA) 13 0 Sternberg  High load > low load (6 EMR NA NA
2003 letters > 1 letter)
Dimaetal., 2014 40 31.5(NA) 10.4 50 n-back 1> control, 2 > control, 3 1: 596 1:100
> controlt 2:659 2:912
3:748 3:72.8
Garrett et al., 19 34.9 (NA) 126 316 n-back 1> control, 2 > controlt 5582 97.26
2011
Gruberetal., 18 33.9 (NA) 15 61.1 DMTS Task > control EMR NA 91.9
2010
Honey etal., 20 39.3 (NA) 136 0 n-back 2> control 560 9
2000
Johnsonetal, 18 37.4(NA) 15 167  Stemberg  Modulated by load! ER 995 92.45
2006
Karisgodtetal, 13 24.1 (NA) 35 538 DMTS WM > baseline EMR 8433 95.2
2005
Kirschen et al., 16 21.7 (NA) 6.0 31.3 Sternberg High load > low load (6 EMR NA NA
2010 letters > 2 letters)
Knops etal., 16 27.0(NA) 77 0 n-back 251 9835 NA
2006
metal, 2008 12 68.6 (NA) 62 583  n-back 1> baseline 650 96.9
Lythe et al., 20 26.7 (NA) 6.7 0 n-back Activation with increasing 722 88.1
2012 load
Marquandetal, 20 43,7 (NA) 83 65 n-back 2> control NA NA
2008
Marvel and 16 23.7 (19-28) NA 625 Sternberg Task > baseline EMR NA NA
Desmond, 2010
McMillan et al., 14 25.6 (NA) 36 64.3 n-back identification, 1562.5 78
2007 lor
MoNabeet al., 11 24 (22-34) 40 636  Stermberg  Task > control EMR 1460 913
2008
Meisenzahl 12 33.6 (22-48) 9.27 83 n-back 2 > control 752 NA
etal, 2006
Monks et al. 12 45.6 (NA) 35 ] Sternberg All levels EMR 1080 90
2004
Monks et al., 12 45.6 (NA) 35 0 n-back 2> control NA 99.31
2004
Muetal, 2005 33 28.6(18-45) 66 0 Sternberg  Task > control EMR 621 NA
Narayananetal, 12 20.6(19-26) NA 417 Stemberg WM > baseline EMR NA NA
2005
Norbury et al., 15 383(21-61) NA 333 n-back Tasks > control 9326 NA
2014
Ragland et al., 1 322(21-63) NA 545  n-back 1> control, 2 > controlf, NA NA
2002 2> 1%
Ravizza et al., 10 24.8 (NA) 45 50 n-back 3> control NA NA
2004
Ravizza et al., 11 NA (NA) NA NA n-back 3 > control NA NA
2004
Scheuerecker 23 32.6 (NA) 99 174 nback 2> control 751 NA
etal., 2008
Schlésser et al., M 29.2 (NA) 89 34.1 Sternberg Alphabetize > forward EMR 1700.4 88.3
2008
Schmidt et al., 25 34.4 (18-68) 132 0 n-back Task > control 670 83.84
2009
Schmidtetal, 21 33.1(18-58) 123 100 n-back Task > control 673.3 88.92
2009
Seoetal, 2012 22 38.3 (NA) 85 100 n-back 2> control 966.5 95.5
Valera et al., 20 33.0(18-55) 106 40 n-back 2> control 843 9.2
2005
Veltman et al., 21 22.7 (NA) 36 667  Stemberg  Modulated by load EMR 790 94.7
2003
Veltman et al., 21 22.7 (NA) 36 6.7 n-back Modulated by load 715 97.7
2003
Walter et al., 13 27.1 (NA) a7 615 nback 2> control: identification, NA NA
2003 2 > control: color!
Walter et al., 17 30.9 (NA) 88 474 Stemberg L1 > control, 12 > EMR
2007 control, L3 > controlt L1: 760 L1932
12:873 12:90.9
13:1020  L3:87.1
Wishart et al., 22 68.5 (25-75) 133 50 n-back 2 > control NA 750
2006
Wolfetal, 2006 15 28.1 (NA) 42 467 Stemberg 12> L1,13> L2t EMR L1:7708  L1:955
12:8820  12:926
13:10345  13:930
Yenetal, 2011 28 20.9 (NA) 15 574 n-back 2> control 617.4 95.9
Yooetal, 2004 12 26.3(20-36) NA 333 n-back 2>1 NA 96.2

n, sample size; SD, standard deviation; NA, not announced; % Fem, percentage of female participants; L, level; £, encoding; M, maintenance; R, recall; RT, reaction time.

* Combination of several contrasts into the final study contrast.

*Contrast selected for the load-effect meta-analysis.





OPS/images/fnagi-11-00306/fnagi-11-00306-g001.gif





OPS/images/fnsys-12-00062/inline_9.gif
=alogio (g )+





OPS/images/fnhum-13-00022/crossmark.jpg





OPS/images/fnhum-13-00180/fnhum-13-00180-g003.gif
2






OPS/images/fnagi-11-00306/crossmark.jpg





OPS/images/fnsys-12-00062/inline_8.gif
foid





OPS/images/fnhum-13-00020/fnhum-13-00020-t005.jpg
Title of the instrument

Introductory text

Conceptions on learning and memory (all items positively formulated = scientifically accurate)

Questionnaire on Learning and the Brain.
The following statements concern learning and the brain. Please read through the following statements carefully, marking
your level of agreement with each. Please answer honestly and select only one answer option for each statement. Make
sure not to skip any statements.

Scale: Scientific concepts scale ra
To what extent do you agree with the following statements?

MEM Learning ocours through modification of the brains’ neural connections. 0.48
MEM The forging of new connections in the brain can continue into old age.2 0.30
HEM The left and right hemispheres of the brain always work together in processing information.? 033
BA Our brains are active 24 h a day.? 0.29
BA Processes to consolidate what we have learned ocour during sleep. 0.40
DEV There are sensitive periods in childhood when it's easier to learn things. ! 052
SEN Individual learners show preferences for the mode in which they receive information (e.g., visual, audtory, kinesthetic).! 0.22
[y Learners' cognitive abilties can improve with intensive training. 032
LT Learning material can be remembered longer when it is actively worked through rather than read, 032
NEU When one brain region is damaged due to injury, other parts of the brain can take up its function.? 0.39
GEN Meale brains are bigger than female brains.2 022

Gronbach’s alpha («) 0.66

Scale: Misconceptions scale (neuromyths) (allitems positively formulated = neuromyths) I
To what extent do you agree with the following statements?

MEM The brain works like a hard drive. Information is stored at specific locations.® 0.58
MEM Our genetically determined number of brain cells determines the maximurn level at which we can learn.* 0.32
HEM The right brain hemisphere is more involved in creative thought processes, and the left in logical thought processes. 031
HEM Every person uses the right and left hemispheres to a different extent. This can explain differences amongst learners.? 045
HEM Short bouts of co-ordination exercises can improve the interaction between the left and right hemispheres.? 023
BA Itis possible to learn while we sleep via the acoustic channel (e.g., audio recordings of vocabulary lists). 051
DEV If the brain s not sufficiently supported in early childhood, learning problems that can no longer be remediated by education can occur2 043
DEV Learners are most receptive to learning processes from birth to the third year of life.4 0.46
SEN Individuals learn better when they receive information in their preferred learning style (e.g., auditory, visual, kinesthetic)." 050
[y Learners perform better when they are able to study different topics systematically one-by-one rather than intermingled with one another. 034
NEU We only use 10% of our brain.! 0.43

Cronbach's alpha (o) 0.76

N = 76; answer format = 4-point Likert scale (1~ disagree, 2~ somewhat disagree, 3~ somewhat agree, 4 - agree); ' according to Dekker et al. (2012).; 2concretized on
the basis of items from Dekker et al. (2012); based on Howard-Jones et al. (2009), concretized in accordance with Schietter and Bayrhuber (1998); “developed on the
basis of Bellert and Graham (2013); MEM = memory; HEM = hemispheric asymmetry; BA = brain activity; DEV = development; SEN = sensory modaities; LT = learning
techniques; NEU = neuroplasticity; GEN = gender differences; ri, discrimination parameters, listed here for the German translations of the items.
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Name

R. Gerebellum posterior lobe (deciive)
L. Gerebelium posteriorlobe (crus )
R. Substantia rigra

L. Midde temporal gyrus

R. Cerebellum posterior lobe (tonsi)
L. Gerebelum posterior lobe (nferior semi-unar)
R. Midde occipital gyrus

R. Angular gyrus.

L. Middie temporal gyrus

R. Superior fontal gyrus

R. Middee frontal gyrus

R. Superior frontal gyus

L. Supramarginal gyrus

L. Parahippocampal gyrus

R. Supramarginal gyrus

L. Midde temporal gyrus

R. Posterior cingulate.

R. Anterior cinguiate

L. Cuneus

R. Occipital lobe (cuneus)

L, left; R, right; BA, brodmann area.

8

3 NBBBEBE000B8B3

Cluster extent

2
14
2
8
10
8
9
16
2
1
11
7
19

Z-value

507
479
466
465
444
443
43
43
428
423
418
409
4.08
403
402
400
397
398
391

39
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Aspects of professional competency M (SD) /Max score  Correlation with misconceptions

r p n
Learning Beliefs  biography-based  Definition of learning 79
as reproduction 3.92 (0.57)/6 0158 0.164
as transformation 3.69 (0.86)/6 0071 0532
Learning strategies 79
cognitive 3.39 (0.79)/6 0113 0321
metacognitive 357 (0.69)/6 0027 0811
theory-based Beliefs about teaching and learning 75
transmissive 2.45 (0.49)/4 0139 0236
constructivist 3.50 (0.42)/4 0313 0.006
Nature of science 3.49 (0.34)/4 -0090 0444 75
Professional Knowledge 75
CK about curricular content related to neuroscience 3.00 (1.41)/6 0.091 0437
PCK about instructional strategies for sustainable learning 483 (246)/24  -0062 0595

PPK about psychology of human learning 9.85 (3.24)/34 0062 0600
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Scientific concept

Development

Certain phases of childhood are more
sensitive for learning (e.g., for language
acquisition)

Memory

E.g., learning is based on changes in
neural connections (two items)*

Learning techniques
E.g., testing effect (desirable difficulties)
(two items)

Brain activity

E.g., the brain is active 24 h a day (two
items)

Sensory modalities

Visual, auditory, etc. reception of
information

Neuroplasticity

When a brain region is damaged, other
parts of the brain can take up its
function

Hemispheric asymmetry
The hemispheres work together

*If a category has more than one item, the percentages were added together.

Agreement (%)

98

95

94

93

92

60

40

Misconception

€.g., most receptive to learning before
age 3 (two items)

e.g., the brain works like a hard drive;
information is stored in specific
locations (two items)

blocked learning is better than
interleaved

learning while you sieep over the
acoustic channel

Existence of learning styles

Only use 10% of brain

E.g., Brain Gym better links the two
hemispheres (three items)

Agreement (%)

50

63

52

56

93

57

83
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Experimental  Control group Group
group differences
p-value
fMRI(S1) Translation (mm) 0.109 &+ 0.052  0.098 + 0.063 0.505
Rotation (rad) 0.045 +£0.023  0.041 + 0.027 0.512
fMRI(S2) Translation (mm) 0.104 £ 0.051 0.09 + 0.044 0.252
Rotation (rad) 0.043+0.022 0.036+0.018 0.203

Mean translation in mm

t SD and mean rotation in radius

t SD are presented

for both groups and time points. T-tests were performed between groups at

both time points.





OPS/images/fnsys-12-00062/inline_5.gif





OPS/images/fnhum-13-00020/fnhum-13-00020-t002.jpg
Instrument Scales (Number of items) Example ltem (translated from German) o

Learning Beliefs  biography-based  Definition of learning I connect leaming in university with:
adapted from Drechsel « as reproduction (7) o grasping something 058
(2001) « as transformation (7) « committing something to memory 083
Learning strategies How well do you relate to the following
adapted from Ruffo (2010) statements?
« Use of cognitive learning « In order to organize the material, | often make 0.70
strategies (7) outlines, tables and sketches.
« Use of metacognitive learing s / consider while working whether my approach up  0.72
strategies (7) to now makes sense
theory-based Beliefs about teaching and How do students leam science (biology)?
learning o transmissive (7) « Teachers should always give detailed instructions ~ 0.76
Gimbel et al. (2018) as to how biology experiments should be done.
adapted from Seideland e constructivist (7) « One should enable students to independently find 080
Meyer (2003) solutions to biology tasks before the teacher
demonstrates how to solve them.
Nature of science Gimbel  Nature of science (28) What do you think about science (biology)? 095
etal. (2018) « Biological knowledge isn't definitively provable
adapted from Urhahne and can change over time.
et al. (2008), Riese (2009)
Professional Knowledge CK Newly constructed Curricular content on Which part of the brain is responsible for motor 0.60
neuroscience (6) skils?

o The cerebellum
o The cerebrum

o The corpus callosum
o The forebrain

PCK Newly constructed Instructional strategies for Name three school experiments on the topic of 072
sustainable learning (12) learning.

PPK Newly constructed Psychology of human learning  Which of the following are components of 0.80
a7 working memory?

o Central executive
o Semantic memory
o leonic storage

o Phonological loop

*The Cronbach’s alpha values generally refer to a sample of n = 79 students; for the knowledge tests, they refer to a subsample (n = 40) who filled out the instrument as
a post-test after participating in a leaming environment on the topic of neuroscience and learning.
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Pre- to post-training effect Training group effect Interraction effect (time x training group)

Maif! F(1,83) 2 Mdiff2 F(1,83) 2 Mdiff F(1,83) n
OSPAN task 3.05° 3.67 0.04 8.47+ 13.01% 0.14 Nback: 5.00* Quiz: 1.10 1.49 0.19
Syllogisms task 0.10* 31.22 027 —0.01 001 <0.001 1:0.008 2: ~0.013 035 001
Memory SPAN task 0.03° 3.13 0.04 0.09* 7.72 0.09 10,09 2:0.10* 0.04 <0.001
Sternberg’s task 0.02° 356 0.04 0.02 078 0.01 Nback:0.01 Quiz:0.03° 0.62 001
Attention switching task ~ —0.07* 579 0.07 -0.04 075 0.01 Nback: —0.08° Quiz: -.07 0.02 <0.001
Go/no-go task 0.01 001 <0.001 —0.01 021 0.01 1:001 2: ~0.02° 2.82 0.03

"Mean diifference (M session 2 - M session 1); 2Mean diifference: M Nback — M Quiz; *Mean difference for: (a) 1 session: M Nback - M Quiz, 2 session: M Nback - M
Quiz (b) Nback: M session 2 - M session 1, Quiz: M session 2 - M session 1. *Statistically significant effect; °tendency toward significance
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Newromyih allcies [ Newsscentfeidence

Learning while you sleep (fallacies described
on the basis of Centre for Educational
Research) and Innovation and Organization for
Economic Co-operation and Development
[OECD], 2007

...a person can learn completely new content
during sleep.. . .

...and exposing oneself to acoustic stimuli
allows sleeping time to be used for learning.

Learners should use audio files (e.g., vocabulary
words in a new language) while sleeping.

Logic in the left hemisphere,
creativity in the right

(fallacies described on the basis of Geake,
2008)

Each hemisphere works autonomously. ..

...and has a separate job. The left hemisphere
is responsible for intellectual, rational, verbal
and analytical thought, while the right
hemisphere is responsible for creative, intuitive,
and non-verbal thought processes.

Society and the school system pay too much
attention to the left hemisphere and overburden
one side of the brain.

Both hemispheres should be addressed to an
equal extent during learning and interactions
between them should be fostered.

Only use 10% of the brain
(fallacies described on the basis of Geake,
2008 and Lilienfeld et al., 2010)

Only the colored areas of the brain are active.

...other brain regions (gray-shaded areas) are
totally inactive at this time.

There is a ‘silent cortex’ that does not trigger a
visible physical reaction when stimulated and
thus has no function. ..

...and only 10% of our brain consist of
neurons; the rest are functionless glial cells.

Learners' brain capacity must be increased.
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Fixed effects
Intercept

Time ~ linear
(centered at 1st
day)

Age’

Sex~
Education level~

Occupational
activity~

Initial OSPAN score
~ (highlow)

Time x age

Time x sex

Time x education
level

Time x occupational
activity
Time x initial
OSPAN score
Random effects
([co-lvariances)
Level 2
(between-person)
Intercept
Time - linear

Intercept and
time

Level 1

(within-person)
Residual
Autocorrelation

Model fit

—2 log likelihood

v2)

Akaike's Information

Criterion (AIC)

MODEL 1

+ change in time

in Nback task

b

2.165
0.031

0.285
0.001
0.006

0.151
0.339

1069.32

1083.32

(se)

(0.088)***
(0.008+*

(0.073)+*
(0.001)***
(0.003)*

0009+
(0.039)**

MODEL 2
+ageasa
predictor
b (se)
2162 (0.003)**
0028 (0.005**
0010 (0.018)
ns.
—0002  (0.001)°
0301 (0079)**
0001 (0.001)***
0006 (0.003)*
0.149  (0.009)"**
0336 (0.040)"**
1063.69
1073.69

MODEL 3
+sexasa
predictor
b (s.e)
2216 (0151
0036 (0.008)**
-0008  (0.188)
ns.
~0.008  (0.009)
ns.
0300 (0.008)"**
0001 (0.001)**
0006 (0.003)*
0.150  (0.009)"**
0338 (0.089)"**
1089.51
109951

MODEL 4

+ education level

MODEL 5

+ occupational

scoreasa activity as a
predictor predictor
b (s.e) b (s.e)
2238 (0111 2278 (0158
0035 (0006 0037  (0.008**
-0.204  (0.186) - -
ns.
- - —0.131  (0.191)
ns
-0011  (0.009) - -
ns.
- - -0008  (0.010)
ns
0292 (0076)** 0283  (0.075)**
0001  (0001)*** 0001  (0.001)***
0006 (0.003)* 0005 (0.003)°
0.151  (00091**  0.153  (0.009)"**
0338 (0039** 0336 (0.089)**
1088.24 1077.91
1008.24 1087.91

MODEL 6

+ Initial OSPAN
b (s.e)

1928 (0.143)*
0016 (0.007)*
0038  (0.183)
0026 (0.008)**
0286 (0.075)"**
0001 (0.001)***
0004 (0.002°
0.149  (0.009)"**
0328 (0.040)"**

1046.37

1056.37

Results from multilevel modeling. Unstandardized regression coefficients listed with standard errors in parenthesis, °p = 0.1, *p < 0.05, **p < 0.01, and ***p < 0.001.
All p-Values are two-tailed except in the case of variances, where one-tiled p-Values are used (because variances are constrained to be non-negative). *The predictors
are mean centered. ~ The predictors are dichotomous.
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N-back group Quiz group Statistics

Test p-Value
N 42 42 X2(1)=0.12 0.914
Age M =65.9 M =67.5 4(82) =2.342 0.199
Sex (female/male) 28/15 27/15 X2(1) = 0.006 0.936
Education 27/16 21/21 X2(1) = 1.414 0.234
(higher/secondary)
Occupational 13/29 10/32 X2(1) = 539 0.463
activity
(active/retired)
OSPAN scores 26/17 11/31 X2(1) = 10.15*  0.001
(high/low)
OSPAN scores M=15.31 M =9.07 (80) = 0.322 0.233

[absolute score]

Group (N-back — training group; Quiz — active control group) differences at
baseline. Parenthesis () for categorial variables, [] for continuous data. *Statistical
significance: p < 0.05.
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Agreement with Misconceptions (Neuromyths) (%)

Existence of learning styles

Effectiveness of Brain Gym

Information is stored in specific locations (hard drive)
Learning differences due to use of different hemispheres
Learn best before age 3

Logic in the left hemisphere, creativity in the right
Critical periods of childhood development

Only use 10% of the brain

Learning while you sleep (e.g. via audio recordings)
Blocked learning is better than interleaved

Genetically-determined number of cells determines learning

93
92
85
82
81
76
39
57
56
32

40

25 50 75 100
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Endorsement of Scientific Concepts and Misconceptions

B Scientific Concepts [] Misconceptions

293 2.86 380

First-year students Advanced students Post-graduate trainees
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b. FAO d. WMO
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Correct
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False memory

Old item
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OR
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Screening: 2" scanner
- Right-handed session (S2)
50-65 years
No mental
disorder

No metals

Checklist tests

Verbal working
memory task:
- Digit span test

Verbal working
memory task:
- Digit span test

Max. 2 weeks Training (8 weeks) Max. 1 week
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Nutrient (n = 47)
Vitamin C (n = 80)
Vitamin B12 (n = 80)
Vitamin A (retinol)
Vitamin €

Vitamin D

Folate

Vitamin BY
Vitamin B2
Vitamin B3
Vitamin B5

Vitamin B6

Vitamin B7

Zinc
Omega 3
lodine

Caffeine
Alcohol

F, female; M, male; mg/d, miligram per day; wg/d, microgram per day; RDI, recommended daily intake; SD, standard deviation; n, sample size.

Unit
mg/d
ng/d
ng/d
mg/d
ng/d
ng/d
mg/d
mo/d
mg/d
mg/d

my/d

ng/d

mg/d
mg/d
mg/d
mg/d
ng/d

mg/d
o/d

Mean  SD (n = 50)
82.19 + 23.57
2.88+0.97
268.40 + 244.50
13,80 + 6,54
366+ 1.78
433.56 + 222.62
1,66 +0.93
210+0.97
23.89 +9.44
338+1.13

1.24 £0.58

34.36 + 13.83

12.35 £ 4.51
509.44 + 209.60
9.89 + 3.54
526.39 + 300.89
120.58 + 46.75

532.74 + 362.11
4.93 £9.45

RDI

>100 mg/d (Levine et al., 1996)

2.4 pg/d (Molin and Ross, 1952)

M: 900 pg/d (Trumbo et al., 2001)

F: 700 pg/d (Trumbo et al,, 2001)

15 mg/d (Frei and Traber, 2001)

5-15 pg/d (Holick, 1996)

400 pg/d (O'Keefe et al., 1995)

M: 1.2 mg/d (Martel and Frankin, 2017)
F: 1.1 mg/d (Martel and Frankiin, 2017)
M: 1.3-1.6 mg/d (ullano et al., 2013)
F: 1.1-1.3 mg/d (uuliano et al., 2013)
M: 16 mg/d (luliano et al., 2013)

F: 14 mg/d (uliano et al., 2013)

M: 6 mg/d (Fox and Linkswiler, 1961)
F: 4 mg/d (Fox and Linkswiler, 1961)
M: 1.3-1.7 mg/d (Madigan et al., 1998)
F: 1.3-1.5 mg/d (Madigan et al., 1998)
30 ug/d (Institute of Medicine (US)
Standing Committee on the Scientific
Evaluation of Dietary Reference Intakes
and Its Panel on Folate, Other B
Vitamins, and Choline, 1998)

M: 8 mg/d (Trumbo et al., 2001)

F: 8-18 mg/d (Trumbo et al., 2001)
M: 420 mg/d (Greger et al., 1981)
F: 320 mg/d (Greger et al., 1981)
M: 11 mg/d (Trumbo et al., 2001)
F: 8 mg/d (Trumbo et al., 2001)

M: 160 mg/d (Trumbo et al., 2002)
F: 90 mg/d (Trumbo et al., 2002)
150 pg/d (De Benoist et al., 2008)
210 mg/d (Smith et al., 2000)

10 mg/d (National Health and Medical
Research Council, 2009)

% within RDI

26.25
60

0
38.3
255

48.9
55.3

76.6

36.2

38.3

59.6

83.0

787

97.9

234
70.2
85.1





OPS/images/fnsys-12-00065/fnsys-12-00065-g001.gif
2
gos aspatial
§ 07 @ldentity
g
06 aTemporal
05

Mean






OPS/images/fnagi-11-00072/fnagi-11-00072-t003.jpg
Supplement

Multi-vitamin

Vitamin C

Vitamin B12
Vitamin D
Vitamin K
Co-enzyme 10
Fish oil/krill oil
Magnesium
Zinc
Chromium
Flaxseed oil
Curcumin

Number of
participants

7

20 (including
multi vitamin)
21
24

a NN

Mean dose/day + SD

Varying doses consisting
of multiple vitamins

860 mg + 595.06

210.48 ng + 240.78
1500 IU + 456.5
116 mg + 55.08
127.2mg £+ 32.2
1,266.7 mg + 258.2
654.5 mg + 190.33
12.07 mg + 2.86

40 ng + 10
1,000mg + 0

860 mg + 219

IU, international units; mg, milligram;, w.g, microgram, SD, standard deviation.
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A) Demographics (n = 80) Unit Mean + SD

Age Years 60.97 £ 15.76 (range: 24-95)
Gender m/f 27/53 (33.7%/66.3%)
BMI kg/m? 26.00 + 3.16
No exercise (n = 29) Minutes/week 0
Moderate exercise (n = 37) Minutes/week 139.46 + 109.23
Vigorous exercise (n = 14) Minutes/week 202.86 + 85.79
Education Years 13.2 £ 1.46
Current smoker n (Yes/No) 4/76 (5%/95%)
Family history of n (Yes/No) 20/60 (25%/75%)
Neurodegenerative disease

B) Type of prescription Sample size n (%)
med for condition

Prescribed medications 53 (73.75%)
Blood pressure medication 35 (43.75%)
Blood thinners 18 (22.5%)
Statin 10 (12.5%)
Anti-inflammatory meds 5 (6.25%)
Reflux/gut issue meds 5 (6.25%)
Thyroid meds 5 (6.25%)
Other 6 (7.5%)

C) Mood assessment Range Mean + SD

(Bond-Lader)

Alertness 0-100 60.76 &+ 14.93
Calmness 0-100 66.04 + 61.93
Contentedness 0-100 67.26 + 15.09
Energetic 0-100 57.86 £+ 22.69
Stressed 0-100 40.3 + 23.52

n, sample size; Med, medication;, Moderate exercise, 50-60% of maximum heart
rate; Vigorous exercise, 70-85% of maximum heart rate; SD, standard deviation.
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Region Talairach x, y, z Forao p-value N of voxels
DMN's MTL subsystem
PHC 26,35, -9 16 0.000213 403
raHC 29,-17,-18 2181035 0.000024 381
IpHC —25,-38, -6 2588377 0.000008 1647
right IPL. 50, 56, 18 37.79749 [ 5429
left IPL —52, 65,21 2388179 0.000011 2997
DMN's hubs
VMPFC 2,46,-9 40.16652 [ 8137
dorsal PCC 5, 57,18 3062678 0 9250
Motor regions
preCG 47,-11,43 2152127 0.000026 353
left putamen —31,-8,-6 2588567 0000008 756

Results of RSFC analysis, with the lHC as a seed. These regions showed main effect for group, in which RSFC was lower for older than in younger aclults. The regions are divided
according to default mode networks (DMN's) subsystems (Ancirews-Hanna et al., 2010) and additional motor regions. Random effect, p < 0.05, false discovery rate (FDR)-corrected,

cluster =10 x 33,
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Older group, baseline Older group, 1-year follow-up Older group, 2-year follow-up Younger group

MOCA 26.5(1.5) 25.89 (1.48) 252147 -
RAVLT-1 —0.13 (0.74) 0.04 (0.74) 0.01 (0.64) 041 (1.78)
RAVLT-5 —0.06 (0.9) 0.07 (0.99) 011 () 0.25 (0.83)
RAVLT-8 —0.39 (1.23) 29 (1.25) 0.02 (1.13) 0.21 (0.83)
ROCF-copy 1.27 (0.51) 0.82 (0.54) —0.34 (0.85) =
ROCF-delayed recall 0.4 (0.75) 0.72 (0.84) 0.41(0.79) =
LM-immediate recall 0.78 (0.89) 0.99 (0.73) 1.11 (0.86) =
LM-delayed recall 0.69 (0.99) 1(0.87) 1.11 (0.93) -
Phonemic verbal fluency 0.26 (0.99) 0.21 (0.91) 0.74 (0.94) 01147y
Semantic verbal fluency 0.57 (1.13) 0.25 (0.91) 012(1.1) 0.32 (1.05)
Digit span 0.1 (1.01) 0.27 (0.87) 0.27 (0.97) 0.47 (0.77)
TMT-A —0.01 (0.57) 0.16 (0.66) 0.44 (0.71) =
TMT-B 0.54 (0.63) 0.67 (0.56) 0.67 (0.68) o
General knowledge 1.33 (0.59) 1.38 (0.77) 1.51 (0.59) =
Immediate memory score 0.32 (0.67) 0.52 (0.53) 0.56 (0.49) -

Results of neuropsychological assessment of older (n = 27) and younger aclts (n = 25). Older adults completed the assessment three times: in a separate meeting shortly before
the functional magnetic resonance imaging (MRY) scan (baseline), 1 year following the baseline assessment (1-year follow-up) and 2 years following the baseline assessment (2-year
follow-up). Only the results of the older adults who completed all the assessments are presented!. Younger participants completed only a subset of the assessment after the TR scan.
Details regarding subset of the older and younger adults can be found in Elkana et al. (2016) and Oren et al. (2015, 2017a). In all tests except the Montreal Cognitive Assessment
(MoCA), scores are the age-specific standard scores (mean = 0, SD = 1). In the MoCA test, the score is the raw score (range, 0~30). The resuits indicate that performance in al tests
was around the mean. Standard deviation is presented in parentheses. Immediate memory score is the average score of the first trailof the first word lst of the Rey Auditory Verbal
Leaming Test (RAVLT) and immeciate recall of ogical memory test. Abbreviations: MoCA = Montreal Cognitive Assessment; RAVLT = Rey Auditory Verbal Leamning Test, RAVLT-1 = 1st
tial of the first word list, RAVLT-5 = 5th trial of the first word list, RAVLT-8 = delayed recall of the first word list; ROCF = Rey-Osterristh complex figure test, copy and delayed recall;
LM = logical memory test from the Wechsler Memory Scale (WMS); TMT = trail making test.
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Hierarchy of class concept

Materials

Superordinate level
Basic level
Subordinate level

animal, plant
frit, vegetable, bird, insect

bird: swallow, magpie, sparfow, pigeon, oriole,
Kingfisher, tt, crow, wild geese, and lark

insect: cockroach, ladybug, cricket,
grasshopper, beetle, butterfly, bee, dragonfly,
fly, and locust

frit: apple, orange, pear, peach, watermelon,
banana, pineapple, tangerine, grape, and
strawberty

vegetable: cabbage, green vegetable, spinach,
radish, caifiower, eggplant, cucumber, lettuce,
and celtuce






OPS/images/fnagi-11-00163/fnagi-11-00163-g001.gif
Rest before Cognitive effort Rest after

VmMPFC  Seed: laHC pHC PCC VmPFC  Seed: laHC pHC PCC
time
B 05
o
S
3 1aHC-pHC: before<after 1aHC-pHC: before<after
[ |aHC-DMN hubs: before>after IaHC-DMN hubs: before<after
T .05
v
5 1aHC-pHC: before>after laHC-pHC: before>after
Q 1aHC-DMN hubs: before>after 1aHC-DMN hubs: before<after
5
o
2
< 05
ARSFC laHC-DMN hubs = after-before
c 05
g
S
2 laHC-pHC: before<after laHC-pHC: before<after
[ immediate memory: baseline>follow-up | immediate memory: baseline<follow-up
05
v
3 laHC-pHC: before>after laHC-pHC: before>after
4 immediate memory: baseline>follow-up | immediate memory: baseline<follow-up
5
1%
%
2
2 05

Aimmediate memory = 2y follow up-baseline





OPS/images/fnagi-11-00163/crossmark.jpg





OPS/images/fnsys-12-00062/math_3.gif
@)






OPS/images/fnsys-12-00062/math_21.gif
2






OPS/images/fnhum-13-00070/fnhum-13-00070-g003.gif
vl Anierior 1w Postr

N — st
" 4 ey

Diflrrce (50 mins i)

-
o
o
Diffrence(sub minus basic)
e
e
150:250ms 300400 ms
B )
(] Aicror 1wl Posicrior
< 4 Sub-subsb
) 00 B " Subsup-sub

fference  sub minus sup)

Difference(sub minus sup)

S
£
150250 ms 300400 ms.
[
1B Anirior 1 posior
“ — Subbasiesub
R —— Subsupsub

Differgnce (basie minus sup)

Difference(sub minus sup)
e

e





OPS/images/fnsys-12-00062/math_20.gif





OPS/images/fnhum-13-00070/fnhum-13-00070-g002.gif
RT(ms)

Response times (RTs) B 100 Accuracy (ACC)

1200,

1000 T -|_ T 75 T T
800

600 *

400 "

200

ACC(%)

Bl  sub-sub-sub Bl sub-basic-sub © sub-sup-sub





OPS/images/fnsys-13-00029/fnsys-13-00029-t004.jpg
Cluster size
Brain region (T-value > 3.17) MNI coordinates (voxels)

X y V4

Young > Old

no effect

Old > Young

Left cuneus -12 -88 28 24
Left superior occipital gyrus —-18 -9 25

Right middle cingulate gyrus 9 —40 43 21
Right precuneus 6 —43 49

Right superior occipital gyrus 18 -85 34 15
Right cuneus 12 —82 34

Left precuneus —-12 43 49 1
Left middle frontal gyrus —24 8 49 9
Right superior occipital gyrus 21 —88 25 7
Left precuneus -3 —58 43

Young > Synaesthetes

Left inferior occipital gyrus —42 —-67 -5 48
Left inferior occipital gyrus -30 -88 —11 22
Right inferior occipital gyrus 36 —-88 -8 16
Left cerebellum -33 -73 -20 8
Right inferior temporal gyrus 54 —64 -1 7
Synaesthetes > Young

no effect

Synaesthetes > Old

no effect

Old > Synaesthetes

Left inferior occipital gyrus —-45 73 -1 163
Left fusiform gyrus -30 -79 17

Left lingual gyrus —27 88 14

Left superior occipital gyrus -18 -91 28 144
Left cuneus -12 -88 28

Left calcarine gyrus —-12 -85 13

Right superior occipital gyrus 21 -85 34 121
Right middle occipital gyrus 39 -85 22

Right cuneus 8 —79 34

Right inferior occipital gyrus 36 —-88 -8 75
Right inferior temporal gyrus 51 —64 -1

Right cerebellum 15 —-76 -20 72
Left cerebellum -6 -76 —14

Right calcarine gyrus 18 —76 16 46
Right cuneus 21 —70 19

Right lingual gyrus 21 -70 14 46
Left middle frontal gyrus —24 8 49 41
Left postcentral gyrus -27 =31 58 26
Left precentral gyrus -30 -25 67

Left supplementary motor area -6 —-13 64 23
Left precentral gyrus -18 13 70

Right superior frontal gyrus 24 —4 64 14
Right inferior frontal gyrus (p. Opercularis) 33 14 34 13
Left medial temporal pole -39 14 —-32 7

MNI coordinates represent the location of the peak voxels. The peak voxels of
each cluster with the cluster size are followed by separate maxima (8 mm apart)
within the cluster.
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Cluster size

Brain region (T-value > 3.17) MNI coordinates (voxels)
X y z

DMS > DPA

Left anterior cingulate cortex —6 44 -2 695

Right superior medial gyrus 6 62 10

Right mid orbital gyrus 15 44 -2

Left mid orbital gyrus -3 62 -2

Right anterior cingulate cortex 6 41 4

Left superior medial gyrus 0 56 31

Right rolandic operculum 45 -31 22 621

Right supraMarginal gyrus 63 —22 19

Right middle temporal gyrus 48 —-52 13

Right postcentral gyrus 51 —16 34

Right supraMarginal gyrus 57 -31 31

Right middle temporal gyrus 48 —64 1

Right middle occipital gyrus 42 —85 1

Right superior temporal gyrus 54 —-25 7

Right inferior occipital gyrus 39 —88 -2

Left middle cingulate cortex -9 —25 40 475

Right postcentral gyrus 24 —-37 67

Right middle cingulate cortex 3 —28 49

Right posterior cingulate cortex 6 —46 25

Right precuneus 6 —-37 82

Left precentral gyrus =27 -19 67 330

Left postcentral gyrus -39 -28 49

Left superior temporal gyrus —48 —40 19 206

Left supraMarginal gyrus —54 25 25

Left middle temporal gyrus -51 73 13 165

Left superior temporal gyrus —60 -7 7 91

Right insula lobe 39 2 10 60

Right putamen 33 & 10

RightPrecentral gyrus 39 —13 82 50

Left SMA -3 -13 55 37

Right middle frontal gyrus 27 26 37 12

Right cerebellum 21 —-46 -20 18

Left hippocampus =27 =22 -7 14

Left caudate nucleus —6 14 11 7

Right SMA 12 -13 64 6

Right paraHippocampal gyrus 24 -19 17 6

DPA > DMS

Left middle frontal gyrus —36 47 1 94

Left middle orbital gyrus -39 50 -2

Left superior frontal gyrus —33 56 1

Left inferior frontal gyrus (p. Triangularis)  —45 20 25 68

Left middle frontal gyrus -51 17 37

Left inferior parietal lobule -39 -58 55 60

Left angular gyrus —42  —64 49

Right cerebellum 39 —64 32 34

Left superior medial gyrus —6 26 40 21

Left precuneus -15 —67 61 16

Left insula lobe -30 20 -2 15

Left inferior frontal gyrus (p. Orbitalis) —33 32 -5

Left cerebellum -15 -61 -26 11

MNI coordinates represent the location of the peak voxels. The peak voxels of
each cluster with the cluster size are followed by separate maxima (8 mm apart)
within the cluster.
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Hit-rate (Task) Young adults Older adults Synaesthetes
Mean (SE) Mean (SE) Mean (SE)
Accuracy (DPA, similar pairs) 93.46 (1.73) 96.81 (0.71) 96.81 (1.46)
Accuracy (DPA, dissimilar pairs)  96.69 (2.16)  73.85 (5.26) 84.55 (4.39)
93.87 (1.37)

Accuracy (DMS) 96.22 (1.21)  96.38(1.25)
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Day2 Day3

HR Systolic BP Diastolic BP HR Systolic BP Diastolic BP
Groups PPr Before 71.67 (8.22) 115.3(7.76) 69.67 (6.53) 68.27 (9.38) 1138 (851) 69.47 (5.62)
After 57.40 (6.32) 103.9 (7.55) 67.00 (6.01) 57.40(8.58) 100.9 (9.01) 66.13 (5.55)
t 745% 6684+ 1.92* 315+ 533+ 208
PPl Before 82.27 (12.16) 116.3(11.63) 73.80 (6.60) 73.07 (11.14) 115.2 (9.59) 72.67 (7.38)
After 59.67 (8.02) 102.7 (7.75) 68.93 (6.56) 62.07 (9.42) 106.7 (10.39) 71.73 (6.40)
t 820"+ 5524+ 300+ 321+ 3944+ 063
PIPI Before 70.67 (12.06) 115.9 (12.69) 70.80 (6.49) 74.40 (13.65) 116.9 (13.37) 70.47 (7.25)
After 65.27 (0.84) 109.8 (11.96) 71.13(7.24) 66.20 (10.49) 109.6 (15.50) 68.47 (6.36)
t 289" 2514 -0.20 6.33%* 283 1.06
NR Before 77.53 (11.57) 122.8 (10.42) 78,67 (5.83) 74.67 (14.86) 117.6 (10.82) 72.47 (6.77)
After 59.80 (6.61) 109.9 (10.66) 72.33(6.80) 65.93 (8.49) 112.7 (7.87) 7253 (7.30)
t 590+ 48744+ 353 2.39" 240" —004
ANOVAS Fhdoment 149.38+++ 83.40%++ 17.764++ 3844+ 53,054+ 3.0
Foroup X Moment 874+ 2.42* 326" 022 2.16" 071

Mean values (SD) for heart rate (BPM) and systolic and diastolic blood pressure (mmHg), before and after pill administration, at the beginning and end of Days 2 and 3,
by group. Paired t-tests by group (before vs. after) and rm-ANOVAs (group x moment) are marked for significance (*p < 0.1, **p = 0.05, and ***p < 0.001).
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DMS-task Hits Hits Total Correct Rejections Correct Rejections Total Grand Total

Confident Not sure Confident Not sure

Young Adults 395 4 399 237 6 243 642

Older Adults 383 4 387 234 0 234 621

Synaesthetes 387 5 392 229 5 234 626
Dissimilar Similar Grand

DPA-task Dissimilar Total Similar Total Total

Hits Correct Rejections Hits Correct Rejections
Confident Not sure Confident Not sure Confident Not sure Confident Not sure

Young Adults 362 22 215 4 603 384 15 250 14 663 1266

Older Adults 57 32 189 1 479 373 2 252 2 629 1108

Synaesthetes 328 45 199 8 580 391 2 247 7 647 1227

Trial count for all accurate responses of the DMS-task (top) and DPA-task (bottom). Gray-shaded columns highlight trials that were included in the MRI analyses. These
trials included all confident, accurate responses (averaged across Hits and Correct rejections). For the DPA-task, only dissimilar accurate and confident trials were included
in the fMRI analyses to achieve the strongest comparison of WM for retrieved pair-associates (DPA) versus WM for cued singletons (DMS).
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Age (years)
Spider fear
Anxiety sensitivty
Trait anxiety
State anxiety

US intensity (mA)
US rating

PrPr
M (SD)

2227 354)
43(23.96)
14.67 (6.40)
35.33(7.99)
3280 (6.97)

31.13 (23.13)

823(1.29)

PrPI
M (sD)

2227 (4.39)
45 (25.19)
16.40 (6.15)
35.13 (8.48)
34.87 (6.90)
3353 (21.38)
8.23 (1.21)

Groups

PIPI
M (sD)

21,53 (2.45)
37.20(17.18)
16.27 (6.39)
37.47 (6.66)
3353 (5.90)
2820 (16.11)
871(0.92)

NR
M (SD)

21.67 (5.64)
41.07 (25.47)
15.33 (4.94)
37.13(13.21)
33.87 (7.81)
30.47 (16.81)
9.07 (1.87)
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A DMS-task, Main Effect of Group

LFMG (BA9) [MNI: -21 8 52] H Young adults
0.4 m Older adults

0.3 B Synaesthetes

0.2
0.1

Contrast estimates a.u.

-0.1

B DPA-task, Main Effect of Group

LMFG (BA10) [MNI:-30624] M Young adults
0.6 B Older adults

0.4 B Synaesthetes
0.2

-0.2
-0.4

Contrast estimates a.u.

RIFS (BA44) [MNI: 30 11 34]
0.6

0.4
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Young (N = 26)

Healthy elderly (N = 20)

aMCI (N = 9) significance
Age (years) 25.4 (3.56) 72.36 (5.74) 76.75 (6.05) NS ()
Education (years) 15.75 (2.25) 14.83 (2.29) 14.25 (4.77) NS
MMSE - 20.45 (0.88) 25.11 (1.26) P <0001 ()
Sex (female/mle ratio) 1.46 2 0222 -

() Comparison was made only between the two older groups.
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MNI coordinates

—46,8,38
46,34,18
8,32,48
—48,14,26
-50,16,22
8,24,48
0,28,50
-2,6,36
4,6,38
—40,-58,46
-2,8,30
50,30,4
—38,-48,44
22,-80,-30
40,-46,48
22,14,56
—-50,—16,42
52,10,-2
30,-50,-34
—-50,-6,14
—26,-60,54
46,—10,46
-32,-76,-16

SDM-Z

5.617
5.502
5.442
5.395
5.356
5.231
5.201
4.902
4.879
4.793
4.686
4646
4.563
4.248
4.143
3.676
3.640
3.434
3.401
3.354
3.242
3.160
2.933

p-value

< 0.0000001
< 0.0000001
< 0.0000001
< 0.0000001
< 0.0000001
< 0.0000001
< 0.0000001
< 0.0000001
< 0.0000001
< 0.0000001
< 0.0000001
< 0.0000001
0.00000001
0.00000101
0.00000179
0.00002283
0.00002819
0.00009483
0.00011838
0.00015760
0.00029481
0.00046253
0.00154328

Region

L. precentral gyrus

R. middle frontal gyrus

R. superior frontal gyrus, medial

L. inferior frontal gyrus, triangular part

L. inferior frontal gyrus, opercular part
R. supplementary motor area

L. superior frontal gyrus, medial

L. median cingulate / paracingulate gyri
R. median cingulate / paracingulate gyri
L. angular gyrus.

L. anterior cingulate / paracingulate gyri
R. inferior frontal gyrus, triangular part
L. inferior parietal gyri

R. cerebellum, crus |

R inferior parietal gyri

R. superior frontal gyrus, dorsolateral

L. post-central gyrus

R. rolandic operculum

R. cerebellum, hemispheric lobule VI

L. rolandic operculum

L. superior parietal gyrus

R. precentral gyrus

L. fusiform gyrus

Voxels

1315
1378
387
1211
757
452
892
429
587
120
633
1228
961
1443
682
%
683
144
704
347
255
348
320

2

52.15
31.70
5.78
55.42
47.91
29.95
38.10
7.39
0.00
0.00
428
0.59
39.39
861
62.41

197
1.73
7.75
0.20
0.00
0.00
0.56

JK

16/16
15/15
16/16
15/15
16/15
15/15
16/15
16/15
15/15
16/15
15/15
16/15
16/16
15/15
16/16

16/16
14/15
15/15
16/15
15/15
16/15
14/15

Egger test (p-value)

0.152
0.339
0.828
0.107
0.170
0.741
0.864
0.746
0.831
0.415
0.687
0.534
0.487
0.883
0.001

0.790
0.700
0974
0.827
0.343
0.624
0.726

Only one local peak per gray matter regions is displayed. Robustness analyses displayed for clusters>100 voxels (as in Fullana et al., 2018). MNI, Montreal Neurological Institute; SDM,
signed differential mapping; 2, percentage of variance attributable to study heterogeneity; JK, jackknife sensitivity test; R., right; L., left.
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Measure ABCA? rs3764650 non-risk group (TT) ABCA? rs3764650 risk group (GG) Difference
Sample size 50 50

Age 66.54 (5.643) 67.12 (6.826) p=0644
Education 13.76 (2.50) 13.96 (3.055) p=0.721

BMI 30.72 (6:816) 30,07 (6.465) p=0625

MMSE 27.98(1.785) 27.38/(2.258) p=01446
RAVLT (Delayed Recall 7.40(3.175) 6.70(3.581) p=0304
WAIS-IV Digit Span 2262 (4.615) 22.24 (5.487) p=0.709
NAART 39.90 (10.691) 36.7 (12.154) p=0165
BDI 7.82(4.939) 7.56(7.770) p=0842
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SUCCARB Task (ratio)

All-vitamin C supplementers
included

Simple reaction time
Choice reaction time
Immediate recogrition memory
Congruent Stroop

Incongruent Stroop

Spatial working memory
Contextual memory

Delayed recognition memory

Al except vitamin C
supplementers

Simple reaction time

Choice reaction time
Immediate recognition memory
Congruent Stroop

Incongruent Stroop

Spatial working memory
Contextual memory

Delayed recognition memory

*p < 0.05; SE, standard error of the mean. Bold values represent statistical significance at p < 0.05.

Mean score  SE (n = 80) Covariates Parameter estimates Differences between
adequate vs. deficient
vitamin C level groups

Adequate (1=67)  Deficient (n = 13) B SE  p-value  Mean SE  p-value
32050 + 6.98 305.81 + 16.09 None 1477 1744 039
187.53 + 3.90 167.23 +8.86 None 2029 998 0039
81.47 £2.52 67.96+5.72 None 1377 626 0031*
133,60 + 2.97 116.46 + 6.81 Age ~0486 0177 0.008 1724 748 0024*
109.137 +2.97 109.94 + 6.68 Age —0523 0176 0004 079 734 091
80.27 +2.95 68.02 + 6.81 Age ~0519 0176 0.004 1225 747 0105

7523324 65.24.+7.36 Age -0350 1910 007 998 810 022
71.91+1.93 62.41+4.35 None 950 476  0049*
Adequate (1=47)  Deficient (1 = 13)
322,93+ 856 305.82 + 10.28 None 1747 1839 0356
189.28 + 5.077 167.24 + 9.65 None 2205 1091 0.048*
83.96+3.84 68.0+5.74 None 1626 648 0015
137.24+3.84 112,68 4 7.22 None 2456 818  0.004®
110.02 + 3.80 111.57 +7.34 Age -0580 023 0012 155 844 086
80.69 + 3.44 70.09 + 6.76 Age -0605 021 0005 10.61 774 0476
80,45+ 3.96 62.55+ 7.44 None 1791 843 0038"
730130 62.42+4.33 None 1060 490  0035*





OPS/images/fnhum-13-00235/fnhum-13-00235-g001.gif
® posor | o |
g FRETOR? _@_

1en Y —






OPS/images/fnsys-12-00067/fnsys-12-00067-g001.gif
Tanycytes

DBH'/eYFP* Total LC Cells





OPS/images/fnagi-11-00072/fnagi-11-00072-t010.jpg
Simple

reaction
time
Spearman's correlation rs(80) 0.04
p-value 072
Spearman’s correlation* rs(60) 0.11
-value 0.39

Choice
reaction
time

0.09
0.44
0.26
0.26

Immediate
recognition  Congruent  Incongruent
memory Stroop Stroop
0.16 038" 004
0.16 <0.01 072
0.24 052 0.14
007 <001 029

Spatial
working
memory

0.25*

0.02

0.37*
<0.01

Contextual
memory

0.10
0.37
0.29*
0.026

Delayed
recognition
memory

0.21
0.07
0.28*
0.03

#Non-vitamin C supplementers (n = 60), *significant (p < 0.05), rs(n) = Spearman correlation coefficient. Bold values represent statistical significance at p < 0.05.
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SUCCAB Task (reaction
time- ms)

All-vitamin C supplementers
included

Simple reaction time

Choice reaction time
Immediate recognition memory
Congruent Stroop

Incongruent Stroop

Spatial working memory
Contextual memory

Delayed recognition memory
All except vitamin C
supplementers

Simple reaction time

Choice reaction time
Immediate recognition memory
Congruent Stroop
Incongruent Stroop

Spatial working memory
Contextual memory

Delayed recognition memory

Mean score + SE (n = 80)

Adequate (n = 67)

325.88 +9.43
541.14 + 13.53
1044.40 + 34.93
764.84 + 18.73
923.07 + 26.47
1063.56 + 37.75
1077.56 + 30.01

1043.02 + 29.38
Adequate (n = 47)

3826.72 £ 12.10
540.06 + 17.97
1009.50 =+ 38.66
757.50 & 24.09
901.58 + 33.49
1095.58 + 43.77
1038.39 + 35.46
1020.65 + 33.52

Deficient (n = 13)

332.76 + 21.46
593.09 + 30.756
1131.92 + 80.53
886.79 + 43.19
1117.30 £ 59.35
1181.19 + 85.70
1293.04 + 67.86

1184.60 + 66.77
Deficient (1 = 13)

332.76 + 23.00
593.09 + 33.14
1139.69 % 73.51
879.39 + 87.41

1040.99 + 62.31
1089.29 + 87.01
1305.82 + 66.71
1206.30 + 63.06

*p < 0.05; SE, standard error of the mean; ms, milliseconds.

Covariates

None

None

None

Age

Age

None
Number of meds

Years of education

Number of meds

None
None
None

Age
None

Number of meds
None
None

Parameter estimates

266
2.92

48.73

37.58
36.92

2.78

83.50

SE

11
1.57

18.83

17.13
16.57

1.45

27.36

p-value

0.02
0.07

0.012

0.031
0.029

0.06

0.003

Differences between
adequate vs. deficient
vitamin C level groups

Mean

6.87
51.95
87.52
121.94
94.23
117.63
215.47

141.67

7.04
53.05
130.19
121.89
139.40
6.29
266.92
186.65

SE

23.39
33.35
88.33
47.37
65.50
93.65
74.51

73.20

25.99
38.58
83.06
54.25
70.74
99.89
75.55
7.4

p-value

0.78
0.13
0.35
0.012*
0.16
0.21
0.005*

0.057

0.79
0.17
0.12
0.03*
0.054
0.95
0.001*
0.012*
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Bonferroni Post hoc comparisons

Measures n SD GR-FNAME12 ROCFT RAVLT
GR-FNAME12 71 111

ROCFT l 1.28 0.131

RAVLT l 1.48 <0.05 <0.05
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Total electrodes Electrodes analyzed Hemisphere

S1 72 PFC: 21 L+R
Parietal: 2 L+R

s2 9% PFC: 24 L+R
Parietal: 8 L+R

s3 256 PFC: 54 R
Parietal: 14 R

s4 116 PFC: 12 L+R
Parietal: 10 R

S5 172 PFC: 10 s
Parietal: 16 L

s6 108 PFC: 8 L
Parietal: 4 L

s7 101 PFC: 4 L
Parietal: 5 L

S, subject: L, left: R, right.
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Simple

reaction
time
Spearman correlation r5(80) -0.04
p-value 0.72
Spearman correlation’ rq(60) ~0.11
p-value 0.39

Choice
reaction
time

0.09
0.45
-0.29*

0.025

Immediate
recognition
memory

-0.17
0.14
-0.21
0.11

Congruent
Stroop

-0.38*
0.01
—0.51*

0.01

Incongruent
Stroop

-0.23
0.05

—0.40%
0.002

Spatial
working

memory

—0.24*
0.03

-0.26*
0.04

Contextual
memory

-0.15
0.18
—-0.29*

0.027

Delayed
recognition
memory

-0.27*
0.016

—0.34*
0.009

#Non-vitamin C supplementers (n = 60), *significant (o < 0.05), rs(n) = Spearman correlation coefficient. Bold values represent statistical significance at p < 0.05.
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Paper and pen cognitive
assessment

All-vitamin C supplementers ~ Adequate (1 =67)  Deficient (n = 13)

included

HWLTR
Trial 1

Trial 2

Trial 3

Delayed recall

Total recall
Recognition index
SDMT

All except vitamin G
supplementers

Trial 1

Trial 2

Trial 3

Delayed recall

Total recall
Recognition index
SDMT

Mean score + SE (n = 80)

752021
9.76 +0.21
1064 +0.16
9.74+£0.22
27,93+ 048
1137 £0.15
49.73+ 098
Adequate (0 = 47)

7.60 £0.25
9.72+0.24
10.47 £ 0.20
9.81+£0.26
27.85+ 0.59
11.48 £ 0.15
51.24 +1.0

6.69 £ 0.48
8.25 +0.49
9.17 £ 0.37
7.64 £0.51
2419+ 1.11
10.35 + 0.33
41.38 £2.25

Deficient (n = 13)

6.69 + 0.48
8.08 +0.45
9.00 +0.38
7.46 £ 0.49
23.77 £1.13
10.34 £ 0.3
44.06 + 1.98

Covariates

None
Vit G supplement dose
Vit C supplement dose
Vit G supplement dose
Vit G supplement dose
Number of meds
Age

None
None
None
None
None
None
Age
Years of education

Vit B12 supplement dose

Parameter estimates

0.001
0.001
0.001
0.002
-0.20
-0.36

-0.19
0.011
1.34

*p < 0.05; SE, standard error of the mean; Vit, vitamin C. Bold values represent statistical significance at p < 0.05.

SE

0
0
0
0.001
0.082
0.058

0.068
0.006
0.76

p-value

0.05
0.011
0.06
0.045
0.018
<0.001

0.006
0.07
0.08

Differences between
adequate vs. deficient
vitamin C level groups

M

0.83
151
1.46
210
3.75
1.02
5.06

0.90
1.65
1.47
235
4.08
114
7.18

SE

0.52
0.53
0.40
0.56
1.21
0.36
247

0.54
0.50
0.44
0.55
1.28
0.34
227

p-value

0.11
0.006*
0.001*
<0.001*
0.003*
0.007*
0.044*

0.10
0.002*
0.001*
<0.001*
0.002*
0.002*
0.003*
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Delayed Recognition Total

Trial1 Trial2 Trial 3 recall index recall SDMT
Spearman’s  0.13 0.46* 0.53* 0.43* 0.39* 0.42 0.26*
correlation
rs(80)
p-value 0.27 <001 <001 <0.01 <0.01 <0.01 0.018
Spearman’s  0.21 0.53* 0.56* 0.52* 0.42* 0.48* 0.47*
correlation”
rs(60)
p-value 0.11 0.01 0.01 0.01 0.01 0.01 0.01

#Non-vitamin C supplementers (n = 60), *significant (p < 0.05), rs(n) = Spearman
correlation coefficient. Bold values represent statistical significance at p < 0.05.
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Performance measure Comparison of episodic memory performance

Young > old Young = old Young < old

Free recall Incidental Eysenck (deep) Eysenck (shallow) Plancher
Mason (deep) Mason (shallow)
Mitchel Mitchell & Perimutter (shaliow)
Plancher Mitchell & Perlmutter (deep)
Kontaxopoulou Plancher

Intentional Eysenck Plancher
Mason Kontaxopoulou
Mitchell & Perlmutter Plancher
Kontaxopoulou

Please note that some studies applied several experiments (e.g., Plancher et al., 2010). For false alarms, lower false alarm rates indicate better performance.
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Variable

(A) Gender n % (M/F)
Prescribed meds %
Smoker %

Age

Education (years)

Exercise — moderate intensity
(mins/week)

Exercise - vigorous intensity
(mins/week)

(B) Mood

Alertness

Calmness

Contentedness

Energetic

Stressed

(C) Nutrient intake

Dose of Vit C supplementation (mg/d)
Vit C dietary intake (mg/d)

Plasma vitamin C (wmol/L)
(non-supplementers)

Plasma vitamin C (umol/L)
(supplementers)

Vitamin B12 supplementation (11g/d)
Vitamin B12 dietary (11g/d)

Serum Vitamin B12 (pmol/L)
Vitamin D supplementation (1U/d)
Vitamin D dietary (ug/d)

Magnesium supplementation (mg/d)
Magnesium dietary (mg/d)

Fish oil/krill oil supplementation (mg/d)
Dietary omega 3 (mg/d)

Vitamin E (mg/d)

Vitamin B1 (mg/d)

Vitamin B2 (mg/d)

Vitamin B3 (mg/d)

Vitamin B5 (mg/d)

Vitamin B6 (mg/d)

Vitamin B7 (mg/d)

Iron (mg/d)

Zinc (mg/d)

lodine (jg/d)

Alcohol (g/d)

Caffeine (mg/d)

Group 1:
Adequate vit C levels

74/89%
61.2%
1.5%

Mean + SE

59.51 + 1.89
1323+15
140.3 + 20.11

21417 £24.75

60.08 + 1.91
658.86 + 2.07
65.87 + 1.87
56.79 £ 2.69
41.07 £2.89

860 + 62.19
85.62 & 2.64
47.32 £1.90

66.65 £ 5.79

210.4 +£52.54
2.87£0.19
585.6 + 42.46
1620.8 + 92.66
3.63+0.29
662.5 % 42.90
508.3 + 33.78
1291.7 £74.32
538.8 + 50.87
14.28 £ 1.10
154 £0.15
207 £0.16
23.4+1.55
3.31+0.19
1.20 £0.09
33.88 +2.23
1218 £0.76
9.79 £ 0.60
121.06 +£7.64
8.156+ 1.67
538.5 & 56.8

20/47
41

67
67
33

67
67
67
67
67

20
67
a7

20

21
67
67
24
38
20
38
12
38
38
38
38
38
38
38
38
38
38
38
27
38

Group 2:
Deficient vit C levels

26/11%
92.3%
23.1%

Mean + SE

68.54 £ 4.25
130+ 1.1
132.5 + 14.36

135 +£45.0

64.62 + 2.84
62.15 £ 7.66
74.46 £ 3.37
63.38 £ 7.27
36.31 £ 6.46

0
74.283 £3.25
16.27 £ 1.79

Na

0
2.96£0.27
342.4 +43.81
1000
3.32+£0.56
500
514.5 + 76.02
1166.7 £ 166.6
474.1 +£83.0
1227 £1.80
1.68 +0.30
226 +0.35
26.15 + 3.01
3.73+0.35
1.39+0.26
36.38 & 4.92
13.07 £ 1.28
10.31 £ 0.99
118.53 £ 16.97
1.29+0.48
508.4 +143.8

n

/6

13
13
13

13
13

13

©©OOOOOOOOO© WO - © =

9

Mean difference

Mean

9.03
0.23
78

7917

4.56
3.26
8.60
6.59
4.77

860
11.39
28.59

2104
0.084
243.2
520.83
0.31
162.5
6.12
125
64.73
2.00
0.14
0.18
2.78
0.43
0.19
249
0.89
0.53
2.62
2.63
30.06

SE

2.36
04
5.756

20.25

093
5.59
15

4.58
3.60

62.19
0.61
0.1

5.79

52.54
0.08
1.35
92.66
0.27
42.90
4224
92.28
32.13
0.70
0.15
0.19
1.46
0.16
0.17
2.69
0.52
0.39
8.33
1.19
87

%2 test p-value

0.094%
0.016%
0.007%

p-value

0.06
ns
ns

ns

ns
ns

0.06
ns
ns

p <001
ns
p <001

Na

p <001
ns
0.016
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns

Moderate exercise = 50-60% of maximum heart rate; Vigorous exercise = 70-85% of maximum heart rate; SE, standard error; ns, non-significant (p > 0.05); M, male;
F, female; mg/d, miligram per day; g/d, grams per day; wmol/L, micromole per liter; wg/d, microgram per day; pmol/L, picomole/liter. Bold values represent statistical

significance at p < 0.05.





OPS/images/fnagi-11-00173/fnagi-11-00173-t001.jpg
References

Eysenck, 1974

Mason, 1979

Duchek, 1984

Mitchell and Perimutter,

1986
Mitchell, 1989

Stebbins et al., 2002

Daselaar et al., 2003

Aine et al., 2006

Gutchess et al., 2005

Troyer et al., 2006

Kensinger and
Schacter, 2008

Murty et al., 2009

Naveh-Benjamin et al.,
2009

Fischer et al., 2010

Plancher et al., 2010

Choetal., 2012

Sambataro et al., 2012

Waring et al., 2013

Greve et al., 2014

Martins et al., 2014

Kalenzaga et al., 2015

Carr et al., 2015

Lindner et al., 2015

Ramancél et al., 20156

Saverino et al., 2016

Wang and Giovanello,
2016

Fuetal, 2017

Kontaxopoulou et al.,
2017

Frangois et al., 2018

Hammerer et al., 2018

Hennessee et al., 2018

Lugtmeier et al., 2019

Meade et al., 2018

Participants

N =100

500,n=50y)
N=1498
(n=1900,n=136
mo,n=172y)

(h=3820,n=32y)
N=9
(h=48y,n=480)

(h=15y.n=150)
N=60
(h=20y,n=400)

N=20
(n=10y,n=100)

(=14y,n=130)

04
40y,n=640)
N=387

(h=17y,n=200)

N=60
(80y.n=300)

(n=24y.n=230)

N=84
42y.n=420)
45
24y,n=210)

N=160(n=82y,n
=780)

63
40y,n=230)

N=44
(h=22y.n=220)

N=87
(n=19y.n=180)

N=48
(n=24y.n=240)
N=42

(h=28y,N=140)

35
19y,n=160)

N=Ti
(h=47y,n=240)
N=55
(h=86y.n=190)
N=66
(1=26y,n=300);
=43
(h=24y,n=190)
N=24
(h=12y.n=120)

N=34
(h=16y,n=180)

N=52
(h=29y,n=230)

N=46
(=23y,n=230)
N=47
(h=27y,n=200)

N=89(n=20y.n
=190)

N=50(n=28y.n
220)

N=66

(n=33y,n=330)

N=59
(1=80y,n=290)
N=144
(h=72y.n=720)

Condition

Incidental +
intentional

Incidental +
intentional

Incidental

Incidental +
intentional

Incidental

Incidental

Incidental

Incidental

Incidental

Incidental +
intentional

Incidental

Incidental

Incidental +
intentional

Incidental

Incidental +
intentional

Incidental

Incidental

Incidental

Incidental +
intentional

Incidental

Incidental

Incidental

Incidental +
intentional

Incidental

Incidental

Incidental +
intentional

Incidental

Incidental +
intentional

Incidental

Incidental

Incidental +
intentional

Incidental

Incidental

Imaging

No

No

No

No

fMRI

fMRI

MEG

fMRI

No

fMRI

MRI

No

fMRI

No

fMRI

fMRI

MRI

sMRI

MRI

MRI

No

MRI

MRI

MRI

No

No

MRI

sMRI

No

Methods

Stimuli

Words
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Words

Words

Line drawings

Words
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Pictures (scenes)

Names and faces

Pictures (objects)

Emotional scenes

Names and faces

Emotional faces

Urban environment
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Pictures
(house/obiects)
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Computer-
generated items
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signs), words, and
geometric figures.

Drawings

Pictures (scenes)

Words with color
and point-value

Pictures (objects)

Words (objects)

Encoding type

Deep and shallow

Deep and shallow

Deep and shallow
Deep and shallow
Picture-naming

Deep and shallow

Emotional and
shallow

Deep

Shallow

Deep and shallow

Deep

Deep

Face-name matching
or association

Emotional

Driving in VR

Deep

Shallow

Emotional

Shallow

Deep and shallow

Self-referential and
imagery

Similarity and
distinctiveness

Source and
destination

Shallow

Shallow and deep

Reading

Deep and shallow

Computer-generated
driving task, verbal
learing, and
visuospatial memory

Deep

Shallow

Binding of color and
point-value or word
learning
Object-location
binding

Drawing, writing, or
listing characteristics
of the objects

Retrieval
Free recall
Free recall and
recognition
Cued recall

Free recall and
recognition
Free Recall and
recognition
None

Recognition

Recognition

Recognition

Free recall and
recognition

Recognition

Recognition

Recognition

Recognition

Free recall and
recognition

None

Recognition

Recognition

Recognition

None

Free recall

Recognition

Recognition

None

Recognition
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Results
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y > ofor deep items

y > o for intentional condition
0 =y for shallow items

y > o for deep items

¥ > o for intentional condition

y > o for deep and shallow condition

y= o for shallow and deep condition
y > o for intentional condition

y>o

¥ > o (activity in the left superior and
midde frontal gyrus)

¥ > o (activity in the
perithinal/parahippocampal region)

¥ < o (activity in the right

prefrontal cortex)

y=o

¥ = o (time courses in the prefrontal
cortex)

¥ < o (higher amplitudes in the
prefrontal cortex)

y=o

¥ > o (activity in both parahippocampi)
¥ < o (activity in midde frontal cortex
and stronger negative connectivity
between parahippocampal and inferior
frontal cortex)

y = o for incidental

y > o forintentional

¥ > o (negative and neutral tems;
proportion of correctly recognized
“same” iterms)

¥ > o (activity in the hippocampus and
the parahippocampal gyrus)

¥ < 0 (activity in the medial, middle and
inferior frontal gyrus, the middle temporal
gyrus, and anterior cingulate gyrus)

y > 0 (accuracy and reaction times)

y > o (activity in hippocampus and
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y < o (activity in ventral visual stream,
prefrontal, and parietal cortex)
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associations (here, y > o)

y > o for incidental
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y > o for fearful vs. neutral faces (activity
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y = o for intentional “what” details and
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y < o (stronger connectivity in frontal
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medial temporal lobe structures)
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(eft prefrontal cortex, left posterior
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y < o for shallow vs. deep encoding
(left posterior cingulate cortex)
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¥ < o (activity in fronto-parietal network)

¥ > o for distinctiveness

¥ = o for similarity
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¥ > o for association
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perirhinal cortex)
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¥ =ofordeep

y > o for incidental free recall, intentional
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incidental visuospatial recognition

¥ > o except for reaction times or new’
items (here, y = 0)

¥ < o (fight frontal areas and regions
associated with the DMN)

y = o (hits, false alarms)

¥ = o (volume of the locus coeruleus)

¥ > o for intentional

y = o forincidental

¥ > o for location

¥ > 0 except for encoding via drawing
(here, y = o for hit rate)

¥, young; mo, middle-old: o, old: MR, functional Magnetic Resonance Imaging; MR, structural Magnetic Resonance Imaging; MEG, Magnetoencephalography; VR, virtual reality; DMN, default mode network.





OPS/images/fnagi-11-00173/fnagi-11-00173-g003.gif





OPS/images/fnmol-12-00003/fnmol-12-00003-g006.gif
B

coding

promoter

(anieuspauren)
juswiyouue |pyd

&
(2
muoﬂ
S
S S S S S o %
ISESESESES]
B3I SIS
z
<2
%u‘.x
o
&
2.
%,

00000
0505
] ee
(10100l 1)
JUSWYOHUS |PYD

position from TSS

position from TSS





OPS/images/fnmol-12-00003/fnmol-12-00003-g005.gif
relative expression (27

relative expression (27

Naive Handled

E -
w s xig
0 w0
os o
R e
HEEERE S N
H H
: 8 m oo
h [
£ :
24 24
s @
w w
0s. os
oo o
o me " e e
A
- X
g
§ 10f
H o

0 1o -0 o 10
Gecrmnaton indox

o sompmTon e outorpostToun
reorss peats Teosa peots
» smraiow  w smzpirom
e et o008 o0





OPS/images/fnmol-12-00003/fnmol-12-00003-g004.gif
A Habituation Training Short term recall  Long term recall

8 ¢
= - floxlox
100 e
g = flox/flox | | 12 - 4282
375 - 422 ém
g 58
3 % 56
2 °
& 54
o % €2
3 £
2o 2o
= 01234567 89101112 01234567 89101112
rial number trial number
o €
_300- 300. -
2 = =z
k3 8
>200. Sa00{ .
£ o £ .
£ £ PPN
§ 100. - ] z 3100;“ . %5 o
@ @ -~
Pl ae¥ suf o lvzel T2ES
£ . £
q1a2 g3 a4 at a2 a3 g4 q1 a2 g3 a4 a1 a2 43 g4

= flox/flox = flox/flox
- A202 - A202





OPS/images/fnmol-12-00003/fnmol-12-00003-g003.gif
Test

Training

1h or 24h

flox/flox A242

I -
< S o° o

© xepul uoneuwosI”

ns

flox/flox  A2iA2

|

= novel position
0 familiar position

Y
3] U.O o ©
88888

@ (%) swp uopesojdxg

g3 333 o
88 8§8&

o (%) swy uopesodxg






OPS/images/fnmol-12-00003/fnmol-12-00003-g002.gif
A Training Test

(] 1hor24h| @
—>
o & o &

B c
£ . . B e
S 80 £
£ oo §05 &
=het! K : 5
S £ -
g 40 T E00{ W
22 2
8 o B.05
flox/flox  A2/A2 flox/flox A21A2
m novel object
O familiar object
T E
$10
3 .
&
o < °
I I
o .
.
00 +
.

flox/flox A2/A2 flox/flox A2/A2





OPS/images/fnmol-12-00003/fnmol-12-00003-g001.gif
A Visual Cliff B Light/Dark Test

W flox/flox
B a202

]
A2/A2  flox/flox light dark

[o] Y-Maze

100, —= 407 —=—
[2] [2]
£ 90 n & o a
f‘é sl ° %30 3
% 70 {7 ; 5 20 3
£ &0, =
8sof ° 3o
= 40 0

A2/A2  flox/flox A2/A2  flox/flox





OPS/images/fnmol-12-00003/crossmark.jpg





OPS/images/fnsys-12-00071/fnsys-12-00071-g001.gif
)

new protein synthesis
Consolidation
Reconsolidation

Reactivation

Integration

Training <

Reactivation

Deactivation






OPS/images/fnsys-12-00071/crossmark.jpg





OPS/images/fnmol-12-00003/fnmol-12-00003-t002.jpg
Chdflox/flox Chd122/42 C57BL/6N
NOR short term 104 +2.45 8.38+1.94 na.
NOR long term 9.22 +£1.62 9.23+4.28 na.
OLM short term 8.56 +1.89 528+ 0.44 na.
OLM long term 475+04 5.54 + 0.67 5.46 +0.98

n.a., not available.





OPS/images/fnmol-12-00003/fnmol-12-00003-t001.jpg
RT-qPCR

Forward primer

Reverse primer

Bdnf 5CGGACCCATGGGACTCTGGA 5'GTTGGGCCGAACCTTCTGGT
Arc 5 CGCAGAAGCAGGGTGAACCA 5TCCTCCTCCTCAGCGTCCAC
Egr 5GOGCCCACCTTTCCTACTCC 5'CCAGGCTCAGGTCTCCCTGT
cFos 5AGCAACGTGGAGCTGAAGGC 5 TGTGCAGAGGCTCCCAGTCT
Grin2A 5 AACTACAAGGCCGGGAGGGA 5/ACTGGAGCAGAGCGAGGTCA
8P 5 TAATCCCAAGCGATTTGCTGC 5TICACTCTTGGCTCCTGTGC
ChIP qPCR Forward primer Reverse primer

amplicon centered at position
-180 (Egr)

-126 Egr)

-69 (Egr1)

38 (Egr1)

171 (Egr)

2204 (Egri)

2918 (Egri)

p-actin

5'GCTTTCCAGGAGCCTGAGC
5'GTGCCCACCACTCTTGGAT
5'GCCGGTCCTTCCATATTAGG
5'CGAGAGATCCCAGCGCGCAG
5'GGGGCCCACCTACACTCC
5'CAGAAGCCCTTCCAGTGTCG
5'CCCTTCAGCGCTAGACCATC
5'ACGCCATCCTGCGTCTGGAC

5'AGCCCTCCCATCCAAGAGT
5'GCAGGAAGCCCTAATATGGA
5 TCAAGGGTCTGGAACAGCAC
5 TCTTGCGGCGGCGGAAGCTG
5'GTTGGCCGGGTTACATGC
5'GATGGGTAGGAGGTAGCCAC
5'GCTGTACAAAGATGCAGGGC
5'ATGACCTGGCCGTCAGGC
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TTG (n=8) CG(n=8)

Significant difference

Age 22(21-22) 22(21-22)
VIMQ-2 30 (26-33) 36 (20-36)
Change of coeflicient of variation in slope in right hand 0.44(0.85-0.57) 040 (0.28-0.41)
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Median (interquartie range). VMIQ-2, Vivicness of Movement Imagery Questionnaire-2; MER, motor-evoked potential; MI, motor imagery; TTG, transfer training group; OG, control

group.
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