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Cellular Mechanisms of Sinus Node
Dysfunction in Carriers of the
SCN5A-E161K Mutation and Role of
the H558R Polymorphism
Ronald Wilders*

Department of Medical Biology, Amsterdam University Medical Centers, Amsterdam, Netherlands

Background: Carriers of the E161K mutation in the SCN5A gene, encoding the NaV1.5
pore-forming α-subunit of the ion channel carrying the fast sodium current (INa), show
sinus bradycardia and occasional exit block. Voltage clamp experiments in mammalian
expression systems revealed a mutation-induced 2.5- to 4-fold reduction in INa peak
current density as well as a +19 mV shift and reduced steepness of the steady-state
activation curve. The highly common H558R polymorphism in NaV1.5 limits this shift to
+13 mV, but also introduces a −10 mV shift in steady-state inactivation.

Aim: We assessed the cellular mechanism by which the E161K mutation causes sinus
node dysfunction in heterozygous mutation carriers as well as the potential role of the
H558R polymorphism.

Methods: We incorporated the mutation-induced changes in INa into the Fabbri-Severi
model of a single human sinoatrial node cell and the Maleckar et al. human atrial cell
model, and carried out simulations under control conditions and over a wide range of
acetylcholine levels.

Results: In absence of the H558R polymorphism, the E161K mutation increased the
basic cycle length of the sinoatrial node cell from 813 to 866 ms. In the simulated
presence of 10 and 25 nM acetylcholine, basic cycle length increased from 1027 to
1131 and from 1448 to 1795 ms, respectively. The increase in cycle length was the result
of a significant slowing of diastolic depolarization. The mutation-induced reduction in INa

window current had reduced the contribution of the mutant component of INa to the net
membrane current during diastolic depolarization to effectively zero. Highly similar results
were obtained in presence of the H558R polymorphism. Atrial excitability was reduced,
both in absence and presence of the H558R polymorphism, as reflected by an increase
in threshold stimulus current and a concomitant decrease in capacitive current of the
atrial cell.
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Conclusion: We conclude that the experimentally identified mutation-induced changes
in INa can explain the clinically observed sinus bradycardia and potentially the occasional
exit block. Furthermore, we conclude that the common H558R polymorphism does not
significantly alter the effects of the E161K mutation and can thus not explain the reduced
penetrance of the E161K mutation.

Keywords: computer simulations, electrophysiology, genetics, human, ion channel, sinus bradycardia, sinus node
dysfunction, sodium current

INTRODUCTION

The“fast sodium current” (INa), which flows through NaV1.5
sodium channels, is a key player in the electrical activity of the
human heart (Zimmer et al., 2014), where it is responsible for
the fast >150 V/s upstroke of individual atrial and ventricular
cardio-myocytes (Workman et al., 2001; O’Hara et al., 2011).
The cardiac-specific NaV1.5 protein, encoded by the SCN5A
gene, is the pore-forming α-subunit of the channel (Remme,
2013). INa has also been observed in patch-clamp recordings
from isolated human sinoatrial (SA) node cells (Verkerk et al.,
2009), in line with the observation by Chandler et al. (2009)
that NaV1.5 is expressed in human SA nodal tissue. Accordingly,
INa was included in the comprehensive computational model
of a single human SA nodal cell that was recently developed
by Fabbri et al. (2017) and is known as the Fabbri-Severi
model.

Mutations in genes encoding ion channel-related proteins
may result in inherited arrhythmia disorders, in particular
the long QT syndrome (LQTS) and the Brugada syndrome
(BrS). Gain-of-function and loss-of-function mutations in
SCN5A underlie LQTS type 3 (LQT3) and BrS type 1 (BrS1),
respectively (Brugada et al., 2018; Giudicessi et al., 2018; Wilde
and Amin, 2018). Mutations in SCN5A may also lead to
overlapping phenotypes (SCN5A overlap syndromes), where
clinical characteristics of LQTS, BrS, and other arrhythmia
syndromes, e.g., conduction disease and sinus node dysfunction,
coexist in a single family or even in a single patient (Remme
et al., 2008; Giudicessi et al., 2018). Sinus node dysfunction
is a relatively common observation in both LQT3 and BrS1
patients (Hayashi et al., 2018; Wilders and Verkerk, 2018).
It should be noted that the “gain of function” in case of
LQT3 refers to the persistent INa that prolongs the ventricular
action potential and thus causes QT interval prolongation.
If an LQT3 mutation is associated with sinus bradycardia,
this mutation shows a concomitant “loss of function” in the
voltage range of diastolic depolarization (Wilders and Verkerk,
2018).

In 2005, Smits et al. reported the clinical and biophysical
features of a novel sodium channel mutation, E161K, i.e., the
replacement of the highly conserved acidic residue glutamic acid
(E) with the basic residue lysine (K) at position 161 of the
NaV1.5 protein (p.Glu161Lys; c.481G > A) (Smits et al., 2005).
This loss-of-function mutation was identified in individuals
of two non-related families. Affected patients had a complex
clinical phenotype with symptoms of bradycardia, sinus node

dysfunction, generalized conduction disease or BrS, or various
combinations thereof. Sinus node dysfunction was observed in 8
out of 14 mutation carriers. Twenty-four-hour Holter recordings
from 10 mutation carriers revealed that their absolute minimum
heart rate, but not their maximum heart rate, was significantly
lower compared to controls (39 ± 1 vs. 51 ± 0.6 beats/min,
mean± SEM). Furthermore, the incidence of signs of sinus node
dysfunction in E161K mutation carriers was particularly high at
night, when vagal tone is dominant.

Smits et al. (2005) assessed the biophysical effects of the
E161K mutation by transfecting E161K or wild-type sodium
channel α-subunit into tsA201 cells, together with wild-type
β1-subunit. Voltage clamp experiments on the transfected cells
revealed a 2.5-fold reduction in peak INa at −20 mV for E161K
sodium channels compared to wild-type channels. Furthermore,
the steady-state activation curve of the mutant channels showed
a +11.9 mV shift of its half-maximal activation potential (V1/2)
compared to wild-type (−30.7 ± 0.8 vs. −42.6 ± 1.4 mV,
respectively). Also, the steepness of this curve was slightly
reduced; its slope factor (k) amounted to 7.9 ± 0.3 vs.
6.7 ± 0.4 mV, respectively. Voltage dependence of steady-state
inactivation, recovery from inactivation, and development of
slow inactivation were not affected by the E161K mutation. Of
note, these data were all obtained in H558 background, i.e., with
histidine (H) at position 558 of the NaV1.5 protein.

Iwasa et al. (2000) were the first to report on the c.1673A > G
single nucleotide polymorphism (“SNP”) in the SCN5A gene,
which is responsible for the replacement of histidine (H) with
arginine (R) at position 558 of the NaV1.5 protein (p.His558Arg
or H558R), in relation to familial LQTS. Ackerman et al. (2004)
showed that H558R is the most common polymorphism in
SCN5A and that this variant is present in all four ethnic groups,
albeit at a significantly lower prevalence in Asians. In blacks,
whites, and Hispanics, the prevalence of R558 instead of H558
amounts to 20–30%, whereas this prevalence is near 10% among
Asians (Ackerman et al., 2004). Over the years, it has become clear
that the H558R polymorphism can either mitigate or aggravate
the effects of specific mutations in SCN5A. For example, this
polymorphism has mitigating effects on the mutations M1766L
(Ye et al., 2003) and P2006A (Shinlapawittayatorn et al., 2011),
but aggravating effects on the mutations G400A (Hu et al., 2007)
and A572D (Tester et al., 2010).

In 2010, Gui et al. (2010a,b) demonstrated that the H558R
polymorphism also affects the E161K mutation. They carried
out voltage clamp experiments on HEK-293 cells transfected
with E161K mutant or wild-type sodium channel α-subunit. Like
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FIGURE 1 | Characteristics of the fast sodium current (INa) of the Fabbri-Severi model of a human SA nodal pacemaker cell. (A) Steady-state activation and
inactivation curves (blue and red curves, respectively) of INa (left) and associated “window” of overlap (shaded area) in the voltage range between −60 and −40 mV
(right). (B) Current–voltage relationship of steady-state INa. (C) Effect of full block of INa in the absence of acetylcholine (ACh). Spontaneous action potentials (top)
and associated net membrane current (Inet) and INa (bottom). Horizontal arrow indicates increase in cycle length. (D) Effect of full block of INa during simulated
administration of 10 nM ACh. Spontaneous action potentials (top) and associated Inet and INa (bottom). Horizontal arrow indicates increase in cycle length.

Smits et al. (2005), they observed a reduction in peak INa for
E161K sodium channels compared to wild-type channels, both
in H558 and R558 background. In either case, this reduction
was approximately 4-fold, which is more pronounced than the
2.5-fold reduction in the study by Smits et al. (2005). With a
value of ≈19 mV, the positive shift in V1/2 of the steady-state
activation curve in H558 background was also more pronounced.
The steepness of this curve showed a reduction similar to
that observed by Smits et al. (2005). In R558 background, the
reduction in peak INa and steepness of the steady-state activation
curve were both similar to those in H558 background (Gui et al.,
2010b). However, the positive shift in V1/2 of the steady-state
activation curve was less pronounced, with a value of ≈13 mV
rather than ≈19 mV. However, the potentially mitigating
effects of this less pronounced shift in R558 background was
counteracted by a −10 mV shift in V1/2 of the steady-state
inactivation curve, which was absent in H558 background.

To assess the mechanism by which the E161K mutation
causes sinus node dysfunction as well as the potential
role of the H558R polymorphism, we incorporated the
mutation-induced changes in INa into the Fabbri-Severi
model of a single human SA node cell (Fabbri et al., 2017).
Furthermore, we incorporated these changes into the Maleckar
et al. human atrial cell model (Maleckar et al., 2008, 2009)

to assess the effects of the E161K mutation on atrial
excitability, which may also play a role in sinus node
dysfunction.

MATERIALS AND METHODS

Implementation of the E161K Mutation
and H558R Polymorphism
Effects of the heterozygous E161K mutation in SCN5A were
implemented in the CellML code (Cuellar et al., 2003) of the
Fabbri-Severi human SA nodal cell model (Fabbri et al., 2017) by
scaling the fully-activated conductance of INa (gNa) and shifting
the steady-state INa activation and/or inactivation curves, as
detailed below, based on the experimental data from literature
described in the Introduction and summarized in Table 1. The
slight change in steepness of the steady-state activation curve was
also included. These modifications were applied to half of the
intrinsic INa channels, thus representing the heterozygous nature
of the mutation, taking into account that a functional INa channel
is built with a single NaV1.5 protein.

Identical changes were applied to the Maleckar et al. (2009)
human atrial cell model. The latter model, which is also
known as the “human atrial myocyte with new repolarization”
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FIGURE 2 | Effects of the E161K mutation in SCN5A, either in H558 or R558 background, on biophysical properties of the fast sodium current (INa) of the
Fabbri-Severi model of a human SA nodal pacemaker cell. (A) Shift and change in steepness of the steady-state activation curve (left) and effect on “window” (right)
in H558 background. Horizontal arrow indicates the +19 mV shift. (B) Resulting effect on current–voltage relationship of steady-state INa in H558 background.
(C) Shift and change in steepness of the steady-state activation curve and shift of steady-state inactivation curve (left) and effect on “window” (right) in R558
background. Horizontal arrows indicate the +13 and −10 mV shifts. (D) Resulting effect on current–voltage relationship of steady-state INa in R558 background.

(hAMr) model, was selected because it includes well-validated
equations for the acetylcholine-activated potassium current
IK,ACh (Maleckar et al., 2008), thus allowing simulations over
a wide range of acetylcholine levels. Action potentials were

elicited with a 1 ms, ≈50% suprathreshold stimulus current at
a frequency of 1 Hz. The threshold stimulus current amplitude
was determined by increasing the stimulus current amplitude
in 0.1 pA/pF steps until a train of 200 action potentials

TABLE 1 | Experimental data on biophysical effects of the E161K mutation in SCN5A.

Steady-state activation Steady-state inactivation

Study Expression
system

Background Channel
type

Peak
current
density
(nA/pF)

V1/2 (mV) k (mV) n V1/2 (mV) k (mV) n

Experimental Data

Smits et al., 2005 tsA201
cells

H558 Wild-type 0.71± 0.11 −42.6± 1.4 6.7 ± 0.4 9 −89.4± 1.2 −4.9 ± 0.3 9

E161K 0.28± 0.05∗ −30.7± 0.8∗ 7.9 ± 0.3∗ 13 −88.5± 0.9 −4.4 ± 0.1 13

Gui et al., 2010a HEK-293
cells

H558 Wild-type 0.87± 0.08 −34.7± 0.7 6.9 ± 0.2 23 −81.4± 0.7 −6.4 ± 0.1 24

E161K 0.20± 0.03∗ −14.9± 0.7∗ 9.0 ± 0.1∗ 19 −79.9± 0.9 −6.6 ± 0.1 21

Gui et al., 2010b HEK-293
cells

H558 Wild-type 0.81± 0.08 −33.8± 0.7 6.7 ± 0.2 11 −80.3± 0.9 −6.2 ± 0.1 12

E161K 0.19± 0.03∗ −14.7± 0.6∗ 8.9 ± 0.1∗ 11 −78.4± 0.8 −6.5 ± 0.2 12

R558 Wild-type 0.92± 0.17 −35.5± 1.3 6.8 ± 0.2 9 −81.8± 1.0 −6.5 ± 0.1 10

E161K 0.15± 0.02∗ −20.9± 1.2∗ 8.0 ± 0.1∗ 14 −88.8± 1.8∗ −6.7 ± 0.2 10

Model Parameters

Fabbri et al., 2017 −30.5 6.5 −69.8 −4.5

Maleckar et al., 2009 −15.7 6.4 −63.6 −5.3

All experimental data obtained at room temperature and expressed as mean ± SEM. ∗P < 0.05 vs. wild-type.
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FIGURE 3 | Effects of the E161K mutation in SCN5A, either in H558 or R558
background, on the fast sodium current (INa) of the Fabbri-Severi model of a
human SA nodal pacemaker cell during simulated voltage clamp experiments.
(A) Control (“wild-type”) and mutant INa during voltage clamp steps from a
holding potential of −120 mV to test potentials of −40, −20, and 0 mV.
(B) Current–voltage relationship of peak INa, as derived from these simulated
voltage clamp experiments.

could successfully be elicited. To prevent slow drifts in ion
concentrations, the intracellular Na+ and K+ concentrations
were fixed, as were the cleft ion concentrations.

In H558 background, the E161K mutation was implemented
by shifting the steady-state activation curve of the model INa by
+19 mV. In R558 background, this curve was shifted by+13 mV,
together with a −10 mV shift in the steady-state inactivation
curve. In either background, a 50% decrease in gNa was applied
to arrive at an almost 4-fold decrease in peak current density of
mutant INa during voltage clamp simulations. Furthermore, the
slope factor of the steady-state activation curve of the model INa
was increased by 20% to account for mutation-induced decrease
in steepness of this curve.

Computer Simulations
The CellML code of both models, as available from the
CellML Model Repository (Lloyd et al., 2008), was edited and
run in version 0.9.31.1409 of the Windows based Cellular
Open Resource (COR) environment (Garny et al., 2003b). All
simulations were run for a sufficiently long time, i.e., for the
duration of a train of 200 action potentials, to reach steady-state
behavior. Data from the final ten action potentials were used for
analysis.

RESULTS

Characteristics of the SA Nodal Fast
Sodium Current
First, we characterized INa of the Fabbri-Severi model of a single
human SA nodal pacemaker cell (Fabbri et al., 2017) and its effect
on the spontaneous activity of this cell. Figure 1A shows the
steady-state activation and inactivation curves of INa (left) and
the associated “window” (area of overlap; right). The window is
in the voltage range of diastolic depolarization, between−60 and
−40 mV. Because of the relatively slow changes in membrane
potential of the SA nodal cell and the relatively fast kinetics
of INa, this window is the major determinant of the course of
INa during the action potential, of course in combination with
the fully-activated conductance of INa (gNa), which amounts to
22.3 nS in the Fabbri-Severi model. The associated steady-state
current-voltage relationship of INa is shown in Figure 1B.

With a value near 0.6 pA, the amplitude of INa during diastolic
depolarization is small. However, this amplitude is relatively
large in comparison to that of the net membrane current (Inet)
(Figure 1C, solid lines). It is therefore not surprising that full
block of INa results in a 117-ms increase in cycle length from 813
to 930 ms (Figure 1C, dotted lines), corresponding with a 13%
decrease in beating rate from 74 to 64 beats/min. In the simulated
presence of 10 nM acetylcholine (ACh), the amplitude of Inet
during diastolic depolarization becomes considerably smaller,
whereas that of INa does barely change. Accordingly, full block
of INa now results in a more prominent increase in cycle length,
by 245 ms from 1027 to 1272 ms (Figure 1D), corresponding
with a 19% decrease in beating rate from 58 to 47 beats/min. Of
note, INa hardly affects the cycle length through a change in action
potential duration.

Now that the simulations of Figure 1 had shown that changes
in INa may modify the cycle length of the Fabbri-Severi model
cell to a considerable extent, we first assessed the changes in peak
and window INa caused by the E161K mutation in SCN5A, either
in H558 or R558 background. Next, we tested the effects of these
changes on the spontaneous pacemaker activity of the SA nodal
model cell.

Effects of the E161K Mutation in SCN5A
on Biophysical Properties of INa
The left panel of Figure 2A illustrates the changes in the
steady-state INa activation and inactivation curves due to
the E161K mutation in H558 background. These changes
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are limited to a +19 mV shift in the steady-state INa
activation curve and a slight decrease in steepness of
this curve, which is poorly discernible in Figure 2A. As
a result, the window of overlap is significantly reduced
and shifted to less negative values of membrane potential,
now roughly ranging from −50 to −30 mV (Figure 2A,
right) and thus limiting the contribution of INa to diastolic
depolarization. This is reflected in the current–voltage
relationship of steady-state INa (Figure 2B, solid line),
which is strongly reduced in comparison with wild-type
INa.

In R558 background, the shift in the steady-state INa activation
curve is less pronounced (+13 vs.+19 mV), but accompanied by
a−10 mV shift in the steady-state inactivation curve (Figure 2C,
left). As a result, the window of overlap is smaller than in H558
background (Figure 2C, right). However, it better fits with the
voltage range of diastolic depolarization. Yet, the steady-state
INa in this voltage range is even more reduced in comparison
with wild-type INa than in H558 background (Figure 2D, solid
line).

Effects of the E161K Mutation in SCN5A
on INa in Voltage Clamp Experiments
As set out in the Introduction, voltage clamp experiments
on SCN5A channels expressed in tsA201 and HEK-293 cells
(Smits et al., 2005; Gui et al., 2010a,b) had revealed that
the E161K mutation induces a 2.5- to 4-fold decrease in INa
peak current density, both in H558 and R558 background.
To assess the extent to which this reduction is due to the
changes in the INa steady-state activation and inactivation
curves per se, we reconstructed current traces in response to
voltage clamp steps from a holding potential of −120 mV
to test potentials ranging from −100 to +50 mV. Figure 3A
shows examples of wild-type and mutant current traces at
test potentials of −40, −20, and 0 mV. These already
demonstrate that the peak current density of the wild-type
channels is higher than that of mutant channels, despite the
identical value of gNa used in the voltage clamp simulations.
Figure 3B summarizes the simulation data. The changes
in the steady-state activation and inactivation curves per se
reduce the peak current density by ≈35%. To arrive at an
almost 4-fold decrease in INa peak current density, in line
with the experimental observations, we reduced the mutant
gNa by a factor of 2 in our further simulations. Thus
we split the original gNa of 22.3 nS of the Fabbri-Severi
model cell into 11.15 nS for the wild-type INa channels
and 5.575 nS for the E161K mutant INa channels, in either
background.

Effects of the E161K Mutation on SA
Nodal Pacemaker Activity
We applied the mutation-induced changes in INa, i.e., the
shifts in steady-state activation and inactivation curves, the
reduction in steepness of the steady-state activation curve, and
the reduction in fully-activated conductance, to half of the INa
channels in the Fabbri-Severi model to assess the effects of the

heterozygous E161K mutation on the spontaneous pacemaker
activity of a human SA nodal cell. Figures 4A–G, shows the
effects on the action potential (Figure 4A), intracellular calcium
concentration (Figure 4B) and underlying membrane currents
(Figures 4C–G) under control conditions (no ACh), whereas the
corresponding simulation data in the presence of 10 nM ACh
are shown in Figures 4H–N. The simulated administration of
ACh to the Fabbri-Severi model cell does not only activate the
acetylcholine-activated potassium current IK,ACh, which is zero
under control conditions, but also reduces the hyperpolarization-
activated “funny current” If (through a −4.95 mV shift in its
voltage dependence of activation), the L-type calcium current
ICaL (through a 3.1% decrease in its maximal conductance), and
the rate of Ca2+ uptake into the sarcoplasmic reticulum (SR)
by the SERCA pump (through a 7.0% decrease in its maximum
activity). Of note, the changes in ICaL and Ca2+ uptake rate
have only marginal effects at this level of ACh (Fabbri et al.,
2017).

The main effect of the application of ACh is a prolongation
of the basic cycle length from 813 to 1027 ms (Figures 4A,H,
wild-type traces), which is associated with a decrease in the
intracellular calcium concentration [Ca2+]i (Figures 4B,I, wild-
type traces), and sodium-calcium exchange current INCX during
diastolic depolarization (Figures 4E,L, wild-type traces). If
is also reduced (Figures 4F,M), as a result of the direct
effect of ACh on its voltage dependence of activation. The
remaining inward currents, i.e., the L-type calcium current ICaL
(Figures 4D,K), T-type calcium current ICaT (Figures 4E,L)
and INa (Figures 4G,N), are not largely affected. The total
repolarizing current Irepol is also hardly affected, with an
almost constant value of ≈9 pA during diastolic depolarization
(Figures 4D,K). This is because it includes the ACh-activated
IK,ACh, which is also shown separately (Figures 4F,M), in
addition to the rapid delayed rectifier potassium current
IKr, the slow delayed rectifier potassium current IKs, the
ultrarapid delayed rectifier potassium current IKur, the transient
outward potassium current Ito, and the sodium-potassium pump
current INaK, which are not shown separately in Figure 4.
The reduction in the “pacemaker currents” If and INCX
(Lakatta and DiFrancesco, 2009), in combination with the
minor changes in other inward currents as well as Irepol,
result in the reduction in the net membrane current Inet
(Figures 4C,J) that underlies the observed increase in cycle
length.

In absence of ACh, the mutation-induced reduction in INa
(Figure 4G) causes a reduction in Inet, which becomes most
prominent during the second half of diastolic depolarization
(Figure 4C) and in turn results in a prolongation of the
cycle length by 53 and 54 ms in H558 and R558 background,
respectively (Figure 4A, horizontal arrow), from the basic
cycle length of 813 ms, corresponding with a 6% decrease in
beating rate from 74 to 69 beats/min in either background.
Simulations with the wild-type model in which gNa is
reduced by 50% (labeled “50% gNa”), thus simply blocking
50% of the channels, result in a cycle length prolongation
of 55 ms and traces that are barely distinguishable from
the mutant ones, thus demonstrating that the contribution
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FIGURE 4 | Effects of the E161K mutation in SCN5A, either in H558 or R558 background, on the spontaneous activity of the Fabbri-Severi model of a human SA
nodal pacemaker cell. (A) Membrane potential (Vm), and associated (B) intracellular calcium concentration ([Ca2+]i), (C) net membrane current (Inet), (D) L-type
calcium current (ICaL) and total repolarizing current (Irepol), (E) T-type calcium current (ICaT) and sodium-calcium exchange current (INCX), (F) ACh-activated potassium
current (IK,ACh) and hyperpolarization-activated “funny current” (If), and (G) fast sodium current (INa) in the absence of ACh. (H) Vm, (I) [Ca2+]i, (J) Inet, (K) ICaL and
Irepol, (L) ICaT and INCX, (M) IK,ACh, and If, and (N) INa during simulated administration of 10 nM ACh. Solid gray lines show the effect of a 50% reduction in
fully-activated conductance of INa (gNa). Horizontal arrows indicate increase in cycle length. Irepol consists of IK,ACh, the rapid delayed rectifier potassium current IKr,
the slow delayed rectifier potassium current IKs, the ultrarapid delayed rectifier potassium current IKur, the transient outward potassium current Ito, and the
sodium-potassium pump current INaK.
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of the mutant component of INa to total INa is almost
zero.

In the simulated presence of 10 nM ACh, the effects of the
mutation are more pronounced, as reflected by the prolongation
of the cycle length by 104 ms in H558 background and
105 ms in R558 background (Figure 4H, horizontal arrow),
from the basic cycle length of 1027 ms, corresponding with a
9% decrease in beating rate from 58 to 53 beats/min in either
background. Again, the contribution of the mutant component
of INa to total INa is almost zero, as demonstrated by the
highly similar prolongation of cycle length, by 107 ms, in
case of 50% gNa. The more pronounced effect of the highly
similar reduction in INa in the simulated presence of 10 nM
ACh (Figures 4G,N) can be explained by its occurrence in
the setting of a smaller Inet during diastolic depolarization
(Figures 4C,J).

As illustrated in Figure 5A, the mutation-induced increase in
cycle length increases with increasing levels of ACh. At 25 nM,
this increase amounts to 347 and 355 ms in H558 and R558
background, respectively, from a basic cycle length of 1448 ms,
slightly less than the increase of 361 ms in case of 50% gNa.
In terms of beating rate (Figure 5B), an ACh level of 25 nM
results in a rate of 41 beats/min in case of wild-type sodium
channels and 33 beats/min in case of the heterozygous E161K
mutation, in either background. The percent decrease in beating
rate relative to wild type is shown in Figure 5C. In absence of
ACh (Figure 5C, leftmost bars), the E161K mutation results in
a 6.1% decrease in beating rate in H558 background and 6.2%
decrease in R558 background. This percentage increases with
increasing levels of ACh. In the simulated presence of 10 nM
ACh, the decrease in beating rate amounts to 9.2 and 9.3%,
respectively. At an ACh level of 25 nM (Figure 5C, rightmost
bars), the mutation-induced decrease in beating rate is almost
20%, with values of 19.3% in H558 background and 19.7% in
R558 background.

Effects of the E161K Mutation on Atrial
Excitability
Sinus node dysfunction may also be related to changes in
atrial excitability, potentially leading to sinus node exit block
or atrial conduction block. Therefore, we assessed the effects of
the E161K mutation on atrial excitability using the Maleckar
et al. human atrial cell model (Maleckar et al., 2009), which we
used in combination with its well-validated equations for IK,ACh
(Maleckar et al., 2008). Changes in INa, simulating a heterozygous
mutation in SCN5A, were implemented as in the Fabbri-Severi
model. Of note, the effect of ACh on the Maleckar et al. model
cell is limited to the activation of IK,ACh.

Figure 6A shows atrial action potentials elicited at 1 Hz with
a stimulus current of 1 ms duration under control conditions
(no ACh). Both variants of the E161K mutation result in a
reduction in the action potential overshoot and a less rapid
activation, indicative of a decrease in capacitive current of
the atrial cell (Figure 6A, inset). The associated INa, which
is shown in Figure 6B, is approximately halved or – because
the slower activation allows a larger fraction of the channels

to inactivate during the activation process – even more than
halved. In the simulated presence of 10 nM ACh, the resting
membrane potential becomes more negative with a value of
−79 mV vs. −74 mV (Figure 6C), which results in a larger INa
because less sodium channels are inactivated at this more negative
resting potential (Figure 6D). This does, however, not imply
that action potential generation is facilitated in presence of ACh
since the distance to action potential threshold is increased and
an additional outward current, i.e., IK,ACh, is activated. Again,
activation is slowed and the underlying INa is approximately
halved (Figures 6C,D, insets).

Atrial excitability was characterized, over a wide range of
concentrations of ACh, by determining the threshold stimulus
current of the atrial cell as well as its maximum upstroke velocity,
as a direct measure of the capacitive current. Threshold stimulus
current was determined with 1 ms stimuli of increasing amplitude
that were applied at a frequency of 1 Hz. Results are shown in
Figure 7A. The threshold increases with increasing levels of ACh
and is 5–8% higher in case of the E161K mutation. Although
barely visible in Figure 7A, the threshold in R558 background,
with the smaller shift of the steady-state activation curve, is
smaller than in H558 background.

Maximum upstroke velocity was determined by eliciting
action potentials with a 1 ms, ≈50% suprathreshold stimulus
current at a frequency of 1 Hz. As shown in Figure 7B, it is
not strongly dependent on the level of ACh. Upstroke velocity
is approximately halved, or even more than halved, in case of
the E161K mutation. As for the threshold stimulus current, the
mutation in R558 background is associated with (slightly) less
strong effects than in H558 background. In contrast with the SA
nodal cell, the mutant component of INa is not effectively zero,
as revealed by the larger INa (Figures 6B,D, insets) and larger
maximum upstroke velocity (Figure 7B) in comparison with the
50% gNa simulations.

DISCUSSION

General Discussion
Our simulations demonstrate that the E161K mutation in SCN5A
hampers both impulse generation and impulse propagation
through its effects on the electrophysiological properties of
human SA nodal and atrial cells. Generation of the SA nodal
action potential is hampered by the strong decrease in INa
during diastolic depolarization and the associated decrease in
Inet, in particular in presence of ACh (Figures 4, 5). Impulse
propagation, as comprehensively reviewed by Kléber and Rudy
(2004), is hampered by the current-to-load mismatch that results
from, on the one hand, the increase in threshold stimulus
current and, on the other hand, the decrease in capacitive
current of the atrial cell (Figures 6, 7). The highly common
H558R polymorphism in SCN5A does not have a major
effect on the outcome of the simulations, despite its effects
on the biophysical properties of the E161K mutant channels
(Figures 2, 3).

The E161K mutation has been subject of simulations since
its discovery in 2005 (Smits et al., 2005). Smits et al. (2005)
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FIGURE 5 | Bradycardic effects of the E161K mutation in SCN5A, either in H558 or R558 background, on the Fabbri-Severi model of a human SA nodal pacemaker
cell at different levels of ACh (0–25 nM). (A) Cycle length. (B) Associated beating rate. (C) Percent decrease in beating rate relative to wild-type. Solid gray bars show
the effect of a 50% reduction in fully-activated conductance of INa (gNa). Note the breaks in the vertical axes of (A,B).

FIGURE 6 | Effects of the E161K mutation in SCN5A, either in H558 or R558 background, on the action potential and fast sodium current (INa) of the Maleckar et al.
model of a human atrial myocyte. (A) Action potentials elicited at 1 Hz and (B) associated fast sodium current (INa) in the absence of ACh. (C) Action potentials
elicited at 1 Hz and (D) associated INa during simulated administration of 10 nM ACh. Insets show membrane potential (Vm) and INa on an expanded time scale.
Solid gray lines show the effect of a 50% reduction in fully-activated conductance of INa (gNa).

showed that the E161K mutation impairs conduction in linear
strands of atrial and ventricular cells, using the human atrial
and ventricular cell models by Courtemanche et al. (1998)
and Priebe and Beuckelmann (1998), respectively. Simulations
were based on the observations by Smits et al. (2005) on
E161K channels expressed in tsA201 cells. Mutation effects
were relatively mild in comparison to later observations by
Gui et al. (2010a,b) and obtained in H558 background. Smits

et al. (2005) also carried out simulations on SA nodal cells,
using the model of a peripheral rabbit SA nodal cell by Zhang
et al. (2000), including equations for IK,ACh (Zhang et al.,
2002). Despite the largely different time course of the human
SA nodal action potential, with a much smaller INa, a much
longer diastolic phase, and a significantly less negative maximum
diastolic potential, the main findings of the present study
are similar to those of Smits et al. (2005) regarding the SA
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FIGURE 7 | Effects of the E161K mutation in SCN5A, either in H558 or R558
background, on the excitability of the Maleckar et al. model of a human atrial
myocyte. (A) Threshold stimulus current amplitude for a stimulus of 1 ms
duration and (B) maximum upstroke velocity at ACh concentrations ranging
from 0.1 nM to 1 µM. Gray diamonds show the effect of a 50% reduction in
fully-activated conductance of INa (gNa). Note the logarithmic abscissa scale.

nodal action potential: the E161K mutation causes a decrease
in diastolic depolarization rate that results in an increase in
cycle length, which is much more pronounced in presence
of ACh.

Butters et al. (2010) studied the effects of several mutations
in SCN5A, including E161K, on cardiac pacemaking in
a two-dimensional model of sino-atrial tissue based on a
reconstruction of a single slice of the rabbit right atrium,
using modified versions of the single cell models of rabbit
SA nodal and atrial cells by Zhang et al. (2000, 2002) and
Lindblad et al. (1996), respectively. Their simulations of the
E161K mutation were again based on the observations by
Smits et al. (2005). The mutation slowed down pacemaking
and this effect was more pronounced in the presence of
ACh. Furthermore, a conduction block in the direction toward

the atrial septum occurred in the absence of ACh, while
conduction in the direction toward the crista terminalis was
sustained. With 15 nM ACh, exit block occurred in both
directions and the SA node was unable to drive the surrounding
atrium.

In the present study, we carried out simulations with
the use of comprehensive well-validated human single cell
models and implemented effects of the E161K mutation
based on the experimental data by Gui et al. (2010a,b).
Furthermore, we assessed the role of the highly common
H558R polymorphism, also based on the experimental data
by Gui et al. (2010a,b). We focused on cellular mechanisms
and refrained from using two- or even three-dimensional
models of sino-atrial interaction, with their coupling interactions
between heterogeneous cells, because results of such simulations
are critically dependent on the exact geometry and cell
distribution (Garny et al., 2003a), which have not been fully
elucidated.

Our simulations show that the effects of the E161K mutation
are so large, both in H558 and R558 background, that the
contribution of mutant INa to total INa of the SA nodal
cell is effectively zero. Accordingly, it is not surprising that
E161K mutation carriers show sinus node dysfunction as do
carriers of several mutations in SCN5A that are associated
with a complete or almost complete loss of function of the
mutant channels, as reviewed by Lei et al. (2007, 2008)
and Remme et al. (2008). In many cases, the sinus node
dysfunction shows a reduced penetrance, as for the E161K
mutation, where 8 out of 14 mutation carriers show the
disease. Reduced penetrance is a common finding in primary
electrical diseases, including those associated with mutations
in SCN5A (Remme, 2013; Robyns et al., 2014). Several
factors, including co-inherited genetic variants and alternative
splicing sites, may play a role. However, our simulations
suggest that it is highly unlikely that the common H558R
polymorphism can explain the reduced penetrance of the E161K
mutation.

Limitations
Unfortunately, experimental data on the effects of the E161K
mutation are limited to voltage clamp data from mutant SCN5A
channels in mammalian expression systems, viz. tsA201 and
HEK-293 cells, obtained at room temperature and in the presence
(Smits et al., 2005) or absence (Gui et al., 2010a,b) of a wild-
type β-subunit. There are some quantitative differences in the
experimental data, potentially due to differences in cell type or
presence of β-subunit, with a more severe pattern in the data
of Gui et al. (2010a,b), with a +19 mV shift of the steady-
state activation curve in H558 background vs. the +11.9 mV
shift reported by Smits et al. (2005) and a 4-fold vs. 2.5-fold
reduction in peak current density. However, the latter difference
may partly be explained by the larger shift in the steady-
state activation curve. In our simulations, we have assumed
that the experimentally observed effects of the mutation in
mammalian expression systems at room temperature also hold
for cardiac cells at the physiological temperature of 37◦C. We
cannot rule out that recordings at a more close-to-physiological
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temperature would have revealed additional effects of the E161K
mutation, as has been the case for several other BrS-related
mutations in SCN5A expressed in mammalian cell lines, like
T1620M and Y1795H (Dumaine et al., 1999; Rivolta et al., 2001).
Furthermore, we have to keep in mind that the cardiac sodium
channel is part of a macromolecular complex that does not
only comprise the α- and β-subunits, but also several other
proteins that may regulate channel activity, such as ankyrin,
caveolin and syntrophin, and may act differently in case of
mutant channels (Ruan et al., 2009). Thus, it is uncertain
to which extent the experimental data on the effects of the
E161K mutation acquired in mammalian expression systems
represent the mutant-induced changes that occur in human
cardiac cells.

In our simulations, it is assumed that the Fabbri-Severi
model of a human SA nodal cell (Fabbri et al., 2017) and the
Maleckar et al. model of a human atrial cell (Maleckar et al.,
2009) are fully representative of the biophysical properties of
the corresponding real cells. However, experimental data on
the biophysical properties of cardiac cells, and human cells
in particular, are often incomplete or obtained under non-
physiological conditions. Functional data on INa in human SA
nodal cells, for example, are limited to accidental observations
by Verkerk et al. (2009) when performing voltage clamp
experiments on single human SA nodal pacemaker cells to record
If. Accordingly, INa was included in the Fabbri-Severi model,
but simply adopted from its parent model, i.e., the model of
a rabbit SA nodal cell by Severi et al. (2012), who, in turn,
used the equations of the SA nodal cell model by Noble et al.
(1989). The latter equations were adopted from the model of
SA nodal cell electrical activity by Noble and Noble (1984),
who based their equations on the model of cardiac electrical
activity by DiFrancesco and Noble (1985). The description of
INa in the latter model is essentially that of Hodgkin and Huxley
(1952), but with modifications based on data from experiments
on rabbit cardiac Purkinje fibers at 10–26◦C (Colatsky, 1980)
and from isolated rat ventricular myocytes at 20–22◦C (Brown
et al., 1981). Activation and inactivation curves were shifted
along the voltage axis to account for their observed temperature
dependence, whereas rate constants were scaled to arrive at
time constant values near the experimentally observed ones.
The INa equations in the Maleckar et al. (2009) model are
adopted from the model of an adult human atrial cell by Nygren
et al. (1998), who used the voltage clamp data of Sakakibara
et al. (1992) on INa in isolated human atrial myocytes at
17 ± 1◦C to construct their model equations. Activation and
inactivation curves were shifted in the positive direction along
the voltage axis to reach a realistic activation threshold and
stable resting potential. The time constants of activation and
inactivation are very similar to those of the rabbit atrial cell
model of Lindblad et al. (1996), who based their mathematical
description of INa on the voltage clamp data of Wendt et al.
(1992), acquired from cultured rabbit atrial myocytes at 17◦C,
and INa of the DiFrancesco-Noble model (DiFrancesco and
Noble, 1985). Activation kinetics of INa were modified from
those of the DiFrancesco-Noble model with the use of a Q10
of 1.7.

In our simulations, it is also assumed that mutation
effects are limited to half of the intrinsic INa channels,
thus representing the heterozygous nature of the mutation,
taking into account that a functional INa channel is built
with a single NaV1.5 protein. This assumption is challenged
by recent experimental findings of Clatot et al. (2018), who
demonstrated that wild-type and mutant NaV1.5 proteins
can form dimers, enabling coupled gating of wild-type and
mutant NaV1.5 sodium channels that can be responsible for
a dominant negative effect of the mutation. Thus, the cellular
effects of the E161K mutation could be more severe than
anticipated.

The action of ACh in the Fabbri-Severi model is, apart from
the activation of IK,ACh, limited to suppression of If, ICaL, and
Ca2+ uptake into the SR, thus simplifying the intracellular SR-
based calcium clock signaling cascade through adenylyl cyclase,
cyclic AMP and protein kinase A (Maltsev et al., 2014; Behar et al.,
2016). This cascade is important for a detailed understanding of
the action of ACh. Yet, in the present study, where the focus is on
the effects of the E161K mutation in SCN5A and possible effects
of the H558R polymorphism, it is sufficient that the suppression
by ACh of If, ICaL, and Ca2+ uptake into the SR, and that of INCX
through the reduced intracellular calcium level, are included, in
addition to the activation of IK,ACh.

One should be careful in the interpretation of experimental
data, not only because of the above considerations, but also
because changes in biophysical parameters are not necessarily
independent. This is nicely demonstrated by the decrease in
peak current density shown in Figure 3. Such decrease is
often interpreted as a reduction in the number of channels
or a reduction in their single conductance. In this case,
however, the E161K mutant-induced changes in steady-state
activation and inactivation curves per se reduce the peak
current density by ≈35%. This effect may, at least partly,
explain the apparent discrepancy between the ≈30% decrease
in cell surface expression of E161K/H558 channels in HEK-
293 cells and the > 70% decrease in peak current density
reported by Gui et al. (2010a). Similarly, an apparently slower
inactivation of E161K/H558 channels at membrane potentials
ranging from -40 to 0 mV can, at least partly, be explained
by the +19 mV shift in their steady-state activation curve
(Gui et al., 2010a). Because experimentally observed changes
in time constants of (fast) inactivation or recovery from
inactivation, if any, are already small, no attempts were
made to include these changes in the simulations of the
present study.

CONCLUSION

We conclude that the experimentally identified mutation-
induced changes in INa can explain the clinically observed
sinus bradycardia and potentially the occasional exit
block. Furthermore, we conclude that the common H558R
polymorphism does not significantly alter the effects of
the E161K mutation and can thus not explain the reduced
penetrance of the E161K mutation.
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Aims: Patients who present with non-ischemic dilated cardiomyopathy (NIDCM) and

enhancement on late gadolinium magnetic resonance imaging (LGE-CMR), are at high

risk of sudden cardiac death (SCD). Further risk stratification of these patients based

on LGE-CMR may be improved through better understanding of fibrosis microstructure.

Our aim is to examine variations in fibrosis microstructure based on LGE imaging, and

quantify the effect on reentry inducibility and mechanism. Furthermore, we examine the

relationship between transmural activation time differences and reentry.

Methods and Results: 2D Computational models were created from a single short axis

LGE-CMR image, with 401 variations in fibrosis type (interstitial, replacement) and density,

as well as presence or absence of reduced conductivity (RC). Transmural activation

times (TAT) were measured, as well as reentry incidence and mechanism. Reentries

were inducible above specific density thresholds (0.8, 0.6 for interstitial, replacement

fibrosis). RC reduced these thresholds (0.3, 0.4 for interstitial, replacement fibrosis) and

increased reentry incidence (48 no RC vs. 133with RC). Reentries were classified as rotor,

micro-reentry, or macro-reentry and depended on fibrosis micro-structure. Differences

in TAT at coupling intervals 210 and 500ms predicted reentry in the models (sensitivity

89%, specificity 93%). A sensitivity analysis of TAT and reentry incidence showed that

these quantities were robust to small changes in the pacing location.

Conclusion: Computational models of fibrosis micro-structure underlying areas of

LGE in NIDCM provide insight into the mechanisms and inducibility of reentry, and

their dependence upon the type and density of fibrosis. Transmural activation times,

measured at the central extent of the scar, can potentially differentiate microstructures

which support reentry.

Keywords: non-ischemic cardiomiopathy, computational modeling, late gadolinium enhanced magnetic

resonance imaging, dilated cardiaomypothy, electrophysiology, reentry, arrhythmia (any), ventricular tachycardia

(VT)
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1. INTRODUCTION

Non-ischemic dilated cardiomyopathy (NIDCM) is
characterized by enlarged ventricular cavity size, and impaired
ventricular systolic function, which is not a consequence of
myocardial ischaemia. Patients who present with NIDCM are
known to be at high risk of sudden cardiac death (SCD), with
an estimated 20% mortality rate over 5 years (Gulati et al.,
2013). Late-gadolinium enhanced cardiovascular magnetic
resonance studies (LGE-CMR) of NIDCM have highlighted that
approximately one third of NIDCM patients have significant
mid-wall fibrosis, corresponding to areas of enhanced image
intensity (LGE), which are associated with an approximate 4- to
5-fold increased risk of sudden cardiac death (SCD) (Gulati et al.,
2013). Despite this clear association, the specific physiological
processes by which the structural remodeling associated with
NIDCM underlies such increased arrhythmic burden remains
poorly understood.

Further risk stratification in NIDCM based on LGE-CMR
is therefore vital, yet is challenged by the lack of knowledge
of both the underlying fibrosis micro-structure, as well as its
implications for arrhythmogenic mechanisms. This is partially
due to the limitations of current clinical scan resolutions, which
are an order of magnitude larger than that required to resolve
micro-structural fibrosis (Schelbert et al., 2010). Furthermore,
detailed quantification of the absolute level of fibrosis in LGE
images in non-ischemic patients is not possible, due to the
lack of comparison between core scar and remote tissue, as is
commonly used in assessing infarct fibrotic density in patients
with ischemic cardiomyopathy (Glashan et al., 2018). This
greatly confounds the identification of the potential fibrotic
arrhythmogenic substrate in non-ischemic disease, andmotivates
a closer examination of how potential variations in fibrosis
micro-structure underlying LGE may relate to differences in
arrhythmia susceptibility and the mechanisms responsible for
this.

In-light of the limitations of LGE in directly quantifying
fibrosis density in non-ischemic disease, it may be possible to
enhance risk stratification in NIDCM patients by combining
LGE assessment along with functional electrical measurements,
such as 12-lead ECG data or invasive electroanatomical mapping
recordings (Betensky et al., 2013; Chia and Hsia, 2014), to
better understand and assess the potential arrhythmogenic
substrate evident on LGE-CMR. Facilitating such an approach
first necessitates developing a greater understanding of how
the fibrotic make-up of regions of mid-wall fibrosis may cause
disruption to electrical wavefronts, under different conditions,
which may be interpreted in functional electrical measurements.

Computational modeling provides a useful tool to better
understand the mechanistic role of cardiac micro-structural
remodeling in the initiation and maintenance of ventricular
arrhythmias in the context of mid-wall fibrosis. Recently, detailed
computational models have been applied to understand the
arrhythmogenic interaction of electrical wavefronts and micro-
fibrotic structures in a variety of pathological conditions such
as modeling of atrial fibrillation (Roney et al., 2016; Vigmond
et al., 2016) as well as micro-reentry (Alonso and Bär, 2013).

In this study, we have developed the first computational model
of fibrosis in NIDCM based on microstructural discontinuities.
Based on a single LGE-CMR image, we explored possible
variations in fibrosis micro-structure, and determined the
consequences for reentry inducibility and reentry mechanism.
Furthermore, we demonstrated the potential of transmural
activation times (TAT) as a complementary source of data for the
identification of arrhythmogenic substrate.

2. METHODS

2.1. Image Acquisition and Processing
An anonymized LGE-CMR image set of a patient presenting
with NIDCM and LGE was acquired from the Royal Brompton
Hospital, using a previously described protocol (Gulati et al.,
2013), with approval of the UK National Research Ethics
Committee [07/H0708/83, 09/H0504/104]. The patient gave
written informed consent in accordance with the Declaration
of Helsinki. The acquired images had a 0.66 mm2 in-plane
resolution, and an 8 mm out of plane resolution. A single short
axis (SA) image, with the largest LGE area (semi-automatic
segmentation, 3 std > reference mean), was selected to build 2-D
models (see Figure 1A).

2.2. Model Geometry
In Figure 1 the pipeline from LGE-CMR image to computational
model is displayed. In this pipeline a triangular mesh (max 250
µm edge length) of the myocardium is made (CGAL), from
smoothed (moving average filter) epi, endo, and LGE contours,
with local myofiber orientations assigned by a 2-D version of
a rule based method (Bayer et al., 2012). The generated fiber
orientations were aligned primarily with the local circumferential
direction (see Figure 1G).

2.3. Fibrosis Microstructures
Interstitial and replacement fibrosis were modeled by modifying
mesh edges and triangles, respectively, with a single parameter α

controlling the density of fibrosis in LGE. The parameter α was
selected from the range 0−1 in steps of 0.1, which yieldedmodels
with varying levels of fibrosis. Additionally, each model’s level of
fibrosis was related to the normalized image intensity

I∗ =
I − Iref

Imax − Iref
, (1)

with I, Imax, Iref denoting the local, maximum, and mean non-
LGE reference image intensities respectively, so that higher
intensity areas contained more fibrosis. A fibrosis probability was
assigned to each mesh triangle or edge, giving a probabilistic
distribution of replacement or interstitial fibrosis at each level
of α. Concrete realizations of these fibrosis distributions were
created by generating a random number for each edge or triangle,
and assigning it to be fibrotic if the random number was less than
the local fibrosis probability.

For replacement fibrosis, the probability of a mesh triangle
being fibrotic was

preplacement = αI∗, (2)
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FIGURE 1 | Computational model creation from an LGE-CMR image. (A) LGE-CMR image. (B) Image segmentation into enhanced and non-enhanced myocardium.

(C) LV myocardial pixel intensity histogram and example intensity to fibrosis probability mapping. (D) Computational model with LGE intensities registered to image.

(E) Zoomed in view of simulated fibrosis micro-structure. (F) Four conduction slowing zones in LGE. (G) Rule-based circumferential fibers.

where α is the global fibrosis density. Fibrotic triangles were
removed from the mesh, making them electrically inert and
non-conducting.

Interstitial fibrosis was represented by a network of random
fibrotic clefts (Costa et al., 2014), implemented by doubling mesh
vertices across fibrotic edges. Each doubled vertex was assigned
to a different neighboring mesh element along the edge, thereby
creating a local no-flux boundary condition aligned with the
mesh edge. The probability of an edge being fibrotic was

pinterstitial = α cos4(θ)I∗, (3)

where θ is the angle between the triangle edge and the local
myocardial fiber direction. The cos4(θ) term in the equation
greatly decreases the likelihood of fibrosis not aligned with the
myocardial fiber direction. This ensures a highly anisotropic
fibrosis distribution, which is what we would expect in the case
of interstitial fibrosis.

Model tissues within circuits of interstitial fibrosis were
removed, since they were electrically isolated. Example models
with both interstitial and replacement fibrosis at various densities
are shown in Figure 2.

2.4. Conductivities and Conduction
Velocities
Conductivity values in non-enhanced areas were tuned to match
conduction velocities (CV) fromNIDCM (Anderson et al., 1993),
84 and 23 cm/s in the fiber and transverse directions, respectively.

FIGURE 2 | Simulated fibrosis micro-structures with varying type and density.

Black lines are separating edges through which current cannot cross, whereas

white areas are electrically inactive and non-conducting.

Both normal conduction (NC) and reduced conduction (RC)
were considered in LGE. In the case of NC the same conductivity
values were used as in non-enhanced areas. In the case of
RC, model LGE areas were assigned one of four reduced CVs
based on image intensity. Regions in the intensity range 0–25
and 25–50% above threshold had transverse conductivity (CVT)
reduced by 25 and 50%, respectively, with normal fiber direction
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conductivity (CVF). Finally, regions in the intensity ranges 50–75
and 75–100% above threshold had CVF reduced by 25 and 50%,
respectively, and CVT reduced by 50%. These four reduced sets
of CV values are consistent with (Anderson et al., 1993), which
reported a correlation between fibrosis level and CV slowing, as
well as a tendency for preserved longitudinal CV with milder
levels of fibrosis.

2.5. Dataset of Fibrosis Microstructures
We constructed a set of model fibrosis micro-structures,
consisting of variations in type (replacement, interstitial),
conductivity (normal, reduced) and 10 levels of maximum
density α (0.1–1.0). Ten random realizations of fibrosis were
made for each combination of conductivity, fibrosis type, and
fibrosis density, along with a control model with normal
conductivity and no fibrosis. This gave a total of 401 models
(Figure 2).

2.6. Electrophysiology Simulation
Electrical activity was simulated by the standard monodomain
formulation, with ionic currents represented by the Ten Tusscher
and Panfilov (2006) model of the human ventricular action
potential, integrated with step size 20 µs. Due to the lack of
experimental evidence for ionic remodeling in NIDCM, the
standard ventricular ionic properties for the Ten Tusscher and
Panfilov (2006) model were used. Both monodomain solver and
cell model are implemented in the Cardiac Arrhythmia Research
Package (CARP)(Vigmond et al., 2003).

Models were paced primarily from a site on the LV septal
endocardium, approximately halfway down the extent of the
LGE (see Figure 1B). Two additional endocardial sites were used
to perform a sensitivity analysis. These sites were located at
three quarters and at the limit of the LGE extent respectively
(Figure 7). Stimuli had a square shape with 500 µm edge length,
strength 500 µA/cm2, and duration 2 ms. Activation times were
recorded at the first time that the transmembrane voltage vm
crossed 0 and dvm

dt
> 0.

2.7. Pseudo-Electrograms
Pseudo-electrograms were calculated by estimating the
extracellular potential (Bishop and Plank, 2011)

φe =
1

4πσb

∫
�

∇· (σi∇vm)

‖r‖
d� (4)

where � is the cardiac domain, σi, σb = 1.0S/m the
tissue conductivity tensors for the intracellular domain and
outside of the heart respectively, and ‖r‖ the distance to the
electrogram measurement point, which was 4 cm anterior to the
computational geometry.

2.8. Stimulation Protocols
Activation patterns and transmural activation times were
generated with a fixed stimulation protocol, consisting of 5 beats
with coupling intervals (CIs) 500, 340, 250, 210 ms.

Reentry inducibility was tested with a dynamic algorithm,
with up to six stimuli with variable CI. The algorithm consists

of the components: reentry detection, coupling interval selection,
and stimulus capture detection.

2.8.1. Reentry Detection
For each stimulus 600 ms of electrical activity were simulated,
and electrical activations were recorded. Reentry was detected if
any activations were present after 170 ms in a region of interest
(ROI). For all experiments the ROI was defined by a circle with
radius 3 mm, centered at the stimulus site, and excluded fibrotic
areas.

2.8.2. Coupling Interval Selection
The coupling intervals (CI) between stimuli were determined
algorithmically for every stimulus after the first. First the CI of
200 ms was attempted, and if the resulting stimulus generated
a new wave, then this CI was kept. Otherwise the effective
refractory period (ERP) at the stimulus site was determined,
and the CI was set to ERP + 1 ms. This ensured that electrical
stimuli were delivered rapidly enough to destabilize the model,
and yet slowly enough that each stimulus generated a distinct
wave. An effective lower bound of 200 ms was placed on the CI,
as pacing rates faster than this can generate reentries under non-
pathological conditions (Cao et al., 1999). ERP was calculated to
within 1 ms by a binary search when it was required, with an
initial bracket of [200, 400 ms].

2.8.3. Stimulus Capture Detection
Knowledge of whether a stimulus generated a new activation
wave was required for the coupling interval selection. This was
accomplished by tracking a wave of activations for 20 ms after a
stimulus was applied, with a stimulus determined as capturing if
activations could be tracked up to 20 ms. Initially, all activations
inside the reentry detection ROI were found 1 ms after stimulus
delivery. For each subsequent millisecond new activations were
located inside a set of tracking ROI, which consisted of model
tissue that was within the distance that an activation wave could
travel in 1 ms, assuming the maximum CV of 84 cm/s.

2.9. Reentry Classification
Reentries were classified by visual inspection of videos of the
simulated transmembrane potential. A reentry was classified as
a rotor if an organizing center was present, consisting of nearly
simultaneous activation and repolarization, as micro-reentry if a
narrow conducting channel was involved, and as macro-reentry
if activation followed a large circuit. When multiple reentry types
were present in a simulation, the reentry type of the earliest
circuit was used. Examples of the three reentry types are shown
in Figure 3, and in the Supplemental Videos.

3. RESULTS

3.1. Fibrosis Texture, Density, and
Conductivity Modulate Reentry Inducibility
Figure 4 shows the number of reentries per fibrosis texture,
density and conductivity. In total 181 reentries were induced: 107
were due to the replacement texture whereas 74 were due to the
interstitial texture. The presence of reduced conduction in LGE
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FIGURE 3 | Examples of three canonical reentry mechanisms. (Top) Paths of reentrant circuits in green, with blue boxes indicating zoomed-in areas used for the

voltage maps below. (Middle) Transmembrane voltage maps, with time (ms) after the final stimulus displayed in the top left corner. (Bottom) Pseudo-electrograms

measured 4 cm anterior to the geometry showing 1s of electrical activity.

was associated with a greater reentry incidence (48 reentries for
NC versus 133 with RC), with most of the increase being due to
interstitial fibrosis (3 reentries NC vs. 71 with RC). For all fibrosis
types there was a minimum level of fibrosis density necessary for
reentry. This threshold was lower with reduced conduction, being
RC 0.2, 0.4, NC 0.8, 0.6 for interstitial and replacement textures,
respectively.

3.2. Reentry Mechanisms Vary With
Fibrosis Type and Density
The incidence of each reentry mechanism is shown in Figure 4.
Rotor reentries mostly occurred with interstitial texture, RC,
and lower density, whereas macro-reentries occurred with
replacement texture, and for higher densities of interstitial
texture with RC.Micro-reentries were prevalent in the maximum
density range 0.6–0.9 with RC and replacement texture.
The pseudo-electrograms for the example canonical reentries
(Figure 3) showed differing morphologies, with the rotor and

macro-reentry having a signal indicative of monomorphic VT,
whereas the micro-reentry showed a more fractionated signal,
due to wavefront disorganization. We note the relatively small
signal amplitude of the pseudo-electrograms, which we attribute
to the small fraction of the total LVmass being represented in our
2-D models.

3.3. Transmural Activation Time Increases
With Fibrosis Density and Higher Pacing
Rate
We examined the effects of fibrosis type and pacing rate on
local activation patterns around the region of LGE. Zoomed in
views of the activation maps at CIs, 500, 340, 250, 210 ms, for
fibrosis densities 0.5, 0.8, and 1.0, along with the control case,
are displayed in Figure 5. The activation maps show that both
higher fibrosis density and faster pacing rate delayed activation.
Furthermore, fibrosis density and pacing rate affected the overall
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FIGURE 4 | Incidence of reentry mechanisms by fibrosis texture, density, and

with normal and reduced conductivity in the LGE.

pattern of activation, which fell into one of two types, direct or
compartmentalized (Betensky et al., 2013). The direct pattern
was characterized by circumferentially oriented isochrones, and
activation times that reached their maximum on the anterior and
posterior ends of the fibrosis region (Figure 5, control case). In
contrast, compartmentalized activation was characterized by the
presence of isochrones normal to the region of fibrosis, and a
maximum activation time located directly across the pacing site
on the right ventricular septum (Figure 5, replacement fibrosis,
density 1.0). In some cases an increased pacing rate switched the
activation pattern from direct to compartmentalized (Figure 5,
replacement fibrosis, density 0.8), due to functional conduction
block, a known precursor to reentry. We sampled the local
activation time at a single point opposite the stimulus site, to
obtain the trans-mural activation time (TAT). Our results in the
top row of Figure 6 show that TAT always increased with faster
pacing rate. Furthermore, TAT tended to increase with higher
fibrosis density as well, especially with replacement fibrosis after
the reentry threshold had been reached. This was due to large
scale conduction block in the areas of fibrosis, which is confirmed
by the correlation of the reentry incidence with zones of large
TAT in Figure 6.

3.4. Transmural Activation Time With
Varying Pacing Rate Predicts Reentry
Inducibility
We tested the ability of TAT to predict reentry inducibility as
a surrogate for knowledge of the fibrosis micro-structure. In
particular we considered three metrics, TAT500, TAT210, and
1TAT. TAT500 and TAT210 refer to TAT at CIs 500 and 210
ms, respectively, whereas 1TAT refers to the difference between
TAT210 and TAT500. Models for which reentry was inducible
had significant higher mean values of the three metrics (Mann–
WhitneyU-test). For the inducible models these were (TAT500 =
54.8 ms, TAT210 = 115.3 ms,1TAT = 61.1 ms) vs (TAT500 = 38.9

ms, TAT210 = 74.34 ms,1TAT = 35.42 ms) for the non-inducible
models.

Using cut-off values of the TAT metrics, we predicted reentry
inducibility using all of the model micro-structures. The results
are summarized in Figure 7 as ROC curves, which show that
all three TAT indicies are predictive of reentry. Furthermore, of
the three indices, 1TAT was the most predictive, and TAT500
the least (area under curve = 0.88, 0.92, 0.94 for TAT500,
TAT210, 1TAT respectively). This trend is explained by rate-
dependant conduction block, occurring with a CI of 210 ms
but not with a CI of 500 ms. As a consequence, TAT210 was
a better predictor of reentry than TAT500. We designed 1TAT
to exploit rate-dependant conduction block even further. Such
block gives a relatively small TAT500, a relatively large TAT210,
and hence a large 1TAT. Indeed this metric was the best reentry
predictor, achieving a 89% sensitivity and 93% specificity at the
point of maximum sensitivity and specificity (Youden Index).
This compares favorably with the Youden Indicies of TAT500
(sensitivity 85%, specificity 94%) and TAT210 (sensitivity 81%,
specificity 89%).

3.5. Reentry Incidence and Activation
Delays Are Reduced at Off-Center Pacing
Locations
We examined the effects of pacing and measuring TAT from
alternate locations (see Figure 8 top right). Two of these locations
(sites 2 and 3) are located very close to the original pacing location
(site 1). Site 4 is located halfway between site 1 and the edge of the
extent of the scar (site 5). The TAT times and reentry incidence
for the alternative sites, with replacement fibrosis and reduced
conductivity, are presented in Figure 8. For sites 2–3, the results
are not very different from those obtained at site 1. At sites 4–5
the transmural activation times no longer correlate as much with
the fibrosis density, and the reentry incidence is less. Site 5, which
is furthest away from the center of the scar, has the lowest reentry
incidence.

4. DISCUSSION

Our study has highlighted the role of fibrosis density and local
conduction slowing for the induction of reentry in NIDCM.
Furthermore, we identified distinct reentry mechanisms related
to the underlying fibrotic substrate, and found that variations in
micro-structure density and conductivity had a measurable effect
on activation patterns. This allowed for the accurate prediction of
reentry inducibility in a wide variety of fibrotic micro-structures
with pacing from the endocardium halfway through the extent of
the scar.

4.1. A Model of Fibrosis for Non-ischemic
Dilated Cardiomyopathy
To the best of our knowledge, our paper is the first to develop a
computational model of fibrotic scarring in NIDCM. The main
feature of our model is the incorporation of random fibrosis
micro-structures. These micro-structures cannot be imaged with
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FIGURE 5 | Activation maps around the LGE for three types of fibrosis micro-structure. Red lines are isochrones spaced at 10 ms intervals. The stimulus site is shown

in green in the fibrosis-free control model (bottom row).

current clinical modalities, and were therefore approximated by
our computational model.

Micro-structures have explained reentry formation in
theoretical studies (Alonso and Bär, 2013), and in the context
of atrial fibrillation (Roney et al., 2016; Vigmond et al.,
2016), and have been shown to cause far-field effects when
interacting with external electrical fields, such as those used
for defibrillation (Fishler and Vepa, 1998). The densities of our
fibrosis micro-structures were guided by LGE-CMR intensity
values, which have been shown to reflect the relative volume
fraction of fibrosis (Schelbert et al., 2010). A similar approach was
also taken in representing fibrosis within the atria (Roney et al.,
2016). However, the absolute fibrosis level for any particular
non-ischemic LGE-CMR image is difficult to quantify (Glashan
et al., 2018), which motivated our approach of systematically
varying this parameter in our study.

We modeled reduced passive tissue conductivities within
fibrotic areas, based on evidence of reduce gap junction protein
expression in the context of fibrosis and dilated cardiomyopathy
(Kostin et al., 2003; Glukhov et al., 2012), and showed that
such effects greatly influence reentry formation in NIDCM.
Similar results have been previously obtained in the context of
ventricular infarcted areas (Arevalo et al., 2016) as well as the
fibrotic atria (Roney et al., 2016). It is important to note, that
any conduction slowing seen in our models is due to either:
(a) RC (where present); or, (b) tortuous activation pathways
through the micro-fibrosis patterns, which extend path lengths,
and cause source-sink mis-matches which slow conduction due
to increased electrotonic loading on the wavefront (De Bakker
et al., 1993).

We modeled the excitability of fibrotic tissue in NIDCM as
normal, which is supported by experimental studies (Anderson
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FIGURE 6 | (A) Mean (solid line) and standard deviation (transparent area) of trans-septal activation time (TAT) for four coupling intervals (CI) vs. fibrosis density,

fibrosis type, and LGE conductivity. The reentry incidence is overlaid in red. (B) Segmented LGE-CMR image with locations of stimulus and TAT recording site.

et al., 1993; Glukhov et al., 2012). This is in contrast to the
majority of modeling representations of the infarcted border-
zone, which often modulate sodium channel expression (Arevalo
et al., 2016). Given the evidence of normal excitability, it is most
likely that any ion channel changes in NIDCM would affect
the later phases of the action potential and hence the action
potential duration (APD). If any local APD effects were included
in our NIDCM model, they would likely influence the reentry
suspectibility (Clayton and Holden, 2005).

We did not include anymodels ofmyocyte-fibroblast coupling
(MacCannell et al., 2007), which shorten action potential
duration, and reduce excitability. The latter effect is not likely to
be present in NIDCM, due to the normal excitability observed
experimentally (Anderson et al., 1993; Glukhov et al., 2012).

However, we expect that the action potential shortening effect,
if included in our NIDCM model, would increase susceptibility
to reentries, as was the case with atrial fibrosis (McDowell et al.,
2013).

Finally, we did not include the effects of APD prolongation
and altered transmural heterogeneity as were observed in
Glukhov et al. (2012) for end-stage heart failure patients
with NIDCM. This is because such effects are potentially a
consequence of heart failure (Nattel et al., 2007). Hence their
role in the acute phase of NIDCM is uncertain, which is when
our computational model would be ideally used for prospective
arrhythmic risk stratification. Further studies are needed to
determine the extent to which APD prolongation and altered
transmural heterogeneity play a role in acute NIDCM.
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FIGURE 7 | ROC curves for predicting reentry inducibility based on transmural

activation times (TAT). TAT500 and TAT210 are the transmural activation times

with 500 and 210 ms coupling intervals respectively, while 1TAT is the

difference. The green dot shows the point of maximum sensitivity and

specificity. AUC stands for area under curve.

4.2. Mechanisms of Reentry
Previous studies have shown that fibrosis in NIDCM plays a role
in both the initiation of block, and in the slowing of propagation
(Anderson et al., 1993; Glukhov et al., 2012). Additionally,
fibrosis has been associated with suppressed gap junction protein
expression (Kostin et al., 2003; Glukhov et al., 2012), which
reduces the conductivity of tissue, thereby contributing further
to the slowing of conduction and formation of reentry.

By combining the known consequences of fibrosis in NIDCM
into a computational model, we were able to simulate three
reentry mechanisms, and analyse the relative contributions of
fibrosis micro-structure and RC. We observed that macro-
reentries involved large areas of functional and anatomical
conduction block, which were more likely to form when the
fibrosis was sufficiently dense, especially for replacement fibrosis
with NC and interstitial fibrosis with RC.

We observed that rotor reentries formed when relatively
large wavefronts pivoted and folded back onto an area of
transient conduction block. The anisotropic properties of
interstitial fibrosis facilitated this. Relatively free conduction in
the transverse direction allowed for the preservation of large
wavefronts in the fibrotic areas, whereas restricted conduction in
the fiber direction caused zones of transient block which could
be reentered by the pivoting waves. Indeed, most of the rotor
reentries occurred with interstitial fibrosis. RC also played a key
role in rotor formation, as only as single rotor was observed with
NC.

We observed micro-reentries when propagation was
constrained to a narrow pathway, and yet was not completely
blocked. This occurred predominantly with replacement fibrosis
and RC for the density range 0.6–0.9, at which micro-reentries
were more common than macro-reentries. We did not observe
micro-reentries with interstitial fibrosis. This was most likely
due to the relatively unhindered lateral conduction of interstitial
fibrosis which did not support the formation of narrow channels
required for micro-reentry.

Previous simulation studies (Alonso and Bär, 2013; Vigmond
et al., 2016), based on percolation theory, have also reported
micro-reentry at distinct ranges of fibrosis density. These ranges
were more narrow than what we observed, which we attribute
to the heterogeneous density of our fibrosis micro-structures.
This meant that different parts of our fibrotic zone could support
micro-reentry, depending on the overall fibrosis density. For both
micro-reentry and rotors, our results implicate the role of RC, as
the incidence of these reentry types was much greater when the
conductivity was reduced.

All reentries were initiated in the presence and absence of
RC. The possibility that reentry in NIDCM is possible due to the
structural effects of fibrosis alone, without RC, is also supported
by previous simulation studies (Kazbanov et al., 2016). However,
we show that the additional presence of RC increases the
likelihood of reentry initiation. Similarly increased arrhythmic
risks due to RC have been noted in the context of myocardial
infarction (Cabo et al., 2006), and even in otherwise healthy
hearts (Gutstein et al., 2001), which suggests that additional RC
may also increase the risk of SCD in NIDCM.

4.3. Transmural Activation Patterns
A comparison of our simulated TAT values to literature provides
a preliminary validation of our NIDCM fibrosis model. In
particular, for our control case with no fibrosis and NC, we
observed a TAT of 25 ms, which is within the range 26 ± 14
ms observed in healthy controls by Vassallo et al. (1986). For
our models with fibrosis, we predicted TAT between 25–100 ms
at the slow pacing rate. This is within the range 20–150 ms,
measured previously in patients with septal scar (Betensky et al.,
2013). The fact that we did not observe TAT values above 100 ms
was most likely due to the intramural morphology of the scar in
our particular patient. We expect that more transmural scars or
thicker septal walls would produce higher TAT values.

We found that activation in the fibrotic region followed
one of two patterns, direct or compartmentalized. These
same patterns were observed by Betensky et al. (2013), with
the compartmentalized pattern being attributed to greater
scar volume and transmurality. Our simulations indicate the
important role of scar density as well. Furthermore, we identified
a particularly dangerous situation in which the activation pattern
switched from direct to compartmentalized under an increase in
pacing rate, reflecting a transient conduction block.

Our ROC analysis indicates that TATs are predictive of
reentry. This is supported by Betensky et al. (2013), who reported
that clinical VT were more common in patients with delayed
TAT, and by Saumarez et al. (2003), who showed an association
between SCD and rate dependant pacing delay. All three of our
TAT metrics reflect this trend, with 1TAT being particularly well
suited to detecting large scale transient conduction block. Indeed,
Figure 4 shows that, for replacement fibrosis, the difference
in average TAT between CI 500 and 210 ms increased from
about 90 ms in the reentry-free density regime to 100–200 ms
for the densities that supported reentry. These reentries were
overwhelmingly of the macro type, which involved large areas
of conduction block that greatly increased 1TAT values. For
interstitial fibrosis, the link between 1TAT and reentry was not
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FIGURE 8 | Effect of pacing location on transmural activation times and reentry incidence. Transmural activation times are given as a mean (solid line) and standard

deviation (transparent area) for four coupling intervals (CI), taken over 10 random realizations of each fibrosis density. The reentry incidence is overlaid in red for

comparison. All results were obtained with replacement fibrosis texture and reduced conductivity. The results for site 1 are the same as in Figure 6 (top right), whereas

sites 2–5 are new locations shown for comparison.

as clear, most likely due to the presence of rotor reentries, which
involved relatively small areas of conduction block and were
therefore associated with modest 1TAT values. Nevertheless, all
three TAT metrics tended to increase with the interstitial fibrosis
density, so that large TAT and 1TAT values were indicative of
being above the minimum density threshold for reentry.

4.4. The Effects of Pacing and TAT
Recording Locations
We considered alternative pacing and TAT recording locations
andmeasured the reentry incidence and TAT values at these sites.
At the three sites in the center of the scar, the reentry incidence

was similar and the TAT values correlated with scar density. At
the off-center locations the reentry incidence was lower, with the
site furthest away from the center of the scar experiencing the
lowest incidence. This is expected since waves approaching the
scar from the off-center locations traveled in a vector that was
more greatly aligned with the myocardial fiber direction than for
waves traveling from the central pacing locations. This meant
that the effective CV of waves originating form the off-center
locations was higher, and conduction block less likely.

Furthermore, TAT was only weakly correlated with the scar
density at the off-center pacing sites. This was due to the effects
of waves traveling around the scar, which were more likely to be
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the first to reach the TAT recording locations in the off-center
setups. Since these waves traveled around the scar rather than
through it, they experienced less fibrosis induced delay. For the
pacing cite furthest away from the center of the scar, the scar
transmurality was also substantially less, which lead to less delay
for waves traveling through the scar than from the other pacing
sites.

4.5. Clinical Implications
The DANISH trial (Køber et al., 2016) has demonstrated the
need to improve the identification of patients with non-ischemic
disease who benefit from ICD therapy. LGE-CMR, with its
ability to image areas of fibrosis, is a promising tool for SCD
risk stratification. Our results show that the type and density
of the scar micro-structure underlying LGE play an important
role in arrhythmia formation. This motivates the inclusion
of data additional to LGE-CMR for the purposes of risk
stratification. Our work suggests that electrical measurements,
such as transmural activation times are an attractive
possibility.

We demonstrated good performance of 1TAT for predicting
simulated reentry induciblity for a single scar macrostructure
with a variety of miscrostructures. Further experiments with
a variety of macrostructures are warranted. Our results with
alternative pacing and TAT recording locations suggest that
finding a location central to the scar is crucial for inferring the
potential for reentry from TAT measurements. Furthermore, the
method is robust to small changes in the pacing/recording
locations. This is important for any potential clinical
application, where less precision in determining locations can be
expected.

Another potential data source complementary to LGE-CMR
is T1 mapping, which allows for absolute comparisons to be
made, and has been shown to be an independent predictor of
arrhythmia (Chen et al., 2015). Future modeling efforts may
benefit from the incorporation of both T1 and LGE-CMR.

Computational models of NIDCM, building on the
methodology presented here, have the potential to predict
SCD in a manner similar to that which has recently been
demonstrated for ischemic disease (Arevalo et al., 2016). Future
developments should address the in-vivo estimation of key
fibrosis characteristics, such as density and fibrosis type, as well
as the amount of conductivity reduction, as these would greatly
improve the predictive capability of computational modeling,
and thereby pave the way for personalized in-silico prediction of
arrhythmic risk in NIDCM.

4.6. Limitations
All models were based on a single image. Consequentially our
results do not account for geometric variability, such as wall
thickness, scar transmurality, and scar extent. These factors
may effect both TAT and reentry inducibility, and therefore the
ability to infer reentry susceptibility from TAT measurements.
Furthermore, our simulated TAT differences were a consequence
of electrical restitution properties, which were governed by the
Ten Tusscher and Panfilov (2006) model in our case. This model
assumes normal ventricular restitution properties. Whether or

not this is appropriate for fibrotic tissue in NIDCM is an open
question. Additionally, we did not include any epi-endocardial
differences in our cellular model, as the role of such differences in
NIDCM is currently unknown.

As shown in section 3.5, the choice of pacing location is
critical when making TAT measurements. In the clinical study
of Betensky et al. (2013), this issue was handled by first surveying
scars via voltage mapping and LGE-CMR, and then choosing an
appropriate pacing location. We expect that similar techniques
will be of use in future studies of scarring in NIDCM.

Simulations were performed in 2-D, which neglected the 3-D
structure of ventricular tissue, myofibers, and interstitial clefts.
As a consequence we restricted our study to the generation of
reentry and not the sustenance, in which additional electrical
pathways in 3-D may be important. Furthermore, micro-
structural effects on TAT values could be less pronounced in 3-D
at comparable fibrosis levels. This is because the presence of a
3rd dimension would likely increase the degree of connectivity
among different paths through the scar, leading to quicker fill-in
by multiple propagating activation wavefronts and hence more
stable conduction. At the same time source-sink mismatches
could be more pronounced in 3D due to the extra electrotonic
load on a point in 3-D tissue. This could make conduction block
and hence reentries more likely to occur.

Furthermore, the modeled 2-D fiber architecture did not
account for the effects of transmural variation in fiber helix angle.
Including this effect into a projection of the fibers onto a 2-D
short-axis plane would cause the effective conductivity in the in-
plane fiber direction to be less at the epicardial and endocardial
edges. We expect that including this in our models would act
to shorten the electrical wavelength around the scar, potentially
increasing the reentry incidence.

Only two levels of conductivity reduction were tested: none
and the heterogeneous scheme described in section 2.4. This was
due to the lack of experimental data to inform the conductivity
values, and to limit the number of model combinations.

Finally heterogeneous blocks of fibrosis corresponding to
image pixels were present in ourmodels, which have the potential
to affect the probability of reentry (Kazbanov et al., 2016).
However, our pixel size of 0.66 mm is well below the threshold
of where block size effects were seen in Figure 2b of Kazbanov
et al. (2016), which suggests that the fibrosis heterogeneity size
was sufficiently resolved in our study.
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Short QT syndrome variant 1 (SQT1) arises due to gain-of-function mutations to

the human Ether-à-go-go-Related Gene (hERG), which encodes the α subunit of

channels carrying rapid delayed rectifier potassium current, IKr. In addition to QT interval

shortening and ventricular arrhythmias, SQT1 is associated with increased risk of atrial

fibrillation (AF), which is often the only clinical presentation. However, the underlying

basis of AF and its pharmacological treatment remain incompletely understood in

the context of SQT1. In this study, computational modeling was used to investigate

mechanisms of human atrial arrhythmogenesis consequent to a SQT1 mutation, as well

as pharmacotherapeutic effects of selected class I drugs–disopyramide, quinidine, and

propafenone. A Markov chain formulation describing wild type (WT) and N588K-hERG

mutant IKr was incorporated into a contemporary human atrial action potential (AP)

model, which was integrated into one-dimensional (1D) tissue strands, idealized

2D sheets, and a 3D heterogeneous, anatomical human atria model. Multi-channel

pharmacological effects of disopyramide, quinidine, and propafenone, including binding

kinetics for IKr/hERG and sodium current, INa, were considered. Heterozygous and

homozygous formulations of the N588K-hERGmutation shortened the AP duration (APD)

by 53 and 86ms, respectively, which abbreviated the effective refractory period (ERP)

and excitation wavelength in tissue, increasing the lifespan and dominant frequency

(DF) of scroll waves in the 3D anatomical human atria. At the concentrations tested

in this study, quinidine most effectively prolonged the APD and ERP in the setting of

SQT1, followed by disopyramide and propafenone. In 2D simulations, disopyramide

and quinidine promoted re-entry termination by increasing the re-entry wavelength,

whereas propafenone induced secondary waves which destabilized the re-entrant circuit.

In 3D simulations, the DF of re-entry was reduced in a dose-dependent manner for

disopyramide and quinidine, and propafenone to a lesser extent. All of the anti-arrhythmic
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agents promoted pharmacological conversion, most frequently terminating re-entry in

the order quinidine > propafenone = disopyramide. Our findings provide further insight

into mechanisms of SQT1-related AF and a rational basis for the pursuit of combined IKr
and INa block based pharmacological strategies in the treatment of SQT1-linked AF.

Keywords: arrhythmia, short QT syndrome, atrial fibrillation, hERG, class I anti-arrhythmics, human atria,

potassium channels

INTRODUCTION

The short QT syndrome (SQTS) is characterized primarily
by a short QT interval on the ECG, which corresponds to
abbreviated ventricular repolarisation. However, symptomatic
atrial fibrillation (AF) has also been reported as a common
first clinical presentation of the SQTS (Schimpf et al., 2005),
suggesting that pathophysiological mechanisms leading to
shortening of the QT interval also affect the atria, which can
increase susceptibility to AF. The N588K mutation to the human
Ether-à-go-go-Related gene (hERG), which encodes the α subunit
of channels carrying rapid delayed rectifier potassium current,
IKr, underlies a form of SQTS variant 1 (SQT1) (Brugada et al.,
2004), and has been associated with a high incidence of AF
in affected probands—as high as 50% (Hu et al., 2017). Whilst
ventricular arrhythmia substrates in SQT1 have received much
attention (Zhang andHancox, 2004; Patel andAntzelevitch, 2008;
Adeniran et al., 2011), there have been comparatively fewer
studies investigating mechanisms by which SQT1 mutations
promote AF, which can be an important biomarker of the SQTS.
Furthermore, effective management of AF remains a challenge,
and is incompletely understood in the context of SQT1 (Enriquez
et al., 2016; Hancox et al., 2018).

A previous simulation study (Loewe et al., 2014b) used the
Courtemanche-Ramirez-Nattel (CRN) mathematical model of
the human atrial action potential (AP) (Courtemanche et al.,
1998) to demonstrate shortening of the atrial effective refractory
period (ERP) and tissue excitation wavelength (WL) consequent
to the N588K-hERG mutation. This was shown to facilitate
initiation and sustenance of spiral waves in idealized two-
dimensional (2D) sheets of human atrial tissue, which is a likely
mechanism for increased susceptibility to AF. However, both
the intrinsic electrical heterogeneities and complex anatomy
of the human atria have also been suggested to influence
arrhythmia vulnerability and dynamics in overall response
to K+ channel mutations (Colman et al., 2017; Whittaker
et al., 2017b). Consequently, the first aim of the present
study was to assess the arrhythmogenicity of the N588K-hERG
mutation in anatomically-detailed models of the human atria
with realistic structure and inclusion of regional differences in
electrophysiology.

The class Ia anti-arrhythmic drug quinidine is typically
used as the frontline therapy for QT interval normalization
in SQT1 (Gaita et al., 2004; Giustetto, 2006; Hu et al.,
2017), and disopyramide has been suggested as a possible
alternative (Dumaine and Antzelevitch, 2006; Schimpf et al.,
2007). Regarding management of atrial arrhythmias, the class
Ic anti-arrhythmic drug propafenone has been reported to

be effective at preventing recurrent episodes of (paroxysmal)
AF mediated by the N588K mutation to hERG (Hong et al.,
2005; Bjerregaard et al., 2006), maintaining 2 patients free of
arrhythmia recurrence for >2 years (Hong et al., 2005). In an
experimental setting in which a hERG activator was used to
approximate SQT1, quinidine (a blocker of INa and IKr) was
effective at extending atrial AP duration and ERP and preventing
AF (Nof et al., 2010), more so than E-4031 (a selective IKr
blocker) or lidocaine (an INa blocker) alone, suggesting that
K+ and Na+ channel blocking effects combine synergistically
for improved management of AF in SQT1. Similarly, in our
previous study, a multi-scale computational modeling approach
was used to investigate ventricular pharmacological effects of
disopyramide and quinidine in SQT1 (Whittaker et al., 2017a),
where combined INa and IKr block by both compounds was
shown to prolong ERP to a greater extent than INa or IKr block
alone. Mechanisms by which Na+ and K+-channel blocking
agents may provide beneficial effects in the context of SQT1-
mediated human atrial pro-arrhythmia remain unclear. A multi-
scale cardiac modeling approach is being used increasingly for
optimisation of therapy (Yuan et al., 2015). Consequently, the
second aim of the present study was to assess the efficacy of the
class I drugs disopyramide, quinidine, and propafenone on rate
and rhythm control of human atrial arrhythmias mediated by
SQT1, from cell to 3D tissue levels, using drug binding models
(including reduced potency of drugs against SQT1 mutant IKr)
with multi-channel pharmacology.

METHODS

Modeling Human Atrial Electrophysiology
Human atrial electrophysiology was simulated using the Colman
et al. model (Colman et al., 2013), as updated recently (Ni et al.,
2017), and is hereinafter referred to as the CNZ (Colman-Ni-
Zhang) model. The equations for IKr in the CNZ model were
replaced with previously developed and validated Markov chain
formulations of wild type (WT) and N588K mutant IKr/hERG
(Whittaker et al., 2017a). The maximal conductance of IKr was
set to gKr = 0.0111375·

[
K+

]0.59
o

, where
[
K+

]
o
is the extracellular

potassium concentration (Adeniran et al., 2011), resulting in an
action potential duration (APD) at 90% repolarisation (APD90)
of 248.8ms at 1Hz in the baseline human atrial cell model,
which is well within the experimentally-measured range of APDs
in human atrial myocytes (Bosch et al., 1999; Kim et al., 2002;
Dobrev and Ravens, 2003; Katoh et al., 2005; Redpath et al.,
2006; Pau et al., 2007). A family of regional human atrial cell
models was incorporated into the CNZ model, accounting for
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distinct differences in electrophysiology of the right and left
atrium (RA and LA, respectively), right and left atrial appendages
(RAA and LAA, respectively), crista terminalis (CT), pectinate
muscles (PM), atrio-ventricular ring (AVR), atrial septum (AS),
Bachmann’s bundle (BB), and pulmonary veins (PV) (Colman
et al., 2013). Changes to maximal ionic conductances relative
to the RA model implemented in order to create a family of
regional cell models are given in Table S1. The homozygous
(N588K) form of SQT1 was modeled as consisting of 100%
mutant subunits, whereas the heterozygous (WT-N588K) form
was assumed to consist of a 1:1 WT:mutant subunit ratio
(Whittaker et al., 2017a).

Modeling Pharmacological Actions of
Disopyramide and Quinidine
In our previous study (Whittaker et al., 2017a), the actions of
the class Ia anti-arrhythmic drugs disopyramide and quinidine
on human ventricles were simulated in the setting of SQT1.
State-dependent binding of disopyramide and quinidine to hERG
channels was simulated through addition of drug-bound open
and inactivated states to Markov chain formulations of IKr, and
the guarded receptor model (Starmer et al., 1984) was used to
describe use-dependent block of fast sodium current, INa, by both
agents. Furthermore, the blocking actions of disopyramide and
quinidine on slow delayed rectifier potassium current, IKs, L-
type calcium current, ICaL, transient outward potassium current,
Ito, inward rectifier potassium current, IK1 (quinidine only), and
late sodium current, INaL (quinidine only), were modeled using a
simple “pore block” approach. In the present study, the actions of
disopyramide and quinidine on human atrial electrophysiology
were represented using the same formulations and IC50 (half
maximal inhibitory concentration) values presented inWhittaker
et al. (2017a). In addition, disopyramide and quinidine have
both been reported to block the atrial-specific ultra-rapid delayed
rectifier potassium current, IKur. For disopyramide, the IC50 for
block of IKur was taken to be 25.0µM (Aréchiga et al., 2008), and
for quinidine the IC50 was taken to be 6.6µM, as measured in
human atrial myocytes (Nenov et al., 1998). As the CNZ model
does not include late sodium current, quinidine block of INaL
was not included in simulations. Full details of disopyramide and
quinidine models can be found in Whittaker et al. (2017a).

Modeling Pharmacological Actions of
Propafenone
Using the same approach as detailed for disopyramide and
quinidine in Whittaker et al. (2017a), state-dependent models
of drug block by propafenone were developed. Interactions
between propafenone and IKr/hERG were developed based on
experimental data obtained at 37◦C (Paul et al., 2002; McPate
et al., 2008), where estimation of parameters for drug-bound
states of the Markov chain formulation of IKr was performed
using the procedure outlined in Moreno et al. (2016). Binding
and unbinding rates to activated and inactivated state channels
were allowed to vary freely in order to minimize the difference
between simulated and experimental dose-dependent steady
state block (WT and N588K), mean fractional block of tail

currents during a pulse protocol, and voltage-dependence of
tail current block (Paul et al., 2002; McPate et al., 2008). The
extended drug-free Markov chain model of IKr/hERG is shown
in Figure 1, as well as the close concordance between simulated
and experimental data regarding propafenone block of IhERG.
Parameters and state affinities are given in Table S2.

Propafenone is a class Ic sodium channel blocking anti-
arrhythmic drug (Roden, 2014). Use-dependent block of sodium
channels by propafenone was represented using the guarded
receptor hypothesis (Starmer et al., 1984), as described for
disopyramide and quinidine. Propafenone is predominantly an
open state sodium channel blocker with little to no resting state
block (Edrich et al., 2005; Burashnikov et al., 2012), and was
thus assumed to bind only to activated and inactivated states.
Binding and unbinding parameters were constrained based on
the dose-dependent, use-dependent, and steady state block of INa
by propafenone (Harmer et al., 2008), as shown in Figure 2A.
Binding and unbinding parameters and state affinities are given
in Table S3.

Whilst propafenone most potently blocks IKr and INa, it is a
multi-channel blocker, and thus exerts secondary effects on other
ion channels, which were modeled using a simple pore block
based on IC50 values from the literature. Propafenone blocks
ICaL with an IC50 of 1.5–1.7µM in mammalian cardiac myocytes
(Fei et al., 1993; Hancox and Mitcheson, 1997). In human atrial
myocytes, propafenone has been shown to block Ito with an IC50

of 4.8µM (Gross and Castle, 1998; Seki et al., 1999) and IK1 with
an IC50 of 16.8µM (Amorós et al., 2013). Finally, IKur is blocked
with an IC50 of 4.4µM (Franqueza et al., 1998). The therapeutic
range of propafenone has been estimated to be between 2 and
6µM (Paul et al., 2002). Taking into account plasma protein
binding, estimates of the most likely unbound concentrations
have been given as 0.15–0.7µM (Slawsky and Castle, 1994), 0.2–
0.6µM (Duan et al., 1993), and 0.33–1µM (Seki et al., 1999).
In this study, the effects of three equally-spaced concentrations
which fell within this range were studied−0.2, 0.5, and 0.8µM
propafenone. It should be noted that these concentrations are
not intended to be compared directly with those chosen for
disopyramide and quinidine (1, 2, and 5µM), which were taken
from Whittaker et al. (2017a) and are not equally-spaced. A
comparison of IC50 values used for disopyramide, quinidine, and
propafenone is given in Table S4.

In order to assess whether the combined actions of
propafenone in the model induced reasonable rate- and
concentration- dependent effects on the AP under control
conditions, alterations in the maximum upstroke velocity
(V̇max) upon application of propafenone were compared with
experimental data taken from canine atrial cells (Burashnikov
et al., 2012). Figure 2B shows changes in V̇max upon application
of 0.3 and 1.5µM propafenone at cycle lengths of 500 and
300ms, where close concordance can be seen between simulation
and experiment (Figure 2C). Although experimental data were
taken from canine atrial myocytes, the human atrial simulation
data nonetheless recapitulated the considerable reduction in
V̇max at both concentrations and cycle lengths, which is
primarily due to the sodium channel blocking actions of
propafenone.
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FIGURE 1 | Propafenone interactions with hERG channels. (Ai) Drug-free and (Aii) drug-bound (additional states shown in green) Markov chain models of IKr/hERG.

Simulated (solid line) and experimental (points) mean fractional block by 0.5µM propafenone (PROPAF) of IhERG during pulse protocol (shown inset) (Bi), and

dose-response curve under WT (blue) and SQT1 mutant N588K (red) conditions (Bii), where IC50 values are 390 nM and 936 nM (2.4-fold increase), respectively. (Ci)

Simulated and (Cii) experimental current traces in response to a 10,000ms depolarising voltage step to 0mV from a holding potential of −80mV (Di,Dii) under

control conditions and with application of 0.5µM PROPAF – these data were used to validate and not to further train the model. Experimental data at 37◦C are taken

from Paul et al. (2002) and McPate et al. (2008).

Tissue Simulations
Propagation of excitation waves in tissue was described using the
monodomain equation,

∂V

∂t
= ∇ (D∇V) −

Iion

Cm
, (1)

where V is the transmembrane voltage, D is the global
conductivity tensor, Iion is the total ionic current, and Cm is
the membrane capacitance. Equation (1) was solved using a
finite difference PDE solver based on the explicit forward Euler
method and Strang splitting scheme. Effects of the N588K-hERG
mutation on ERP,WL, conduction velocity (CV), and spiral wave
dynamics were determined using 1D and 2Dmodels of RA tissue,
as described previously (Whittaker et al., 2017b, 2018). Spiral

waves were initiated in 2D models using an S1-S2 cross-shock
protocol, and spiral wave core trajectories over a 5.0 s simulation
period were traced by locating phase singularities (Bray and
Wikswo, 2002). The behavior of re-entrant excitations in an
anatomically-realistic setting was determined using a 3D human
atrial structured grid geometry based on the Visible Female
dataset (Seemann et al., 2006; Colman et al., 2013; Whittaker
et al., 2017b) with rule-based fiber orientations (Krueger et al.,
2011). The transverse value of the diffusion coefficient, D⊥, was
set to 0.1 mm2 ms−1, where an anisotropy ratio (D||:D⊥) of 3:1
in directions longitudinal and transverse to fibers was applied
in the atrial working myocardium, and a ratio of 9:1 along the
fast conducting bundles of the BB, CT, and PM (Colman et al.,
2013; Whittaker et al., 2017b), which gave global and specific
regional activation times in close agreement with experimental

Frontiers in Physiology | www.frontiersin.org 4 January 2019 | Volume 9 | Article 188834

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Whittaker et al. Pharmacotherapy for AF in SQT1

FIGURE 2 | Propafenone interactions with sodium channels. (Ai) Simulated (solid lines) and experimental (points) use-dependent block of sodium channels by

propafenone (PROPAF) elicited using a series of 8 pulses from −90mV to 0mV at 3Hz for three different test concentrations. (Aii) Steady state block of sodium

channels using pulses from −90mV to 0mV at 3Hz until a steady state was achieved. Experimental data are taken from Harmer et al. (2008), where the steady state

block IC50 value is given as 1.4µM. (B) Simulated and (C) experimentally-measured PROPAF-induced reduction in maximum upstroke velocity (V̇max) upon

application of 0.3 and 1.5µM PROPAF at a cycle length (CL) of (i) 500ms and (ii) 300ms. All V̇max reductions are relative to the control (C) value at a CL of 500ms.

Experimental data, recorded from canine atrial myocytes, are taken from Burashnikov et al. (2012).

measurements (Lemery et al., 2007). The activation (ACT) time
was defined as the time required for the membrane potential
to reach −20mV at each point in the geometry (Ni et al.,
2017). Activation-recovery interval (ARI) was defined as the time
interval between membrane potential depolarisation to −20mV
and repolarisation to −70mV (adjusted to −65mV in the PV
region due to higher resting membrane potential) (Ni et al.,
2017).

Re-entry was initiated using the phase distribution method
(Biktashev and Holden, 1998; Whittaker et al., 2017a), by
initiating either a clockwise or anti-clockwise scroll wave (as
seen from a RA posterior wall view). Where sustained re-entrant
activity was initiated, a power spectrum was obtained through
fast Fourier transform analysis of pseudo ECG (pECG) time
series (recorded from within the RA cavity). The dominant
frequency (DF) was computed in Matlab from the largest
peak in the power spectrum density. For simulating the
effects of disopyramide, quinidine, and propafenone on re-
entrant excitation, state variables for each node within the
3D anatomical model were saved after 2.5 s of a 10.0 s

episode of sustained re-entrant activity in drug-free conditions.
These were then used as initial conditions for new 3D
simulations of duration 7.5 s (giving 10.0 s activity overall)
in which varying concentrations of anti-arrhythmic drugs
(1, 2, or 5µM disopyramide and quinidine; 0.2, 0.5, or
0.8µM propafenone) were applied immediately. This gave 18
simulations in total; 3 doses for each of the 3 anti-arrhythmic
drugs, with 2 scroll wave initial conditions (both clockwise and
anti-clockwise).

RESULTS

Effects of SQT1 Mutant IKr on Human Atrial
Action Potentials
Both SQT1 mutant conditions shortened the human atrial
APD at a pacing rate of 1Hz (Figure 3Ai), from 248.8ms
in the WT condition to 195.4 and 163.3ms in heterozygous
(WT-N588K) and homozygous (N588K) mutation conditions,
respectively. This was due to loss of inactivation associated
with the N588K-hERG mutation, which increased IKr early
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FIGURE 3 | Effects of the N588K-hERG mutation at the single cell and whole human atria level. (Ai) Single cell action potential profiles under WT (blue), WT-N588K

(green), and N588K (red) conditions at a pacing frequency of 1Hz, with corresponding current traces for (Aii) IKr, (Aiii) IK1, (Aiv) IKs, and (Av) ICaL, and (Avi) a

summary of the measured APD90. (B) Activation-recovery interval (ARI) maps under (i) WT, (ii) WT-N588K, and (iii) N588K conditions. (Ci) View looking into the cavities

of the 3D anatomical human atria model, with the following regions highlighted: crista terminalis (CT), left atrium (LA), pectinate muscles (PM), pulmonary veins (PV),

and right atrium (RA). (Cii) Measured dispersion of activation-recovery interval, 1ARI, between different atrial regions under WT and SQT1 mutation conditions.

during the AP and served to accelerate the repolarisation
process (Figure 3Aii). Action potential abbreviation reduced
considerably the duration of the plateau phase, causing IK1
to contribute to terminal repolarisation earlier during the AP

(Figure 3Aiii), and lesser activation and reduced contribution of

IKs (Figure 3Aiv). The SQT1 mutation also decreased net ICaL
due to the abbreviated plateau phase (Figure 3Av), shortening

the APD90 under heterozygous and homozygous conditions
(Figure 3Avi). In tissue, accelerated repolarisation under SQT1
conditions shortened the ERP and consequently the excitation

WL. At the organ scale (in the 3D anatomical human atria
model), both heterozygous and homozygous forms of the

N588K-hERGmutation decreased global ARI (Figure 3B), whilst
preserving the global dispersion of ARI. Furthermore, whereas
1ARI was decreased between CT/PM regions, it was increased
between PV/LA and RA/LA regions under SQT1 conditions
(Figure 3C). A summary of the effects of the N588K-hERG

mutation on multi-scale human atrial AP biomarkers is given in
Table 1.

Scroll Wave Dynamics in 3D Anatomical
Human Atria Geometry
A summary of 3D scroll wave simulations in the anatomical
human atria model under WT and SQT1 mutation conditions
(in a clockwise configuration from a RA posterior wall aspect)
is given in Figure 4. In the WT condition, scroll waves followed
2 transient, fragmented circuits around the RA, before self-
terminating at ∼0.7 s (Video S1), which precluded accurate
measurement of the DF. In the WT-N588K condition, re-
entrant wave activity sustained for the entire 10.0 s with a
DF of 4.99Hz, and was driven mostly by a macro re-entrant
circuit around the right AVR, whilst also showing CT/isthmus
driven activity in the RA (Video S2). Under homozygous
N588K mutation conditions, scroll wave activity was also driven
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TABLE 1 | A summary of multi-scale simulation results.

Single cell 1D 3D

APD90 (ms) APD50 (ms) ERP (ms) WL (ms) 1ARI (ms) DF (Hz)

WT 248.8 144.6 273 198.9 77 4.19*

WT-N588K 195.4 100.3 218 158.4 77 4.99

N588K 163.3 75.3 187 135.7 71 5.59

Analysis biomarkers at the single cell, 1D, and 3D levels under WT, WT-N588K, and N588K conditions at a pacing rate of 1Hz. 1ARI refers to global dispersion of ARI. DF was measured

from the first 5.0 s of activity. APD90 and APD50, Action Potential Duration at 90% and 50% repolarisation respectively; ERP, Effective Refractory Period; WL, Excitation Wavelength;

ARI, Activation-Recovery Interval; DF, Dominant Frequency. The DF is an average computed from two simulations with clockwise and anti-clockwise initial conditions, except in the case

marked with *, in which only one value was used.

FIGURE 4 | Scroll waves under WT and SQT1 mutation conditions in the 3D

anatomical human atria model. (i) Evolution of scroll waves following initiation

of re-entry in a clockwise configuration (from a RA posterior wall aspect) at

times t = 100ms, t = 1,000ms, t = 5,000ms, and t = 10,000ms under (A)

WT, (B) WT-N588K, and (C) N588K conditions, with (ii) corresponding pseudo

ECGs taken from the first 5.0 s of re-entry simulations.

predominantly by a re-entrant circuit around the AVR, with
occasional existence of multiple waves on the RA free wall
(Video S3), and a DF of 5.59Hz. A summary of simulations
using anti-clockwise scroll wave initial conditions is shown in
Figure S1, and an average of the DF from both simulations
(where applicable)measured from the first 5.0 s of activity is given
in Table 1.

Effects of Class I Drugs on Human Atrial
Action Potentials
In order to assess the actions of class I anti-arrhythmic drugs on
the human atria at the cellular level, the effects of applying various
concentrations of disopyramide, quinidine, and propafenone
were investigated on the single cell AP under heterozygous WT-
N588K (hereinafter referred to simply as SQT1) conditions.
Figure 5 shows AP profiles under drug-free SQT1 conditions and
upon application of different concentrations of each drug at a
pacing frequency of 1Hz, with corresponding fractional block of
IKr and INa. Application of all concentrations of disopyramide
and propafenone produced only modest prolongation of the
APD, failing to restore it to that of the WT condition. Quinidine,
on the other hand, was more effective at prolonging the APD
due to extensive IKr block, with the highest concentration (5µM)
prolonging the APD beyond that of the WT level. In contrast,
all three agents prolonged the ERP effectively, restoring it to
(or exceeding) that of the WT level at the highest respective
concentrations tested, due to additional ERP-prolonging effects
of INa block.

Conduction slowing due to sodium channel block by the
three drugs caused an increase in activation time in the 3D
anatomical human atria model (Figure 5D), which was most
prominent for quinidine and least prominent for propafenone
at the concentrations tested. A summary of the effects of
pharmacological modulation across multiple scales is given in
Table 2. In addition, in the 1D tissue model, the rate-dependent
effects of disopyramide, quinidine, and propafenone on the ERP,
CV, and WL are shown in Figure S2. Quinidine was shown to
produce the most potent effects on CV and ERP at all pacing
rates. Propafenone exerted the weakest effects on ERP at fast
pacing rates, but had the greatest propensity to promote beat-to-
beat alternans.

Pharmacological Effects of Class I Drugs
on Re-entry Dynamics
In 2D simulations, under drug-free WT conditions the initiated
spiral wave failed to re-enter the tissue (not shown). Under
drug-free SQT1 conditions, the initiated spiral wave sustained
for the 5.0 s duration of the simulation, eventually settling into
a stationary, epicycloidal trajectory (Figure 6Ai). Application
of 5µM disopyramide was sufficient to terminate re-entry, as
the re-entry wavelength was increased to such an extent that
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FIGURE 5 | Effects of class I drugs on human atrial electrophysiology in SQT1. Effects of (A) disopyramide (DISO), (B) quinidine (QUIN), and (C) propafenone

(PROPAF) on (i) single human atrial cell action potentials (APs) under wild type (WT) conditions (blue, dashed line), drug-free WT-N588K (SQT1) conditions (green, solid

line), and SQT1 + varying drug concentrations (purple, orange, and red solid lines). Corresponding fractional block of (ii) IKr and (iii) INa, and (iv) increase in APD90 (red)

and effective refractory period (ERP; blue). (D) Activation sequences in the 3D anatomical human atria model under (i) drug-free SQT1 (control – C), (ii) SQT1 + 2µM

DISO, (iii) SQT1 + 2µM QUIN, and (iv) SQT1 + 0.5µM PROPAF conditions, with corresponding (E) activation (ACT) time summarized as a barchart. All simulations

performed at a basic cycle length of 1,000ms.

the spiral wave meandered out of the tissue (Figure 6Aii).
On the other hand, both 1 and 2µM disopyramide did not
terminate re-entrant activity, but did increase the area over
which spiral waves meandered (from 0.35 mm2 ms−1 in the WT
condition to 0.40 and 0.47 mm2 ms−1, respectively ’(Figure 6B).
Similarly, 1µM quinidine increased the area of meander to 0.44
mm2 ms−1 without terminating re-entry, whereas 2 and 5µM
quinidine terminated re-entry without inducing wave break
(Figure 6C). Application of 0.2 and 0.5µMpropafenone resulted
in termination of re-entry by decreasing both the stationarity
and stability of spiral waves (Figure 6D), whereas 0.8µM
propafenone did not terminate re-entry but did destabilize the
re-entrant circuit and substantially increase the area of meander
(to 0.75 mm2 ms−1).

In 3D simulations using clockwise scroll wave initial
conditions, quinidine terminated re-entry at all concentrations,
and disopyramide terminated re-entry at concentrations of 1

and 5µM (arrhythmia termination by 5µM disopyramide and
2µM quinidine are shown in Videos S4, S5, respectively).
At a concentration of 2µM disopyramide, the DF was
reduced from 4.79 to 3.99Hz (measured from the final 5.0 s of
activity). Propafenone, on the other hand, was comparatively
ineffective at reducing the DF at the concentrations tested, but
terminated re-entry at a concentration of 0.5µM (Video S6).
Representative examples of arrhythmia termination by
disopyramide, propafenone, and quinidine are shown in
Figure 7. Disopyramide and quinidine produced a dose-
dependent decrease in the DF which was greater than for
propafenone (Figure 7C). In an anti-clockwise scroll wave
configuration, the efficacy of anti-arrhythmic drugs was less
favorable, with pharmacological conversion of re-entrant waves
occurring only for 0.5µM propafenone and 5µM quinidine. A
quantitative summary of all 2D and 3D re-entry simulations is
given in Table S5.
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TABLE 2 | A summary of multi-scale pharmacological simulation results.

Single cell 1D 3D

APD90 (ms) ERP (ms) CV (cm/s) WL (mm) ACT time (ms)

Drug-free SQT1 195.4 218 72.7 158.4 135

DISO (µM) 1 199.3 227 68.7 155.9 146

2 203.6 236 65.4 154.3 156

5 218.4 271 57.8 156.5 186

QUIN (µM) 1 221.5 253 66.6 168.4 153

2 242.6 286 61.6 176.1 174

5 298.3 419 49.4 207.2 199

PROPAF (µM) 0.2 206.9 233 72.0 167.8 138

0.5 218.6 253 70.6 178.7 147

0.8 227.4 271 69.1 187.4 152

Analysis biomarkers at the single cell, 1D, and 3D levels at a pacing rate of 1Hz under drug-free SQT1 conditions, and upon application of various concentrations of disopyramide

(DISO), quinidine (QUIN), and propafenone (PROPAF). APD90, Action Potential Duration at 90% repolarisation ; ERP, Effective Refractory Period; CV, Conduction Velocity; ACT time,

Activation Time.

DISCUSSION

In this study, pathophysiological effects of the SQT1-related
N588K-hERG mutation on human atrial electrophysiology were
assessed, investigating mechanisms of increased susceptibility
to the development of atrial arrhythmias in multi-scale cellular
and tissue models incorporating electrical and anatomical
heterogeneities. Furthermore, the actions of the class I anti-
arrhythmic drugs disopyramide, quinidine, and propafenone
were assessed in the context of sustained atrial arrhythmic
excitations mediated by the SQT1 N588K mutation using
drug simulations including binding kinetics, altered potency of
IKr/hERG block in SQT1, and multiple ion channel block. Both
quinidine and disopyramide have demonstrated efficacy in QT
interval prolongation in the setting of SQT1 (Gaita et al., 2004;
Schimpf et al., 2007; Mizobuchi et al., 2008; Giustetto et al.,
2011; Hu et al., 2017), whereas propafenone has been used in 3
patients for management of episodes of paroxysmal AF mediated
by SQT1, which prevented recurrence of arrhythmias but did
not prolong the QT interval (Hong et al., 2005; Bjerregaard
et al., 2006). This study provides clinically-relevant insights into
pharmacology of SQT1 by evaluating and comparing the actions
of all three drugs in the context of accelerated atrial repolarisation
and arrhythmias mediated by SQT1, offering an important step
toward in silico optimisation of pharmacological therapy in this
context.

Main Findings
The major findings presented in this study are as follows.
(1) Heterozygous and homozygous forms of the SQT1-linked
N588K-hERG mutation shortened significantly the APD of
human atrial cells, whilst preserving global dispersion of ARI,
and increasing 1ARI between certain regions of the human
atria. (2) The dominant frequency and lifespan of re-entry in
3D arrhythmia simulations was increased by heterozygous and
homozygous forms of the N588K mutation. (3) Disopyramide,
quinidine, and propafenone all produced ERP prolongation

in the setting of SQT1, the extent of which was greatest for
quinidine. (4) In 2D simulations, disopyramide and quinidine
terminated re-entry at high concentrations due to increased re-
entry wavelength, whereas propafenone terminated re-entry in a
non-dose-dependent manner, by inducing secondary waves. (5)
In 3D simulations, the DF of re-entry was reduced in a dose-
dependent manner for clinically-relevant doses of disopyramide
and quinidine, and propafenone to a lesser extent. (6) All
three anti-arrhythmic agents demonstrated some efficacy in
pharmacological rhythm control, most frequently terminating re-
entry in the order quinidine > propafenone = disopyramide. A
summary of findings regarding pro-arrhythmic mechanisms of
the N588K-hERG mutation in human atria and anti-arrhythmic
actions of selected class I drugs is given in Figure 8.

SQT1 Mutant IKr Promotes Human Atrial
Arrhythmogenesis
The fact that the N588K-hERG mutation is associated with
both a short QT interval and reports of AF (Hong et al.,
2005) suggests that pathophysiological mechanisms leading to
QT interval shortening in SQT1 also affect the atria and may
promote AF. In an experimental model of SQT1, application
of 20µM of the IKr agonist PD-118057 shortened the APD in
both CT and PM cell types of canine atrial tissue (Nof et al.,
2010), as well as increasing APD dispersion between them. In the
present study, at the cellular level heterozygous and homozygous
forms of the N588K-hERG mutation produced a shortening of
the human right atrial APD of 53.4 and 85.5ms, respectively–
values which are consistent with a previous simulation study
(Loewe et al., 2014b). At the tissue level, global 1ARI was
unaffected by the WT-N588K mutation condition, and was
slightly decreased by the homozygous form. The model predicted
an increase in1ARI between PV/LA and RA/LA regions for both
heterozygous and homozygous forms of the N588K mutation
(Figure 3C), but not between CT/PM regions. This may be due
to the fact that the effects of the hERG activator PD-118057 and
of the N588K mutation on IKr/hERG are different: the former
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FIGURE 6 | Re-entry dynamics in homogeneous 2D sheets upon application of disopyramide, propafenone, and quinidine in SQT1 mutation conditions. (A)

Representative snapshots of re-entrant spiral waves under (i) drug-free SQT1 and (ii) SQT1 + 5µM disopyramide (DISO) conditions at times, t = 250, 500, 750, and

1,000ms following re-entry initiation, with spiral wave core trajectories superimposed onto membrane potentials in black. Spiral wave core trajectories over a

5,000ms period under (Bi, Ci, Di) drug-free SQT1 conditions, and upon application of (Bii) 1µM, (Biii) 2µM, and (Biv) 5µM DISO, (Cii) 1µM, (Ciii) 2µM, and (Civ)

5µM quinidine (QUIN), and (Dii) 0.2µM, (Diii) 0.5µM, and (Div) 0.8µM propafenone (PROPAF).

increases IKr/hERG channel open probability without altering
gating kinetics (Zhou et al., 2005), whereas the latter alters
kinetics through profound attenuation of inactivation (Cordeiro
et al., 2005; McPate et al., 2005).

Interestingly, there is clinical evidence of a LA-RA gradient
in the DF in paroxysmal AF (Lazar et al., 2004), which may
be underlain by APD differences between the RA and LA
in pathological conditions which promote AF (Voigt et al.,

2010). Furthermore, regional differences in APD between PV/LA
regions have been identified previously as high frequency
excitation or microreentrant sources underlying AF (Mandapati
et al., 2000; Arora et al., 2003; Kumagai et al., 2004)–this suggests
that localized increases in the spatial dispersion of repolarisation
could be a mechanism by which atrial arrhythmogenesis is
promoted in SQT1, as suggested in the previous experimental
study (Nof et al., 2010).
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FIGURE 7 | Arrhythmia termination in 3D anatomical human atria by representative concentrations of disopyramide, propafenone, and quinidine under SQT1 mutation

conditions. (A) Snapshots of re-entrant scroll waves in a clockwise configuration (viewed from RA posterior wall) at various time points after initiation of a scroll wave in

the 3D anatomical human atrial model under (i) drug-free WT-N588K conditions, and upon application of (ii) 5µM disopyramide (DISO), (iii) 0.5µM propafenone

(PROPAF), and (iv) 2µM quinidine (QUIN) conditions, with (B) corresponding pseudo ECG recorded during the final 5.0 s. In pharmacological simulation drugs were

applied at t = 2,500ms. (C) Barcharts summarizing DF upon application of various concentrations of (i) DISO, (ii) PROPAF, and (iii) QUIN for clockwise and

anti-clockwise initial conditions (ICs 1 and ICs 2, respectively). * denotes simulations in which DF was not calculated due to occurrence of re-entry termination.

In a previous simulation study (Loewe et al., 2014b), the
N588K-hERGmutation in a 1:1mutant toWT ratio was shown to
increase inducibility and lifespan of rotors in idealized 2D sheets
of human atrial tissue, but did not permit sustained re-entry.
By contrast, in the present study, the heterozygous WT-N588K
(SQT1) condition permitted the sustenance of spiral waves in
2D simulations. This may be due to several differences in the
modeling, one of which is that the CRN model used in that
study (Loewe et al., 2014b) produces an ERP restitution curve
which is around 50ms higher than available experimental data
(Wilhelms et al., 2013), making re-entry more difficult to sustain,
whereas the CNZ model ERP restitution curve lies mostly within

the experimental range (Figure S3). In this study, the presence
of realistic structure and heterogeneous electrophysiology, in
addition to the cellular electrophysiological substrate induced by
the N588K-hERG mutation, also favored the sustenance of re-
entrant scroll waves in the 3D anatomical human atria model
(using both clockwise and anti-clockwise scroll wave initial
conditions), and could both prolong or shorten the lifespan
of re-entrant excitations under pharmacological modulation
conditions when compared directly to observations in 2D
homogeneous sheets. This highlights the value of including both
approaches in probing the arrhythmia substrate associated with
genetic mutations in human atria, as behavior in heterogeneous
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FIGURE 8 | A schematic summary of pro-arrhythmic effects of the

N588K-hERG mutation in human atria and anti-arrhythmic effects of class I

drugs. At the ion channel level, the N588K mutation impairs hERG channel

inactivation, increasing IKr which shortens the action potential duration (APD)

at the cellular level, and increases its dispersion, 1APD, between certain

regions of the human atria. In tissue, shortened APD corresponds to

shortened effective refractory period (ERP) and excitation wavelength (WL),

promoting sustenance of arrhythmias at the organ scale through higher

dominant frequency (DF) and lifespan (LS) of re-entry. Class I drugs

disopyramide (DISO), quinidine (QUIN), and propafenone (PROPAF) exert

effects at the ion channel level by blocking IKr and INa, in addition to

secondary actions. This prolongs APD and ERP, and reduces maximum

upstroke velocity (MUV) and conduction velocity (CV) at the cellular and tissue

levels, respectively. At the organ scale these pharmacological actions promote

arrhythmia rate and rhythm control through reduced DF and LS of re-entry.

3D anatomical models cannot necessarily be predicted from
homogeneous 2D simulations, and vice versa. It should be
noted nonetheless that electrical activity observed in 3D re-
entry simulations in this study remained relatively organized and
generally not driven by multiple wavelets. This lack of complex,
chaotic behavior which is observed in persistent AF is consistent
with reports of paroxysmal AF in some patients with the N588K-
hERG mutation (Hong et al., 2005) – addition of electrical and
intracellular gap junction remodeling or fibrosis in patients may
be required to promote degeneration of paroxysmal AF into
persistent AF.

Class I Drugs May Represent Useful
SQT1-Specific Pharmacotherapy for AF
Despite the prevalence of AF and decades of research, anti-
arrhythmic therapies for AF continue to have limited efficacy
and safety (Workman et al., 2011). In this study, the class I anti-
arrhythmic drugs disopyramide, quinidine, and propafenone
were shown to be only moderately effective in the management

of atrial arrhythmias mediated by the SQT1-linked N588K-
hERG mutation, although it should be noted that the 7.5 s
duration of 3D drug simulations is much shorter than
clinical time scales. Pharmacological rhythm control occurred
under application of both disopyramide and quinidine, but
in an unpredictable, non-dose-dependent way, as observed in
our previous in silico study (Whittaker et al., 2017a). One
mechanism of re-entry termination involving reduction of the
excitable gap under application of 5µM quinidine is shown in
Figure S4.

Both disopyramide and quinidine reduced consistently the
DF of re-entry in a dose-dependent manner, although as in
(Whittaker et al., 2017a) quinidine was more effective than
disopyramide at rate control in the setting of SQT1, likely due
to its more potent block of IKr (McPate et al., 2008) and INa
(Koumi et al., 1992). Propafenone was comparatively ineffective
at controlling the rate of atrial arrhythmias under the WT-
N588K mutation condition, although did demonstrate some
efficacy in re-entry termination. Figure S5 shows a mechanism
of pharmacological rhythm control by 0.5µM propafenone, in
which secondary waves induced by propafenone extinguished
all re-entrant pathways. This is consistent with the use of
propafenone to manage paroxysmal AF in SQT1 patients (Hong
et al., 2005; Bjerregaard et al., 2006), which maintained 3 patients
free of arrhythmia recurrence during follow up. However, as
propafenone has been reported to have no prolonging effect
on the QT interval in the setting of SQT1 (Hong et al.,
2005)— an effect which was demonstrated with variable success
using two leading human ventricle models (ten Tusscher and
Panfilov, 2006; O’Hara et al., 2011) in Figure S6—it is likely
that quinidine and disopyramide will remain more suitable
pharmacotherapies.

In this study, cellular and tissue level simulations (in a
1D model) alone did not serve as good predictors of the
overall effects of anti-arrhythmic drugs in the electrically-
heterogeneous, 3D anatomical whole atria model, consistent
with previous modeling studies (Varela et al., 2016; Whittaker
et al., 2017b). For example, disopyramide was shown not
to strongly affect the excitation WL in RA tissue (Table 2;
Figure S2), and yet it decreased reliably the DF of re-entrant
excitations under heterozygous N588K mutation conditions
in 3D simulations. This is likely due to the fact that
scroll waves were largely anatomically driven by a typical
macro re-entrant atrial flutter/tachycardia circuit (Lee et al.,
2012) which was larger than the functional WL; effects of
disopyramide on CV were thus more important. In contrast,
propafenone produced only modest changes to the CV and
was thus less effective at rate control in the model, but did
terminate re-entry under conditions in which the re-entrant
circuit was abolished by interaction with secondary waves
(Figure S5).

Insights Into the Efficacy of Class I Drugs
in SQT1
Further support for quinidine as a useful pharmacotherapy for
AF in the setting of SQT1 comes from the experimental use
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of the IKr agonist PD-118057 model (Nof et al., 2010). That
study suggested that the combined blocking actions on IKr and
INa are what made quinidine effective at preventing sustained
AF in canine right atrial tissue preparations, as neither IKr
nor INa block alone (by E-4031 or lidocaine, respectively) was
effective at terminating AF. Similarly, in our previous simulation
study of ventricular pharmacotherapy for SQT1 we showed that
combined block of INa and IKr by disopyramide and quinidine
prolonged the ERP to a greater extent than block of INa or
IKr alone (Whittaker et al., 2017a). In this study, we sought
to determine whether the greater ERP prolongation associated
with the synergistic combination of INa and IKr block by class
I drugs would also translate to greater efficacy in terminating
re-entry in a 2D sheet of SQT1 mutant human atrial tissue.
Figure S7 shows that the actions of 5µM of a hypothetical drug
with disopyramide kinetics for INa and IKr block were able to
terminate re-entry, whereas INa or IKr block alone did not, as
combined block produced the greatest prolongation of the ERP.
The spiral wave trajectories highlight the fact that INa block
in particular destabilized the re-entrant circuit, which, when
combined with IKr block, caused the spiral wave to meander out
of the tissue boundaries (Video S7). The findings from in silico
and in vitro experiments thus suggest that the combination of
prolonged APD and refractoriness arising from K+ and Na+

channel inhibition is likely to be valuable in the setting of SQT1.
Though selective blockers of IKs and IK1 are not yet clinically-
available, this combination may also warrant investigation as
a pharmacotherapeutic strategy for other forms of K+-linked
SQTS (SQT2 and SQT3).

LIMITATIONS

There are a number of limitations of the simulations presented
in this study. The 3D anatomical human atria model which
was employed for simulations in this study incorporated rule-
based fiber orientations (Krueger et al., 2011), which may not
capture sufficiently the complex cardiac microstructure of the
human atria (Stephenson et al., 2017) which could contribute
to the arrhythmia substrate. Whilst several hERG mutations
have now been identified in SQT1 (Hancox et al., 2018), the
present study focused only on the N588K-hERGmutation (which
produces a more marked effect on hERG kinetics than some
other mutations, Hancox et al., 2018), so the results here may
not apply to all forms of SQT1. However, recently the S631A-
hERG mutation (previously engineered for hERG structure-
function studies), which produces a similar extent of attenuation
of inactivation to N588K-hERG (McPate et al., 2008) has been
reported in an SQT1 family (Akdis et al., 2018), and thus the
findings of this study are likely also to be relevant to that
form of SQT1. An additional potential limitation arises from
the fact that mechanical contraction was not considered, which
has been reported previously to be impaired in the setting of
SQT1 in single human atrial cell simulations (Whittaker et al.,
2015) as well as in organ-scale ventricle simulations (Adeniran
et al., 2013), and based on clinical measurements (Frea et al.,
2015).

The models of disopyramide and quinidine used in this
study were adopted from (Whittaker et al., 2017a), in which
the effects of anti-arrhythmic drugs were assessed in the
setting of SQT1 in the human ventricles. However, both
agents also exhibit modest anti-cholinergic effects in the atria
(Nakajima et al., 1989) which were not accounted for, due
to the absence of a formulation for acetylcholine-activated
potassium current, IK,ACh, in the CNZ model. Similarly, the β-
adrenergic receptor blocking effects of propafenone were not
considered (McLeod et al., 1984). Inclusion of these factors
could give some insight into the response of the SQT1
phenotype to anti-arrhythmic drugs in the presence of autonomic
modulation, and could give more favorable results in terms
of arrhythmia prevention, especially for propafenone, which
may be particularly effective against AF triggered by increased
vagal tone. In addition, dynamic effects of agents due to the
influence of circadian variations in drug concentration and
heart rate on bioavailability were not investigated, which can
give further insights into differing clinical efficacies of drugs
(Loewe et al., 2014a). In relation to this, a further, more
general limitation is that translation of drug concentrations
from experiments and computer simulations to meaningful
clinical concentrations is potentially problematic. Finally, whilst
the 1:1 mutant to WT ratio, which was intended to represent
the heterozygous state of the proband, may represent an
oversimplification of the real hERG channel population in
SQT1, the approach adopted in this and our previous studies
(Adeniran et al., 2011, 2017; Whittaker et al., 2017a) reproduced
quantitatively QT interval shortening and T wave morphology
in SQTS conditions which was concordant with clinical
observations.

CONCLUSIONS

The simulations performed in this study further substantiate a
causative link between the SQTS-related N588K mutation and
APD/ERP shortening in human atria, as well as increased spatial
dispersion of repolarisation, which promotes development
of AF. In 3D human atria simulations which included
heterogeneous anatomy and electrophysiology, the N588K
mutation was shown to increase the dominant frequency
and lifespan of re-entrant excitation beyond that observed
in WT conditions. Pharmacological simulations demonstrated
that disopyramide and quinidine were more effective at
rate control than propafenone in the setting of SQT1, and
quinidine was most effective at rhythm control. Combined
block of INa and IKr by a hypothetical drug was shown
to be more beneficial in terms of re-entry termination in
a 2D sheet of human atrial tissue than IKr or INa block
alone in this context, suggesting useful targets for future
pharmacotherapies. Themulti-scale integrative cardiac modeling
approach adopted in this study serves as a useful paradigm for
optimisation of pharmacological therapy, allowing investigation
of how genetic defects at the ion channel level influence
organ scale propagation, arrhythmogenesis, and response to
pharmacotherapies.
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Atypical atrial flutter (AFlut) is a reentrant arrhythmia which patients frequently develop

after ablation for atrial fibrillation (AF). Indeed, substrate modifications during AF

ablation can increase the likelihood to develop AFlut and it is clinically not feasible

to reliably and sensitively test if a patient is vulnerable to AFlut. Here, we present

a novel method based on personalized computational models to identify pathways

along which AFlut can be sustained in an individual patient. We build a personalized

model of atrial excitation propagation considering the anatomy as well as the spatial

distribution of anisotropic conduction velocity and repolarization characteristics based

on a combination of a priori knowledge on the population level and information derived

from measurements performed in the individual patient. The fast marching scheme is

employed to compute activation times for stimuli from all parts of the atria. Potential

flutter pathways are then identified by tracing loops from wave front collision sites

and constricting them using a geometric snake approach under consideration of the

heterogeneous wavelength condition. In this way, all pathways along which AFlut can be

sustained are identified. Flutter pathways can be instantiated by using an eikonal-diffusion

phase extrapolation approach and a dynamic multifront fast marching simulation. In

these dynamic simulations, the initial pattern eventually turns into the one driven by

the dominant pathway, which is the only pathway that can be observed clinically.

We assessed the sensitivity of the flutter pathway maps with respect to conduction

velocity and its anisotropy. Moreover, we demonstrate the application of tailored

models considering disease-specific repolarization properties (healthy, AF-remodeled,

potassium channel mutations) as well as applicabiltiy on a clinical dataset. Finally,

we tested how AFlut vulnerability of these substrates is modulated by exemplary

antiarrhythmic drugs (amiodarone, dronedarone). Our novel method allows to assess

the vulnerability of an individual patient to develop AFlut based on the personal

anatomical, electrophysiological, and pharmacological characteristics. In contrast to

clinical electrophysiological studies, our computational approach provides the means to

identify all possible AFlut pathways and not just the currently dominant one. This allows

to consider all relevant AFlut pathways when tailoring clinical ablation therapy in order to

reduce the development and recurrence of AFlut.

Keywords: atrial flutter, ablation, vulnerability, computational modeling, personalized model
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1. INTRODUCTION

The long-term success rate of atrial fibrillation (AF) ablation

is unsatisfactory low, particularly in patients suffering from
persistent AF. Besides AF recurrence, the development of post-

ablational atrial flutter (AFlut) represents a major problem

(Villacastín et al., 2003; Kobza et al., 2004; Chugh et al., 2005;
Patel et al., 2008; Yamada and Kay, 2013; Biviano et al., 2015).
In more than half of the patients, sustained AF is reinitiated
within 5 years after ablation or AFlut develops (Bunch et al.,
2016). 20% of recurrences after AF ablation in elderly are due to
AFlut (Dong et al., 2015). In the general AF population, 18.5%
of patients were diagnosed with AFlut during a median follow-
up time of 421 day post ablation (Gucuk Ipek et al., 2016). Liang
et al. (2015) observed AF or organized atrial tachycardia in 53%
of 300 patients within the first 6 weeks after pulmonary vein
(PV) isolation. AF and AFlut are often even combined endpoints
in studies evaluating the success of AF ablation (Bunch et al.,
2016). Waldo and Feld (2008) highlighted the inter-relationship
between AF and AFlut. AF precedes AFlut in most cases
forming the required line of block by fibrillatory conduction.
Moreover, ablation of atrial tissue can lead to a substrate for
AFlut. Particularly gaps in linear lesions forming isthmuses or
revitalized tissue areas forming zones of slow conduction render
the atria vulnerable. Also PV isolation has been associated with a
substantial risk to develop AFlut (Mesas et al., 2004; Deisenhofer
et al., 2006; Jaïs et al., 2006). Castrejón-Castrejón et al. (2011)
reviewed the occurrence of organized atrial tachycardia such
as AFlut after AF ablation and emphasize that more extensive
left atrium (LA) ablation renders the patient more vulnerable
to AFlut. However, the exact origin of the pathologic substrate
is not understood. Therefore, we present a method to assess
the vulnerability to AFlut in personalized computational models.
Besides an identification of possibly AFlut sustaining pathways
in the observed state of the patient (baseline), the approach
allows to assess the effect of different therapeutic strategies
such as ablation patterns, pharmacological compounds, or other
anatomical and electrophysiological interventions in silico before
actually performing them in vivo.

A common approach to simulate complex excitation patterns
is the monodomain reaction-diffusion model which is based
on the transport of ions within the domains and across the
cell membrane (Niederer et al., 2011). As such, it considers
electrotonic effects and source-sink relations resulting in
e.g., convex or concave wavefronts. On the one hand, the
monodomain approach provides the means to study complex
and chaotic patterns such as fibrillation including wave breaks.
On the other hand, the monodomain model is computationally
expensive even using optimized implementations (Labarthe et al.,
2014; Pezzuto et al., 2017). Hence, a thorough exploration of
the parameter space regarding effects on the three-dimensional
whole organ level, as e.g., the vulnerability to arrhythmia
caused by ectopic stimuli from a multitude of locations and
at varying time instants, is infeasible. Eikonal approximations
of the continuous dynamics of the reaction-diffusion system
allow to simulate excitation propagation in terms of activation
times with significantly reduced computational load by several

orders of magnitude (Wallman et al., 2012; Labarthe et al.,
2014; Loewe, 2016; Neic et al., 2017; Pezzuto et al., 2017) as
only one static, non-linear partial differential equation derived
from the monodomain model has to be solved, which makes it
interesting for simulations of cardiac activation (Keener, 1991;
Franzone and Guerri, 1993). In contrast to level set methods in
general, shortest pathway (van Dam and van Oosterom, 2003)
and fast marching methods assume monotonously expanding
wavefronts. Thus, a specific approach considering multiple
fronts, reentry, and anisotropic conduction was developed for
cardiac electrophysiology (Sermesant et al., 2007; Pernod et al.,
2011) based on the fast marching method on structured grids
(Sethian, 1996, 1999; Sermesant et al., 2005). Several extensions
provide the means to consider wavefront curvature and the
mesh structure if that is needed for the specific application
(Sethian and Vladimirsky, 2000, 2003). Ablation of ventricular
tissue in order to prevent scar-related ventricular tachycardia was
presented as a potential application for thismethod (Pernod et al.,
2011). However, one should keep in mind that while current
multifront fast marching methods faithfully represent macro-
reentrant arrhythmias like AFlut, they are not well suited to
study more complex reentries like spiral wave or multiple wavelet
reentry where local source-sink mismatch plays a crucial role
(Loewe, 2016).

The aim of this work is to develop a method that allows to
comprehensively assess the vulnerability to AFlut in personalized
models considering both anatomical and electrophysiological
properties allowing to evaluate therapeutic approaches such as
ablation and drug treatment in silico.

2. MATERIALS AND METHODS

A simulation pipeline consisting of several steps (Figure 1)
was developed in order to assess the vulnerability to AFlut. In
this section, the different building blocks of the workflow are
presented.

2.1. Fast Marching Simulation of Excitation
Propagation
The eikonal equation governs the spread of an activation wave in
a possibly anisotropic medium resulting in a scalar field ta (xi) –
the activation map:

c

√
∇ta EG∇ta = 1, (1)

with c (xi) being the speed function defined for each node xi,
ta (xi) being the activation time, and EG being a tensor enabling
anisotropy to account for faster conduction along the principal
axis of myocytes than perpendicular to it (Loewe, 2016):

EG = R(φ, θ)


k 0 0
0 1 0
0 0 1


R(φ, θ)T , (2)

with R(φ, θ) rotating the coordinate system to align the positive
x-axis with the prinicipal myocyte orientation. The multifront
fast marching scheme for the eikonal-based simulation of
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FIGURE 1 | Overview of the algorithm to compute vulnerability maps considering all possible AFlut loops (left) and transfer the AFlut scenarios to dynamic simulations

(right).

excitation propagation introduced by Sermesant et al. (2007)
(Supplementary Algorithm 1) was extended to consider
restitution of conduction velocity (CV) and effective refractory
period (ERP). Restitution of both parameters with respect
to basic cycle length (BCL) was determined by pacing in
a one-dimensional tissue strand using the Courtemanche
et al. cell model (Courtemanche et al., 1998) coupled in a
monodomain approach as detailed in Wilhelms et al. (2013).
These restitution curves provide opportunities for functional
model personalization in the future as further discussed below.
The resulting curves for CV were approximated by fitting to
exponential decays:

CV (BCL) = A− B · exp

(
−
BCL

C

)
. (3)

The BCL was defined as the time passed since the last activation
of the respective node and initialized with a user-defined value
either globally or for each node individually. The restitution of
the ERP was described the same way.

2.2. Identification of Flutter Loop
Candidates
The fast marching approach was used to trigger excitations
from a multitude of locations sequentially. For each stimulus
location, activation times were computed and stored together
with information regarding the spread of excitation in terms
of a vector pointing from the activating to the activated
node. Wavefront collision sites were defined as points of
latest activation on circular pathways composed of two traces
originating from the stimulus site to opposite sides, i.e., at an
angle of approximately π . On the one hand, these pathways
are the shortest in the sense of wave propagation, i.e., they are
not artificially prolonged by zig-zag patterns but determined
as the shortest connection by the fast marching algorithm. On

the other hand, they are locally the longest as two independent
waves collided on the loop. A wavefront collision for node i
was identified if the following condition was fulfilled for any
neighboring node j:

Eai

‖ Eai‖2
+

Eaj∥∥ Eaj∥∥2
< 0.99 , (4)

with Eai/ Eaj being the vector pointing from the node that activated
node i/j to node i/j itself. The condition identifies all points at
which the vectors meet at an angle ∈ (π /2,3π /2), thus pointing
in opposite directions. From the sites of collisions, loops were
defined by the two traces along the steepest negative activation
time gradient leading back to the stimulus location. A loop was
thus composed of a circular, ordered series of nodes. Along the
loop, the round trip time (RTT) was calculated considering the
heterogeneous and anisotropic tissue properties in terms of CV.
If a loop did not fulfill the wavelength (WL) condition

max
i

(
ERPi(RTT)

)
< RTT, (5)

it was disregarded. Here, ERPi is the ERP of node i considering a
BCL equal to the RTT according to Equation (3). i iterates over
all nodes spanning the loop candidate.

2.3. Constriction of Flutter Loop
Candidates
The fact that the loops were traced back all the way to
the initial stimulus site introduced artifacts as a dynamic
wave would cut short between the two traces from the
site of collision to the stimulus site in many cases. In the
easier case, both half loops share a part of the loop. Under
such circumstances, all common nodes can be neglected,
thus shrinking the loop (Supplementary Figure 1A). In most
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cases, however, artifacts of other types were present as well.
In Supplementary Figure 1B, a shortcut of the two half
loops running adjacent on the posterior LA wall can be
anticipated between the posterior interatrial connections and the
connection via the coronary sinus. Therefore, a geometric snake
approach (Supplementary Figures 2, 3) considering anisotropy
was implemented in order to constrict the loops like a rubber
band by minimizing the spline energy. Evolving snakes on
triangular meshes were proposed before for mesh scissoring
operations and constriction detection (Lee and Lee, 2002;
Hétroy and Attali, 2003; Bischoff and Kobbelt, 2004; Lee
et al., 2004) and were adapted to the requirements of the
specific application in this work as further detailed in the
Supplementary Methods.

2.4. Eikonal-Diffusion Phase Extrapolation
The methods introduced above allow to identify pathways in
an atrial model that can potentially sustain AFlut. However, the
pathways are not necessarily dominant and might thus not be
expressed in dynamic scenarios. An example is shown in Figure 2
where several pathways run from the septal side of the tricuspid
valve to the right atrial appendage and to the coronary sinus
region. Each pathway is locally the shortest and long enough
to sustain AFlut according to the WL condition. However,
according to Huygen’s principle, only one pathway will dominate
the excitation pattern distal to the constriction at the tricuspid
valve where all pathways narrow. Thus, the remaining pathways
will be suppressed. In order to identify the dominant pathway,
i.e., to distinguish between theoretically vulnerable pathways and
practically inducible pathways, the initial state for a dynamic
simulation can be extrapolated from a single loop to the entire
simulation domain as detailed in the Supplementary Methods.

Figure 1 summarizes the pipeline used to generate AFlut
vulnerability maps and transfer the results to dynamic
simulations.

FIGURE 2 | Example of an AFlut vulnerability map for the right atrium (anterior

aspect in A, posterior aspect in B). The vulnerable pathways are marked in

yellow on the substrate of the right atrium (brown); the blood pool is indicated

in gray. Several pathways run from the septal side of the tricuspid valve to the

right atrial appendage.

2.5. Heterogeneous Tissue Properties,
Disease-Specific Substrates, and Drug
Effects
The restitution of CV and ERP was determined through
monodomain simulations in a one-dimensional tissue strand
as detailed in Wilhelms et al. (2013). CV and ERP were
determined for 50 BCLs between 200 and 1,000ms distributed
linearly in frequency domain. Regional heterogeneity between
different anatomical areas within the atria was accounted for
as described previously in terms of both electrophysiological
properties (Krueger et al., 2013) and monodomain conductivities
(Loewe et al., 2015) in a heterogeneous setup. Furthermore,
four different atrial substrates were analyzed in homogeneous
setups: (i) a control substrate representing healthy myocardium
modeled by the original Courtemanche et al. (1998) cellular
model, (ii) a substrate which has undergone remodeling due
to chronic atrial fibrillation (cAF) (Loewe et al., 2014b), (iii)
a substrate with the N588K mutation in the human ether-à-
go-go-related gene (hERG) (Loewe et al., 2014c), and (iv) a
substrate with hERG mutation L532P (Loewe et al., 2014c). The
latter two substrates have been associated with familial AF and
are used here to demonstrate how patient-specific information
like genotype-specific repolarization properties can be included
in the overall workflow. All four substrates were investigated
with and without the influence of two exemplary antiarrhythmic
drugs to demonstrate how not only ablation but also drug
therapy can be considered and evaluated using our method.
Based on a previous study (Loewe et al., 2014a), the class
III antiarrhythmic compounds amiodarone and dronedarone
where chosen and modeled as detailed there. Figure 3 shows the
exponential fit of the restitution curves based on the coefficients
in Supplementary Table 1. The CV for the homgeneous control
model was reduced compared to the RA/LA tissue in the
heterogeneous setup to obtain a similar total activation time.

The ERP for long BCLs ranged between 256ms for the
tricuspid and mitral valve rings to 332ms for the crista
terminalis. Crista terminalis, Bachmann’s bundle, and the
working myocardium showed a steeper decrease toward shorter
BCLs compared to the remaining regions (Figure 3C). Regarding
AFlut vulnerability, the WL is the decisive factor. Both, different
regions and different substrates, exhibited distinct behavior at
different BCLs. For example, at short BCLs, crista terminalis was
the region with the shortest WL opposed to long BCLs where it
was the region with the longest WL together with Bachmann’s
bundle (Figure 3E).

2.6. Clinical Example
The proposed method was applied to a clinical example from
a 70 year-old female patient who underwent electroanatomical
mapping due to atypical AFlut after previous ablation for AF.
The previous AF ablation comprised PV isolation, ablation of a
mitral isthmus line and the cavotricuspid isthmus. The patient
presented with atypical AFlut with a cycle length of 420ms.
Mapping was performed using the Rhythmia system (Boston
Scientific, Marlborough, MA, USA). The PVs were still isolated,
electrogram voltage along the mitral isthmus line was reduced
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FIGURE 3 | Fitted exponential restitution curves of ERP (A,B) and CV (C,D), as well as the WL as the product of the former measures (E,F) for different anatomical

regions in the atria (A,C,E) and different substrates (B,D,F). In (B,D,F), the dashed lines represent the respective substrates under the influence of 2.3µM amiodarone

whereas the dotted lines represent the influence of 0.21µM dronedarone. Exponential curves according to Equation (3) were used to fit the output of monodomain

tissue strand simulations. The CV for the homgeneous control model in (D) was reduced compared to the RA/LA tissue in the heterogeneous setup in (C) to obtain a

similar total atrial activation time. In (A), BB and PM curves are covered by the RA/LA curve. Coefficients are listed in Supplementary Table 1. RA, right atrium; LA,

left atrium; CT, crista terminalis; PM, pectinate muscles; BB, Bachmann’s bundle; II, inferior isthmus; PV, pulmonary veins; RAA, right atrial appendage; LAA, left atrial

appendage; TVR, tricuspid valve ring; MVR, mitral valve ring.

but the line was not blocked. A zone of slow conduction was
identified on the left anterior wall close to the left PVs. Five
different AFlut types with cycle lengths between 280 and 470ms
could be induced clinically. The arrhythmia terminated to sinus
rhythm upon the first ablation in the zone of slow conduction.
Further ablation points were placed in the area of the anterior line
and connected to the mitral valve. Afterwards, tachycardia could
not be induced anymore by burst pacing from the coronary sinus
with cycle lengths down to 200ms. The LA geometry aquired
during the procedure comprising 7,471 nodes was retrospectively
exported from the clinical system and transferred to the fast
marching simulation environment. The previous ablations were
manually annotated in the patient LA geometry (Figure 10A).

To reproduce the clinical reentry pattern and activation map
qualitatively, the CV was homogeneously set to 650mm/s and
the ERP to 250ms. The protocol was approved by the ethics
committee of the University of Freiburg. The subject gave written
informed consent in accordance with the Declaration of Helsinki.

3. RESULTS

3.1. Flutter Loops and Geometric Snakes
Excitation propagation was calculated from several stimulus
locations and sites of collision were detected using the
activation vectors as shown in Figures 4A,B. From the sites
of wavefront collision, the activation front was traced back
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to the stimulus site along the gradient of the activation time
field. Combining the traces obtained by following the activation
waves of both colliding waves yielded a set of initial loops for
each stimulus node (Figure 4C). The WL condition Equation
(5) was not fulfilled by several loops that could thus be

neglected during the following steps (lighter colored loops in
Figure 4C).

A geometrical snake was initialized for each valid loop
candidate. Figure 5 shows a geometrical snake initialized along
a flutter loop candidate in the LA. The stimulus leading to

FIGURE 4 | Loop candidate finding. Activation time resulting from a stimulus at the junction of the superior vena cava with the right atrial appendage (yellow star)

ranging from early (blue) to late (red). The direction of activation is indicated by arrows (A). Points of wavefront collisions were detected and are indicated by red dots in

(B). (C) shows the loops composed of the two traces leading from the collision site to the stimulus site (yellow star). The yellow loops fulfill the WL condition

Equation (5) whereas the light gray loops do not and were thus not considered for further steps.

FIGURE 5 | Evolution of a geometric snake covering the LA. Initially, the snake (gray) covered the loop found by the collision tracing algorithm (blue band)

corresponding to a RTT of 390ms (A). By iteratively constricting the snake (B–F), the shortest RTT of 304ms considering heterogeneous CV and anisotropy was

found. In this way, the influence of the particular choice of the stimulus site (yellow star in A) was reduced.
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that loop was applied between the two left PVs (yellow star
in Figure 5A). The segment connecting the loop candidate
with the stimulus location was shared by both half loops and
disregarded before the snake was initialized. The initial RTT of
390ms was reduced to 304ms by iterating the snake according
to Supplementary Equation (4). The converged snake reflects
myocyte orientation and CV heterogeneity (Figure 5F).

3.2. Vulnerability Maps
By triggering stimulation from different points, identifying loop
candidates, and constricting them using geometrical snakes,
AFlut vulnerability maps were generated as outlined in Figure 1.
In a first step, an MRI-derived triangular mesh of the RA
comprising 19,296 nodes augmented with rule-based tissue
labels and myocyte orientation (Wachter et al., 2015) was
used. The triangular surface model is a lumped representation
of the atrial wall with a single myocyte orientation in each
element. As detailed in Wachter et al. (2015) and Loewe (2016),
crista terminals and the pectinate muscles were integrated
within the RA wall. The vulnerability maps were sensitive to
tissue anisotropy as indicated by the lower number of flutter
pathways in the isotropic models (Figures 6A,C) compared to
the anisotropic cases (Figures 6B,D). While the heterogeneous
A and B values defining the CV according to Equation (3)
were scaled in the isotropic and homogeneous cases to match
the sinus rhythm activation time of the last element in the
heterogeneous anisotropic simulation, both anisotropy and
heterogeneity increased the number of vulnerable pathways.
In the homogeneous isotropic setup (Figure 6A), only 12.7%
of all elements were covered by vulnerable pathways. Adding

FIGURE 6 | Influence of heterogeneity and anisotropic conduction on

vulnerability maps of the RA. Vulnerable pathways are marked in yellow on the

RA myocardium (brown); the blood pool is indicated in gray. While CV was

tuned such that the latest sinus rhythm activation coincided in all models, both

anisotropy and heterogeneity lead to a higher number of vulnerable pathways.

(A) isotropic homogeneous; (B) anisotropic homogeneous; (C) isotropic

heterogeneous; (D) anisotropic heterogeneous.

anisotropy (Figure 6B) increased the coverage to 20.8% whereas
adding heterogeneity (Figure 6C) lead to 15.9% coverage. 51.7%
of the fully heterogenous and anisotropic model (Figure 6D)
were covered by vulnerable pathways.

The number of vulnerable pathways and the share of RA
myocardium covered by them was highly dependent on the
CV. In a homogeneous anisotropic setup (ERP 318ms at long
BCLs), the coverage increased from 0% at a CV of 475mm/s
to over 90% for CVs of 360mm/s and lower (Figure 7A).
When interpreting these findings, one should keep in mind the
homogeneous ERP restitution used in this experiment (solid
green line in Figure 3B). The degree of coverage also depends on
the number of different stimulus locations evaluated (Figure 7B).
Considering all 19,296 RA nodes yielded a coverage of 54.5% for
a fixed CV of 425mm/s. Requiring a minimum distance of 1mm
between stimulus points reduced their number to 8,254 without
affecting the coverage result markedly (50.9%). Considering less
points yielded lower coverage rates (39.4% for 2mm =̂ 2,136
nodes, 3.8% for 20mm =̂ 19 nodes).

The degree of coverage was highly dependent on the
substrate as detailed in Table 1. 8,254 stimulus points with
a minimum distance of 1mm were considered using the
CV and ERP values fitted from the monodomain model
output using the biophysically detailed cell models given in
Supplementary Table 1. While the fitted exponential restitution
of ERP and CV was modeled homogeneously across the
RA, its region-dependent heterogeneous anisotropy (k in
Supplementary Table 1) was kept. To operate in an interesting
range of vulnerability (Figure 7A), CV at long BCLs (A in
Supplementary Table 1) was set to 454mm/s in the following
yielding a total RA activation time of 194ms in the controlmodel
without any drug applied.

Both the cAF substrate and the two hERG mutations
were more vulnerable to AFlut than the control model
representing healthy myocytes. The higher degree of coverage
under the influence of amiodarone observed for all substrates
can be explained by the WL restitution (Figure 3F). The WL
was shortened by the administration of amiodarone due to
conduction slowing caused by the sodium channel inhibition.
This effect was most pronounced in the control substrate and was
reflected in the vulnerability maps as well (Figure 8).

In order to separate the effects of the different substrates
and compounds on CV and ERP, the total activation time of
the RA was matched with the activation of the last element
in the control model and no drug (192ms) in a second set
of simulations (Supplementary Figure 4), i.e., the A and B
parameters determining the CV according to Equation (3) were
scaled while keeping the anisotropy ratio k constant. In this way,
only the effect on repolarization (ERP) was considered leading
to a reduction of vulnerable pathways under the influence of
amiodarone in all substrates and a more pronounced reduction
under the influence of dronedarone compared to Figure 8.

Besides evaluating different substrates, distinct spatial
heterogeneities were introduced in the RA model. The normal
RA myocardium was parametrized with an isotropic CV of
700mm/s and an ERP of 250ms for all BCLs. A circular
zone of slow conduction on the posterior wall was modeled
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FIGURE 7 | Sensitivity of vulnerable pathway coverage to changes in homogeneous, anisotropic CV (A) and the stimulus point density (B). The CV was altered in a

homogeneous, anisotropic setup causing different degrees of RA coverage by vulnerable pathways for a fixed stimulus density of 1mm. In (B), the distance between

stimulus points was varied for a fixed CV of 425mm/s.

TABLE 1 | Degree of coverage of RA elements with pathways vulnerable to AFlut for different substrates and antiarrhythmic drugs amiodarone (amio) and dronedarone

(drone).

Degree of coverage

Original CV Total activation time matched

no drug amio drone no drug amio drone

Control 18.1% 70.5% 0.0% 18.1% 0.0% 0.0%

cAF 96.0% 96.3% 95.6% 96.2% 96.1% 94.9%

N588K 93.2% 94.1% 0.0% 93.0% 77.8% 0.0%

L532P 96.2% 96.5% 34.5% 96.3% 96.0% 11.1%

In the right three columns, the A and B values determining the CV according to Equation (3) were scaled to match the activation time of the last element during sinus rhythm in the

control substrate with no drug applied.

(Figures 9B,C). Depending on the CVs inside and outside
this zone, the wave might be faster bypassing the zone than
propagating through it. Comparing the time the wave takes to
bypass the circle with the time it takes to propagate through
the zone of slow conduction yields a critical CVslow/CVnormal

ratio of 2/π ≈ 0.63. If the ratio is higher, the dominant pathway
is through the zone of slow conduction. If it is lower, the
bypassing wave is faster. Therefore, the zone of slow conduction
within the surrounding tissue conducting at 700mm/s was
parametrized with a CV of 500mm/s resulting in a ratio of 0.71
(Figure 9B), and 250mm/s (=̂ 0.36, Figure 9C). In contrast to
the control model (Figure 9A), the zones of slow conduction
yielded additional flutter pathways. For the CV of 500mm/s
in the zone of slow conduction, 24.1% of the RA were covered
by vulnerable pathways (Figure 9B) in contrast to 14.1% in the
control case (Figure 9A). Additional flutter pathways crossed the
periphery of the zone of slow conduction and thereby prolonged
the RTT. For the slower CV of 250mm/s, the entire zone of
slow conduction was covered by vulnerable pathways yielding
a total RA coverage of 47.8% (Figure 9C). The pathways were
not constricted to the faster route outside the zone as the route
through the zone of slow conduction was optimal considering
the field of view of the geometrical snake. When computing an
inducability map (see Discussion), the driving pathway would be
running around the zone of slow conduction, though.

The second spatial substrate modification was an ablation
lesion which encircled the RA completely (Figure 9D). Rather
than being a clinically used ablation pattern, this scenario serves
as an example separating the RA into two electrically isolated
regions. The lesion was modeled as non-conductive, thus no
flutter pathways could cross it. In additional scenarios, a gap in
the ablation lesion of varying extent was assumed at the central
posterior wall (Figures 9E,F). In case of the complete lesion, no
flutter pathways were identified (Figure 9D) as theWL condition
could not be fulfilled on any of the two separated, smaller
substrates. The gap in the ablation lesion yielded numerous
vulnerable pathways running through the gap at various angles
(Figure 9E). The flutter pathways covered 42.9% of the RA
in contrast to 14.1% in the control case, thus the ablation
increased AFlut vulnerability markedly. In case of a smaller gap
(Figure 9F), the number of loops was smaller than for the wider
gap as the narrow gap served as a funnel. Nevertheless, the
coverage (23.3%) was still markedly higher than for the control
case.

The time to compute a complete vulnerability map depends
on the mesh resolution as well as the number of stimulus
points considered and the number of loop candidates fulfilling
the WL condition over time. The computation is faster, the
fewer loop candidates there are and the earlier the constricted
loops are disregarded because they no longer fulfill the WL
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FIGURE 8 | Vulnerability maps of the RA for combinations of different substrates and pharmacological agents. Besides a control substrate representing healthy

myocytes, a cAF remodeled substrate (neglecting changes of cell-to-cell coupling), and the two hERG mutations N588K and L532P were evaluated. Standard

concentrations of the antiarrhythmic agents amiodarone (2.3µM) and dronedarone (0.21µM) were administered in the center and right columns, respectively.

Vulnerable pathways are marked in yellow on the RA myocardium (brown); the blood pool is indicated in gray. Supplementary Figure 4 shows the results for a

matched total sinus rhythm activation time in all setups.

condition (data not shown). For the RA mesh consisting of
19,296 nodes, computation was timed on an Intel Xeon E5-
2697V2 machine with twelve cores at a base clock rate of
2.7GHz. The control vulnerability map in Figure 9A with a
coverage of 14.1% was computed within 4.0min whereas it took
5.5min to compute the vulnerability map for the RA including
the zone of slow conduction yielding a coverage of 47.8%
(Figure 9C).

3.3. Phase Extrapolation
The vulnerable pathways represented in the vulnerability
maps and identified using the methods described above were
extrapolated on the whole RA in terms of phase using the
methods described in section 2.4. Each vulnerable pathway was
extrapolated in phase space individually. The eikonal-diffusion

approach converged within 16 to 18 iterations and was robust
against variations of the CV [Supplementary Equation (7)]
and the RTT [Supplementary Equation (9)], i.e., the cycle
length of the reentry. CV was varied between 0.1× and
2× the ground truth value used in the fast marching
simulation and assumed RTTs between 0.3× and 3× the
ground truth value. The phase map was then used to
determine the initial state of a dynamic fast marching
simulation as exemplified in the next section for a clinical
dataset.

3.4. Clinical Example
The inital vulnerability map representing the state with which the
patient presented for the redo procedure (compare section 2.6)
covered most parts of the LA (Figure 10A). AFlut pathways
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FIGURE 9 | Vulnerability maps of the RA for different substrate modifications. Compared, to (A), a zone of slow conduction was introduced in (B,C) (light brown area

enclosed by dashed circle). A circular ablation lesion (black line) was introduced in (D). In (E,F), a gap in the ablation lesion with varying extent was modeled on the

central posterior wall.

running through the gap in the anterior line were present. After
closing this gap, the left part of the anterior wall became free
from AFlut pathways and they were restricted to the central
part of the posterior wall (Figure 10B). However, there were still
numerous AFlut pathways remaining. These pathways (the gray
line in Figure 10D shows one example) were used to extrapolate
a phase map on the whole domain (Figure 10C) and intialize a
dynamic fast marching flutter simulation (Figure 10D). Reentry
was stable for the entire simulation duration of 100 reentrant
cycles. After connecting the line on the anterior wall to the RSPV
by additional ablation, no more vulnerable pathways could be
identified (Figure 10E).

4. DISCUSSION

4.1. Main Findings
In this study, a simulation workflow to identify vulnerable
pathways potentially sustaining AFlut was presented. The
approach builds on personalized fast marching simulations
of excitation propagation and geometric snakes to constrict
pathways identified on the basis of wavefront collision sites.
Throughout the whole pipeline, heterogeneous, anisotropic, and

heart rate-dependent tissue properties are considered in terms of
CV and ERP.

The geometrical snake approach presented by Bischoff and
Kobbelt (2004) was adapted to the excitation propagation
application scenario considering the tissue property
heterogeneities mentioned above. Applying the geometric
snake approach to loop candidates identified as circular
pathways from an initial stimulus point via a site of wavefront
collision back to the initial stimulus yielded AFlut vulnerability
maps. The number and the location of the identified vulnerable
flutter pathways were sensitive to (i) anisotropy (Figure 6), (ii)
the substrate properties regarding CV and repolarization, as
well as modification of these parameters due to pharmacological
compounds (Figure 8 and Supplementary Figure 4), (iii)
zones of slow conduction or ablation lesions (Figure 9), and
most importantly (iv) the assumed CV (Figure 7). Anisotropic
substrates were more vulnerable than isotropic tissue when
matching the total sinus rhythm activation time of the RA.
The WL is a crucial parameter as can be seen by the higher
number of vulnerable pathways identified for the cAF and hERG
mutated substrates compared to control. While dronedarone
reduced the AFlut vulnerability, amiodarone rendered the
substrate more vulnerable due to the reduced WL caused by
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FIGURE 10 | Application of the proposed simulation pipeline on a clinical

example. The inital vulnerability map (A) shows numerous pathways along

which AFlut can be sustained. By closing the gap in the previous line on the

left part of the anterior wall (green arrow), the number of pathways could be

reduced but a significant amount remained (B). The extrapolated phase map

(C) for one of the pathways identified in (B) (gray line in D) was used to intialize

a dynamic fast marching simulation (D) exhibiting stable reentry. Additional

ablation to the RSPV (green arrow) eliminated all vulnerable pathways (E).

the slowed CV (Figure 3). When only considering the effect
on repolarization, thus altering ERP to represent the influence
of the drug, amiodarone exhibited antiarrhythmic properties
as well. The effect was less pronounced than for dronedarone,
though. Zones of slow conduction increased the number and
the density of vulnerable pathways as the cycle length increases
both by conducting through the slow zone and by bypassing it.
Ablation lesions isolating different regions completely rendered
the RA invulnerable to AFlut. However, even a small gap
in the lesion increased the number of vulnerable pathways
markedly compared to control. This effect can be explained
by the narrow isthmus formed by the gap in the lesion and

highlights the importance of lesion durability. When linear
lesions are partly revitalizing, they form ideal pathways for
AFlut. In particular, shortcuts leading to wavefront collision
and ceasing the reentrant activation are cut off by the lesion,
thus stabilizing the reentry. The assumed CV had the biggest
effect on the number of vulnerable pathways and the degree
of RA coverage by them. A CV slowing by 25% rendered an
invulnerable RA model highly vulnerable with a flutter pathway
coverage of over 90%. This finding highlights the importance
of a reliable CV estimation to draw relevant conclusions from
personalized models using the method presented here. The
CV of the individual patient has to be measured in a spatially
resolved, and preferably heart rate-dependent, manner. Weber
et al. (2010, 2011) proposed a method to estimate local CV
and its restitution based on a cosine fit method. The advent of
new electro-anatomical mapping systems and catheters with
improved signal quality as well as sophisticated signal processing
approaches gives rise to hope for such CV mapping in the near
future (Latcu and Saoudi, 2014; Cantwell et al., 2015; Verma
et al., 2018).

The application to a clinical example can be considered a
proof of concept. We built on the individual anatomy exported
from the mapping system and tailored the substrate to the
clinically observed activation pattern. The model prediction
and the clinical observations show good qualitative agreement.
However, it has to be considered that the substrate was modeled
homogeneously apart from the lesions and restitution properties
were not taken into account. Therefore the lack of exact
quantitative match is not surprising.

The computation of a single activation sequence was faster
than real-time, a complete vulnerability map took several
minutes. Most of the computational cost was due to the
constriction of the loop candidates using the geometrical
snake approach. While the time spent to calculate excitation
propagation accounted for only a minor share, less complex
alternatives to the fast marching algorithm exist. Graph-based
approaches, such as the A∗ algorithm (Hart et al., 1968; Wallman
et al., 2012) or the fastest route algorithm (van Dam et al.,
2009) are however only faster if the activation time at only
a subset of nodes is needed. Cellular automata on the other
hand do not consider quadratic approximation of activation
times. The computational complexity of the geometrical snake
implementation could be reduced by optimizing the number of
neighbors considered for the calculation of the snaxel velocity
[Supplementary Equation (4)] and the convergence criteria.
Indeed, the approach considering N = 30 neighbors with
decreasing weight could be approximated by a spatial multi-grid
approach starting with distant neighbors in early iterations and
focussing on closer nodes at later iterations. When aiming at
an interactive modification of the substrate, e.g., by introducing
virtual ablation lesions, results from previous evaluations can be
reused for regions not affected by the lastmodification.Moreover,
intermediate results could be precomputed, thus tradingmemory
footprint in for reduced computation time. This potential for
optimizations together with parallel computing approaches make
interactive assessment of ablation therapy in almost real-time
appear achievable.
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4.2. Relation to Previous Work
Dang et al. (2005) and Reumann et al. (2008) compared different
standard ablation patterns for AF using idealized computational
models and suggest that PV isolation together with linear
lesions is the most effective treatment for AF. However, they
did not investigate the vulnerability to AFlut post AF ablation
systematically. Hwang et al. (2014) proposed a method to test
AF ablation patterns in silico using a monodomain approach on
anatomically, but not electrophysiologically personalizedmodels.
Thus, no substrate information regarding fibrosis, zones of slow
conduction or the degree of electrophysiological remodeling
is considered. Recently, Alessandrini et al. (2018) presented
an in silico framework to holistically consider the entire cycle
from excitation propagation, catheter deformation, electrogram
acquisition and processing to virtual ablation. McDowell
et al. (2015) published a proof-of-concept how computational
modeling can predict ablation sites terminating rotors driving
AF in personalized models including fibrosis distribution. Bayer
et al. (2016) evaluated the potency of PV isolation, mitral and roof
lines, ablation guided by rotor mapping, and lesions streamlining
sinus activation regarding the termination of AF in silico. The
potential of clinically-derived computational models to optimize
catheter ablation of AF was recently reviewed by Zhao et al.
(2015). They conclude that high-resolution three-dimensional
models of functionally and structurally mapped atria of the exact
patient are imperative to provide clinically relevant insights on a
personalized level.

Lines et al. (2009) presented a method to parametrize a
monodomain simulation in a standard bi-atrial model aiming
to incorporate electrograms acquired during electroanatomic
mapping studies in order to replicate clinically mapped AFlut
in silico. The extracellular potentials at 32 computational
nodes served as a boundary condition for the solution of the
monodomain system. While the algorithm synchronized the
simulation to the synthetic reference simulation, the algorithm
is computationally expensive and only allows to study clinically
observed cases in silico but cannot provide information on the
vulnerability to AFlut.

While those previous studies assessed ablation patterns
regarding the prevention or termination of AF, this is the
first work to assess the vulnerability to AFlut based on an
individualized anatomical model besides a recent work by Zahid
et al. (2016) to the best of our knowledge (see also reviews
by Jacquemet, 2016; Boyle et al., 2017). Zahid et al. employed
the minimum cut algorithm to predict optimal ablation sites
for AFlut in the LA with substantially increased computational
effort. Child et al. (2015) introduced the reentry vulnerability
index (RVI) as a quantitative metric based on the difference
between activation and repolarization intervals at pairs of spatial
locations. The RVI correlates with exit sites of scar-related
reentrant arrhythmia as commonly observed in the ventricles
(Hill et al., 2016). However, it aims at predicting functional
lines of block rather than providing a comprehensive map
of vulnerable pathways based on the individual geometrical
properties. The same holds for a study by Wallman et al.
(2013) quantifying the arrhythmogeneity of scar and left-to-right
heterogeneity in the ventricles.

Trächtler et al. (2015) used the fast marching implementation
presented here for a similar in silico reproduction of clinical cases.
While both methods allow to test ablation strategies regarding
the termination of the specific reentry, they do not allow to
draw conclusions regarding the vulnerability to AFlut along other
pathways. Thus, these approaches do not provide the means to
optimize AF ablation aiming at the prevention of post-ablational
AFlut.

4.3. Outlook
Themethod presented here could be further developed regarding
two aspects. First, the extrapolated phase map obtained by the
eikonal-diffusion approach could not only be used to initialize a
fast marching simulation but also to replicate the flutter pathway
in a monodomain simulation. Matene and Jacquemet (2012)
proposed a suitable approach, which they used to initiate AF
by extrapolating phase singularities (Jacquemet, 2010; Herlin
and Jacquemet, 2011). By initiating the same flutter loop in
both the fast marching and the monodomain environment,
the fast marching approach could be further validated with
respect to macro-reentry. Second, the dominant flutter pathways
sustaining reentry in the dynamic simulations could be tracked
and compared to the pathways used to extrapolate the initial
state. In this way, not only a map of vulnerable flutter
pathways but also a map of inducible flutter pathways could be
computed.

Moving forward, the complete simulation pipeline should be
validated in the clinical setting once tools for a spatially resolved
CV and ERP estimation become available. The anatomical model
of the individual patient built fromMRI data could be augmented
with a priori knowledge (Wachter et al., 2015). CV and ERP
would be parametrized using intracardiac measurements (Unger
et al., 2017; Verma et al., 2018) and complemented with rule-
based assumptions. Preferably, the subjects should be recruited
from patients undergoing ablation of AFlut that developed
after AF ablation. Ideal validation cases would be formed by
patients in which a gap in the intial ablation lesion set is
identified during the second procedure. The lesions placed
during the initial AF ablation procedure as well as the gap
in it would be included in the suggested pipeline as further
a priori knowledge. The clinically observed flutter pathway
should then be found in the vulnerability and inducability map.
Moreover, the ablation terminating the flutter in the clinical
setting should also remove the specific vulnerable pathway from
the map. In this way, the concepts and methodologies for
both vulnerabiltiy and inducability maps could be clinically
validated.

4.4. Limitations
The implementation of the fast marching algorithm used in
this work does consider anisotropic CV but does not consider
recursive anisotropic correction as proposed by (Sermesant et al.,
2007). In Pernod et al. (2011), the authors of Sermesant et al.
(2007) show that the computation time is higher by a factor
of ≈1.6 when considering anisoptropic correction. While the
influence of the anisotropic correction has never been evaluated
systematically, it should not be too relevant for moderate
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anisotropy values. For the application presented in this work,
subtle differences of the activation sequence do not play a major
role for the final result as fast marching activation times serve
only as the input for subsequent processing.

Another limitation of the presented method is its restriction
to monoatrial flutter pathways. The reason for this can be seen
in Supplementary Figure 5 in which a biatrial loop candidate
was constricted using the geometrical snakes approach. While
a shortcut within the LA exists, it cannot be resolved by
the snake as it is constrained by the interatrial connections
and can thus not cross the septum. However, the method
could be extended to identify shortcuts within the two atria
by also considering monoatrial loops in addition. The final
constricted biatrial loop could be used to initialize additional
monoatrial loops comprising the segment of the biatrial loop and
shortest connection between the two open ends at the interatrial
connections. When computing inducability maps instead of
vulnerability maps, this limitation is not relevant since reentry
along a loop as in Supplementary Figure 5 could not be induced
if this would not be the case for a comparable monoatrial loop
as well. Regarding the dynamic simulation of AFlut, the missing
representation of electrotonic coupling is a limitation.

The biggest hurdle is the sparsity of the available clinical
data to characterize an individual’s substrate and the associated
uncertainty. The importance of a reliable CV estimation is
highlighted by the fact that a CV uncertainty of 1c corresponds
to scaling of the atrium by a factor of

√
1c (Jacquemet, 2016).

Considering that the minimal WL needed to sustain reentry
is defined by the product of CV and ERP, uncertainty of ERP
plays an important role as well (Jacquemet et al., 2005; Krogh-
Madsen and Christini, 2012; Deng et al., 2017). Improved electro-
anatomic mapping systems providing better signal quality and
simultaneous mapping using a multitude of electrodes, as well
as advanced signal processing methods (Cantwell et al., 2015;
Unger et al., 2017; Verma et al., 2018) make it seem probable
to have suitable data available in the near future. Moreover,
the uncertainty in the data could be taken into account by
probabilistic modeling using Bayesian inference and compressed
sensing methods (Konukoglu et al., 2011).

4.5. Conclusion
We presented a comprehensive method to analyze the
vulnerability to AFlut in a personalized way and demonstrated
its applicability for clinical data. The individual anatomy as well
as electrophysiology in terms of CV, ERP, and their heart rate
dependence is taken into account. This tool provides the means
to evaluate potential ablation strategies in silico regarding their
arrhythmic potential for AFlut before actually applying them in
the electrophysiology lab. In this way, this work can be one piece
in the puzzle to overcome the learning by burning paradigm
and eventually reduce the number of patients suffering from
post-ablational AFlut.
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Atrial fibrillation (AF) carries out a 5-fold increase in stroke risk, related to embolization

of thrombi clotting in left atrium (LA). Left atrial appendage (LAA) is the site with the

highest blood stasis which causes thrombus formation. About 90 % of the intracardiac

thrombi in patients with cardioembolic events originally develop in the LAA. Recent

studies have been focused on the association between LAA anatomical features and

stroke risk and provided conflicting results. Haemodynamic and fluid dynamic information

on the LA and mostly on the LAA may improve stroke risk stratification. Therefore, the

aim of this study was the design and development of a workflow to quantitatively define

the influence of the LAA morphology on LA hemodynamics. Five 3D LA anatomical

models, obtained from real clinical data, which were clearly different as regard to LAA

morphology were used. For each LAA we identified and computed several parameters

describing its geometry. Then, one LA chamber model was chosen and a framework

was developed to connect the different LAAs belonging to the other four patients to

this model. These new anatomical models represented the computational domain for

the computational fluid dynamics (CFD) study; simulations of the hemodynamics within

the LA and LAA were performed in order to evaluate the interplay of the LAA shape on

the blood flow characteristics in AF condition. CFD simulations were carried out for five

cardiac cycles. Blood velocity, vorticity, LAA orifice velocity, residence time computed in

the five models were compared and correlated with LAA morphologies. Results showed

that not only complex morphologies were characterized by low velocities, low vorticity

and consequently could carry a higher thrombogenic risk; even qualitatively simple

morphologies showed a thrombogenic risk equal, or even higher, than more complex

auricles. CFD results supported the hypothesis that LAA geometric characteristics

plays a key-role in defining thromboembolic risk. LAA geometric parameters could

be considered, coupled with the morphological characteristics, for a comprehensive

evaluation of the regional blood stasis. The proposed procedure might address the

development of a tool for patient-specific stroke risk assessment and preventive

treatment in AF patients, relying on morpho-functional defintion of each LAA type.

Keywords: left atrial appendage, computational fluid dynamics, thrombogenicity, atrial fibrillation, stroke risk

assessment
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1. INTRODUCTION

Atrial Fibrillation (AF) is the most common type of arrhythmia.
It was demonstrated that the lifetime risk of developing AF after

40 years of age is 26% for men and 23% for women of European
descent (Briceno et al., 2015; Zakeri et al., 2017). Over 6 million
Europeans suffer from AF and its prevalence is estimated to at

least at least double in the next 50 years as the population ages. of
stroke 5-fold (January et al., 2014). LAA is the remnant of the
embryonic left atrium where the smooth-walled LA originates

from the primordial pulmonary vein and its branches (Reddy
et al., 2014). Because of its hooked morphology, the LAA is

the left atrial site of the highest blood stasis risk, increasing the
incidence of thrombus formation and stroke. In fact, 90 % of the
intracardiac thrombi in patients with cardioembolic stroke/TIA
are considered as originating in the LAA (Yaghi et al., 2015).
Oral anticoagulation therapy was the only option available until
recently. However, it increases bleeding risk and interpheres with
other drugs andmultiorgan functioning, and its risk can overtake
the otherwise remakable benefits on thromboembolic events.
(Hankey and Eikelboom, 2011).

For these reasons, different strategies have been developed
such as the use of interventional treatments, i.e., LAA
percutaneous closure, which seems to better reduce the risk
of thromboembolism compared to warfarin anticoagulation
therapy (Reddy et al., 2013). These treatments are restricted to
small subgroups of patients, due to the procedural risks and costs
which may overcome the preventive antiembolic efficacy.

Therefore, morphological and quantitative features of LAA
have been increasingly studied in the past few years. Di Biase
et al. (2012) presented a classification of LAA morphology into
four different classes (chicken wing, cauliflower, windsock, and
cactus) based on their morphological complexity. They studied
the correlation between this characteristic and the patient-
specific stroke history. Results demonstrated that chicken wing
LAA morphology, which is the most prevalent, was less likely to
have an embolic event compared to the other LAA types.

Jeong et al. (2016) investigated whether the morphometric
or volumetric parameters of LAA would be related to the
development of cardioembolism in subjects with AF. They found
that LAA orifice diameter and LAA volume were larger in
patients with a history of cardioembolic stroke with respect to
the control group. AF determines alterations in the LAA wall and
surrounding structures and this could explain why elevated LAA
volumes are found in stroke patients. Despite these attempts,
the association between the aforementioned LAA anatomical
features and stroke risk does not seem straightforward, and
conflicting results have been published. Moreover, it is still
uncertain what is the best strategy for stroke prevention in AF.
To this purpose, several clinical studies suggested that stroke
risk stratification could be improved by using hemodynamic
information on the left atrium (LA) and mainly on the left
atrial appendage (LAA) (Gupta et al., 2013; Markl et al., 2016).
Computational fluid dynamics (CFD) represents a valuable non-
invasive tool to determine and assess meaningful biophysical
indicators in a complex fluid dynamics systems, such as velocity,
pressure fields, cardiac blood flowrates, vorticity, turbulent

kinetic energy, etc. To date, few contributions are based on the
CFD modeling of the LAA (Koizumi et al., 2015; Otani et al.,
2016; Olivares et al., 2017; Bosi et al., 2018). These studies are
more focused on the correlation between LAA hemodynamic
characteristics and morphology type in order to compare the
results obtained with the observations by Di Biase et al. (2012).

To the best of our knowledge, the interplay of the geometric
parameters such as LAA length, tortuosity, surface area and
volume with the fluid dynamics parameters have not been
investigated. This analysis might highlight new insights into
the effects of atrial fibrillation on the LAA haemodynamics,
thus providing a better understanding of the thrombi formation
risk. Moreover, previous studies considered not only different
LAA morphologies for the CFD simulation but also different
LA shapes which varied for each patient analyzed. Therefore,
considerations regarding the LAA fluid dynamics and mainly its
thrombogenicity could be affected also by the variation of the
other LA anatomical structures.

The aim of this study was the design and development
of a workflow to quantify the influence of LAA morphology
alone on the LA hemodynamics. Five 3D LA (including LAA)
anatomical models, obtained from real clinical data (CT (CT
and MRI), which were all different in regards to the LAA each
LAA we computed several parameters describing its geometry.
Then, one LA chamber model was chosen and a framework was
developed to connect the different LAAs belonging to the other
four patients to this model. These anatomical models represented
the computational domain for the CFD model described in
Masci et al. (2017). Simulations of the haemodynamics within
the LA and LAA in AF conditions were performed. In this
paper we discuss the details of the developed pipeline. A
quantitative analysis for each LAA was performed before the
CFD simulations by evaluating the most significant geometrical
parameters. Afterwards, the association between geometrical and
fluid dynamics indexes were computed in order to evaluate, for
each LAA, the correlation with the blood stasis risk and thrombi
formation.

2. METHODS

A schematic workflow of the project is shown in Figure 1.

2.1. Patients Data
The data-set consisted of five LA 3D anatomical models. These
models were extracted from CT (one) and MRI (four) data,
in patients affected by AF. The study was approved by the
Ethics IRST, IRCCS AVR Committee (CEIIAV n. 1456 prot.
6076/2015 I.5/220). All subjects gave written informed consent
in accordance with the Declaration of Helsinki.

Data were processed with specifically designed in-house image
segmentation algorithms, described in Valinoti et al. (2018);
Masci et al. (2017). From the 3D LA binary masks, we generated
the surface meshes by using the MATLAB iso2mesh toolbox
(Fang and Boas, 2010).
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FIGURE 1 | A schematic description of the workflow of this study.

2.2. LAA Extraction
The next step was focused on the implementation of an algorithm
which automatically recognized and isolated the LAA from the
data-set of left atrial anatomical models. To this purpose, the
shape diameter function (SDF) proposed by Shapira et al. (2008)
was employed. SDF defines a scalar function on the mesh surface
M (fs : M → R) that measures the local object diameter. From a
point p, a cone of rays was sent toward the interior of the mesh in
the opposite direction to the normal at p and the distance between
p and the intersection of each ray with the mesh was computed.
In order to remove false intersections, the intersections with
normals at the point of intersection in the same direction as
p, were removed. Furthermore, only the rays whose length fell
within one standard deviation from the median of all lengths
were considered. The final SDF value at the point pwas defined as
the weighted average of the remaining lengths, where the weight
values were the inverse of the angle between ray and the center of
the cone. In this study, the SDFwas calculated for each 3D surface
using the CGAL software (Fabri and Teillaud, 2011). An example
of the SDF values computation for one LA anatomical model is
depicted in Figure 2.

The SDF values created iso-contours on the mesh which were
used to separate regions with different SDF values. Based on this
idea, we obtained a semantic clusterization of our 3D models
where each cluster had a different id number. The output of
this procedure was a vector that contained a label for each facet.
This step allowed the identification of pulmonary veins (PVs),
LA chamber and LAA for each mesh. In order to identify the
LAA, we detected the atrial chamber identificator by calculating
the mode (statistics) of the label vector; afterwards we assigned
to the PVs the same identificator of the LA chamber. Based on
the anatomical position of the LAA we were able to select this
region of interest in order to automatically identify it and isolate
from the LA surface mesh. An example of the result of this step is
shown in Figure 3.

Applying this approach, we obtained five LAA surface
meshes. Once the LAA was removed, the LA mesh shown in
Figure 2 was used as template for the definition of the new LA

FIGURE 2 | An example of the SDF result on a LA mesh.

anatomical models, each one was characterized by a particular
LAA morphology.

2.3. LAA Alignment and Definition of the
New LA Models
Once the previous steps were performed, in order to accomplish
the alignment between the LA template and the LAA meshes,
we identified the vertices which belong to LAA ostia and the
LA ostium template. The output was a vector that contained the
detected vertex coordinates. The local correspondence between
LAA and LA template ostium vertices was achieved by using the
iterative closest point (ICP) algorithm (Besl and McKay, 1992).
The ICP algorithm matched closest points between two point
data sets: one was used as a fixed data set and the other as a
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FIGURE 3 | LAA vertices and faces detection.

floating data set. In our case, the fixed one was composed by
vertices of the LA ostium and the floating one by the LAA ostium
vertices.

The ICP algorithm iteratively performed the following
steps:

1. Matching: for each vertex of the floating data set, the nearest
neighbor vertex of the fixed data set was found;

2. Minimization: the error metric was minimized between these
two set of vertices;

3. Transformation: floating data points were then mapped in the
new space using the computed transformation.

Once this procedure was employed, a set of five LA anatomical
models, presenting the same atrial chamber but different LAA
geometries, was created.

Finally, in order to refine the anatomical models and to
comply with the requirement of providing a smooth geometrical
representation of the computational domain for the CFD
simulation, a Laplacian smoothing filtering and Poisson surface
reconstruction were applied by using MeshLab (Cignoni et al.,
2008).

2.4. LAA Geometrical Parameters
The five anatomical models created by the framework described
above are illustrated in Figure 4. The shape and the geometry of
the LAAs were different and, in order to quantify the differences
between the LAAs and their impact on the haemodynamic
characteristics, we performed a specific analysis by quantifying
LAA volume, LAA surface area, length, tortuosity, and LAA
orifice perimeter and area. Length was evaluated by the LAA
centerlines computation. Tortuosity was defined as (Piccinelli
et al., 2009):

X =
L

D
− 1; (1)

where L is the centerline length and D is the Euclidean distance
between the centerline endpoints. Tortuosity values much higher
than 0 reflect the complexity of the LAA shapes, whereas values
near to 0 describe more orderly the LAA geometries.

In order to compute the LAA volumes and orifice (i.e., LAA
ostium) areas, LAA volume meshes were generated. For this step,

the VMTK library was employed (Antiga and Steinman, 2012).
The finite element count for each LAmesh is reported in Table 1.
The LA volume meshes represented the computational domain
of the CFD model.

2.5. CFD Model
The CFD model used for the simulation of the haemodynamics
of each anatomical model was the one presented by Masci
et al. (2017) and based on the P1 − P1 finite element method
with SUPG-VMS stabilization of the Navier-Stokes equations
described in Forti and Dedè (2015). In particular, the blood flow
was modeled as a fluid governed by the incompressible Navier-
Stokes equations written in the ALE frame of reference (Khurram
and Masud, 2006; Reymond et al., 2013; Quarteroni et al., 2017).

Regarding the imposition of the boundary conditions, we
considered a mitral valve (MV) flowrate Q0 from Koizumi et al.
(2015). This flowrate was suitably modified for our application:
indeed, we removed the atrial contraction wave (A wave) because
this is strongly reduced during AF (Gautam and John, 2011).
Afterwards, the flowrate at each pulmonary vein (PV) was
computed by enforcing mass balance conservation for all t ∈

(0,T]:

Q
pv
1 + Q

pv
2 + Q

pv
3 + Q

pv
4 + QO +

dV

dt
= 0 (2)

where Q
pv
i , (i = 1, 2, 3, 4) were the flowrates of each pulmonary

veins, QO was the flowrate at the MV section and dV
dt

is the LA

volume variation. From Equation 2, we definedQ
pv
tot , the total flux

at the PVs:

Q
pv
tot = Q

pv
1 + Q

pv
2 + Q

pv
3 + Q

pv
4 . (3)

The total flux Q
pv
tot through the four pulmonary veins was split

with a criterion based on proportionality with their sectional
area:

Q
pv

l
=

Al

At
Q
pv
tot − Qw

l l = 1, 2, 3, 4, (4)

where Al is the sectional area of each PV and At is the sum
of PVs sectional areas. Qw

l
represents the term related to each

PV section velocity during the cardiac cycle. This term is not
null in our application since we applied a random displacement
function to our computational domain throughout the cardiac
cycle. Therefore, PVs sections are allowed to displace along the
heartbeat. In this way, for each t ∈ (0,T], we were able to evaluate
the flowrate at each PV to be applied at the computational model.

In order to limit the presence of unphysical backflows which
may give rise to numerical instabilities at the outflow boundary
(i.e., MV), we considered the natural-type boundary condition
reported in Bazilevs et al. (2009) with backflow penalization.

The numerical discretization of the CFD model was
implemented in LifeV, a state-of-art library for the CFD
simulations in the parallel setting 1. Twenty cores (Intel Xeon
processor E5, 2.5 GHz) were used for each LA CFD simulation.

1www.lifev.org
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FIGURE 4 | The five LA anatomical models obtained by the automatic framework described in sections 2.2 and 2.3. (A) refers to the LA model with the LAA1, (B) the

one with the LAA2, (C) with the LAA3, (D) with the LAA4 and (E) with the LAA5.

TABLE 1 | Mesh size of each analyzed model.

Mesh size (# of finite elements)

LA model with LAA1 1,878,564

LA model with LAA2 1,767,432

LA model with LAA3 1,923,543

LA model with LAA4 1,698,675

LA model with LAA5 1,716,897

2.6. Numerical Simulation and Fluid
Dynamics Parameter Computation
For each LA anatomical model, we performed a simulation
in AF condition. Unfortunately, due to the requirement
of ECG triggering, no imaging technique is available to
acquire data during AF episodes from which a realistic and
patient-specific deformation model might be derived. Since
LA motion in AF is qualitatively defined as an irregular,
disorganized, very rapid and strongly reduced contraction,
we modeled atrial contraction by employing a random
displacement applied independently to each vertex of
the anatomical LA model and consisting in a sinusoidal
function at a frequency of 4 Hz multiplied by a random
factor from an uniform probability density function from
0 to 1. Moreover, the sinusoidal wave was modulated
by a small amplitude (0.1 mm) in order to mimic the
strongly reduced contraction and avoid numerical issues
arising from an excessive worsening of the mesh quality.
Simulations were run for five cardiac cycles to avoid the
influence of the unphysiological initial condition on fluid
velocity. We report the results of the fifth simulated cardiac
cycle.

Regarding the parameters of the fluid dynamics model, the
time step was set to 0.005 s, dynamic viscosity was 0.035 poise
and the density was set to 1.06 g/cm3.

The most significant parameters able to describe LAA fluid
dynamics including velocity and vortex structures, LAA orifice
velocity and mainly the residence time were computed. For
the computation of the vortex structures the Q-criterion was
employed. It is defined as in the following:

Q =
1

2
(WijWij − SijSij); (5)

being Sij =

(
∂ufi
∂xj

+
∂ufj
∂xi

)
and Wij =

(
∂ufi
∂xj

−
∂ufj
∂xi

)
the

symmetric and antisymmetric parts of the velocity-gradient

tensor
∂ufi
∂xj

. Through this quantity, we identified and visualized

some connected regions whereQ > 0 and the pressure was lower
than the ambient value at the vortexes core.

3. RESULTS

3.1. LAA Shape Descriptors
The values of the computed geometric parameters for each LAA
are reported in Table 2.

Results showed a relevant variability in the LAA
characteristics: for example, volume varied between 2.04
and 2.60 cm3, length from 2.26 to 3.54 cm and tortuosity values
are between 0.03 and 0.46. Comparing these quantities with
a qualitative analysis of each LAA from Figure 4, we notice
how the geometric indexes reflected the LAA geometric and
morphological features. Considering LAA4, we observed, from a
purely qualitative point of view, that it presented a very simple
geometry and a linear morphology. Indeed, looking at the
computation of its geometric indexes, tortuosity was the lowest
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TABLE 2 | LAA geometrical parameters: V, volume; As, surface area; Ao, orifice

area; Po, orifice perimeter; L, length; χ , tortuosity.

LAA V (cm3) As (cm2) Ao (cm2) Po (cm) L (cm) χ

1 2.04 8.94 1.86 4.98 3.54 0.46

2 2.57 9.25 2.13 5.65 2.26 0.05

3 2.60 10.10 1.87 5.06 2.80 0.08

4 2.21 9.11 1.62 4.90 2.52 0.03

5 2.12 8.31 1.15 3.88 2.36 0.26

(0.03) with respect to the other LAAs. As expected, LAA3 showed
the highest volume and surface area, as we can see from Figure 4.
Moreover, LAA2 had the lowest length despite the major values
of LAA orifice perimeter and area. Finally, LAA1 presented the
highest tortuosity and length even though its volume was small.
Therefore, these results confirmed the high variability of the
geometric characteristics of the LAA and it could be relevant
quantifying their implications in the appendage fluid dynamics
mainly during AF in order to evaluate their impact on the
probability of thrombi formation.

3.2. Velocity analysis
The computed velocity from the CFD simulations for the five
LAAs is depicted in Figure 5.

Looking at the LAA1, we noticed that the blood flow started
to enter into the auricle during the ventricular systole (first row,
see Supplemental Video1.mp4) with velocity values between 7
and 9 cm/s. After the end of the ventricular systole the mitral
valve opened (second row) and the blood flow exited from
the LAA. Velocity was very low in this phase (2–3 cm/s) and
these values could be associated with the morphology of the
LAA1. Finally, looking at the end diastole phase (third row),
blood flow continued to exit from the LAA1, reaching the
maximum velocity (10 cm/s). Regarding the LAA2, the shape
of this auricle was different with respect to the LAA1 and these
differences were reflected by the velocity analysis. These two
LAAs had comparable surface areas, orifice perimeters and areas;
however volume (V), length (L) and tortuosity (χ) were very
different (26 %, 56.6 % and one order of magnitude variations,
respectively) and their values helped to elucidate the differences
in the hemodynamic parameters. Blood flow entered and came
out with a higher velocity than LAA1 (range:15–20 cm/s, see
Supplemental Video3.mp4) and a more copious quantity of the
blood flow within the LAA2 was noticed. Having a volume
higher than LAA1 and a less compexity and length, LAA2 held
a great quantity of blood flow which reached also its distal part.
Regarding the LAA3, we supposed that, giving its qualitative
similarity with the LAA1, also the velocity characteristics should
not expect great variability between these two auricles. However,
changes in the velocity profile were observed and they could be
related to the different geometric parameters with respect to the
LAA1. LAA3 presented a higher length than LAA2 but less than
LAA1 and χ was one order of magnitude less than LAA1 and
double with respect to the LAA2. Therefore, blood flow entered
(first row Figure 5, see Supplemental Video5.mp4) and exited

(third row Figure 5) from this appendage with intermediate
values between LAA1 and LAA2 ( 6-7 cm/s). Moreover, the
different orientation with respect to LAA1 allowed the blood flow
to get into the auricle more easily. These observations indicated
that blood washout for LAAs geometries similar to the LAA3 was
not strongly reduced; however it was limited by the complexity
of this morphology and also by its non-linear geometry. LAA4
was the most “linear” geometry. Indeed, looking at the Table 2,
tortuosity was the smallest with respect to the other auricles.
Therefore, we expected that this type of LAA would have a blood
flow washout similar to the LAA2. However, even though its
simple morphology, we noticed that blood flow, differently from
the LAA2, did not reach, throughout the cardiac cycle, the distal
parts of this LAA. In order to better understand these findings,
we studied the differences in the other geometric parameters. We
found that LAA4 was characterized by a particular geometry:
it presented a high orifice perimeter and, as we can see from
Figure 4, shrinked toward its distal part. Indeed the volume was
not very high (2.21 cm3). This particular geometry allowed the
blood to easily enter in the LAA, giving the large orifice, but it
did not penetrate in the more shrinked part of the auricle and it
was forced to exit with high velocities ( 10–12 cm/s, see third row
of Figure 5, Supplemental Video7.mp4). LAA5 velocity values
were much lower than the other appendages and they did not
exceed 7 cm/s (see Supplemental Video9.mp4). LAA5 had the
smallest values of Ao, V, As, Po coupled with a high value of
the tortuosity (0.26). These characteristics probably explain the
difficulty of the blood flow to enter in this type of LAA because
of its reduced orifice, despite its length was not very high (2.52
cm). Therefore, only a small quantity of the blood flow entered
in LAA5 with low velocity, implying a reduced washout of this
auricle comparable to LAA1 and LAA3 but much lower than
LAA2.

3.3. Vortex Structures Analysis
Vortex structures in each LAA are reported in Figure 6. In
general, the presence of vortex structures within the LAA may
be indicative of a better blood flow washout, thus avoiding
the risk of blood stasis. Our considerations focused on the
velocity of each LAA were confirmed by the vorticity analysis.
LAA1 vortex structures in three different phases of the cardiac
cycle are depicted in the first column of Figure 6 (see also
Supplemental Video2.mp4). We noticed that most of the
vortices were localized in proximity of the LAA orifice, where
we found the highest velocity. After the MV opening (second
row Figure 6), vortex structures were characterized by low
velocities. Moreover, throughout the cardiac cycle, vortices did
not reach the distal part of the LAA, thus implying a scarce
blood washout in AF. Different findings were observed on the
LAA2. Indeed, given its simple morphology, vortex structures
with higher velocity values than LAA1 occurred. Moreover,
these vortices were not concentrated only in proximity to the
LAA ostium and they reached all the anatomical parts of
the LAA. (see Supplemental Video4.mp4) Results obtained on
the LAA3 (third column, Figure 6, Supplemental Video6.mp4)
were similar to the LAA1. Indeed, vortex structures were
localized near to the orifice. However, it seemed that these
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FIGURE 5 | Computed velocity within each LAA during the ventricular systole (first row), at the beginning of the ventricular diastole (second row), and at the end

diastole (third row).

FIGURE 6 | Computed vortex structures with the Q-criterion within each LAA during the ventricular systole (first row), at the beginning of the ventricular diastole

(second row) and at the end diastole (third row).
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FIGURE 7 | Computed velocity at the LAA ostia for the five LAAs.

vortices got closer to the LAA tip, favoring a better blood flow
washout with respect to the LAA1.

As discussed in the LAA4 velocity profile analysis, we expected
that most of the vortex structures are localized in proximity
of its orifice. Our hypothesis was confirmed, as shown in the
fourth column of Figure 6 (see also Supplemental Video8.mp4).
In all the phases of the cardiac cycle vortex structures remained
near to the ostium with low velocities. Looking at the LAA5
(see Supplemental Video10.mp4), giving its low velocities
throughout the cardiac cycle, also the number of vortex structures
was scarce and characterized by small velocities. Moreover, as for
the LAA4, they were localized most in proximity of the orifice.

3.4. Blood Velocity at the LAA Orifice
The profile of the LAA ostium velocity was evaluated and the
results are reported in Figure 7. We considered the last cardiac
cycle for each LAA and negative values of the velocity indicated a
filling of the LAA, whereas positive values meant LAA emptying.
As highlighted in Figure 7, all the auricles were characterized by
low values of filling velocity (values between 0 and −5 cm/s).
The most relevant result on this analysis was the evaluation of
the emptying velocity since it could provide a measure of the
washout. We noticed an oscillatory trend in all the appendages
and this was probably due to the lack of the atrial contraction
imposed in our simulation in order to represent AF condition,
which implied a passive LAA emptying and filling. The lack of
the contraction of the LA and of the LAA led the orifice velocity
not to exceed, except for LAA2, the threshold of 20 cm/s. This
data, in agreement with literature (Beigel et al., 2014), implied
a confined/circumscribed washout and consequently a possible
increase of the thrombogenicity.

Looking at the LAA1, orifice velocity after an initial increase,
decreased and reached the lowest value with respect to the other
LAAs. This phase was followed by a new increase characterized
by a velocity peak of 18.8 cm/s, which was closed to the threshold
and could indicate a good washout. However, in the earlier stage
the filling occurred with high velocity (absolute value 5 cm/s)
and this meant that that part of blood flow could remain in part

TABLE 3 | Number of fluid particles which remained in the LAA at the end of the

third, fourth and last cardiac cycle for the five LAAs in AF.

Cardiac Cycle LAA1 LAA2 LAA3 LAA4 LAA5

0 500 500 500 500 500

3 204 186 266 437 310

4 182 124 133 379 178

5 168 58 103 312 126

Cardiac cycle = 0 indicates the beginning of the simulation.

within the LAA. LAA2 peak velocity was 29 cm/s. Therefore, this
evaluation confirmed that within the LAA2 geometry blood flow
entered and exited with higher velocity and reached also the tip
of the auricle, providing a significant washout. Regarding LAA3
and LAA4, their peak orifice velocity were 10.9 and 13 cm/s,
respectively.

LAA5 ostium velocity strengthened our previous findings,
indeed it showed a peak value at the ostium of 6 cm/s.

3.5. LAA Blood Stasis Quantification
In order to quantify blood stasis in the LAA, we performed a
specific study. Each LAA was populated by 500 fluid particles at
the beginning of the CFD simulation. The The fluid particles were
distributed as a sphere around the center c, the midpoint of the
LAA centerline. Paraview software was employed for this analysis
(Ahrens et al., 2005). Then, we evaluated howmany fluid particles
remained within the LAA at the end of the third, fourth and
fifth cardiac cycle. The number of residual particles at different
timesteps of the cardiac cycle could provide a direct measure of
LAA blood stasis: more particles remain in the LAA, higher is the
probability of the clot formation within the LAA. Results of this
computation are reported in Table 3.

At the end of the fifth cardiac cycle, 33.6 % of fluid
particles remained in the LAA1. LAA2 results showed important
differences with respect to the LAA1: only the 11.6 % of the
fluid particles remained within the auricle. LAA3, as expected,
presented a better washout with respect to the LAA1. Indeed,
20.6 % of fluid particles did not exit from the LAA. Despite their
similarity in shape, the difference between LAA1 and LAA3 could
be caused by the opposite orientation and the different value of
tortuosity.

62.4 % of fluid particles remained within the LAA4 because
the blood flow pushed the particles to the tip and velocities in
this part were very low.

The blood washout of the LAA5 was not strongly reduced:
25.2 % of particles remained within the appendage.

4. DISCUSSION AND CONCLUSION

In this study, we assessed the influence of the LAA morphology
on the LA hemodynamics. The framework developed and
described in this study is fully automatic and fast. In our
experience this procedure is very robust since it worked correctly
for all our data; it requires < 1 min to generate one models and
most of this time is required to import the mesh and compute
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the shape diameter function. Several geomeric parameters were
computed and correlated with blood velocities, vorticity, LAA
ostium velocity and residence time for each anatomical model.
We found the LAA geometric characteristics impact on the
hemodyamic pattern within the LAA highlighting that not only
the appendage morphology types should be considered for the
stroke risk assessment in patients affected by AF (Di Biase et al.,
2012). Our results on the velocity and vorticity within the LAA,
LAA orifice velocity and on the residence time demonstrated
and confirmed that not only complex LAA morphologies were
characterized by low velocities, low vorticity and consequently
a higher thrombogenic risk. Simple morphologies can have a
thrombogenic risk equal, or even higher, than more complex
auricles and their geometric features could play a key role in
defining thromboembolic risk. Indeed, in our opinion, LAA
geometric parameters should be considered, coupled with the
morphological characteristics, for a comprehensive evaluation of
the blood stasis and stroke risk. These geometric characteristics
were not investigated in the previous works, neither correlated
with hemodynamic parameters.

LAA1 presented the highest length (3.54 cm) and tortuosity
(0.46), thus representing a complex shape. Indeed, the quantity
of the blood flow which reached the distal part of the LAA1
throughout the cardiac cycle was strongly reduced due to the
complex morphology of this LAA, as explained in section 3.2.
Moreover, vortex structures within this appendage were limited
in number and did not reach its distal part. Since Beigel et al.
(2014), observed that the stroke risk is 2.6 fold higher in AF
patients in which the velocity at the ostium throughout the
cardiac cycle is <20 cm/s and these findings were confirmed in
the CFD studies on the LAA in AF by Zhang and Gay (2008);
Olivares et al. (2017), we also evaluated the LAA orifice velocity.
LAA1 ostium velocity was lower than 20 cm/s, indicating a high
trombogenicity. LAA1 blood stasis quantification confirmed this
result, showing 33.6 % of fluid particles remained within the
LAA1. Fluid particles were pushed toward the appendage tip
and the low blood flow velocity hampered an effective washout.
Therefore, we expect that LAA geometries similar to LAA1 may
have an high thromembolic risk.

Study of LAA2 fluid dynamics indicators proved that linear
structures, coupled with a small length, had a better washout, thus
implying a reduction of the blood stasis and thrombi formation
risk. Moreover, the positioning of the LAA2 could have a key
role for the stroke risk assessment. As highlighted in Figure 4,
LAA1 had an opposite positioning with respect to the others.
This characteristic could explain the scarce washout, mainly
in the distal part, thus increasing the probability of thrombi
formation risk. The LAA2 blood stasis analysis confirmed this
consideration: indeed the simple geometry allowed and helped
the blood flow to reach the tip of the LAA and therefore to fill
the appendage volume. We concluded that the probability of clot
formation for the auricles which present a morphology similar to
the LAA2 is low.

LAA3, despite its qualitative similarity with the LAA1,
presented relevant differences in the hemodynamic parameters.
Velocities were slightly higher than LAA1 and blood flow entered
within this auriclemore easily and consequently vortex structures

were deeper. Moreover, looking at the number of fluid particles
which remained in the LAA3 at the end of the fifth cardiac
cycle, we found that LAA3 had a better washout than LAA1.
Hemodynamic differences between these two auricles could be
related to the different orientation and tortuosity, as explained
in section 3.2. Therefore, the thrombogenicity risk of this type of
LAA could be classified as medium.

LAA4 velocity profile highlighted that for the assessment
of left atrial appendage thrombogenicity, geometric and
morphological features should be take into account. Indeed, as
reported in the velocity field analysis, even qualitatively simple
LAAs (i.e., LAA4) could show a high probability of blood stasis
and therefore thrombi formation. LAA4 vortex structures were
localized in proximity of its orifice implying that blood washout
in the distal parts of this auricle was scarce, thus increasing the
probability of clot formation with respect to the other LAAs.
Yet, we found low velocity values at the ostium in the LAA3
and LAA4, thus indicating a moderate clot formation risk for
this particular LAA shape. In order to confirm our previous
findings, we quantified the LAA4 blood stasis. The fluid did not
reach the auricle tip because of the shrinking toward the distal
part. These characteristics led to a scarce washout of the LAA4
(see Table 3), moreover the vortex structures were absent, thus
implying a blood stasis in proximity of the LAA4 tip. This result
was very relevant because it proved that the LAA4 showed the
highest probability of blood stasis and consequently of thrombi
formation with respect to the other appendages, despite its
simple and linear geometry, where a low thrombogenicity was
expected. Regarding the LAA5, velocity within the auricle and
at the orifice showed low values that could imply a relevant risk
of blood stasis and thrombi formation. Also, vortex structures
were localized only in proximity of the LAA orifice. However,
even though the velocities and the number of vortex structures
were very small, the blood washout of the LAA5 was not strongly
reduced. LAA5 limited extension could compensate the high
tortuosity, allowing the blood flow to entirely cover its volume,
thus providing a good washout.

The few CFD studies available on this topic (Koizumi et al.,
2015; Otani et al., 2016; Olivares et al., 2017; Bosi et al.,
2018) focused on the correlation between the four type of
the LAA morphologies proposed by Di Biase et al. (2012)
and the thrombogenicity. However, they did not analyze other
characteristics of the auricles that might have a crucial role in
pathological conditions. With respect to the other works, we
designed and developed a procedure which allowed to consider
the same LA shape for each LAA. To perform this task, the
SDF was employed. Most of previous segmentation approaches
were based on local surface properties, such as curvature or
geodesic distance, that often depend on the topology and on
the pose of the object. SDF overcame these problems and
provided a link between the surface mesh and the object’s
volume, thus allowing the extraction a specific part of the
mesh. We chose this option because the variability of the left
atrial chamber could affect the validity of the hemodynamics
changes when different types of LAA were compared, since these
variations could be caused also by the LA geometric features
(dimensions, structure, and pulmonary vein attachments and
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morphology). Obviously the clinical problem we are facing is
very complex and we think there may be an interchangeable
conditioning effect between the LA and the LAA shapes and
both effects should be considered. However, we also think the
comprehension of each single effect may help in clarifying the
interplay between them. In this study we focused on better
understanding the influence of each specific LAA shape on
blood hemodynamics and, to this aim, we were forced to
eliminate the dependence from the LA shape and from other
patient-specific factors. Our results, based on a simplification
of the real phenomenon, showed that the complexity of the
LAA shape alone does not correlate with clot formation
and additional parameters should be considered for a clear
comprehension of the link between LAA shape and the risk of
stroke.

Our approach can be further improved because a limitation
consists in the number of the available left atrial data-set. Future
developments will be focused on considering a larger number
of patient-specific LAAs in order to fully its wide anatomical
variability. Results on a larger dataset would also allow to
link the modeling results to thrombogenic risk potentially
identifying clinically measurable parameters that may inform
as to which treatment option would be best for a particular
patient. Unfortunately, for the patients analyzed in this study
this information was not available. In addition, the results of
this study could benefit from the application of a patient-
specific motion field of the LA in AF. Unfortunately, up to date,
quantification of such a motion field is not possible using the
standard 3D acquisition, MRI or CT. Since AF is described by
a disorganized and reduced motion of the LA, in this study
we applied a random displacement field with small amplitudes
in order to avoid mesh degeneration during simulations. Once
the patient-specific motion in AF has become available, our
pipeline would strongly benefit from such information. Another

possibility is to build a FSI model in which the control of the
motion of the computational domain throughout the cardiac
cycle could be more realistic than using a random displacement
function as the one employed in this study.

To conclude, the presented framework might represent a
step toward the development of a better tool for the patient-
specific cardioembolic risk assessment and preventive treatment
in AF patients.
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Introduction: Timing of atrial, right (RV), and left ventricular (LV) stimulation in cardiac
resynchronization therapy (CRT) is known to affect electrical activation and pump
function of the LV. In this study, we used computer simulations, with input from animal
experiments, to investigate the effect of varying pacing delays on both LV and RV
electrical dyssynchrony and contractile function.

Methods: A pacing protocol was performed in dogs with atrioventricular block (N = 6),
using 100 different combinations of atrial (A)-LV and A-RV pacing delays. Regional LV
and RV electrical activation times were measured using 112 electrodes and LV and RV
pressures were measured with catheter-tip micromanometers. Contractile response to a
pacing delay was defined as relative change of the maximum rate of LV and RV pressure
rise (dP/dtmax) compared to RV pacing with an A-RV delay of 125 ms. The pacing
protocol was simulated in the CircAdapt model of cardiovascular system dynamics,
using the experimentally acquired electrical mapping data as input.

Results: Ventricular electrical activation changed with changes in the amount of LV
or RV pre-excitation. The resulting changes in dP/dtmax differed markedly between
the LV and RV. Pacing the LV 10–50 ms before the RV led to the largest increases
in LV dP/dtmax. In contrast, RV dP/dtmax was highest with RV pre-excitation and
decreased up to 33% with LV pre-excitation. These opposite patterns of changes in
RV and LV dP/dtmax were reproduced by the simulations. The simulations extended
these observations by showing that changes in steady-state biventricular cardiac output
differed from changes in both LV and RV dP/dtmax. The model allowed to explain the
discrepant changes in dP/dtmax and cardiac output by coupling between atria and
ventricles as well as between the ventricles.
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Conclusion: The LV and the RV respond in a opposite manner to variation in the
amount of LV or RV pre-excitation. Computer simulations capture LV and RV behavior
during pacing delay variation and may be used in the design of new CRT optimization
studies.

Keywords: cardiac resynchronization therapy, right ventricle, optimization, computer simulation, therapy
optimization studies, CircAdapt, hemodynamics, dyssynchrony

INTRODUCTION

Cardiac resynchronization therapy (CRT) is an established
therapy for heart failure patients with a reduced left ventricular
(LV) ejection fraction (EF), and left bundle branch block (LBBB)
(Brignole et al., 2013). Through biventricular pacing, CRT aims
to establish a more synchronous electrical activation of the
ventricles and thereby improves cardiac pump function (Vernooy
et al., 2007) and clinical outcome (Brignole et al., 2013). However,
approximately one-third of the patients that receive CRT do not
benefit from this therapy (Abraham et al., 2002; Cleland et al.,
2005; Auricchio and Prinzen, 2011; Prinzen et al., 2013).

Programming of both atrioventricular (AV) and
ventriculoventricular (VV) pacing delays strongly influences the
contractile response to CRT, as determined by both ultrasound
and maximum rate of LV pressure rise (LV dP/dtmax) (Bogaard
et al., 2012; Auger et al., 2013; Strik et al., 2013b). However, meta-
analyses of multiple optimization methods showed that pacing
delay optimization fails to provide long-term improvement in
clinical outcome (Auger et al., 2013). Suggested reasons for the
absence of long-term benefits of such optimization are that the
default “out-of-the-box” delays are already fairly good and that
the optimization methods employed are not accurate or robust
enough. An alternative explanation could be that most pacing
delay optimization strategies that have been developed solely
take LV function into account. Right ventricular (RV) function is
often overlooked, although several studies show that RV failure is
an independent predictor of mortality in patients with LV failure
with and without CRT (Groote et al., 1998; Ricci et al., 2017).
Two clinical studies indicated that there was a poor correlation
between the pacing delay settings providing the highest LV
dP/dtmax and RV dP/dtmax values (Sciaraffia et al., 2009; Hyde
et al., 2016).

In recent years, computational models of cardiac
electrophysiology, mechanics of the heart and cardiovascular
system have increased our understanding of dyssynchronous
heart failure and its treatment with CRT (Lee et al., 2018). Right
ventricular function and its effect on CRT has, however, not
been studied extensively using a computer modeling approach.
Our group has been using the CircAdapt model of the heart
and closed-loop circulatory system. While using a simplified
cardiac anatomy, the advantages of this model are the inclusion
of the entire (systemic and pulmonary) circulation and its
high calculation speed (almost real time). In combination
with experimental and clinical measurements, CircAdapt has
shown to be able to identify and mechanistically understand
the electromechanical substrates of the heart that are most

responsive to CRT (Lumens et al., 2013, 2015; Huntjens et al.,
2018).

A vast majority of the studies on the heart, also our
aforementioned studies, are related largely to the LV. In the
present study, we aim to study the changes in both LV and RV
contractile response to variations of pacing delay settings in CRT,
and to evaluate whether the CircAdapt computer model reliably
simulates LV and RV pump function during these interventions.
Subsequently we aim to use the computer modeling results to
investigate how cardiac output is affected by differences between
LV and RV contractile changes.

MATERIALS AND METHODS

Animal Experiments
Animal handling was performed according to the Dutch Law
on Animal Experimentation and the European Directive for
the Protection of Vertebrate Animals Used for Experimental
and Other Scientific Purpose. The protocol was approved by
the Animal Experimental Committee of Maastricht University.
The animal experiments have been conducted in 2010–2011
and the methodology used has partially been described in a
previous publication (Strik et al., 2013b), reporting on the LV
pressure data. In the current study we analyzed both RV and
LV pressure data and related them to the electrical conduction
measurements. In short, 6 adult mongrel dogs were anesthetized
using midazolam (0,25 mg/kg/h) and sufentanil (3 µg/kg/h) and
a complete AV-block was induced by radiofrequency ablation.
The dogs received pacing electrodes in the right atrium (A),
RV apex and epicardially on the basal posterolateral wall via a
left-sided thoracotomy.

Measurements were performed 12–21 weeks after inducing
the AV-block using an external custom-built pacing system.
RV-only pacing with an A to RV (A-RV) pacing delay of
125 ms was used as the baseline pacing setting, mimicking
the activation pattern as seen in LBBB. The A-RV and A to
LV (A-LV) delays were then programmed individually, ranging
from 50 to 230 ms in steps of 20 ms, resulting in 100 possible
combinations (Figure 1A). Pacing delay settings were assigned
in a random order and baseline recordings were repeated after
every 5th setting. During each setting, continuous, invasive
hemodynamic and electrocardiographic measurements were
performed (Figure 1B). 7F catheter-tip manometers were used
for LV and RV pressure measurement. Epicardial electrograms of
the LV free wall (LVFW) and RV free wall (RVFW) were recorded
from 2 multielectrode custom-made bands holding 102 contact
electrodes. Septal endocardial electrograms were recorded from
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FIGURE 1 | Schematic representation of the methods used in this study. Hundred different A-LV/A-RV pacing delay combinations were programmed (A) while
pressures and local electrical activation were measured (B). Generic activation maps, derived from local electrograms, were used as onset of mechanical activation
in the computer simulations (C). The resulting output of the simulations and measurements was compared for validation purposes. The green square in the heat
maps indicates the baseline pacing setting.
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two multielectrode catheters with 7 contact electrodes on the RV
septum and 3 on the LV septum. Measurements were recorded
for a minimum of two respiratory cycles at each pacing delay
setting.

Data Analysis
Local electrical activation times were determined as the duration
between the atrial pace and the timepoint of steepest negative
deflection of the electrogram using custom software (Figure 1B,
green line in local EGM’s). For quantification of intraventricular
electrical dyssynchrony we calculated total activation time
as the difference between earliest and latest activation time
of the RVFW (RV TAT) and of the whole LV (LV TAT).
The latter was calculated from the combination of epicardial
LVFW and endocardial septal electrodes. To quantify electrical
interventricular dyssynchrony we used the ventricular electrical
uncoupling (VEU) index. VEU was defined as the difference
between mean LVFW and mean RVFW activation times (Ploux
et al., 2013).

For both the LV and the RV, response to pacing was defined as
the relative change in dP/dtmax compared to the baseline setting.
We applied quadratic LOESS fitting to account for measurement
variability within each dog (Cleveland, 1979). Furthermore, in
order to quantify a generic canine response to changes in
pacing delay, we created a single representative canine dataset
by taking the mean values of the dogs for each setting. We also
applied linear 2D interpolation between the measurements in
the heat map visualizations of all pacing delay settings. All these
calculations were performed in Matlab 2016A (The Mathworks
Inc., Natick, MA, United States).

Computer Simulations
The CircAdapt model of the entire heart and circulation
(Arts et al., 2005; Lumens et al., 2009; Walmsley et al.,
2015a), which can be downloaded from www.circadapt.org, was
used to simulate cardiovascular mechanics and hemodynamics
during pacing delay variations as applied in the animal
experiments (Figure 1C). Previous experimental and clinical
studies have shown that the CircAdapt model realistically relates
local ventricular myofiber mechanics to global cardiovascular
hemodynamics in dyssynchronous and paced hearts (Leenders
et al., 2012; Huntjens et al., 2014; Lumens et al., 2015; Walmsley
et al., 2015a,b).

The source code of the CircAdapt model used for all
simulations as well as the Matlab R© (The MathWorks, Natick, MA,
United States) scripts to perform all simulations and analysis
thereof are provided as an online supplement (Supplementary
Data Sheet S1). In summary, the CircAdapt model is a reduced
order model of the human four-chamber heart connected to a
closed-loop cardiovascular system, with lumped pulmonary and
systemic circulations. It uses a simplified ventricular geometry,
where cardiac walls are represented by thick spherical shells
consisting of contractile myocardium. The MultiPatch module
enables cardiac walls to be subdivided into an arbitrary number
of wall segments (patches). Tissue properties and activation time
can differ between patches, but all patches within a wall share
a common wall tension and curvature. Since wall tension is the

same in all patches within a wall, spatial location within a wall is
not required to calculate deformation in a patch.

In CircAdapt wall tension and curvature determine cavity
pressure through Laplace’s law (Lumens et al., 2009; Walmsley
et al., 2015a) Fiber stress in a patch is the sum of an
active component, representing myofiber contraction, and a
passive component. The active stress component incorporates
length-dependence of the force generated and the duration
of contraction. The passive component provides a non-linear
relationship between myofiber stress and strain. More details on
the phenomenological model of myocardial contraction and the
validation of the MultiPatch module are previously published by
Walmsley et al. (2015a).

Simulating a Healthy Human Reference
Heart and Circulation
Cardiac adaptation implemented in the CircAdapt model was
used to obtain a reference parameterization that represents a
healthy human cardiovascular system (Arts et al., 1994, 2005,
2012). The tissue volumes and areas in the cardiac walls and
large blood vessels were adapted as described previously (Arts
et al., 2005, 2012). A resting cardiac output of 5.1 l/min
and heart rate of 70 bpm were assumed. Cardiac output was
tripled and the heart rate was doubled during the stress-
state of the adaptation process. Mean arterial pressure (MAP)
was maintained at 92 mmHg during the adaptation process.
The resulting reference simulation was used as the basis for
subsequent pacing simulations.

Using Electrical Activation to Simulate
the Pacing Delay Optimization Protocol
We divided the ventricular wall in the same amount of segments
as the number of available electrodes (52 LV free wall, 50
RV free wall and 10 septal segments). Time of onset of
activation was assigned based on the electrical activation times
measured in the animal experiments. As previously stated, in
the current MultiPatch module the segments were considered
to be mechanically coupled in series, meaning that the order in
which patches were placed was not significant (Walmsley et al.,
2015a). This allowed sorting of the activation times per wall
in each measurement, before taking the median of the dogs,
to get a generic activation pattern. The benefit of this generic
activation pattern is that it was less affected by differences in band
placement, heart size and electrodes with insufficient contact in
the dogs.

A representative baseline simulation was obtained by
imposing the ventricular activation pattern measured during
the experimental baseline condition, i.e., RV-only pacing with
an A-RV delay of 125 ms. Systemic vascular resistance was
adapted to obtain a MAP of 60 mmHg and heart rate was set
to 80 bpm, both similar to the animal experiments. Furthermore,
total circulating blood volume was adjusted so that cardiac output
was maintained at 5.1 L/min. The resulting baseline simulation
was used as the starting point for the pacing setting simulations.
For each of the 100 pacing delay simulations, the pattern of
ventricular activation was changed to the activation pattern
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measured in the canine experiments and the resulting beat-
to-beat changes in ventricular mechanics and hemodynamics
were stored until a new hemodynamic steady state was reached.
During all pacing simulations, systemic vascular resistance and
total circulating blood volume were kept constant in order to
quantify the acute effect of pacing-induced changes of ventricular
pump mechanics and cardiac hemodynamics. Simulated steady-
state dP/dtmax values are compared with the experimental
measurements. In addition, the simulations extended the animal
experiments by providing quantitative insight in the beat-to-
beat and steady-state changes of ventricular volumes and cardiac
output.

RESULTS

Baseline characteristics for the AV-blocked dogs are described in
Table 1.

Electrical Effects of Altering Pacing
Delay Settings
Figure 2 shows the typical examples of electrical activation
patterns acquired using contact mapping in a dog with AV block
during LV pre-excitation, simultaneous RV and LV pacing and
RV pre-excitation. In case of extreme pre-excitation, capture
in the last paced ventricle was lost due to activation via the
contralateral ventricle (indicated by the gray line). RV pre-
excitation led to the largest LV TAT while LV pre-excitation
resulted in an increase of RV TAT. During simultaneous pacing,
two wave fronts originating from the RV and LV pacing
electrodes fused and resynchronized the heart as indicated by a
decrease in LV TAT.

Figure 3 shows the changes in electrical dyssynchrony indexes
in dogs with variation of pacing delay settings. There was no
change in LV and RV TAT and VEU when changing the AV
delay during simultaneous activation of the LV and RV (left
column). Both LV and RV TAT (first 2 rows of Figure 3)
were lowest during simultaneous RV + LV pacing. The RV
showed the largest TAT during LV pre-excitation or LV-only
pacing (upper left corners in the heat maps). LV TAT showed
a relatively large increase with large RV pre-excitation (right
side of middle panels and lower right corners in heat maps),
while RV TAT did not increase much. As indicated by the VEU
(bottom row Figure 3), during LV-only pacing the LVFW was

TABLE 1 | Baseline characteristics in median (range) of dogs during baseline
(RV-only, A-RV 125 ms pacing).

During baseline RV-only pacing

Weight (kg) 19.8 (19.4–21.4)

MAP (mmHg) 55 (42–71)

Systolic arterial pressure (mmHg) 70 (62–81)

Diastolic arterial pressure (mmHg) 45 (31–53)

LV dP/dtmax (mmHg/s) 1205 (1183–1646)

RV dP/dtmax (mmHg/s) 520 (345–700)

Weeks between AVB and Sacrifice (weeks) 13 (12–21)

activated more than 40 ms before the RVFW. During RV-only
pacing the LVFW was, on average, activated more than 20 ms
later than the RVFW. The LVFW and RVFW were activated
simultaneously with very slight LV pre-excitation (Figure 3
bottom right, VEU = 0).

Hemodynamic Effects of Altering Pacing
Delay Settings
The changes in LV and RV dP/dtmax in response to changes in
pacing delay settings are presented in Figure 4 (top and bottom,
respectively). Increasing AV delay during simultaneous RV and
LV pacing (left column and identity line in the heat maps)
hardly affected LV and RV dP/dtmax in both measurements and
simulations. The relative effect of changing VV delay (green,
second column from left) was largest in RV dP/dtmax. Changing
pacing settings from RV to LV pre-excitation decreased RV
dP/dtmax with more than 30% in the experiment. The decrease
in RV dP/dtmax was less pronounced in the simulations but
followed the same pattern. LV dP/dtmax was highest with LV pre-
excitation and simultaneous pacing in both the experiment and
simulations.

The heat maps of both the animal experiments and computer
simulations (right side of Figure 4) show a qualitatively similar
pattern where the largest changes in both LV and RV dP/dtmax
are observed when changing the VV delay. The largest increase
in LV dP/dtmax in the measurements was reached with a short
A-LV (50 ms) and A-RV (90 ms). LV pre-excitation led to a
larger increase in LV dP/dtmax than RV pre-excitation during all
measurements and simulation, with an optimal LV pre-excitation
range of 10–50 ms. For RV dP/dtmax, all LV pre-excitation pacing
settings led to a decrease up to 33% in the experiment and 18%
in the simulations, while RV pre-excitation caused little change
compared to baseline (RV-only) pacing.

Changes in Simulated Cardiac Output at
Different Pacing Delays
While dP/dtmax values are regarded as a measure of ventricular
contractility, cardiac output may be more closely related to pump
function of the entire heart. Note that due to the closed loop
circulation, in a steady state situation cardiac output of the RV
and LV are the same. Cardiac output was not determined in
the experiments, but it was calculated in the model simulations.
In these simulations the changes in cardiac output following a
switch in pacing delay differed from the changes in both LV and
RV dP/dtmax (Figure 5). Cardiac output was more sensitive to
changes in AV-delay than to changes in VV-delay. AV-delays
of 50 and 70ms led to the largest increases in cardiac output,
amounting up to 9%.

In order to find an explanation for the differences in
behavior between cardiac output and RV and LV dP/dtmax
we compared the time course of these parameters as well as
EDV during the first beats after start of a certain setting,
in this case LV pre-excitation (Figure 6). In the first beat
after the change in pacing setting and therefore also activation
sequence (see above), both LV stroke volume and dP/dtmax
increased while RV stroke volume and dP/dtmax decreased. In
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FIGURE 2 | Epicardial electric activation maps in a paced dog heart with complete AV block during LV pre-excitation (left), simultaneous pacing (middle), and RV
pre-excitation (right). Black arrows indicate capture, whereas gray arrows indicate loss of capture.

the subsequent beat RV EDV increased, due to the smaller SV of
the previous beat, whereas LVEDV decreased. As a consequence
of these EDV changes, RV SV recovered and LV SV decreased
to some extent and in the third and subsequent beats an
steady state (SS) was reached, with SV in both ventricles (and
therefore cardiac output) increasing by about 3%. This example,
representative for the other conditions, illustrates that dP/dtmax
was largely independent of preload, whereas SV depended
on it, most likely due to the length dependent activation,
implemented in the CircAdapt model (see section “Materials and
Methods”).

Figure 7 shows the response of stroke volume of the LV
and RV after simulated programming of nine different pacing
settings. In the first beat RV SV remained either unchanged
or decreased as compared to baseline, indicating little direct
mechanical benefit of the change in pacing delay for the RV.
However, similar to the example in Figure 6, copied into
the left upper panel of Figure 7, RV stroke volume changed
considerably in subsequent beats. While changes in LV SV
initially differed from RV SV, a steady state was reached after
several simulated beats. Note that the largest benefit in SV,
and therefore cardiac output, was primarily dependent on AV-
delay. For example, in the bottom row (A-RV 70 ms) the
optimized RV filling improved stroke volume to such a degree
that, through the serial coupling, LV preload increased, leading
to a further increase in LV stroke volume after the second cycle.
On the other hand, at longer AV-delays this atrial-ventricular
coupling decreases, resulting in a lower steady-state cardiac
output.

DISCUSSION

In this study we investigated the influence of LV and RV
pacing delay settings on LV and RV electrical activation and
contractility in animal studies and computer simulations. Both
studies showed that LV TAT is smallest during synchronous
RV and LV stimulation and increases when VV delays increase.
RV TAT becomes larger in particular during LV pre-excitation.
LV and RV contractility vary most, and in opposite direction,
with changes in VV delay settings. After demonstrating the

realistic simulations in the model, we used the model to calculate
cardiac output changes and to explain why changes cardiac
output differed from both RV and LV contractility. The latter
findings demonstrate how a model like CircAdapt can extend
mechanistic understanding of circulatory changes due to a device
therapy.

LV and RV Contractility Respond in
Opposite Manner to Variations in VV
Pacing Delays
A key finding in the present study is that LV and RV dP/dtmax
change in opposite direction when changing the VV pacing delay.
Sciaraffia et al. (2009) previously demonstrated that RV and LV
dP/dtmax identify different “optimal” VV delays in most of the
patients included in their study. Furthermore, Houston et al.
(2018) recently showed that in patients with dyssynchronous
heart failure, RV-only pacing leads to higher RV dP/dtmax than
LV-only or simultaneous LV + RV pacing. In an experimental
study in pigs, different VV delays were tested at different
pacing locations (Quinn et al., 2006). Similar to our study, these
investigators found that RV pre-excitation led to a higher RV
dP/dtmax than LV pre-excitation. The fact that findings were
consistent in patients, animals and a computer model implies that
the opposing changes in hemodynamics, caused by varying VV
pacing delays, are caused by a universal mechanism.

Another key finding is that ventricular specific pre-excitation
is required for a good contractile function in both the LV and RV.
This is illustrated by LV pre-excitation increasing LV dP/dtmax
and RV pre-excitation leading to the largest RV dP/dtmax values.
In contrast, changes in AV delay have less effect on measured
and simulated LV and RV dP/dtmax. In a previous study, in
which we evaluated the relative importance of interventricular
and intraventricular dyssynchrony for contractile response to
CRT (change in LV dP/dtmax), it was demonstrated that
interventricular dyssynchrony during intrinsic rhythm is the
dominant electrical substrate driving response to CRT (Huntjens
et al., 2018). In contrast, intraventricular dyssynchrony showed
little effect on LV dP/dtmax, which is in line with experimental
observations that reducing LV TAT by multipoint pacing does
not improve LV dP/dtmax (Ploux et al., 2014). However, results
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FIGURE 3 | Changes in electrical dyssynchrony indices during variation in pacing delay in the animal experiments. The left column shows the effect of increasing AV
delay during simultaneous RV + LV pacing; the middle column shows changes in VV delay (green, from LV pre-excitation to RV pre-excitation) and the heat maps on
the right are the results for all pacing setting (mean of six dogs, bars represent standard errors of the mean). From top to bottom: Total activation time (TAT) of the total
LV (free wall and septum), RV free wall (RVFW), and VEU (Ventricular Electrical Uncoupling). The green square in each heat map indicate the baseline pacing setting.

Frontiers in Physiology | www.frontiersin.org 7 February 2019 | Volume 10 | Article 1779

https://www.frontiersin.org/journals/Physiology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/Physiology#articles


fphys-10-00017 January 30, 2019 Time: 17:22 # 8

Willemen et al. Biventricular Hemodynamics During Pacing Optimization

FIGURE 4 | Changes in contractile response as a result of changes in pacing delays in experiments and simulations. Percentile change from baseline of LV dP/dtmax

(top) and RV dP/dtmax (bottom). The left rows depict the same AV and VV delay settings as in Figure 3 are shown. Heat maps for both the experiment (3rd column)
and simulations (4th column). Diamonds: Canine measurements (Mean (standard error of the mean) of six dogs; Circles: Simulation output.

FIGURE 5 | Relative change in simulated steady-state cardiac output with a change in pacing delay settings. Depicted are the changes relative to baseline (see text).

in this study suggest that intraventricular dyssynchrony might
still play a modulating role since increase in LV TAT, with large
LV pre-excitation, led to a decrease in LV dP/dtmax compared to
slight LV pre-excitation. Because RV TAT increases concurrently
with decreases in VEU we cannot distinguish if either intra-
or interventricular dyssynchrony has a larger effect on RV
contractility.

In agreement with our observations, other studies in patients
have shown that the lowest electrical dyssynchrony does not
necessarily lead to the highest LV contractility or better clinical
outcome (Thibault et al., 2011; Lumens et al., 2013). Optimization
based on minimization of electrical dyssynchrony alone might
therefore not be sufficient. Even if the optimal electrical activation

for LV contractility is known, further clinical studies are required
to investigate whether the gain in LV contractility outweighs the
loss of RV contractility, especially since cardiac output might not
match either or both but be a combination/compromise.

CircAdapt Simulations Capture Both LV
and RV Contractile Response to Pacing
Delay Changes
The present study demonstrates that the CircAdapt model can
capture pacing-induced changes to both LV and RV contractile
function. It is especially the response of the RV to pacing that has
been less well studied, both by our group and by others.
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FIGURE 6 | Time courses of the relative change of stroke volume (top), end-diastolic volume (EDV, mid) and dP/dtmax of the LV (black circles) and RV (red squares)
after changing pacing delay from baseline (A-RV 125 ms) to LV pre-excitation (A-LV 70 ms, A-RV 190 ms) in computer simulations. The black dashed line indicates
the start of the change in pacing delay. The numbers in the blue bar indicate the number of simulated cardiac cycles. SS, steady state.

The use of experimental measurements electrical activation of
the paced dog heart, derived from canine experiments, coupled to
the simulation of the entire circulation, resulted in changes in RV
and LV dP/dtmax that closely mimicked values measured in dog
experiments.

Earlier studies have shown that CircAdapt enables realistic
simulation of cardiac response to CRT, mostly focusing on LV
function (Lumens et al., 2013, 2015; Huntjens et al., 2018).
In one of those studies, it was demonstrated that the RV
plays an important role in the improvement of LV function
during LV-only pacing (Lumens et al., 2013). The present study
extends the mechanistic insight in the working action of CRT
in the context of pacing delay optimization, where the complex
mechanical and hemodynamic interactions between the four
cardiac cavities and the surrounding circulations are found to be
important.

As demonstrated in this study, the CircAdapt model can
capture the complexity of different LV and RV responses
to CRT by incorporating several relevant components of
cardiovascular interaction. Firstly, it realistically incorporates
direct mechanical interaction between the three ventricular
walls (Lumens et al., 2009). Secondly, it allows realistic
simulation of regional myocardial mechanics in the ventricular
walls of the asynchronously activated heart (Leenders et al.,
2012; Walmsley et al., 2015a), thereby enabling experimentally

measured activation times to be imposed and the related
intraventricular heterogeneities in mechanical myofiber behavior
to be simulated. Thirdly, it is a closed-loop system allowing
for indirect (serial) hemodynamic interaction between the
left and right side of the heart through the systemic and
pulmonary circulations (Arts et al., 2005; Lumens et al.,
2010). Fourthly, its four-chamber heart captures the dynamics
of hemodynamic atrioventricular interactions (Jones et al.,
2017). Lastly, it includes the mechanical interaction through
pericardial constraint, with an increase in the volume of a
chamber altering the pressure in the other chambers and,
hence, diastolic filling and septal position (Palau-Caballero et al.,
2017).

Simulation-Derived Mechanistic Insights
The ability of CircAdapt to realistically simulate both LV and
RV hemodynamics during pacing allowed us to further study
the impact of differences between both chambers on cardiac
output. In particular, the model showed a difference in response
between dP/dtmax and SV/CO. Similar differences have been
observed in a clinical study where LV dP/dtmax responses
differed from responses in stroke work (van Everdingen et al.,
2018).

Our simulations provided a plausible explanation for this
paradoxical observation. While LV and RV stroke volume
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FIGURE 7 | Relative change in stroke volume of the left (black circles) and right (red squares) ventricle over a number of simulated cycles until steady-state (SS) after
changing pacing delay (the nine settings shown in the black bars). Black dashed line indicates the moment of changing the pacing delays while the green line marks
the first beat.

of the first beat after a change of pacing delay can differ
substantially, a common steady-state stroke volume and thereby
cardiac output is reached due to balancing ventricular preload
conditions during the next few beats. There are three main
determinants of the newly achieved steady-state preload
condition. First, the changes in stroke volumes directly change
the end-systolic volumes and thereby the end-diastolic volumes
in the next beat. Second, the pacing-induced changes in
effective left and right AV delays change the efficiency of
atrial and ventricular diastolic filling and subsequent systolic
contraction. Thirdly, changes in stroke volume affect the filling
of the other ventricle through the systemic and pulmonary
circulations.

While dP/dtmax changes congruently with first-beat stroke
volume in the same ventricle, it is less affected by changes in
preload. As a result, LV and RV dP/dtmax are much more sensitive
to changes of VV-delay and, hence, asynchrony of electrical
activation than to changes of AV-delay. On the other hand,
changes of AV-delay affect cardiac output more than LV and RV
dP/dtmax.

Computer Modeling in Therapy
Optimization
Other cardiac computer modeling studies have been conducted to
investigate other factors in the optimization of CRT therapy. For
example, in a cohort of 648 virtual patients it was found that the
location of the LV pacing site is an important factor in response
to CRT (Crozier et al., 2016). Electrophysical cardiac computer
modeling studies also demonstrated the importance of LV pacing
site and the potential of simulations to predict the electrical
optimal pacing location and setting (Reumann et al., 2007; Miri
et al., 2009; Niederer et al., 2011). Our study shows, however, that
an electrical optimum (lowest electrical dyssynchrony) might not
necessarily be optimal for overall pump function.

The CircAdapt simulations performed for this study can run
on a single core in real time. CircAdapt requires activation
time as input and lacks the cardiac electrophysiological model
necessary to extract this information from standard clinical
data. This input could, however, potentially be generated by
other models, for example the ones referred to in the previous
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paragraph. This would also allow for testing of alternative
pacing sites, which would result in different activation patterns,
which subsequently can be used as input for CircAdapt
simulations. A workflow where fast and anatomically realistic
cardiac electrophysiological simulations are combined with
cardiac mechanical and circulatory CircAdapt simulations might
further increase the clinical applicability of cardiac computer
models.

Study Limitations
In this study the pacing experiments were performed in
relatively healthy canine hearts. Previous work from our
group showed that chronic total AV-block leads to structural
changes (hypertrophy) and electrical remodeling (QT-time
prolongation), but normal contractility (Peschar et al., 2003).
On the other hand, patients treated with CRT have different
levels of myocardial remodeling and heart failure, which may
affect the response to pacing (Strik et al., 2013a, Nguyên
et al., 2018). Results of this study might differ from patient
data since long-term structural remodeling was not included
in both the animal and computational experiments. On the
other hand, differences in RV and LV response observed in
this study could mean that different pacing settings might
affect the positive and/or negative remodeling of the LV
and RV.

A major difference between this animal experiment and
patients in day-to-day life is that the animals were anesthetized.
To allow comparison between the experiments and simulations,
the model’s LV afterload in the baseline situation was adapted
to fit the measured mean arterial pressure in the dogs.
After the change in activation delays regulation was disabled,
which is likely similar to the anesthetic condition were
regulation is slow. Caution should, however, be taken when
translating results of this study toward the clinical setting
considering that loading conditions potentially affect the
effect of pacing delay changes (Quinn et al., 2009). Future
studies are needed to investigate how load-dependent the
observed effects of pacing delay optimization are and how
homeostatic regulation interacts with changes in LV and RV
contractility. A final limitation of the CircAdapt (and most
other computer models in this field) is that changes in
function of the autonomic nervous system are not taken into
account.

Clinical Perspective
The results of this study raise the question what outcome
measure is best to use for optimization of pacing delay. Current
clinical practice focusses almost exclusively on the LV, using
parameters like LV dP/dtmax, aortic outflow integral, and LV
systolic (or aortic) pressure. This study demonstrates that
improving LV function can reduce RV function. Furthermore,
cardiac output is not necessarily increasing when LV dP/dtmax
increases. Hence, An exclusive focus on the LV might not
lead to the best overall outcome. Therefore, future studies
on optimization of therapy should not exclusively focus on

the LV but also include measures of RV and/or whole
heart function. In our analysis of cardiac output we also
demonstrated that the moment of measurement affects what
physiological phenomenon is actually observed. Contractile
function alone might better be observed in the first beats
while longer lasting measurements, that allow reaching a
steady state, will provide more information about the loading
of the heart and its interaction with homeostatic regulation.
Insights acquired in the present opens the way for designing
better optimization protocols, possibly even including computer
modeling.

CONCLUSION

The LV and the RV respond in an opposite manner to LV or
RV pre-excitation. LV pre-excitation improved LV contractility
and decreased RV contractility, while RV pre-excitation had the
opposite effects. The CircAdapt computer model realistically
captures these opposite responses of LV and RV contractile
function. Computer simulations extend animal experimental
findings by revealing that improving ventricular contractility
does not necessarily lead to an improvement of cardiac output.
This study demonstrates the potential of CircAdapt to provide a
valuable and efficient in silico platform for further optimization
studies for device therapy.
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Patients suffering from heart failure and left bundle branch block show

electrical ventricular dyssynchrony causing an abnormal blood pumping. Cardiac

resynchronization therapy (CRT) is recommended for these patients. Patients with

positive therapy response normally present QRS shortening and an increased left

ventricle (LV) ejection fraction. However, around one third do not respond favorably.

Therefore, optimal location of pacing leads, timing delays between leads and/or

choosing related biomarkers is crucial to achieve the best possible degree of ventricular

synchrony during CRT application. In this study, computational modeling is used to

predict the optimal location and delay of pacing leads to improve CRT response. We use

a 3D electrophysiological computational model of the heart and torso to get insight into

the changes in the activation patterns obtained when the heart is paced from different

regions and for different atrioventricular and interventricular delays. The model represents

a heart with left bundle branch block and heart failure, and allows a detailed and accurate

analysis of the electrical changes observed simultaneously in the myocardium and in

the QRS complex computed in the precordial leads. Computational simulations were

performed using a modified version of the O’Hara et al. action potential model, the

most recent mathematical model developed for human ventricular electrophysiology.

The optimal location for the pacing leads was determined by QRS maximal reduction.

Additionally, the influence of Purkinje system on CRT response was assessed and

correlation analysis between several parameters of the QRS was made. Simulation

results showed that the right ventricle (RV) upper septum near the outflow tract is an

alternative location to the RV apical lead. Furthermore, LV endocardial pacing provided

better results as compared to epicardial stimulation. Finally, the time to reach the 90%

of the QRS area was a good predictor of the instant at which 90% of the ventricular

tissue was activated. Thus, the time to reach the 90% of the QRS area is suggested as

an additional index to assess CRT effectiveness to improve biventricular synchrony.

Keywords: cardiac resynchronization therapy, heart failure, LBBB, computational modeling, QRS duration,

optimization
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INTRODUCTION

Heart failure (HF) constitutes a major public health
problem worldwide and much attention has been paid to
the understanding of the arrhythmogenic mechanisms in the
failing heart induced by the structural, electrical, and metabolic
remodeling. Heart failure is also characterized by a compromised
ventricular contraction, which is fundamental for an optimal
cardiac function. Lack of synchrony in heart contraction is
worsened when the failing heart is also affected by left bundle
branch block (LBBB). These patients present electrical and
mechanical ventricular dyssynchrony causing pump dysfunction,
reduced functional capacity, and myocardial remodeling. In
particular, LBBB is associated with delayed contraction of the left
ventricle (LV), reduced ventricular performance and widening of
the QRS complex.

The relative QRS duration (QRSd) provides a powerful
prognostic value for patients with HF and is a primary indicator
of eligibility for cardiac resynchronization therapy (CRT). CRT
helps to reduce mortality and morbidity associated with HF
(Abraham et al., 2002; Cleland et al., 2005). Recent studies
have also concluded that patients with LBBB are more likely
to respond to CRT than those with right bundle branch
block (RBBB) or nonspecific interventricular conduction delays
(IVCDs) (Zareba et al., 2011).

During CRT, two synchronized electrical stimuli are usually
delivered to reduce ventricular dyssynchrony. One stimulation
lead is usually placed on the apex of the right ventricle (RV),
and the other one on the epicardium of the LV lateral wall.
Patients with positive therapy response present QRS shortening
and an increased LV ejection fraction (LVEF) (Bonakdar et al.,
2009; Zhang et al., 2015; Coppola et al., 2016). However,
around one third of the patients do not respond favorably
to this therapy (Linde et al., 2012; Bertaglia et al., 2017) and
implantation issues, such as perforation of the RV apex, have
been observed.

Optimal location of pacing leads is crucial to achieve the
best degree of ventricular synchrony. LV lead position has been
recognized as an important determinant for response to CRT
since the initial development of this therapy (Singh et al., 2011;
Crozier et al., 2016; Lee et al., 2017). Experimental studies and
computational models (Lopez-Perez et al., 2015) have been used
to optimize LV lead location. In current guidelines (Brignole
et al., 2013), the LV posterior-lateral wall is the recommended
LV region for CRT application. Several studies have reported
the beneficial results of pacing from the lateral region of the
LV (Rossillo et al., 2004). However, there are still several
open questions.

Abbreviations: AV, atrioventricular; AVD, atrioventricular delay; BiV,

biventricular; CRT, cardiac resynchronization therapy; CV, conduction velocity;

dV/dtmax, maximum upstroke velocity; FEM, finite element method; HF, heart

failure; LBBB, left bundle branch block; LV, left ventricle; LV dP/dtmax, LV

pressure rise; LVEF, LV ejection fraction; LVLED, LV lead electrical delay; PMJ,

Purkinje myocardial junction; PS, Purkinje system; QRSa, QRS area; QRSd, QRS

duration; RV, right ventricle; TAT, total ventricular activation time; t90, time to

90% of the ventricular activation; t90QRSa, time to 90% of the QRS area; VVD,

interventricular delay.

First, as suggested by Zanon et al. the ideal LV lead
placement should be the latest electrical intrinsic activated region
(Zanon et al., 2014), typically the postero-lateral wall (Sipal
et al., 2018). This location provided the maximum increase
in contractility, expressed as the highest value of the first
derivative of LV pressure over time (LV dP/dtmax). However,
the electromechanical modeling study by Pluijmert et al. (2016)
determined that in fascicular block conditions the latest activated
area did not provide the maximum response in contractility.
A different criterion suggested in the literature is to place
the LV lead in the site corresponding to the shortest QRS
registered. Nevertheless, simulation studies that apply this last
non-invasive criterion (Miri et al., 2009a,b) estimated QRSd
through calculation of the total ventricular activation time
(TAT), a parameter not easily accessible in clinical or even
experimental settings. In addition, studies such as Potse et al.
(2012) have observed that biventricular pacing did not change
QRS duration but reduced total ventricular activation time
when the stimulation was applied in one point of the LV
free wall.

Second, there is controversy about whether a higher
degree of synchrony can be achieved by stimulating from
points in the RV other than the apex (Da Costa et al., 2013;
Pastore et al., 2013). Third, individualized programming of
the atrioventricular delay (AVD) and interventricular delay
(VVD) intervals is not typically performed in most patients in
the normal clinical practice, and it has been primarily reserved
for non CRT responders (Gras et al., 2009). The largest trials
studying CRT used various methods to optimize these intervals,
most frequently based on echocardiography and intracardiac
electrogram interval measurements, but unequivocal proof of the
benefit brought by optimization is still lacking (Abraham et al.,
2010; Krum et al., 2012; Brugada et al., 2014). Echocardiography
presents inherent variability of results and is highly operator
dependent. Optimization based on intracardiac electrogram
intervals has not proved yet to be of clear benefit above
arbitrary atrioventricular interval (Ulč and Vančura, 2013).
Another optimization method based on the surface ECG uses
fusion with intrinsic conduction and avoids echocardiographic
atrioventricular and biventricular optimization (Arbelo et al.,
2014). Applying this method Arbelo et al. determined that
electrocardiographic optimization improved invasive LV
dP/dtmax. Similarly, randomized studies demonstrated that
electrocardiographic optimization had superior LV remodeling
at 6-month follow up although survival was not different,
compared with optimization by echocardiography (Bertini et al.,
2008; Tamborero et al., 2011). All these results suggest that
minimizing QRSd could be used as a non-invasive method to
optimize CRT.

In this study, we used a 3D biophysical model of the
heart and torso to optimize pacing leads location, AVD,
and VVD settings during CRT procedure, based on the
shortest QRS duration measured on the torso surface. Results
were compared with other optimization criteria. This analysis
was used to define an electrical biomarker that relates
the optimal lead configuration with the observed surface
electrocardiogram signals.
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METHODS

Anatomical Model
A 3D biventricular model of the heart was built from
segmentation of a DE-MRI images stack. The cardiac DE-
MRI was acquired from the Hospital Clinic Universitari de
Valencia (Valencia, Spain). Regarding the ethical considerations,
the protocol was approved by the Ethics Committee for Clinical
Research of the Hospital Clinic Universitari de Valencia, which
certifies that the present study was conducted in accordance with
the recommendations gathered in the Declaration of Helsinki,
originally adopted by the General Assembly of the World
Medical Association in 1964, and in its subsequent revisions.
Furthermore, the patient, who underwent the standard clinical
protocol, gave written informed consent for the use of his
anonymized clinical data in this study.

Manual image segmentation was performed using Seg3D
software (Scientific Computing and Imaging Institute, University
of Utah, USA) (Seg3D, 2013), including papillary muscles
and main endocardial trabeculations (Figure 1A). From the
segmented DE-MRI stack, a surface model of the ventricles
was generated and subsequently meshed using MeshGems-
Hexa (Distene S.A.S., Bruyeres-le-Chatel, France), obtaining a
hexahedra-based volume mesh comprised of 4 million nodes
(vertices) and 3.71 million elements, with an average edge length
of 0.4mm (see Supplementary Material for further detailed
information). Transmural heterogeneity (Figure 1B) was defined
by three different transmural layers for endocardial (blue),
midmyocardial (green), and epicardial (red) cells within the
volume mesh of our ventricular model, spanning 17, 41, and
42% of ventricular wall thickness, respectively (Sicouri and
Antzelevitch, 1991; Sicouri et al., 1994; Desk et al., 1998).

To include the anisotropy of the cardiac muscle through
fibers orientation (Figure 1C), we implemented Streeter’s rule-
based method (Streeter, 1979) modeled by the set of equations
described in Sebastian et al. (2009) defining the helix (αh) and
transmural (αt) angles. In papillary muscles and endocardial
trabeculations, fibers are known to be aligned parallel to the
longitudinal axis of those anatomical structures (Greenbaum
et al., 1981). In order to reproduce such configuration, we
performed the topological skeletonization of the volume mesh
to extract the medial axes of each one of those structures, what
enabled to properly assign the fiber orientation. Finally, we
performed a Gaussian smoothing with a 3D kernel to soften
abrupt transitions in fibers direction between the myocardial wall
and the papillary muscles and trabeculations.

A Purkinje system (PS) network (Figures 1D,E) was

developed based on a stochastic grown method (Sebastian et al.,
2013) formed by linear elements. The RV section was composed

of two main branches, one descending to the apex, and another
extending to the surroundings of the moderator band, with
several subdivisions. The LV section was formed by three main

branches with several subdivisions: one descending to the apex
toward the papillary muscles of the lateral wall, another one

to the anterior wall, and the last one to the posterior wall. The
location of the PMJs that start the endocardial activation from
the main PS branches was optimized to obtain a typical ECG

wave morphology in the precordial leads. Purkinje-Myocardial
junctions (PMJs) conductivity were adjusted to allow retrograde
and anterograde electrical propagation. A total of 1391 PMJ were
distributed across the RV and LV.

The biventricular mesh was fit into a human torso mesh
(Ferrer et al., 2015) to be able to properly solve the forward
problem in electrophysiology and simulate the electrocardiogram
(ECG) (Figure 1F). The torso dataset was obtained from the
online open repository at the Center for Integrative Biomedical
Computing (CBIC) from University of Utah (MacLeod et al.,
1991). The torso volume mesh was made of tetrahedral elements
of 0.5mm spatial resolution. Note that the problem of passive
propagation of extracellular potentials, i.e., only diffusionwithout
reaction component, does not require such a fine spatial
resolution outside the heart domain (Prassl et al., 2009); for this
reason, the torso mesh is highly refined only in the region where
it intersects with the ventricles (see Supplementary Material for
complementary description).

Electrophysiological Model
O’Hara et al. (2011) model is the most recent action potential
model developed for human ventricular electrophysiology.
Our simulations were conducted using a modified version
of this model to achieve realistic conduction velocity and
electrical propagation in 3D ventricular tissue. For this
reason, the original fast sodium current (INa) formulation
was modified. Firstly, the steady state inactivation (hss and
jss) and activation (mss) gates were changed as in Passini
et al. (2016) and Mora et al. (2017), respectively. Secondly,
the time constant of the inactivation gates was modified
as in Dutta et al. (2017). Finally, the sodium conductance
(GNa) was decreased to 23% of its original value to obtain
approximately a maximum upstroke velocity (dV/dtmax) of
260 V/ms as in the original O’Hara et al. (2011) model.
Furthermore, the late sodium current (INaL) conductance (GNaL)
was duplicated to maintain the relationship between INaL and
peak INa observed in voltage-clamp experiments as described
in Mora et al. (2017). All these changes are detailed in the
Supplementary Material together with the action potential
(Figure S1) obtained with the original and modified O’Hara
et al. models. The action potential model for Purkinje cells
developed by Stewart et al. (2009) was used in the cardiac
conduction system.

The electrical propagation through the ventricles was
calculated by solving the monodomain equation (Equation 1)
using ELVIRA FEM software (Heidenreich et al., 2010),

∇ · (D∇Vm) = Cm
∂Vm

∂t
+ Iion + Istim (1)

where D is the equivalent conductivity tensor, Vm the
transmembrane potential field, Cm the cell membrane
capacitance, Iion the transmembrane ionic current and Istim
the transmembrane stimulation current.

The ECG was simulated by solving the extracellular potential
ϕe from the equation

∇ · ([Di + De]∇ϕe) = −∇ · (Di∇Vm) (2)
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FIGURE 1 | Anatomical model. (A) Biventricular hexahedral mesh of a segmented human heart. (B) Model color-coded to show the assignment of the elements to the

different cellular model in order to model the transmural heterogeneity: endocardial cells (blue), midmyocardial cells (green) and epicardial cells (red). (C) Arrows

indicating the principal myofiber orientation of epicardial (red) and midmyocardial (green) cells. (D) Purkinje System (PS), including three main LV branches (posterior,

septal, anterior) and RV main brunches (septal and anterior). Purkinje-Junctions are represented as magenta spheres. His Bundle, and the location of the LBBB are

labeled in the model. (E) PS (black) coupled to the biventricular model. (F) Torso model with the biventricular mesh embedded (red) and precordial leads location

(white).

where Di and De are the volume-average conductivity
tensors of the intra and extracellular domains, respectively
(Potse et al., 2006). The reaction-diffusion simulation
was run on the biventricular mesh. The right-hand
side of Equation (2) was evaluated on this fine mesh
and then interpolated on the coarser torso mesh. The
extracellular potential ϕe was solved on the coarser mesh.
The precordial ECG leads were then computed by extracting
the extracellular potential at the electrode locations taking
into account the Wilson terminal, as in clinical practice (see
Supplementary Material).

In order to establish the conductivities that will define
the conduction velocities (CV) in the heart domain, we
performed a set of test simulations on a 3D slab model (20
× 20 × 6mm) composed of regular hexahedral elements
(voxels) with an edge length of 0.4mm, matching the average
length in the ventricular model. As a result, we set the
conductivity values to 0.5 S/m and 0.1 S/m for longitudinal
(σL) and transversal (σT) conductivity, respectively. This
resulted in a CV of 0.61 m/s along the fiber direction
and of 0.29 m/s in transverse direction. These values
are consistent with experimental measurements in human
ventricles (Taggart et al., 2000).

CV in the PS was adjusted to 2.5 m/s (Durrer et al., 1970;

Dux-santoy et al., 2012). The electrical propagation in the torso

mesh was considered isotropic and specific conductivities were
assigned to each organ: (i) myocardium (4.589 mS/cm), (ii)

bones (0.200 mS/cm), (iii) liver (0.277 mS/cm), (iv) lungs (0.389

mS/cm), (v) muscle (2.390 mS/cm), and (vi) blood (7.0 mS/cm)

based on several experimental studies (Roth, 1992; Bradley et al.,
1997; Keller et al., 2010).

Pathological Model
To simulate LBBB, an electrical block was generated on the
left section of the PS before the bifurcation into three sub-
branches by imposing null conductivity in two linear elements
(see Figure 1D). HF condition was modeled by a reduction
of 50% in CV, in accordance with protein connexin43 (Cx43)
reduction observed in failing tissue (Coronel et al., 2013). The
decrease and lateralization of this protein is associated with
reduced longitudinal conduction velocity (Ai and Pogwizd, 2005;
Akar et al., 2007; Wang and Hill, 2010).

Stimulation Protocols
For the present study a 3D anatomical model of the ventricles
was generated, which does not include the geometry of the atria.
Therefore, the intrinsic activation from the sinoatrial node was
simulated by applying an electrical stimulus to the His bundle,
either in healthy or HF+ LBBB conditions (see Figure 1D). CRT
leads were modeled as 0.5 mm3 cubes injecting a transmembrane
current of 400 µA/µF in amplitude (see Equation 1). Four
scenarios of CRT pacing were defined for HF+ LBBB conditions
with different combinations of atrioventricular delay (AVD) and
interventricular delay (VVD) for each lead location configuration
(AVD = 100ms, VVD = 0ms; AVD = 100ms, VVD = 30ms;
AVD= 140ms, VVD= 0ms; AVD= 140ms, VVD= 30ms).

AVD is the time delay between the instant of initial activation
of the sinoatrial node (external or intrinsic stimulation) and the
instant of time of external CRT stimulation of the ventricles. To
set the value of AVD in our simulations, several considerations
were taken into account. Firstly, the typical duration of PR
interval observed in LBBB patients is 200ms (Rickard et al.,
2017), which is the time that takes the initial atrial stimulation
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to spread through the atria (100ms), plus the time delay in the
atrioventricular (AV) node (80ms) (Prinzen et al., 2017), plus the
propagation time from the His bundle through Purkinje system
to finally reach the first activation site of the ventricles (20ms
approximately). Secondly, ourmodel does not include the atria or
the AV node as mentioned before, so that the intrinsic activation
was simulated by stimulating His bundle, which is included in
our 3D model.

In our simulations, different AVDs could be simulated by
changing the stimulation time of the His bundle (coming from
the intrinsic activation of the atria). Thus, an AVD of 100ms
was modeled by applying an electrical stimulus to the His bundle
of 80ms after ventricular leads activation. Indeed, when we
applied the external CRT ventricular stimulation, 100ms after
initial activation of the sinoatrial node (AVD of 100ms), this
intrinsic activation had reached the atrial side of the AV node
(this takes 100ms) and needed still 80ms to reach His bundle
(delay needed in the AV node). In the case of an AVD of 140ms,
the electrical stimulus in the His bundle was applied 40ms after
ventricular leads activation. Indeed, when we applied the external
CRT ventricular stimulation, 140ms after initial activation of
the sinoatrial node, this intrinsic activation had reached the AV
node in 100 and 40ms of delay in the AV have also elapsed, the
stimulus needed 40ms more to reach the His bundle, and this
is why we stimulated the His bundle 40ms after the ventricles.
Additionally, VVDwas set to 0ms (stimulation in both ventricles
simultaneously) and 30ms (the RV was stimulated 30ms after
the LV), according to the time ranges used in clinical practice
(Brignole et al., 2013; Urbanek et al., 2017).

Leads Location
The RV septal wall is an alternative location for the RV pacing
lead in CRT. In this study, three different locations for the
RV pacing lead were tested based on medical protocols and
research works (Da Costa et al., 2013; Pastore et al., 2013). The
RV septal electrode was placed in the apex (RVapex), middle
septal region (RVmid) or upper region near the outflow tract
(RVupper) (Figure 2A).

For the LV pacing lead location, the LV free wall was divided
into three different regions (Singh et al., 2011; Dou et al., 2012):
anterior, lateral, and posterior (Figure 2B). In addition, each
region was divided into three segments: apical, mid-cavity, and
basal, leading to a set of nine segments for the LV free wall
as illustrated in Figure 2C as in Singh et al. (2011). The LV
pacing lead was placed in the middle of each segment, both
in the epicardial (Figure 2C) and endocardial wall (Figure 2D)
to represent and simplify the different possible positions of
the electrode within the same region, due to variety of veins
configurations observed in CRT patients.

To summarize, we have a total of 54 lead location
configurations obtained by combination of the three RV lead
locations with 18 LV lead locations (9 epicardial and 9
endocardial) for the application of the CRT protocol.

QRS Measurements
QRS complex was computed in the precordial leads location
on the torso surface for each CRT configuration and QRSd

was measured using an algorithm implemented in Matlab
software (Mathworks Inc., Natick, MA, USA). This algorithm
determines the beginning and end of the QRS complex based
on the first and second derivate of the electrocardiographic
signal (see Figure S2). The QRS onset was calculated applying
a threshold in the first derivate to determine a change in the
slope. To estimate the end of QRS complex, additional signal
processing was required as baseline was not reached in most
CRT configurations. A time interval after the QRS complex
was set based on the 95% of the accumulated area under the
curve of the second derivate, and the end of the signal. To
set the end of the QRS, the lowest value of the first derivate
was used within this interval (see Supplementary Material for
details). Once the beginning and end of QRS complex were
determined for each precordial lead, the QRSd was calculated
as the time interval between the onset beginning and the latest
end of the QRS among all leads (Surawicz et al., 2009). This is
the recommended criterion by the American Heart Association,
the American College of Cardiology Foundation, and the Heart
Rhythm Society (AHA/ACC/HRS). The total activation time
(TAT) of the ventricular mesh was estimated as the time interval
between the first and last depolarized node mesh above a
threshold of−10mV.

Correlation Analysis
Shortest QRSd was the criterion applied to evaluate the optimal
location of the LV lead for different positions of the pacing
lead in the RV. However, the total activation time (TAT), QRS
area (QRSa) and the time to 90% of activated tissue (t90) are
other important parameters that have been used to evaluate CRT
response. For this reason, three linear correlations between these
parameters were performed using Pearson correlation method.
Values of p< 0.05 were considered statistically significant. Values
for the analysis are shown in Tables S1–S5.

RESULTS

Model Validation
Simulated ventricular activation maps for non-pathological and
HF conditions with LBBB (HF+ LBBB) are shown in Figure 3A.
In healthy conditions, the electrical impulse traveled from the
bundle of His to the first activation point in the LV endocardium
in approximately 20ms. RV activation started 10ms after the
onset of LV activation (Durrer et al., 1970). The computed time
until all the ventricular tissue was depolarized (total activation
time or TAT) was approximately 103ms, in accordance with
human data (Boukens et al., 2014). The outflow tract and the
posterobasal area were the last activated regions in the RV, while
the latest areas depolarized in the LV were the anterior mid and
basal regions.

Under HF + LBBB conditions, activation began in the RV
endocardium and reached the LV endocardium in the apical
septal region after 46ms from the onset of the RV depolarization.
This is in agreement with the data recorded experimentally by
Auricchio et al. (2004). The last activated region in the LV was
the lateral wall in accordance with the study of Mafi Rad et al.
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FIGURE 2 | Heart subdivisions and stimulation points for CRT protocol. (A) RV septal endocardial stimulation points tested (green). (B) Left ventricular (LV) free wall

region divided into three regions: posterior (yellow), anterior (brown), and lateral (green). (C) Subdivisions of the three LV free wall regions into nine segments. Epicardial

stimulation points tested in the middle of each segment (red dots). (D) Endocardial stimulation points tested in the LV free wall (blue dots).

FIGURE 3 | Model validation. (A) Cross section of biventricular model showing color coded local activation maps of a healthy (left) and pathological heartbeat (right).

(B) Precordial leads signals recorded on torso surface.

(2014). Additionally, the TAT was increased in 104% compared
to a healthy heart.

Figure 3B shows the computed QRS complexes in the
precordial leads for simulations in a healthy heart and under
HF + LBBB conditions. For non-pathological conditions, QRS
duration (QRSd) was 93ms, while in HF + LBBB QRSd was
increased to 190ms. Both values are within experimental ranges
(Spragg et al., 2010; Tian et al., 2017). Additionally, QRS
complexes in HF + LBBB simulations present an rS pattern
(small R wave followed by a bigger S wave) (Sweeney et al., 2014)
in leads V1 and V2 and a mid-QRS notching in several leads.
These observations are in agreement with the criteria proposed
by Strauss et al. (2011) to define complete LBBB.

QRS Duration During CRT
A total of 54 electrode placement configurations with four
different delays (two AVD and two VVD configurations) settings
were tested for the CRT simulations. QRSd values are shown
in Table S1.

Figure 4 compares the simulated QRS complexes in a
scenario with HF + LBBB before (red traces) and after (green
traces) the application of the CRT protocol. The optimal
configurations in terms of shortest QRSd for the RV lead
placement tested (apex, mid septum, and upper septum)
are shown in the different rows. Epicardial vs. endocardial
LV lead stimulation for those configurations are shown
in columns.
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FIGURE 4 | Precordial leads signals on CRT. QRS complexes in the precordial leads under HF + LBBB conditions, before (red trace) and after (green trace) the

application of the best CRT configurations (shorter QRSd). Three different locations for the RV pacing lead were tested: RV apex with epicardial (A) and endocardial

(B) LV lead stimulation; RV mid septum with epicardial (C) and endocardial (D) LV lead stimulation; and RV upper septum with epicardial (E) and endocardial (F) LV

lead stimulation. Stimulation points are shown in light green inside the insets for the RV lead, and in blue and red for the LV endocardial and epicardial lead, respectively.

Firstly, we analyzed the optimal lead placement. The
shortest QRSd among all configurations tested was obtained
when the RV lead was placed in the upper septum near
the outflow track (third row). Furthermore, for all RV
lead placement the optimal location of the LV lead, both
in the epicardium and endocardium, was the LV mid
posterior wall.

Secondly, we analyzed the effect of the delay between pacing
leads and intrinsic activation in a fixed location. The best
configurations for the RV lead placed in the apex are depicted
in the first row. QRSd was reduced from 172ms (Figure 4A)
to 157ms (Figure 4B), but bigger reductions were obtained for
different intrinsic and pacing delays (AVD = 140ms, VVD =

0ms; AVD= 100ms, VVD= 30ms, respectively).
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When the RV lead was located in the middle of the septum
(second row), the QRSd was reduced from 161ms (Figure 4C)
to 146ms (Figure 4D) for optimal configurations. In this case,
these results were obtained for different pacing delays between
leads but the same AVD (AVD = 140ms and VVD = 30ms vs.
AVD= 140ms and VVD= 0ms, respectively).

If the RV lead was placed in the upper septum, the QRSd
was reduced from 149ms (Figure 4E) to 143ms (Figure 4F).
However, in this case both configurations were achieved with the
same intrinsic and biventricular delay (AVD = 140ms, VVD =

30ms).
Finally, the influence of LV epicardial vs. endocardial

pacing was assessed. QRSd was decreased in all cases after
CRT application, but the reduction was greater for LV
leads placed in the endocardium (column 2) compared to
epicardium (column 1).

Summarizing, the optimal location in terms of shortest
QRSd was obtained when the RV lead was placed in the
upper septum and the LV lead was located in the mid posterior
wall region. Once the optimal lead location was selected for
both RV and LV leads, the shortest QRSd was measured for
different intrinsic and biventricular delays, without highlighting
a particular optimal setting. Finally, the shortest QRSd was
obtained in all configurations when the LV lead was placed in the
endocardium compared with those in the epicardium.

Ventricular Activation Time During CRT
Another helpful parameter to assess CRT outcome is the total
activation time (TAT) of the ventricles. This parameter is not
directly accessible in clinical practice during CRT procedures, but
simulations can provide additional information to achieve the
ideal configuration. Ideally, within normal physiological ranges,
the shorter the QRS the shorter TAT, leading to an increase in
ventricular synchrony. In Figure 5, the percentage of activated
ventricular tissue is shown as a function of time for the healthy
heart, under HF + LBBB conditions, and for the optimal CRT
configurations (as a function of RV location), which are shown
in Figure 4. Under HF + LBBB conditions (red trace), the
electrical impulse spreads throughout the ventricles much slower
(gradual slope) than in the healthy heart (black trace) or in CRT
(green trace) configurations, completing ventricular activation
after 210ms. For CRT simulations, the rate of activated tissue
was initially low, but increased rapidly to reach rates similar to
those observed in healthy cases. This was especially noticeable
when the LV lead was located in the epicardium (first column)
and the RV lead was located in the mid and upper septum
(Figures 4C,E, respectively). These results can be explained
because of several factors. Firstly, the configuration of the PS
and the PMJ distribution strongly affects the initial spread of the
wavefront. Given the PS RVmorphology, i.e., twomain branches,
one descending to the apex and another growing around the
moderator band (Figure 1D), when the RV lead was located in
the apex, the electrical stimulus entered fast in the PS (around
5ms) and propagated to remote areas faster than through the
myocardium (see Video 1, CRT). However, it took around 40ms
to retrogradely enter in the PS when the RV lead was located in
the mid septal region, and around 90ms when the RV lead was

in the upper septum. For this reason, it took 75ms to activate
initially only 10% of the myocardium. Secondly, stimulation
in the epicardial layer took longer to reach PMJ locations.
Thirdly, the stimulation delay between both ventricles (VVD)
also affected the initial slope of cardiac activation. Nevertheless,
after 70ms for the endocardial configurations (second column)
and 125ms for the epicardial ones the percentage of activated
tissue during CRT application was higher than the percentage
of HF + LBBB conditions. Moreover, during the final phase of
ventricular activation, the rising rate was considerably reduced.
Indeed, the electrical impulse took between 26 and 54ms (15% to
26% of the TAT) to activate the last 10% of the ventricular tissue.

Finally, after applying the CRT protocol, the TAT was
decreased by 15, 14, 12, 15, 19, 22%, with respect to HF + LBBB
conditions, as shown in Figures 5A–F, respectively. The locations
of the pacing leads for the shorter QRS complexes coincided with
the locations of the electrodes for the shorter TAT. However,
when VVD and AVD were modified, the shortest QRS did not
match the shortest TAT, which means that QRSd and TAT are not
totally correlated. In addition, the difficulty in QRS measurement
at the beginning and end of the signals has to be considered.

In clinical practice, a shorter QRSd is one of the standard
criteria used to evaluate CRT response. However, both
non-responder and responder patients show a reduction in
QRSd after CRT application (Molhoek et al., 2004; Elhakam
Elzoghby et al., 2017). Therefore, an additional indicator
would be useful for a better perception of CRT benefit. As
shown in Figure 5, TAT could be strongly modified by the
initial rate of activation, as well as by the last activation
interval. To avoid this, we analyzed the time elapsed to 90%
of ventricular activation (t90), (Figure 6). This parameter
allows us to determine which configuration leads to a faster
activation of most of the ventricular tissue, thus decreasing
electrical dyssynchrony.

Figure 6 shows t90 values for a configuration with the RV
lead placed in the apex, mid septum, and upper septum, and
the LV lead located in the epicardium (Figures 6A–C), and the
same RV configurations with the LV located in the endocardium
(Figures 6D–F). The different delays applied between the His
Bundle and CRT leads (AVD) and between the RV and LV leads
(VVD) are shown in columns.

The optimal location of the LV pacing lead, both in the
epicardium and endocardium, changed during CRT application
for each of the pacing lead locations in the RV. However, the
optimal AVD and VVD were the same in all cases, 140 and 0ms
(third column), respectively.

On the one hand, when AVD was modified (column 1
vs. column 3 and column 2 vs. column 4) similar results
were obtained, except when the RV lead was located in the
upper septum area. The electrical propagation of the intrinsic
stimulus contributed to decrease t90 (7% reduction) for an AVD
of 140ms. On the other hand, when VVDwas increased (column
1 vs. column 2 and column 3 vs. column 4) t90 increased up to
19% for all the RV lead locations.

When the RV lead was located in the apex, the optimal
location of the LV lead in the epicardium was the LV anterior
wall at basal level (Figure 6A). For the same RV lead location,
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FIGURE 5 | Cumulative frequency histograms of the normalized percentage of activated tissue. The curves correspond to healthy (black), HF + LBBB (red) and CRT

(green) scenarios. The best CRT configurations (shortest QRSd) for the three locations of the RV lead were tested: RV apex with epicardial (A) and endocardial (B) LV

lead stimulation; RV mid septum with epicardial (C) and endocardial (D) LV lead stimulation; and RV upper septum with epicardial (E) and endocardial (F) LV lead

stimulation.

the optimal LV lead location in the endocardium was the LV
posterior wall at mid-cavity level (Figure 6D). Changing the RV
lead location to mid septum, the optimal LV lead location in the
epicardium was the LV mid lateral wall, while the optimal LV
lead location in the endocardium was the LV mid posterior wall
(Figures 6B,E, respectively).

Finally, for the RV lead location in the upper septum, the

optimal placement of the LV pacing lead in the epicardium
was in the LV mid lateral wall, while the optimal placement

of the LV lead in the endocardium was the apex of the LV
lateral wall (Figures 6C,F, respectively). Table 1 summarizes the

optimal placement of the LV lead for a faster activation of
90% of the ventricular tissue. The optimal locations calculated
are not in agreement with the optimal RV lead location

determined based on a shorter QRSd in most cases. This
result suggests the hypothesis that the shortest QRSd does not
necessarily imply the fastest ventricular activation of 90% of the
ventricular muscle.

Correlation Between Ventricular Activation
and QRS
To better highlight the relationship between QRSd and TAT, a
correlation analysis was carried out (Figure 7A). Results showed
an elliptical distribution of data with a moderate positive linear
relationship, statistically significant (R = 0.78 and p < 0.05).
This moderate correlation could justify the difference between
the optimal AVD and VVD values for the simulations with a
shortest QRSd and with a shortest TAT.

A similar correlation analysis was made between area of
the QRS (QRSa) and TAT (Figure 7B). We first calculated
the QRSa for the average signal of the six precordial leads,
between the beginning and end values determined during
the measurement of the QRSd. The results of the correlation
show a scattering distribution of data with a statistically non-
significant p-value (R = −0.12 and p = 0.076). Thus, a linear
relationship between QRSa and TAT was not observed in
this study.
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FIGURE 6 | Time to 90% of ventricular activation for the different CRT configuration delays assessed. (A–C) Epicardial LV lead stimulation for the three RV lead

location tested: (A) RV apex, (B) RV mid septum and (C) RV upper septum. (D–F) Endocardial LV lead stimulation for the three RV lead location tested: (D) RV apex,

(E) RV mid septum and (F) RV upper septum. The three LV regions (anterior, lateral and posterior walls) are shown in different color brightness (red, blue and yellow).

The values for healthy and HF + LBBB configurations are depicted in black and red lines respectively.

Finally, when correlating the curves of percentage of activated
tissue and percentage of QRS area as a function of time,
a direct relationship between both variables was observed.
Figure 7C shows the correlation between time to 90% of QRSa
(t90QRSa) and time to 90% of the ventricular activation (t90)
for each CRT simulations. A significant correlation with a high
linear dependence was observed (R = 0.94 and P < 0.05).
Simulations with shorter t90QRSa correspond to the simulations
with shorter t90. Therefore, a new biomarker based on time
up to 90% of the QRS area can be used as an indicator of
electrical synchrony.

DISCUSSION

In this study, biophysical 3D multiscale simulations were
conducted to assess alternative locations of the RV lead for a
better CRT response in LBBB HF patients. The major findings
of this study can be summarized as follows: (i) the optimal

leads location based on shortest QRS criterion was the RV
upper septum and the LV mid posterior region minimizing also
TAT; (ii) for the optimal lead location, the delay configuration
leading to the shortest QRSd was AVD = 140ms, VVD = 30ms.
However, the AVD and VVD setting leading to the shortest
TAT was different, suggesting that minimizing QRSd is a good
criterion to select leads location but not to select the pacing
delay; iii) the time to 90% of the QRS area (t90QRSa) was a good
predictor of the instant at which 90% of the ventricular tissue had
been activated (t90). This indicator could be used in clinical trials
to complement QRSd criterion to select the optimal delay of the
pacing leads to obtain a faster ventricular activation of most of
the ventricular muscle.

Optimal Lead Location
The location of the optimal pacing site varies significantly
between patients, so that a strategy of individualized LV lead
placement is required to maximize the benefit of CRT (Derval
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TABLE 1 | Optimal placement of the LV lead on CRT.

Criterion RV lead LV lead AVD

(ms)

VVD

(ms)

LV EPICARDIAL STIMULATION

Shortest QRS duration Apex Posterior - mid 140 0

Mid septum Posterior - mid 140 30

Upper septum Posterior - mid 140 30

Shortest TAT Apex Posterior - mid 140 0

Mid septum Posterior - mid 140 0

Upper septum Posterior - mid 140 0

Faster activation of

90% of the ventricular

tissue

Apex Anterior - base 140 0

Mid septum Lateral - mid 140 0

Upper septum Lateral - mid 140 0

LV ENDOCARDIAL STIMULATION

Shortest QRS duration Apex Posterior - mid 100 30

Mid septum Posterior - mid 140 0

Upper septum Posterior - mid 140 30

Shortest TAT Apex Posterior - mid 140 0

Mid septum Posterior - mid 140 0

Upper septum Posterior - mid 140 0

Faster activation of

90% of the ventricular

tissue

Apex Posterior - mid 140 0

Mid septum Posterior - mid 140 0

Upper septum Lateral - apex 140 0

TAT, total activation time; AVD, atrioventricular delay; VVD, interventricular delay.

et al., 2010; Spragg et al., 2010). The apex for permanent LV
pacing should be avoided, as this location has been associated
with poor outcomes in studies such as MADIT-CRT (Yoshikawa
et al., 2010; Singh et al., 2011). The experimental study PATH-
CHF I suggested that the mid lateral left ventricular site for the
LV lead may show greater acute benefit in patients with LBBB
(Auricchio et al., 1999). In general, a lateral or posterior vein is
the desired location for achieving optimal hemodynamic support
as this is usually the site of most delayed activation of the left
ventricular wall in patients with LBBB (Stellbrink et al., 2000;
Singh et al., 2006).

Our simulation results suggested the upper area of the RV
septum as the optimal position for the RV lead, in agreement with
some experimental (Muto et al., 2007; Flevari et al., 2009; Cano
et al., 2010; Da Costa et al., 2013) and simulation (Miri et al.,
2009a) studies. The study of Leclerq and coworkers (Leclercq
et al., 2016) demonstrates that septal and apical RV pacing in
CRT have a similar clinical outcome and similar LV reverse
remodeling after 6 months of therapy. However, other studies
(Victor et al., 2006) reported the shortest QRSd for RV septum
pacing but not a better CRT response (similar LVEF at 6 months).
This highlights the need of additional indicators to determine the
optimal placement of the pacing leads.

In the present simulation study the most delayed activation
area was located in the anterior basal LV region in the HF +

LBBB configuration under intrinsic activation. We also assessed
the latest activated area of the LV, when only RV stimulation was

applied. If the RV lead was placed in the apex, the anterior basal
LV area was activated the latest. However, the LV lateral wall was
the latest activated area when the RV lead was located either in
the middle or upper septal regions (see Figure S3).

The study of Zanon et al. (2014) determined that the LV lead
location in the latest activated site was predictive of themaximum
increase in contractility (LV dP/dtmax). On the other hand, in
the recent study of Sipal and coworkers (Sipal et al., 2018),
comparing the clinical benefits of LV lead implantation guided
by the shortest BiV-paced QRSd using surface ECG and with
the standard unguided CRT, there was a significantly higher rate
(85 vs. 50%, p = 0.02) of response (>15% reduction in LV end-
systolic volume) to CRT as well as a shorter QRSd (p < 0.001)
and a greater QRS shortening for the surface ECG guided
group. Furthermore, the optimal site for LV lead placement was
the posterior and posterolateral region, in agreement with our
simulations. For all RV lead locations tested in our study, when
the LV lead was placed in the latest activated area of the LV, none
of those configurations led to the shortest QRSd.

In our study, we also showed that when pacing in the
latest electrically activated area of the LV, that area did not
provide the shortest TAT. Similar results were observed in the
simulation study by Pluijmert et al. (2016). In that work, the
authors found that the LV pacing region that provided the
maximum acute hemodynamic response, located near the
latest activated area, did not lead to the largest reduction of
TAT during biventricular stimulation. Even stimulating regions
leading to the largest reduction of TAT showed poor increase
of hemodynamic response. However, other studies have found
a positive correlation between acute hemodynamic response and
TAT reduction (Crozier et al., 2016). The optimalmethod to place
the LV pacing lead is thus object of controversy: while several
studies support that pacing in the latest activated area leads to
better hemodynamic response, others consider the criterion of
maximal reduction in QRSd as the best choice.

Optimal Delay Between Pacing Leads
Optimization of AVD and VVD is crucial during CRT
application. A longer inter-lead electrical delay was associated
with more pronounced LV reverse remodeling in CRT patients
with a presumed optimal LV lead position concordant or
adjacent to the latest mechanically activated non-scarred segment
(Sommer et al., 2018).

In clinical practice this value should be specifically set
for each patient, although optimization is rarely performed
in the real practice. The largest trials studying CRT used
various methods to optimize these intervals, most frequently
based on echocardiography and intracardiac electrogram interval
measurement, but unequivocal proof of the benefit brought by
optimization is still lacking (Abraham et al., 2010; Krum et al.,
2012; Brugada et al., 2014). Echocardiography presents inherent
variability of results and is highly operator dependent (Gras et al.,
2009). Optimization based on intracardiac electrogram intervals
has not proved yet to be of clear benefit above arbitrary AV
interval (Ulč and Vančura, 2013). Multisite pacing has shown
favorable results, although it is technically complex (Cazeau et al.,
2001). A less time-consuming and easier optimization method
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FIGURE 7 | Correlation between ventricular activation and QRS. (A) Correlation between QRS duration and TAT (red circles show LV epicardial leads, blue circles

show LV endocardial leads). (B) Correlation between the QRS area and TAT. (C) Correlation between t90QRSa and t90.

might enable a more systematic optimization of the AVD and
VVD at routine follow-up visits in all recipients of CRT systems.

The morphology of the PS clearly determined in our study the

influence of AVD. When the RV lead was placed in the apex, the
intrinsic activation of the His bundle found the majority of the
Purkinje network already depolarized via retrograde conduction.
However, if the RV lead was placed in the middle septum or

closer to the outflow tract, further from any possible entrance
to the cardiac conduction system, the intrinsic depolarization
wavefront spread faster to the myocardium than the wavefront
generated through the CRT leads, leading to a reduction in
TAT. Some experimental studies (Prinzen and Peschar, 2002)
support the idea that PS may not allow retrograde conduction in
LBBB patients due to structural damage, or if allowed, reduced
conduction velocity would be observed in LV PS sections,
neglecting the influence of PS. Whether the rest of the LV
branches are able to conduct retrogradely (Huang et al., 2017)
or other areas of the Purkinje network deteriorate, as HF evolves,
remains unknown. Experimental studies have measured a strong
reduction in septal conduction velocity during LBBB when HF
was advanced compare to acute LBBB (Strik et al., 2013). In that
case, the simulation results of this study should be considered
with caution. Although new methodologies are arising to better
describe the PS (Lee et al., 2014; Barber et al., 2018). The lack of
technology to characterize the PS in a patient specific manner,
limits the optimal configuration for CRT.

Traditional CRT pacing mode does not promote ventricular
activation through conduction system from the sinoatrial node.
The lack of enough information on the chronic effects of
the fusion leads (intrinsic stimulation combined with external
pacing) and this method is avoided, setting the shortest AVD
based on echocardiography (Barold et al., 2008). In our study,
a fusion between the intrinsic activation and biventricular
(BiV) pacing for the optimal CRT configuration (pacing lead
location and delays) was assessed. Several experimental works
support this procedure (Van Gelder et al., 2005; Vatasescu
et al., 2009; Arbelo et al., 2014; Guo et al., 2015). Guo et al.
determined that congestive heart failure patients with BiV pacing
+ intrinsic activation presented improvement in cardiac function
and quality of life (Guo et al., 2015). Meanwhile, Vatasescu
and coworkers observed that BiV pacing fused with intrinsic

activation might increase the rate of structural responders
(Vatasescu et al., 2009).

Biophysical models of the heart have been used to optimize
AVD, VVD and lead location during CRT simulation (Miri
et al., 2008, 2009a,b; Pluijmert et al., 2016; Lee et al., 2017).
QRSd, estimated as the difference between the time of the first
and last activated cardiac cell (or TAT), have been used as one
optimization criterion by Miri and coworkers. In our study, the
optimal LV lead location based on the shortest QRSd (calculated
in the ECG signal) was similar to the region with shortest TAT
(see Table 1). However, VVD value that produced the shortest
QRSd did not match with the VVD that produced the shortest
TAT, which means that QRSd and TAT are not totally correlated.
A simulation study by Potse et al. (2012) support this result. The
authors observed that biventricular pacing did not change QRS
duration but reduced total ventricular activation time when the
LV stimulation was applied in one point of the LV free wall.

Indicators to Evaluate CRT Outcome
The Echocardiography Guided Cardiac Resynchronization
Therapy (EchoCRT) study further reinforced the importance
of QRSd over mechanical dyssynchrony as the most important
indicator for CRT responses (Ruschitzka et al., 2013). Other
studies have proposed indexes based on QRS measurements. Van
Gelder et al. (2009) showed a relation between the Q-LV interval
(the interval from Q wave to intrinsic deflection on the LV EGM)
and the acute hemodynamic effect on optimized biventricular
stimulation. A longer Q-LV interval predicted a greater increase
in LV pressure rise (LVdP/dtmax) and vice versa. Normalizing
the QLV by QRS duration, termed LV lead electrical delay
(LVLED), was also shown to correlate with Doppler-derived
dP/dt values. LVLED greater than or equal to 50 % was associated
with significantly greater reductions in all-cause death or HF
hospitalization at 12 months of follow-up in patients with
non-ischemic cardiomyopathy (Singh et al., 2006).

Our simulations show that the difference in QRSd was
significant when the LV was paced in different sites and for
a fixed placement of RV. However, these differences in QRSd
were decreased when adjusting the delay between leads in a
fixed location for both leads (see Table S1). Thus, the shortest
QRSd predicted precisely the region in the LV subdomains that
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produced the shortest TAT for the three locations of the RV lead
tested, leading to an increase in ventricular synchrony. However,
this index could not determine the pacing delay configuration
between leads that allows to obtain the shortest TAT. There is
no consensus on how QRS should be accurately measured, and
therefore small differences are expected between methods (De
Pooter et al., 2016). In our study, the optimal QRSd obtained after
CRT application supposed a 20% reduction of the QRSd. This
result is in agreement with the study of Elhakam Elzoghby et al.
(2017), where 180 patients under heart failure conditions and
LBBB were studied, and similar reductions were obtained. Other
studies obtained lower QRS reduction values, namely 17 and
12%, for CRT responders in Molhoek et al. (2004) and Pitzalis
et al. (2002) studies, respectively.

The assessment of interventricular dyssynchrony was done
analyzing the TAT. Our results showed that a shorter duration
of the QRS complex is moderately correlated with a shorter TAT
(Figure 7A). The narrowest QRS complex predicted the optimal
location of the stimulation leads but not the optimal value of the
VVD. In this way, the t90 index selected correctly the best delay
configuration to provide the fastest activation of the majority
of the heart. In several configurations, TAT value was exactly
the same (see Table S2), but t90 discerned the shortest order of
activation. Thus, the shortest QRSd predicted the location for
the optimal leads placement, but t90 predicted the best pacing
delay with the shortest TAT. We hypothesized that setting the
pacing delay properly with this new index could improve CRT
non-responders rate.

Other simulation studies have assessed the evolution of
TAT during CRT (Romero et al., 2010; Potse et al., 2012)
focused on the assessment of the LV intraventricular delay.
The recent study of Tomassoni (2016) showed how CRT
response assessment is highly variable depending on the
criteria used to define the response. QRS width has been
shown to correlate well with interventricular dyssynchrony
but unfortunately this has poor accuracy for detecting
intraventricular dyssynchrony. As a result, it is estimated
that only 70% of patients with LBBB have echocardiographic
evidence of mechanical dyssynchrony (Bleeker et al., 2004).
The role of mechanical dyssynchrony for improving patient
selection for CRT remains controversial. The multicenter,
nonrandomized Predictors of Response to CRT (PROSPECT)
study evaluated the ability of 12 echocardiographic indices of
dyssynchrony to predict CRT responses at 6 months (Chung
et al., 2008). These indices provided only modest sensitivity
and specificity, and researchers reported large variability in
quantification of dyssynchrony. Mechanical dyssynchrony
has also been used to select CRT candidates with a narrow
QRS duration ≤ 120ms, with limited success in randomized
multicenter studies. In this line, mechanical response generated
by electrical excitation (excitation-contraction coupling) could
be different depending on the heart region (Gurev et al., 2010).
Multiple simulation studies have addressed CRT from different
perspectives. The recent work of Lee et al. (2018) organized
and summarized the state of the art of computational modeling
for CRT.

To our knowledge, and given the benefits of using a model
where all variables are accessible, our study is the first to
systematically explore the correlation between the activated
portion of tissue (less accessible in clinical practice) and the
QRS complex in the torso surface. Thus, we found that an
index based on time to 90% of the QRS area (t90QRSa) is a
good predictor of the instant at which 90% of the ventricular
tissue has been activated (t90). This indicator could be used in
clinical trials to complement QRSdmeasurements in defining the
optimal location and delay of the pacing leads to produce faster
ventricular activation of most of the ventricular muscle.

Epicardial vs. Endocardial Pacing
Although LV epicardial stimulation decreased QRS width in
most cases, a greater reduction was observed for endocardial
pacing. The study conducted by Spragg et al. (2010) showed that
CRT administered at the optimal site of the LV endocardium
was more effective than stimulation through an electrode in the
coronary sinus. There is evidence to suggest that endocardial
stimulation yields to more natural transmural activation patterns
and a better response for CRT patients (Prinzen et al., 2009;
Bordachar et al., 2010; Behar et al., 2016). In this line, new devices
that allow endocardial pacing and single lead stimulation (Sperzel
et al., 2015) coordinated with intrinsic activation will provide
new possibilities.

The better results obtained with endocardial pacing are
strongly influenced by PS. As PMJs are located in the endocardial
surface, the wavefront generated for the LV lead gets into the
Purkinje conduction system retrogradely and spreads faster to
other inactivated areas (see Video 2, RETROGRADE). Thus,
knowing the distribution and location of PMJ, as well as the
conduction system morphology is a determinant factor for
CRT improvement.

Limitations
CRT was analyzed only from an electrical point of view in
our study. Mechanical behavior based on echocardiography is a
common alternative to assess hemodynamic response, although
this method is time-consuming and the optimal measurements
remain unclear. Simulation studies including the mechanical
behavior would be certainly enlightening.

In this study, a particular heart geometry and PS were
assessed. The inclusion or not of the moderator band (which
may be very patient-specific) may affect QRSd and TAT
measurements, especially when pacing on the RV upper septal
area. Although our results have been compared to other
related studies, the specific findings observed in this study
should be carefully validated against clinical studies and
complemented with a set of computational models of
different patients. In addition, two isolated stimuli were
employed to assess CRT efficiency. The development of
strategies that allow multi-site pacing should be taken into
account in future studies. Additionally, the incorporation
of levels of HF in different ventricular areas could modify
simulation results.
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CONCLUSION

In conclusion, our study showed that the optimal location for
the RV lead in CRT site as an alternative to RV apex, is the
upper septum close to the outflow tract, based on the shortest
QRSd criterion. Furthermore, LV endocardial pacing leads
improve CRT outcome, with respect to epicardial stimulation,
and areas with a higher density of PMJ are suggested for better
CRT response.

CRT optimization based only on the shortest QRSd criterion
may not be totally effective to reach the maximum TAT
reduction, or to optimize biventricular pacing delay. However,
a biomarker based on minimizing the value of t90 (time elapsed
to 90% of ventricular activation) could be used to determine
the optimal VVD value. The time to reach the 90% of the
QRS area (t90QRSa) is related to the time at which 90% of the
ventricles are already activated (t90). Thus, t90QRSa is suggested
as an additional index to assess CRT effectiveness to improve
biventricular synchrony.
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The congenital long QT syndrome (LQTS) is a cardiac electrophysiological disorder that
can cause sudden cardiac death. LQT1 is a subtype of LQTS caused by mutations in
KCNQ1, affecting the slow delayed-rectifier potassium current (IKs), which is essential
for cardiac repolarization. Paradoxically, gain-of-function mutations in KCNQ1 have been
reported to cause borderline QT prolongation, atrial fibrillation (AF), sinus bradycardia,
and sudden death, however, the mechanisms are not well understood. The goal of
the study is to investigate the ionic, cellular and tissue mechanisms underlying the
complex phenotype of a gain-of-function mutation in KCNQ1, c.686G > A (p.G229D)
using computer modeling and simulations informed by in vitro measurements. Previous
studies have shown this mutation to cause AF and borderline QT prolongation.
We report a clinical description of a family that carry this mutation and that a
member of the family died suddenly during sleep at 21 years old. Using patch-clamp
experiments, we confirm that KCNQ1-G229D causes a significant gain in channel
function. We introduce the effect of the mutation in populations of atrial, ventricular
and sinus node (SN) cell models to investigate mechanisms underlying phenotypic
variability. In a population of human atrial and ventricular cell models and tissue, the
presence of KCNQ1-G229D predominantly shortens atrial action potential duration
(APD). However, in a subset of models, KCNQ1-G229D can act to prolong ventricular
APD by up to 7% (19 ms) and underlie depolarization abnormalities, which could
promote QT prolongation and conduction delays. Interestingly, APD prolongations were
predominantly seen at slow pacing cycle lengths (CL > 1,000 ms), which suggests a
greater arrhythmic risk during bradycardia, and is consistent with the observed sudden
death during sleep. In a population of human SN cell models, the KCNQ1-G229D
mutation results in slow/abnormal sinus rhythm, and we identify that a stronger L-type
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calcium current enables the SN to be more robust to the mutation. In conclusion,
our computational modeling experiments provide novel mechanistic explanations for
the observed borderline QT prolongation, and predict that KCNQ1-G229D could
underlie SN dysfunction and conduction delays. The mechanisms revealed in the
study can potentially inform management and treatment of KCNQ1 gain-of-function
mutation carriers.

Keywords: KCNQ1, long QT syndrome, gain-of-function, arrhythmia, sinus node, computational biology

INTRODUCTION

Long QT Syndrome (LQTS) is a type of cardiac disorder that is
often related to syncope and sudden cardiac death. LQT1, which
is the most common form of LQTS, is caused by mutations in
the KCNQ1 gene, affecting the slow delayed-rectifier repolarizing
current (IKs) (Barhanin et al., 1996; Sanguinetti et al., 1996). Loss-
of-function mutations in KCNQ1 can reduce IKs and underlie the
inherited form of long QT syndrome (LQT1) (Wang et al., 1996),
while gain-of-function mutations in KCNQ1 can act to increase
channel opening, resulting in enhanced IKs (Chen et al., 2003;
Hong et al., 2005; Lundby et al., 2007; Das et al., 2009; Bartos et al.,
2011, 2013; Ki et al., 2014; Moreno et al., 2015).

Gain-of-function mutations in KCNQ1 associate with
complex phenotypes. To date, eight gain-of-function mutations
in KCNQ1 have been identified that underlie persistent familial
atrial fibrillation (AF) (Hancox et al., 2014; Hasegawa et al.,
2014), and four have been reported to cause short QT syndrome
type 2 (SQT2) (Bellocq et al., 2004; Hong et al., 2005; Moreno
et al., 2015; Wu et al., 2015). Some of these gain-of-function
mutations are additionally associated with sinus bradycardia
[S140G (Chen et al., 2003), V141M (Hong et al., 2005), R231C
(Henrion et al., 2012), V241F (Ki et al., 2014), and F279I (Moreno
et al., 2015)], and paradoxically, some KCNQ1 gain-of-function
mutations have been linked to QT prolongation (borderline
LQT) [S140G (Chen et al., 2003), Q147R (Lundby et al., 2007),
R231C (Bartos et al., 2011; Henrion et al., 2012) and R231H
(Bartos et al., 2013)]. The mechanisms underlying how certain
KCNQ1 gain-of-function mutations cause AF and SQT2 have
been revealed by in silico studies. In general, the gain in IKs
function acts to shorten the refractory period and stabilize
re-entrant waves, therefore promoting AF and ventricular
arrhythmia (Kharche et al., 2012; Zulfa et al., 2016; Adeniran
et al., 2017). In addition, the effects of several gain-of-function
KCNQ1 mutations (V141M, R231C, and V241F) on sinus
bradycardia have recently been explored using human in silico
models of the sinus node (SN) (Fabbri et al., 2017; Whittaker
et al., 2018). However, the mechanisms that underlie why
certain KCNQ1 gain-of-function mutations are associated with
borderline LQT and the factors that may explain phenotypic
variability remain unclear.

The goal of this study is to investigate the ionic, cellular
and tissue mechanisms underlying the complex phenotype of a
gain-of-function mutation in KCNQ1, p.G229D (c.686G > A),
(KCNQ1-G229D) using human atrial, ventricular and SN models
informed by in vitro patch-clamp measurements. This mutation

was first reported in 2014 in a 16-year-old boy with AF (Hasegawa
et al., 2014). Interestingly, after radiofrequency catheter ablation
therapy sinus rhythm was maintained, but the boy represented
with borderline LQT (Hasegawa et al., 2014). Here, we report the
clinical features of members of a British family affected by the
same mutation. In addition to AF and borderline LQT, sudden
death also happened in this family. By using a population of
models approach, we investigate how natural variations in ionic
current density could underlie variability in the phenotype of
mutation carriers. In particular, we focus on the mechanisms
that underlie the associated borderline LQT, which has also been
reported for other KCNQ1 gain-of-function mutations but has
not been explored. In addition, we investigate potential effects on
the SN, based on the SN dysfunction caused by other KCNQ1
gain-of-function mutations.

MATERIALS AND METHODS

Clinical Data and QT Interval Duration
Assessment
The clinical characterisation of the family carrying the
G229D mutation was carried out in accordance with the
recommendations of the National Health Service (NHS) Health
Research Authority. The protocol was approved by the National
Research Ethics Service (NRES Committee) East Midlands -
Nottingham 2 [Research Ethics Committee (REC) reference:
09/H0508/74]. All subjects gave written informed consent
in accordance with the Declaration of Helsinki. QT interval
duration was measured on resting electrocardiograms (ECGs)
using lead V5 or II (Figure 1). In patients in sinus rhythm an
average of three consecutive beats was calculated. In patients
with AF an average of six consecutive beats was calculated. The
Bazett formula (Bazett, 1920) was used to correct QT according
to heart rate (QTc).

Molecular Biology and Cell Culture
We characterized the effects of the G229D mutation on
KCNQ1/KCNE1 (IKs) channel function by whole-cell patch-
clamp in a heterologous expression system [Chinese Hamster
Ovary-K1 (CHO-K1) cells]. KCNQ1 (GenBank R© accession
number AF000571) and KCNE1 are as described in Harmer
et al. (2014). pEGFP-N1 was from Clontech. The patient-
identified G229D mutation (c.686G > A) was introduced into
KCNQ1 using site-directed mutagenesis [Quikchange II XL
(Agilent Technologies)].

Frontiers in Physiology | www.frontiersin.org 2 March 2019 | Volume 10 | Article 259104

https://www.frontiersin.org/journals/physiology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-10-00259 March 14, 2019 Time: 16:25 # 3

Zhou et al. A Combined in vitro and in silico Study of KCNQ1-G229D

CHO-K1 cells (Sigma-Aldrich, 85051005) were cultured as
described in Harmer et al. (2014). To analyze the effects
of G229D, cells were transfected with 250 ng of wild-type
(WT) KCNQ1 or LQT1 mutant cDNA and 500 ng of KCNE1
(+50 ng pEGFP-N1) (IKs-WT or IKs-G229D, respectively). To
mimic the heterozygous patient phenotype (IKs-HET), cells were
transfected with 125 ng of wild-type channel+ 125 ng of mutant
channel and 500 ng KCNE1 (+50 ng pEGFP-N1). Transfections
were performed as described in Harmer et al. (2014). After
transfection, cells were split at low density onto 10 mm glass
coverslips and transfected cells (identified by fluorescence) were
patched 48 h later.

Patch-Clamp Electrophysiological
Recording and Analysis
Whole-cell currents were recorded using an Axopatch 200B
amplifier (Axon Instruments/Molecular Devices). Data
acquisition was performed using pCLAMP10 software through
a Digidata 1440A (Axon Instruments/Molecular Devices). Data
digitization (sampling) rates were 0.5 kHz and recordings were
lowpass Bessel filtered at 1 kHz.

Whole-Cell Patch-Clamp
For the experiments detailed in Figure 2 whole-cell patch-
clamp recording was performed at room temperature (22◦C) as
described in Thomas et al. (2011). The intracellular (pipette)
solution contained: (mmol/L) 150 KCl, 10 HEPES, 5 EGTA,
2 MgCl2, 1 CaCl2 and 5 (Na)2ATP (pH 7.2 with KOH). The
extracellular (bath) solution contained: (mmol/L) 150 NaCl, 5
KCl, 10 HEPES, 2 MgCl2, and 1 CaCl2 (pH 7.4 with NaOH).
Pipette resistances were, once filled with intracellular solution,
between 2 and 3 mega-ohms (M�). Pipette capacitance was
reduced by coating the pipette tip with SigmaCote (SL2, Sigma).
Once the whole-cell configuration had been achieved cells were
dialyzed for 2 min before recording. Series resistance (Rseries) was
compensated by at least 70% using the amplifier circuitry. The
liquid junction potential [calculated using the Junction Potential
tool in pCLAMP (Axon Instruments/Molecular Devices)]
was relatively small (+4.3 mV) and therefore post-recording
adjustments of membrane potential were not performed. The
voltage protocol used is outlined in Figure 2 and the cycle length
for this protocol was 0.1 Hz.

Patch-Clamp Recording Analysis
Data were analyzed using Clampfit (Molecular Devices) and
GraphPad Prism. As previously described in Thomas et al. (2011)
current-voltage relationships were generated by normalizing the
maximal current densities at the end of each pulse-potential
to cell capacitance. Peak-tail current density (PTCD) was
analyzed by normalizing the peak tail currents (in response
to the prior test potential) to cell capacitance. The voltage-
dependence of channel activation (or steady-state of activation)
was determined by fitting the normalized peak tail current
amplitudes (y/ymax) versus a test potential (V t) with a Boltzmann
function [y/ymax = 1/(1 + exp[(V0.5 − V t)/k])] (k indicates the
slope factor). The V0.5 value indicates the potential at which
channel activation is half-maximal.

Computational Modeling of the Effects of
the G229D Mutation on KCNQ1/KCNE1
Channel Function
The IKs formulation from the human ventricular O’Hara-Rudy
dynamic model (ORd) model (O’Hara et al., 2011) was used
to replicate the patch-clamp data (Supplementary Material).
Least square curve fitting (lsqcurvefit) was combined with
the Multi-Start algorithm in Matlab to find the parameters
with optimized fitting results for the mutated IKs. Additional
fitting details including model formulation are presented in
the Supplementary Material. The optimized fitting results
for IKs-HET (KCNQ1 + G229D + KCNE1) and IKs-G229D
(G229D + KCNE1) were inserted into the IKs current
formulation of the ORd model, the human atrial (Grandi et al.,
2011) and (Maleckar et al., 2009) and Fabbri human SN models
(Fabbri et al., 2017).

To test whether the effects of our IKs-HET formulation on
action potential duration (APD) and SN were stable, we also
used the IKs/IKs-HET formulations of Hasegawa et al. (2014) to
check the robustness of our results. Action Potential (AP) clamp
simulations using three AP traces with different plateau levels
were used to examine whether the effect of AP plateau on rapid
delayed rectifier potassium current (IKr) was model specific by
comparing the ORd, Maleckar, and Grandi models.

In silico Populations of Human
Ventricular Cell and One-Dimensional
(1D) Tissue Fibers Models
A population of 2326 ORd-derived models calibrated with
human in vivo data was used to account for the effect of
human electrophysiological variability as in Zhou et al. (2016).
An initial population of 10,000 models was constructed by
varying the main ionic conductances by up to ±100% using
Latin Hypercube Sampling, including fast sodium current
conductance (GNa), late sodium current conductance (GNaL),
transient outward potassium current conductance (Gto),
L-type calcium current conductance (GCaL), rapid delayed
rectifier potassium current conductance (GKr), slow delayed
rectifier potassium current conductance (GKs), inward rectifier
potassium current conductance (GK1), sodium-potassium
pump current conductance (GNaK), sodium-calcium exchange
current conductance (GNaCa), sarcoplasmic reticulum (SR)
calcium release permeability (PJrel) and SR calcium re-uptake
permeability (PJup). The initial population of 10,000 models was
calibrated using the human in vivo measurements described in
Zhou et al. (2016). The advantage of using a population of models
rather than just a standard baseline model is that it provides
scenarios of natural variability (Muszkiewicz et al., 2016), in
particular for investigations on multiple disease phenotypes and
variable penetrance (Passini et al., 2016).

In the ORd model, the level of GKs is greatest in epicardial
cells. Therefore, in order to evaluate the strongest possible effects
in ventricles, we simulated the effect of the KCNQ1-G229D
mutation in epicardial fibers. A population of monodomain
homogeneous epicardial 1D fibers of 2 cm was derived from the
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ORd single cell population. Pseudo-ECG signals were computed
as the integral of spatial gradient of transmembrane potentials
from all the points in the fibers (Gima and Rudy, 2002). The tissue
simulations and pseudo-ECG calculations were conducted in the
open-source software CHASTE (Pitt-Francis et al., 2009) for 50
beats with a conductivity of 3.92 mS/cm to obtain a conduction
velocity of 69 cm/s in the baseline ORd epicardial fiber.
Transmural fibers consisting of 80% of endocardial cells and 20%
of epicardial cells were also simulated for some representative
cases with a conductivity of 1.19 mS/cm to obtain a transmural
conduction velocity of 40 cm/s in the baseline ORd model.

Construction and Calibration of Human
Atrial Cell Population of Models
Using a similar methodology as in Britton et al. (2013), the nine
current conductances of the Grandi atrial cell models (Grandi
et al., 2011) were varied by up to ±100% using Latin Hypercube
Sampling to generate an initial candidate population of 5,000
models: GNa, GNaL, Gto, GCaL, GKr, GKs, GK1, ultrarapid delayed
rectifier potassium current conductance (GKur), GNaK, and GNaCa.
These currents were chosen based on their direct contributions to
the regulation of APDs, and intracellular calcium fluxes were not
varied due to their relatively small effects on APD (Muszkiewicz
et al., 2018). After pacing each model under CL = 1,000 ms for 500
beats, the experimental biomarker ranges from human atrial cells
were used to select the models in range with the experimental
data reported in Sanchez et al. (2014). The models accepted
under cycle length (CL) = 1,000 ms were then paced under
CL = 2,000 ms and CL = 500 ms. The 917 models that did not
display delayed afterdepolarizations, early afterdepolarizations
or depolarization failure under all three CLs were accepted for
further analysis.

Construction and Calibration of Human
Sinus Node Cell Population of Models
An initial population of 5,000 models was generated from the
baseline Fabbri model (Fabbri et al., 2017) by using Latin
hypercube sampling to introduce up to ±100% variations to 12
current conductances and ion flux magnitudes: funny current
conductance (Gf), GCaL, T-type calcium current conductance
(GCaT), GKr, GKs, Gto, GNa, GNaK, GNaCa, GKur, PJrel, and PJup.
These currents were chosen because both sarcolemmal currents
and calcium handling affect spontaneous depolarization. After
simulating each model for 1,000 s, 1046 models with a basic
cycle length between 600 and 1,000 ms (heart rate between 60
and 100 bpm) and a positive overshoot membrane potential were
accepted for further analysis. The effects of IKs-HET in human
SN models were classified into three categories: Robust (heart
rate between 60 and 100 bpm and a positive overshoot potential),
Bradycardia (a positive overshoot potential and heart rate slower
than 60 bpm), and Pacemaking failure (a negative maximum
potential or a loss of spontaneous activity).

Statistical Analysis
Patch-clamp experimental data was compared/analyzed using
a one-way ANOVA with Bonferroni post hoc test for multiple

comparisons. Patch-clamp data was considered significantly
different if P < 0.05. Statistical analysis of in silico modeling was
conducted with Wilcoxon rank-sum test using Matlab, using a
standard P < 0.05, and differences in current conductances are
reported in the figures and visualized as the differences of the
medians of the distributions.

RESULTS

Clinical Description of KCNQ1-G229D
Mutation Carriers
Patient A was seen after her daughter (Patient C) died
unexpectedly whilst sleeping at 21 years of age (Figure 1A).
Patient A reported that as a teenager she had occasional periods
of fainting but no reported exertional syncope. Her ECG was
in sinus rhythm at 68 bpm (Figures 1B,C) and her QTc was
465 ms. It was noted following an ectopic beat that her QTc
prolonged to 490 ms.

On the basis of the borderline QT prolongation and the death
of her daughter she was genetically tested. Genetic testing found
a previously reported pathogenic variant in KCNQ1 c.686G > A
(p.G229D) (Hasegawa et al., 2014). Based on this finding, other
members of the family were genetically screened. Screening
revealed that her mother (Patient B) and granddaughter (Patient
D) are carriers of the KCNQ1 c.686G > A (p.G229D) mutation.
Genetic testing for Patient C was not performed during autopsy
but her relationship in the family proves that she was an obligate
carrier. Clinical details for Patient D are unavailable. Patient B
was first diagnosed with AF at 60 years of age and does not have
a history of syncope. Her QTc values, measured in the presence
of AF, were 440–446 ms (Figure 1C). Our clinical data, and
that reported by (Hasegawa et al., 2014) and (Moreton et al.,
2013), indicate that KCNQ1 c.686G > A (p.G229D) has high
penetrance and that it is associated with AF, borderline LQT and
sudden cardiac death.

Effect of the G229D Mutation on IKs
Channel Function in vitro and in silico
Patch clamp measurements show that G229D co-expression
with KCNE1 (IKs-G229D) produced currents with marked
instantaneous activation and tail currents that failed to deactivate
(Figure 2A). To mimic the patient phenotype KCNQ1 and
G229D were co-expressed (with KCNE1) in heterozygous form
(IKs-HET). The currents produced by IKs-HET possessed both
instantaneous and slow activation components reflecting a
combined phenotype (Figure 2A) and the presence of G229D
acted to shift the voltage-dependence of channel activation (V0.5)
by approximately−35 mV (Figure 2D).

Overall, our observed effects of G229D on channel function
correlate well with the gain-of-function effect first reported
by (Hasegawa et al., 2014). Using the electrophysiological data
from the patch-clamp studies, we then modeled in silico the
effects of the G229D mutation on channel function. The fitting
details for IKs-G229D and IKs-HET are shown in Supplementary
Figures S1–S3. The resulting IKs-G229D and IKs-HET models
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FIGURE 1 | Partial pedigree and clinical information for members of a family carrying the KCNQ1 mutation G229D (c.686G>A). (A) Partial mini pedigree of a British
family that present with a complex arrhythmic phenotype that includes sudden cardiac death (SCD), atrial fibrillation (AF), and borderline QT prolongation. Circles
indicate female family members. (B) Lead II and V5 electrocardiograms (ECGs) from Patient (A) with borderline QT prolongation but not AF. (C) Clinical characteristics
of carriers of the KCNQ1-G229D mutation. ∗ = Not genetically tested but obligate carrier of the KCNQ1-G229D mutation (c.686G>A) based on position in the family.
Please refer to (A) for the location of each patient in the pedigree. NK, not known; NA, not available.

were then incorporated into the populations of human atrial,
ventricular and sino-atrial cell models to investigate the complex
electrophysiological consequences of the mutation.

The Predominant Effect of IKs
Gain-of-Function G229D Mutation Is APD
Shortening in Both the Atria and Ventricle
In the baseline human atrial Grandi model, IKs-HET caused
significant reductions in APD (14.22%) and weakened the AP
upstroke (Figure 3A), in agreement with (Hasegawa et al., 2014).
Similarly, in the baseline ventricular ORd model, the presence
of IKs-HET also weakened the AP upstroke and led to AP
shortening by 9.83%. Both APD shortenings occurred because
IKs-HET produced a much stronger current during the whole
AP, and therefore repolarization proceeded more quickly. The
degree of shortening in the Grandi atrial model was greater
than in the ventricular model (Figures 3A,B), and even greater
shortening of APD was seen in the Maleckar human atrial
model (33.23% reduction, Supplementary Figure S4). Therefore,
the more significant APD shortening observed in human atrial
models is not model-dependent.

We investigated potential variability in the effect of IKs-
HET formulations when inserted in populations of human

ventricular and atrial models with variable ionic profiles. As
an accumulation of IKs during increases in heart rate may
be important for repolarization (Viswanathan et al., 1999), we
applied both slow and fast pacing CLs (2,000, 1,000, 500, and
333 ms). For both populations of models, the most common
effect of the mutation was APD shortening (Supplementary
Figure S5 and Figures 3C,D). Under CL = 1,000 ms, the median
APD shortening in the human ventricular cell population was
22 ms, while in the human atrial cell population, the median
shortening was 29 ms (Figures 3C,D). Thus, when considering
ionic variability in the population, the G229D mutation induced
greater APD shortening in human atria than in the ventricular
models. Since the baseline Maleckar atrial model already showed
an even greater APD shortening than the Grandi atrial model
under the mutation, we did not construct a population of
Maleckar atrial models to verify this phenomenon. Further
analysis showed that the conductances of IKr, IKs, and ICaL
were the main determinants for the extent of ventricular APD
shortening caused by IKs-HET (Figure 3E). Models with weak
GCaL and GKr and strong GKs tended to present with more
significant APD shortening under IKs-HET (Figure 3F). In
the atrial population of models, a greater number of currents
played roles in the regulation of APD shortening, and the
most important factor was GKs (Figure 3E). Stronger GKs,
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FIGURE 2 | KCNQ1-G229D dramatically alters the biophysical properties of the KCNQ1/KCNE1 (IKs) channel. (A) Representative traces of the currents produced by
wild-type (WT) KCNQ1 (KCNQ1 + KCNE1: IKs-WT) or G229D when expressed homozygously (G229D + KCNE1: IKs-G229D) or in heterozygous fashion
(KCNQ1 + G229D + KCNE1: IKs-HET). The effect of the G229D mutation on channel function, in CHO-K1 cells, was analyzed by whole-cell patch-clamp. In all
cases, to recapitulate the IKs current, KCNE1 was co-expressed. The zero-current level (0 pA) is indicated by the gray line. The voltage protocol used to elicit these
currents is inset in (A). (B) Mean current-voltage relationships (current density). (C) Peak-tail current density (PTCD). (D) Normalized voltage-dependent activation
curves (V0.5) (in mV). The activation curves are fit with Boltzmann functions (solid lines). (E) Black and gray arrows indicate the points where the current density
signals [current density (CD)] and PTCD were used to calculate the corresponding biomarkers for analysis and fitting. Data are presented as mean ± SEM.
(n = 8–12). N.D., not determined. ∗ indicates significantly different from WT control value (P < 0.05) (One-way ANOVA analysis with Bonferroni post hoc test).

GNaK, and GCaL, and weaker GK1, Gto, GKur, and GKr were
associated with more significant APD shortening in the atrial
cells (Figure 3E).

Borderline APD Prolongation May Occur
Due to the Interplay Between IKr and
IKs-HET
Although APD shortening was consistently observed under four
pacing CLs (Supplementary Figure S5), some human ventricular
models in the population resulted in APD prolongation in

the presence of IKs-HET, especially at slower pacing rates
(Figure 4A). Furthermore, the number of ventricular cell models
that showed obvious APD prolongation (>5 ms) was also
increased as pacing rates became slower (no models under
CL = 500/333 ms, 5 models under CL = 1,000 ms and 25
models under CL = 2,000 ms). Therefore, in the presence
of KCNQ1-G229D, APD prolongation occurred more often at
slower pacing rates.

There was no significant difference between the WT APDs
between the prolongation models and other models in the
population. However, the AP peak membrane voltage was
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FIGURE 3 | In silico simulations of the effects of KCNQ1-G229D on human ventricular and atrial action potentials. The effect of the G229D mutation on membrane
voltage (Vm, mV, insets showing peak upstroke) and IKs (µA/µF) in the Grandi human atrial cell model (A) and the ORd human ventricular epicardial cell model (B).
Comparison of absolute APD change (1APD = APD-IKs-HET – APD-IKs-WT, C) and relative APD change (1APD/APD-IKs-WT, D) after introducing IKs-HET between
Grandi atrial population of models and ORd ventricular population of models at CL = 1,000 ms (∗∗∗P < 0.001) (Wilcoxon rank-sum test). (E) Partial correlation
analysis between 1APD at CL = 1,000 ms and current conductances in the population of atrial and ventricular models. The partial correlation coefficients (PCC) are
indicated by the color scale, where red implies a strong positive correlation and blue implies a strong negative correlation. (F) Relationship between the
conductances of IKr, IKs, and ICaL and the 1APD in the ORd population. 0–2 represent the scaling factors for the baseline conductances in the ±100% range.

significantly reduced (Figure 4B) due to smaller baseline
depolarization current conductances (GNa and GCaL) in the
models displaying APD prolongation (Figure 4C). In addition,
stronger baseline GKr was found in the models displaying
APD prolongation at CL = 1,000 or 2,000 ms (Figure 4C).
In the subgroup of models producing APD prolongation
at CL = 1,000 ms, replacing our IKs/IKs-HET formulations
with the IKs/IKs-HET formulations of Hasegawa et al. (2014)

also generated consistent APD prolongation, supporting the
robustness of these phenomena (Supplementary Figure S6).

To understand the ionic mechanisms underlying APD
prolongation/shortening, we analyzed the change of individual
currents induced by the presence of the G229D mutation. The
biggest differences in ionic currents for both prolongation and
shortening were the increase of IKs (Figures 5A,B, middle panels)
and the secondary decrease of IKr (Figures 5A,B, right panels).
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FIGURE 4 | KCNQ1-G229D can lead to ventricular APD prolongation at slow
pacing rates. (A) APD prolongations under four pacing rates
(1APD = APD-IKs-HET – APD-IKs-WT). (B) Comparison of the WT peak
membrane voltage between the models that showed or did not show APD
prolongation under IKs-HET at CL = 1,000 ms. (C) Parameter comparison
between models that showed APD prolongation at CL = 1,000 or 2,000 ms
and those that did not show APD prolongation under IKs-HET. The y-axis
represents the scaling factors in the ±100% range (0–2) to the original
baseline ORd model current conductances (∗∗∗P < 0.001) (Wilcoxon
rank-sum test). Black points indicate extreme values that lie more than 1.5
times the interquartile range away from the top (the 75th percentile) or bottom
(the 25th percentile) of the box.

We selected two representative ventricular cell models with
similar AP upstroke but one displaying shortening and the other
prolongation with IKs-HET. The presence of IKs-HET affected the
AP upstroke and led to a smaller peak membrane voltage and a
lower plateau in both models. The reduction in IKr magnitude
after G229D introduction was likely due to the reduced phase 2
AP plateau (Figures 5A,B, left panels).

To verify whether this was model-specific, we conducted AP
clamp simulations using different human IKr models. The IKr
magnitude was consistently weaker under a smaller phase 2
AP plateau in all models tested (Supplementary Figure S7).
For the human ventricular model displaying APD prolongation
with IKs-HET, the decrease of IKr amplitude was slightly bigger
than the increase of IKs amplitude under the IKs-HET condition
(Figure 5A, middle and right panels). In contrast, in the human
ventricular model displaying APD shortening, the augmentation
of IKs was more significant than the inhibition of IKr (Figure 5B,
middle and right panels).

Therefore, our explanation was that if the inhibition of IKr
can overcome the augmentation of IKs, the presence of the
G229D mutation could lead to an overall weaker repolarization,
and therefore a prolonged APD. Importantly, the prolongation
models tended to have stronger IKr (Figure 4C), which was

crucial for IKr reduction to be dominant under IKs-HET. We
also noticed that under slow pacing, the magnitude of IKs
decreased, whereas IKr increased (Supplementary Figure S8),
which explained the increased number of models with APD
prolongation at slow pacing. Overall, these findings further
highlight that in the presence of the G229D mutation, ventricular
APD prolongation is more likely to occur during bradycardia,
particularly for strong IKr models.

By Counteracting Action Potential
Upstroke Dynamics KCNQ1-G229D
Could Promote Tissue Conduction
Abnormalities
As illustrated earlier, the G229D mutation can reduce peak
AP membrane voltage. We hypothesized that IKs-HET by
counteracting AP upstroke dynamics (Figures 3A,B, 5A,B)
could have important effects on the safety of conduction. In
addition, we need to confirm whether the ionic mechanisms
underlying APD prolongation in single cells hold true at the tissue
level. Therefore, we investigated conduction and repolarization
patterns in the presence of IKs-HET on the population of human
ventricular one-dimensional (1D) fibers.

The original ventricular 1D fiber showed a shorter QT interval
with the G229D mutation (Figure 6A). In the population of
1D fibers, both significant QT prolongation and QT shortening
can be observed (Figure 6B). 36 IKs-HET fibers showed QT
prolongation compared to the corresponding IKs-WT fibers. In
the QT prolongation fibers, the AP upstroke was delayed at the
end of the IKs-HET fiber (Figure 6C). In these cases, the QRS
complex was wider, leading to a longer QT interval (Figure 6C,
insert). 18 fibers developed depolarization abnormalities under
IKs-HET, which meant no successful depolarization at the
end of the fibers (Figure 6D), and the QT interval was also
significantly affected (Figure 6D, insert). Similar results were
obtained using transmural fibers (Supplementary Figure S9).
By comparing the parameters of the different groups of fibers,
we found that the conductances of INa, ICaL, IKr, IKs, IK1,
INaCa were significantly different. In both QT prolongation
and depolarization abnormalities, the baseline INa was weak
(Figure 6E). Models exhibiting depolarization abnormalities also
tended to have weak baseline ICaL, IK1, INaCa and relatively
strong IKs, which explained the danger of G229D mutation
presence in their conduction (Figure 6E). The fibers showing QT
prolongation had the strongest baseline IKr, which was consistent
with the results from the cellular simulations.

In silico Simulations Predict That
KCNQ1-G229D Is Capable of Promoting
SN Dysfunction by Perturbing Diastolic
Depolarization
Sinus node dysfunction and bradycardia has been reported for
carriers of different KCNQ1 gain-of-function mutations [S140G
(Chen et al., 2003), V141M (Hong et al., 2005), R231C (Henrion
et al., 2012), V241F (Ki et al., 2014), and F279I (Moreno et al.,
2015)]. Even though SN dysfunction has not been associated
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FIGURE 5 | KCNQ1-G229D can lead to ventricular APD prolongation by altering the interplay between IKr and IKs. Effects of KCNQ1-G229D mutation (IKs-HET) on
IKr and IKs in representative models displaying (A) APD prolongation and (B) APD shortening, at CL = 1,000 ms. The arrows indicate the change of current
magnitude after introducing G229D. In (A), the decrease of IKr is more significant than the increase of IKs, while in (B) the opposite occurs.

with KCNQ1-G229D (Hasegawa et al., 2014) or in the mutation
carriers reported here, the effects of V141M on channel gating
(Hong et al., 2005) are similar to those induced by the G229D
mutation [this study and (Hasegawa et al., 2014)]. Therefore,
we investigated whether the G229D mutation can cause SN
dysfunction in populations of sino-atrial node cells. In a recently
published human SN model (Fabbri et al., 2017), the normal SN
model had a stable heart rate (HR) around 73.7 beats per minute
(bpm) (Figure 7A). Starting from the same initial condition,
when introduced IKs-HET produced an increasingly stronger
IKs and slower HR, and the sinus rhythm was terminated after
625 s (Figure 7A). Plugging the IKs-HET model developed by
(Hasegawa et al., 2014) into the simulation was confirmatory,
as this model also led to sinus rhythm termination after 135 s
(Supplementary Figure S10).

Sinus node activity was related to the interplay between the
calcium subsystem and membrane potential in agreement with
(Lakatta et al., 2010). For successful spontaneous SN activation, a
positive feedback loop between subsarcolemmal calcium (Casub)
and Vm was needed for the diastolic depolarization. ICaL
and INaCa provided the biggest depolarization current during

the upstroke phase, and the net current excluding ICaL and
INaCa was always positive (Supplementary Figures S11, S12).
The activation of INaCa was regulated by Casub, and during
diastolic depolarization, ICaL provided the biggest contribution
for the initial accumulation of Casub (Supplementary Figure
S13). During normal diastolic depolarization, the total net
current was inward, leading to very slow/limited activation
of ICaL, accumulation of Casub and enhancement of INaCa
(Figure 7B, left columns). At the end of diastolic depolarization,
the augmentation of INaCa was strong enough to result in a
significant increase in Vm that further activated ICaL, promoting
faster depolarization in a positive feedback manner to initiate the
upstroke phase (Figure 7B, left columns).

In the SN cell model IKs-HET produced a much stronger
repolarization current to counteract the diastolic depolarization
process. At the time of diastolic depolarization interruption
(time = 628.5 s), IKs became so strong that the overall total
current became outward. The membrane potential then started
to decrease, along with the slow decay of ICaL, Casub, and
INaCa activity (Figure 7B, right columns). Consequently, positive
feedback during the depolarization phase was interrupted.
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FIGURE 6 | KCNQ1-G229D can impair conduction safety by counteracting action potential upstroke. (A) Pseudo-ECG of the original ORd human homogeneous
epicardial 1D fiber. (B) Longer and shorter QT intervals are possible in the presence of the G229D mutation (IKs-HET) in Pseudo-ECGs of the population of human
epicardial 1D fiber. (C) APs of a fiber that showed slower conduction in the presence of the G229D mutation, with the corresponding pseudo-ECG as an insert.
(D) APs of a fiber that showed a depolarization abnormality in the presence of the G229D mutation, with the corresponding pseudo-ECG as an insert. (C,D) There
are 100 nodes in the whole fiber, and Node 20 (dashed lines) and Node 80 (solid lines) are at sites near the beginning and the end of the fiber. (E) Comparisons of
ionic current conductances between the fibers that showed shorter QT, longer QT and depolarization abnormalities in the presence of G229D (∗∗∗P < 0.001,
∗∗P < 0.01, ∗P < 0.05) (Wilcoxon rank-sum test). Black points indicate extreme values that lie more than 1.5 times the interquartile range away from the top (the
75th percentile) or bottom (the 25th percentile) of the box.

To understand why the carriers of KCNQ1-G229D described
in our study and those reported by (Hasegawa et al., 2014) do
not present with bradycardia, we used a population of human
SN models to explore the effects of heterogeneity in ion channel
expression. In the 1,046 human SN cell models, 168 models are
robust to IKs-HET, 153 models became bradycardic, and the
rest (725 models) displayed pacemaking failure. By comparing
the parameters, we identified differences in IKs, ICaL, INaCa,

INaK, and IKr conductances between models displaying different
phenotypes (Figure 7C). As expected, the Pacemaking failure
group had the highest level of IKs-HET. A stronger ICaL in
the Robust and Bradycardia groups can counteract the changes
caused by IKs-HET and enable safer spontaneous activation. In
the Robust group, a stronger inward INaCa and a weaker outward
INaK contributed to maintaining negative total current during
diastolic depolarization. In addition, a stronger IKr in Robust and
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FIGURE 7 | KCNQ1-G229D can cause sinus node dysfunction. (A) IKs-HET
presence results in a loss of sinus rhythm. (B) Comparison between the last
spontaneous activated beat and the failing process under IKs-HET. The red
circles in the right columns indicate the time = 628.5 s when diastolic
depolarization was interrupted, and membrane potential started to decrease.
(C) Parameter comparison between Robust, Bradycardia, and Pacemaking
failure groups under IKs-HET (∗∗∗P < 0.001, ∗∗P < 0.01, ∗P < 0.05)
(Wilcoxon rank-sum test). Black points indicate extreme values that lie more
than 1.5 times the interquartile range away from the top (the 75th percentile)
or bottom (the 25th percentile) of the box.

Bradycardia groups can counteract the effect of high level ICaL,
preventing excessive APD prolongation (Figure 7C).

DISCUSSION

In this present study, we investigate the complex phenotypic
implications of a gain-of-function mutation in IKs (KCNQ1-
G229D) through a combination of computational modeling

and simulation and patch clamp experimental characterization,
as well as clinical presentation. We describe members of a
family that carry KCNQ1-G229D and report that this mutation
underlies a complex phenotype characterized by AF, borderline
LQT and sudden death. Our clinical findings correlate well
with those reported by Moreton et al. (2013) and Hasegawa
et al. (2014). We explored the pathogenic role of this mutation
using a combination of in vitro experiments and in silico
simulations in human SN, atrial and ventricular models. In
addition to providing further evidence supporting the role of
G229D in promoting AF as shown in previous studies, we
expand our knowledge of G229D and other gain-of-function
KCNQ1 mutations in additional ways. Firstly, we present the
first mechanistic investigation into why the G229D mutation
(and perhaps other KCNQ1 gain-of function mutations) could
be associated with a borderline LQT phenotype. Secondly, we
demonstrate that the gain-of-function mutation could promote
pro-arrhythmic conduction abnormalities by counteracting the
AP depolarization phase and reducing conduction safety. This
could be a critical mechanism of sudden cardiac death. Thirdly,
we utilize populations of human SN models to provide detailed
mechanistic predictions which highlight that KCNQ1-G229D
could underlie SN dysfunction. Finally, our findings provide
plausible reasons for observed phenotypic variability and insights
for the clinical management of these patients.

A Potential Explanation for G229D
Associated QT Prolongation
The mechanisms underlying the presence of borderline LQT in
G229D carriers [(Moreton et al., 2013; Hasegawa et al., 2014)
and this study] and other KCNQ1 gain-of-function mutations
(particularly S140G) (Chen et al., 2003; Lundby et al., 2007;
Bartos et al., 2011, 2013) are unclear. We used a population
of human ventricular cell models to investigate the complex
interactions between different currents in the presence of G229D.
In addition to APD shortening produced by the standard
ventricular model, a subset of the models in the population
exhibited APD prolongation. We found that APD prolongation
was caused by an interplay between a decrease in IKr activity
and increase in IKs activity at slow pacing. Based on our
simulations, the instantaneous current component produced
by KCNQ1-G229D reduces the magnitude of the AP upstroke
which leads to a smaller peak membrane voltage and a lower
plateau. Consequently, the presence of a lower plateau acts to
decrease the activity of IKr which, in turn, acts to prolong
APD. In our fibers showing QT prolongation at the tissue level,
IKr tended to be stronger, suggesting that the IKr/IKs interplay
mechanism, originally identified in single cells, also holds true at
the tissue level.

KCNQ1-G229D May Induce Defects in
Conduction
The 1D fiber results also indicate that the presence of KCNQ1-
G229D could impair myocardial conduction. Although QRS
widening in fibers was not observed clinically in mutation
carriers, whole ventricle simulations have shown that QRS width
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is more sensitive to the activation pattern in the conduction
system rather than myocardial propagation (Cardone-Noott
et al., 2016). Therefore, local conduction abnormalities in the
myocardium may still be present even with normal QRS width.
Local or regional conduction abnormalities may also occur due
to heterogeneous expression of KCNQ1/G229D throughout the
ventricles (Liu and Antzelevitch, 1995; Viswanathan et al., 1999).
Although the fiber simulations we used do not account for the
full heterogeneity known to span the human ventricles, they
do provide a rough approximation of tissue behavior. Despite
these potential limitations, our findings emphasize that G229D
could enhance regional differences in conduction and this could
contribute to the substrate required for the formation of a
lethal arrhythmia.

In silico Modeling Using Human Models
Provides Explanations for SN and Atrial
Dysfunction
Our human SN model simulations predict that the G229D
mutation is likely to underlie SN dysfunction and that this could
increase the risk of sinus arrest. By examining variations in ionic
current density, our population of SN models may also provide
plausible explanations as to why a dysfunctional SN phenotype
was not seen by Hasegawa et al. (2014) or in the mutation carriers
we report. Based on the mechanisms revealed in this study and
those of Fabbri et al. (2017) and Whittaker et al. (2018), disturbed
SN activity could be a general action of KCNQ1 gain-of-function
mutations that alter channel gating in a similar fashion.

Mechanistically, the G229D mutation has been postulated
to cause AF by promoting atrial APD shortening (Hasegawa
et al., 2014) and two and three-dimensional tissue models
have described that this mutation promotes the sustainment
of re-entrant waves thereby increasing susceptibility to atrial
arrhythmia (Zulfa et al., 2016). In our baseline and population
of models, the G229D mutation results in atrial and ventricular
AP shortening, but the average degree of shortening is less for
ventricular than atrial APs, which agrees with the findings of
Hasegawa et al. (2014) and implies a more prominent effect of
the mutation on the human atria.

Clinical Implications for KCNQ1-G229D
Carriers
KCNQ1-G229D presents in adults largely as AF, and Class I drugs
such as flecainide and quinidine may be prescribed. Based on our
simulation results, KCNQ1-G229D could impair conduction by
counteracting AP upstroke, and class I sodium channel blockers
could exacerbate this. Furthermore, our simulations predict that
this mutation could underlie SN dysfunction which has been
postulated to act as a substrate for the development of AF
(Duhme et al., 2013). Indeed, a trend in disease progression from
bradycardia in to persistent AF has been reported for patients that
carry the KCNQ1 gain-of-function mutation V241F (Ki et al.,
2014). As revealed by our SN simulations, ICaL played a crucial
role in the maintenance of normal sinus rhythm in the presence
of the G229D mutation. Therefore, drugs with class IV calcium

channel blocking actions could unravel bradycardia in G229D
mutation carriers with normal sinus rhythm.

Our simulations showed that QT prolongation was primarily
observed during bradycardia implying that the prevention of
bradycardia to maintain sinus rhythm should be considered
in the management of mutation carriers. The use of drugs
with a negative chronotropic effect, such as beta-blockers,
should therefore be reviewed and device implantation considered
for KCNQ1 gain-of-function mutation carriers that present
with bradycardia.

Another intriguing observation is that some G229D mutation
carriers have died suddenly whilst sleeping [reported in this study
and (Moreton et al., 2013)]. Sudden cardiac arrest during sleep
has also been reported for a carrier of KCNQ1-R231H (Bartos
et al., 2013). Unfortunately, we do not have the necessary clinical
information to establish the precise mechanisms underlying these
deaths. In LQT1, cardiac arrest normally occurs during exercise
and sudden cardiac death during sleep is more a feature of
LQT3 (Schwartz et al., 2001). Therefore, we can propose two
possible mechanisms: sinus arrest without escape rhythms or a
lethal arrhythmia caused by severe QT prolongation. It is worth
noting that sinus arrest, due to SN dysfunction, is an unusual
cause of death and SN disease in the absence of symptoms is
not generally considered prognostically important. In view of
these considerations we suspect that the most likely mechanism
of sudden death in these patients is the promotion of a lethal
arrhythmia by QT prolongation and/or conduction block.

Limitations of the Study
The effects of the G229D mutation on IKs channel function
were modeled in a heterologous expression system. Therefore,
it is possible that the expression and kinetics of the mutant
channel complex could be distinct in cardiomyocytes. We were
limited to this model because: (1) it is not possible to use
mice or rats as a model as these species do not use IKs for
cardiac repolarization in adult life (Nerbonne, 2014). (2) The
generation of transgenic rabbit models of KCNQ1 mutations
(Brunner et al., 2008), would be prohibitively expensive and the
higher heart rate of this species would likely confound modeling
the effects of the mutation on the SN. (3) The current utility
of human induced pluripotent stem derived cardiomyocytes
(hiPSC-CMs) for examining IKs function has been questioned
and this may relate to their relative immaturity (Christ et al.,
2015). We would also like to highlight that although we propose
an explanation for the borderline LQT seen in carriers of
the G229D mutation the observed APD prolongations in the
population of models subset were relatively mild. This could
relate to the potential differences between the function of
the mutant channel complex in the heterologous expression
system versus in cardiomyocytes or alternatively it could imply
that other mechanisms contributing to QT prolongation exist.
In the future, the validation of our in silico predictions in
a physiological system is warranted. hiPSC-CM technology
is rapidly advancing, and we hope that in time we will be
able to use this model to study the effects of the G229D
mutation in human cardiomyocytes that possess adult-like and
chamber/region specific electrophysiological properties.
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CONCLUSION

By using a combined in vitro and in silico approach we have
explored how the KCNQ1 mutation G229D can underlie the
reported phenotype of AF and borderline QT prolongation.
In addition, our modeling results suggest that the G229D
mutation can cause conduction abnormalities, and can underlie
SN dysfunction. Importantly, our results suggest that for G229D
mutation carriers (and perhaps for other KCNQ1 gain-of-
function mutation carriers), the prescription of beta-blockers,
class I sodium channel blockers and compounds with class IV
calcium channel blocking properties should be used with caution.
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According to clinical studies, around one third of patients with atrial fibrillation (AF) will

suffer a stroke during their lifetime. Between 70 and 90% of these strokes are caused

by thrombus formed in the left atrial appendage. In patients with contraindications

to oral anticoagulants, a left atrial appendage occluder (LAAO) is often implanted to

prevent blood flow entering in the LAA. A limited range of LAAO devices is available,

with different designs and sizes. Together with the heterogeneity of LAA morphology,

these factors make LAAO success dependent on clinician’s experience. A sub-optimal

LAAO implantation can generate thrombi outside the device, eventually leading to

stroke if not treated. The aim of this study was to develop clinician-friendly tools

based on biophysical models to optimize LAAO device therapies. A web-based 3D

interactive virtual implantation platform, so-called VIDAA, was created to select the

most appropriate LAAO configurations (type of device, size, landing zone) for a given

patient-specific LAA morphology. An initial LAAO configuration is proposed in VIDAA,

automatically computed from LAA shape features (centreline, diameters). The most

promising LAAO settings and LAA geometries were exported from VIDAA to build

volumetric meshes and run Computational Fluid Dynamics (CFD) simulations to assess

blood flow patterns after implantation. Risk of thrombus formation was estimated from

the simulated hemodynamics with an index combining information from blood flow

velocity and complexity. The combination of the VIDAA platform with in silico indices

allowed to identify the LAAO configurations associated to a lower risk of thrombus

formation; device positioning was key to the creation of regions with turbulent flows after

implantation. Our results demonstrate the potential for optimizing LAAO therapy settings

during pre-implant planning based on modeling tools and contribute to reduce the risk

of thrombus formation after treatment.

Keywords: left atrial appendage occlusion, Computational Fluid Dynamics, in silico optimization of therapies,

web-based implantation platform, atrial fibrillation
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1. INTRODUCTION

Atrial Fibrillation (AF) is the most common cardiac arrhythmia
diagnosed in clinical practice, affecting around 0.4–1% of the
general population (Singh and Holmes, 2010). The atria beat
irregularly during AF, which leads to ineffective blood flow
pumping to the ventricles. The consequences of AF have been
clearly established in multiple studies, being one of them the
increased risk of stroke; one out of three ischemic strokes is
related to AF (Boston Scientific, 2018). Between 70 and 90%
of AF-related strokes originate from thrombus formed in a
cavity of the left atrium, the left atrial appendage (LAA) (Wang
et al., 2010; Lee et al., 2015). The LAA is a contractile reservoir
and a decompression chamber, depending on the cardiac cycle
phase (Fatkin et al., 1994; Al-Saady et al., 1999). It acts as
a suction during ventricular systole and during diastole as a
conduit. In addition, the LAA is characterized by its high
morphological variability, in parameters such as size, height,
smoothness or number of lobes. The different LAAmorphologies
are often classified into four categories: chicken wing, cauliflower,
windsock and cactus (Di Biase et al., 2012). Left atrial motion

irregularity due to AF causes a deceleration of blood flow
and stasis, increasing the risk of thrombus formation in the

LAA (Markl et al., 2016). The thrombus formed can then
travel through the circulatory system to the brain, causing a
cardioembolic stroke.

Oral anticoagulation (OAC) therapy is usually prescribed on
those AF patients older than 65 years old (Morillo et al., 2017)
to reduce the risk of thrombus formation. When OAC therapy

is not appropriate, due to high risk of bleeding or because
of patient’s limitations, a physical LAA closure is performed
with the implantation of a left atrial appendage occlusion
(LAAO) device or surgery-based clipping (Le et al., 2014).
LAAO devices are implanted percutaneously by a femoral vein
approach under fluoroscopic and echocardiographic guidance.
The most used LAAO devices available in the market (see
Figure 1) are the Watchman (Boston Scientific, 2018) and
the Amplatzer Amulet (Abbott, 2018), even if new promising
devices such as the Lambre (Park et al., 2018) and the
Wavecrest (Saw and Lempereur, 2014) are being proposed
every year. In a LAAO procedure, the large intra-subject
anatomical variation of the LAA influences the individual
implantation. Therefore, biomedical images are acquired to
have good anatomical knowledge of the cavity, before and
during the intervention. In most clinical centers X-ray and
transesophageal echocardiography (TEE) images are used to
characterize the LAA morphology during the intervention
to support decisions on device implantation. Other imaging
modalities such as Computed Tomography (CT) (Chow et al.,
2017) and 3D Rotational Angiography (3DRA) (De Potter et al.,
2018) are also being explored in advanced hospitals to have
higher-resolution structural information before and during the
intervention, respectively. The ostium (interface betwen LA and
LAA) dimensions and height/depth of the LAA cavity (Morillo
et al., 2017) are critical LAA shape parameters to individualize the
size of the implanted device and the landing zone (location where
the device will be released). Appropriate sizing of the device,

achieving a complete clinical closure, allows the procedure
to be finished earlier since a second device is not required.
A minimal leakage of jet blood flow entering into the LAA
after device implantation is the standard criteria to define a
successful closure (López-Mínguez et al., 2014). Unfortunately,
LAA shape parameters are usually estimated from medical
images with manual tools, being difficult to standardize criteria
to objectively define them. Moreover, values of these parameters
coming from different imaging modalities differ substantially
due to their respective spatial resolution and limitations
(López-Mínguez et al., 2014).

Beyond their morphology, studying LA and LAA
hemodynamics is also important before and after LAAO
treatment. The Virchow’s triad defines blood hypercoagulability,
hemodynamics changes and endothelial wall injury dysfunction
as the three main players in thrombus formation (Chung and
Lip, 2003). Left atrial appendage blood flow velocities below
some threshold (<0.2 m/s) have been associated to the presence
of thrombus in the LAA (Beigel et al., 2014). Unfortunately, most
clinical studies (Beigel et al., 2014) involving the LAA, usually
based on echocardiographic images, only report a single blood
flow velocity value in one point in space (LAA ostium) and in
time (end diastole), which constitutes an over-simplification
of the complex hemodynamics in the LA and LAA. Detailed
hemodynamics characterization is becoming possible these days
with advanced 4D-flow magnetic resonance imaging technique,
but there are few studies in the LA (Casas et al., 2017; Cibis
et al., 2017a,b) and only one in the LAA (Markl et al., 2016).
Some researchers (Zhang and Gay, 2008; Koizumi et al., 2015;
Vedula et al., 2015; Otani et al., 2016; Olivares et al., 2017; Bosi
et al., 2018; García-Isla et al., 2018) have developed biophysical
modeling pipelines for a more detailed in silico analysis of LAA
blood flow patterns with Computational Fluid Dynamics (CFD)
simulations. However, none of these works studied the effect
of implanting a LAAO device with different settings on atrial
hemodynamics. In addition, as in the majority of biomedical
applications, these biophysical models remain an engineering
tool far from being used to support clinicians on their decisions.

Even if LAAO devices are generally becoming an accepted
option when OAC therapy fails, it still exists controversy
concerning the safety and the real clinical benefit of LAAO-based
therapy. Although it seems to be effective, short- and long-term
consequences are not fully known (Mandrola et al., 2018). As an
example, a recent clinical trial (Fauchier et al., 2018) reported
a high probability of getting a device-related thrombus (around
7%). Moreover, LAAO is recognized as a technically demanding
procedure, requiring rigorous training and skills in order to
reduce complications (Tzikas et al., 2016). However, there is a lack
of advanced computational tools to provide a complete, objective
and patient-specific characterization of LAA morphology and
function to assist clinicians on the challenging LAAO device
selection and planning steps. The aim of this work was to
develop a clinician-friendly visualization tool to be combined
with biophysical modeling for LAAO therapy optimization. A
web-based 3D interactive virtual implantation platform, so-
called VIDAA (Virtual Implantation and Device selection in
left Atrial Appendages), was designed and implemented to
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FIGURE 1 | Pictures (top) and Computational-Aided Design models (bottom)

of left atrial appendage occlusion devices. (A) Amplatzer Amulet (Abbott,

2018); (B) Watchman (Boston Scientific, 2018).

jointly visualize the LA anatomy of an individual patient and
different possible LAAO configurations. The VIDAA platform
initially proposes LAAO setting parameters estimated after a
morphological analysis of the LAA under study. The clinician
later can interactively vary device parameters in VIDAA and
export outside the platform the most promising configurations.
Computational Fluid Dynamics (CFD) simulations were then
run with a commercial solver for several LAAO configurations
extracted from VIDAA to estimate their corresponding risk
of thrombus formation after implantation. As a first proof of
concept, the VIDAA platform was tested on retrospective data
of four non-valvular AF patients that underwent a LAA closure.

2. MATERIALS AND METHODS

The computational workflow designed in this work (see Figure 2)
is a planning tool that, together with computational modeling,
provides enhanced individualized information to the clinician
before the intervention. In all analyzed cases, surface meshes
of the LA were reconstructed from binary masks obtained
segmenting high-resolution 3D medical images (CT and 3DRA).
In the next step, morphological indices characterizing patient-
specific LAA shapes were automatically calculated. Based on
these LAA shape-based indices, a range of optimal LAAO
device parameters (size, position) were estimated. The optimal
configuration for the two most popular devices (e.g., Watchman
and Amplatzer Amulet) could then interactively be explored
together with a 3D rendering of the LA in the web-based
VIDAA platform. The clinician could manually modify several
LAAO parameters to better understand the case under study and
plan the intervention. Once a given LAAO configuration was
considered appropriate by the clinician, the VIDAA platform
exported all data (e.g., meshes and their spatial relationship)
that will define the geometrical domain where CFD simulations
were run outside VIDAAwith a commercial software. Simulation
results were post-processed to derive in silico hemodynamics
indices estimating the risk of thrombus formation for a given

TABLE 1 | Patient and device information.

Patient Medical image CHAD2VASC Device type Device size

(mm)

1 3DRA 3 Watchman 27

2 3DRA 3 Watchman 30

3 3DRA 6 Watchman 27

4 CT 5 Amplatzer Amulet 22

3DRA, 3D Rotational Angiography; CT, Computed Tomography; CHAD2VASC, clinical

index characterizing the risk of thrombus formation.

LAA and device setting. The VIDAA platform in combination
with CFD simulations then allowed the clinician to decide, prior
to the intervention, which device configuration was safer, in
terms of thrombus formation.

2.1. Patient-Specific Imaging Data and
Processing
Three-dimensional medical images were available for the four
AF patients analyzed in this study: 3DRA images of three
patients from OLV Hospital (Aalst, Belgium); and a CT image
of one patient from Hospital Clínic de Barcelona (Spain).
The OLV Hospital and Hospital Clínic de Barcelona ethical
committees approved this study and written informed consent
was obtained from every participant before the procedure.
Watchman devices were implanted to patients at OLV Hospital
while an Amplatzer Amulet was the choice at Hospital Clínic de
Barcelona (see Table 1). All patients had persistent non-valvular
atrial fibrillation with high risk of thrombus formation (e.g.,
CHAD2VASC > 2).

An InnovaTM monoplane fluoroscopy system (GEHealthcare,
LLC, Waukesha,WI) was used at OLV Hospital to acquire the
3DRA images, with 0.23 or 0.45 mm pixel size for 512 or 256
isotropic voxels, respectively. Before and during the injection,
the right ventricle was burst paced at a cycle length of 200
ms during end-expiratory apnea to interrupt the blood flow
through the LA. All datasets were segmented by an experienced
operator on the Advantage Workstation (GE Healthcare) using
the Innova 3D software to reconstruct the LA, which is based
on threshold and region-growing semi-automatic segmentation
techniques. The CT image at Hospital Clínic de Barcelona was
acquired using a SiemensTM machine, synchronized with ECG
and supplying 80 ml of contrast, having a volumetric pixel size
of 0.33 × 0.33 × 0.40 mm for an in-plane matrix of 512 pixels
and 430 slices. The ITK-Snap1 software (Yushkevich et al., 2006)
was used to semi-automatically segment the LA in the CT image
(also with region growing and threshold-based techniques, plus
manual corrections). The LA binary masks from segmenting
3DRA and CT images were the basis to construct surface meshes
with the Marching Cubes method for subsequent morphological
analysis and simulations. A 2D plane was manually selected by
the operator to define the ostium and the LAA in the LA 3D
surface mesh.

1www.itksnap.org
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FIGURE 2 | Computational workflow to recommend optimal left atrial appendage occlusion (LAAO) settings for a selected patient. The first stage produces LAA

morphological measures from LA segmentations obtained on three-dimensional medical images. Computational 3D renderings of LA/LAA geometries are then jointly

visualized with morphological measures and Computer-Aided Design models of LAAO devices in the VIDAA platform. The VIDAA platform allows an interactive and

individualized virtual implantation of LAAO devices, generating multiple configurations that can be exported for further processing. Computational-Fluid Dynamics

(CFD) simulations run on the exported LAAO configurations provide hemodynamics descriptors to estimate the risk of thrombus formation for each case, which are

finally reported to clinicians to support their decisions.

2.1.1. Left Atrial Appendage Morphological

Parameters and Optimal Device Configuration
Two types of morphological parameters were automatically
estimated from LAA surface meshes: ostium- and centreline-
based parameters. The ostium area, perimeter and principal axes
were computed directly from surface mesh elements labeled
as ostium after the segmentation. The LAA centreline (see
and example in Figure 3) was obtained following a marching
algorithm (Genua et al., 2019), where its starting point (the
furthest point of the LAA) and the centreline direction to the
ostium were computed applying a heat transfer propagation

simulation to the LAA volumetric mesh. Once the centreline
was estimated, several transversal 2D planes, perpendicular to its
main direction, were selected along its length to compute their
maximal (D1) and minimal (D2) diameters.

The centreline-based parameters were used to automatically
estimate the optimal LAAO configuration for the analyzed
anatomy, as illustrated in Figure 3. Following criteria defined by
our experienced clinicians, device (center) positioning was set
at a geodesic distance along the centreline of 10 and 13 mm
from the ostium for the Amplatzer Amulet and the Watchman,
respectively. The diameters (D1, D2) of the transversal 2D plane
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centered at the optimal device positioning were then computed.
The initial orientation of the LAAO device was set perpendicular
to the centreline. Based on empirical algorithms from clinicians
and official device instructions, the most appropriate LAAO
device sizes (three for the Amplatzer Amulet and two for
the Watchman) were initially selected. For instance, optimal
Amplatzer Amulet device sizes were established following the
current clinical protocol at Hospital Clínic de Barcelona: 2–5
or 3–6 mm are usually added to the average mean diameter
(between D1 and D2) if imaging data comes from CT or TEE,
respectively. If the obtained size is smaller than D1, additional
2–5 mm are added. Finally, only devices ensuring at least a
10% of compression of original size after implantation were
selected. Fulfilling the compression-based criteria increments the
likelihood of getting the LAAO device attached to the wall for
a successful closure, without creating too high stresses on the
LAA. The optimal sizes for the Watchman device (see Table A.1
in Appendix 1) were selected based on D1, following official
device instructions.

2.2. VIDAA: Virtual Implantation and Device
Selection in Left Atrial Appendages
VIDAA is a web-based 3D interactive virtual implantation
platform that allows clinicians to select the most appropriate
LAAO configurations for a given patient. The main features
of the VIDAA platform include: the joint 3D visualization of
the LA/LAA surface meshes and the device models; different
modes of mesh visualization and editing tools such as wireframe
views or clipping, among others; transform controllers for user
manipulation of the device such as translation, rotation and
scaling; visualization of LAA morphological parameters such as
the centreline, 2D transveral planes of the centreline and its
diameters (D1, D2); visualization of the optimal LAA settings
according to VIDAA such as device size and landing zone;
manual modification of all LAAO settings; and export of a LAAO
configuration for subsequent in silico hemodynamics study.
Figure 2 illustrates the different steps in the VIDAA workflow. A
demonstration video of a proof-of-concept prototype of VIDAA
is also available as Supplementary Material (Appendix 2).

Being a web-based platform, VIDAA is not linked to
any software installation, operative system or browser, which
facilitates its usage in a clinical environment. VIDAA was built
using HTML5 programming language (JavaScript, scss), using
different JavaScript libraries such as THREE.js and React.js. The
first library, THREE.js, was used to visualize and interact with 3D
objects (e.g., LA mesh) while React.js was used to separate into
components the different modalities of the platform.

2.3. Hemodynamics Simulations
2.3.1. Mesh Processing Pipeline
To ensure convergence of hemodynamics simulations, LA
meshes from medical image segmentations required several pre-
processing phases (see Figure 4). First, a Taubin smoothing
filter (with scale factors λ = 0.6, µ = –0.53 and 10 iterations)
was applied. Subsequently, cylinders representing the pulmonary
veins (PV) and the mitral valve (MV) were manually inserted

FIGURE 3 | Computational pipeline to obtain optimal left atrial appendage

occlusion (LAAO) device configuration. Device positioning (e.g., landing zone)

is initially estimated at a certain geodesic distance from the ostium following

the LAA centreline (10 and 13 mm for the Amplatzer Amulet and Watchman,

respectively). Device orientation is set perpendicular to the LAA centreline.

LAAO size is based on the maximum diameters (D1 & D2) of a transversal 2D

plane perpendicular to the centreline placed in the optimal positioning. The

proposed LAAO devices are initially shown in the VIDAA platform with these

settings (VIDAA-init), where the clinician can interactively manipulate all their

parameters for a better fitting to the studied LAA morphology (VIDAA-end).

to the LA mesh using the Autodesk Meshmixer software2

so that simulated flow was developed normal to the surface
of the vessels. Volumetric meshes were built with a 3D
Delaunay refinement algorithm available in the Gmsh software
(default parameters) (Geuzaine and Remacle, 2009)3 for the
subsequent CFD simulations, resulting in the following number
of tetrahedral elements for the four LA under study: Patient
1 = 597,550; Patient 2 = 961,015; Patient 3 = 330,091; Patient
4 = 200,951. The whole meshing pipeline was performed
with the following Open-Source softwares: Gmsh, Autodesk
MeshMixer, MeshLab4 and Visual Computing Lab5. The reader
is referred to García-Isla et al. (2018) for more details of the
meshing pipeline.

The studied LAAO devices (see Figure 1) were built
using a Computational-Aided Design (CAD) software6 and
following the on-line product manual and instructions from the
companies (Abbott, 2018; Boston Scientific, 2018). Subsequently,
several LAAO device configurations, including different size and
positioning settings, were exported from the VIDAA platform.

2http://www.meshmixer.com/
3http://gmsh.info/
4http://www.meshlab.net/
5http://vcg.isti.cnr.it/
6Geometry-Design Modeler (Ansys 18.2)
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FIGURE 4 | Mesh processing pipeline for hemodynamics simulations: (A) Computed Tomography (CT) image; (B) Surface mesh after CT segmentation; (C) Removal

of structures surrounding the left atrium (LA); (D) Insertion of cylinders for the pulmonary veins (PV); (E) Volumetric LA mesh with two right pulmonary veins (RPVs), two

left pulmonary veins (LPVs), a mitral valve (MV) and the left atrial appendage (LAA).

Volumetric meshes for all configurations under study were
obtained defining two surfaces in Gmsh: one for the LA and
another for the implanted device.

2.3.2. Computational Fluid Dynamics
The CFD analysis was performed using ANSYS Fluent 18.2, in
which blood was modeled as an incompressible Newtonian fluid
(density of ρ= 1,060 kg/m3; dynamic viscosity ofµ = 0.0035 Pa·s).
Blood was simulated using the incompressible Navier-Stokes
and continuity equations. Model dynamics was introduced with
a sinusoidal function representing a heart cycle of a healthy
patient (Fernandez-Perez et al., 2012; García-Isla et al., 2018).
Boundary conditions at systole (first 0.40 s) were modeled with
the PVs as velocity-inlets and the MV as a wall, to represent that
the valve is closed during this cardiac phase (Fernandez-Perez
et al., 2012). The opening of the MV in diastole (duration of 0.65
s) was modeled applying an outlet pressure of 8 mmHg (Nagueh
et al., 2008) to the MV. All LA walls were modeled as rigid walls
with no slip, representing the worst scenario in (persistent) AF,
where the atrium barely contracts anymore. The LAAO device
was also modeled as a wall to represent that no blood could go
through it.

2.3.3. In silico Indices for Risk of Thrombus Formation
As in García-Isla et al. (2018), we estimated several in silico
indices to characterize blood flow patterns derived from
CFD simulations and identify pro-thrombotic regions in the
LAA, usually where blood flow is complex and velocities are
low (Achille et al., 2014). For the sake of simplicity, only the
Endothelial Cell Activation Potential (ECAP) index is reported
here since it combines the Time-Averaged Wall Shear Stress
(TAWSS) with the Oscillatory Shear Index (OSI): low velocity
(small TAWSS values) and high complex (large OSI values) blood
flows will produce high ECAP values, thus indicating a region
with a high risk of thrombus formation.

The equations to derive these indices are included in
Appendix 3. For a qualitative analysis, the in silico indices were
visualized (using ParaView 5.2.0) as colored maps superimposed
on the 3D LA geometry, providing an intuitive way to detect
regions with irregular blood flow. Furthermore, the distribution

in the LAA of the ECAP index for different simulation scenarios
was analyzed with histograms showing the percentage of nodes
in different ECAP intervals.

2.3.4. Simulation Scenarios
In silico blood flow patterns were studied in different simulation
scenarios to study the influence of the implanted device
configuration. Four simulation scenarios were studied for each
patient, resulting in a total number of 16 simulations:

• Without LAAO device (No LAAO).
• LAAO device with size and positioning derived from

morphological analysis and criteria defined by experienced
clinicians (see section 2.1.1); this is the default configuration
shown in the VIDAA platform (VIDAA-init).

• LAAO device with VIDAA-init settings but with a 20%
smaller size.

• LAAO device VIDAA-init settings but with a sub-optimal
position and orientation (Misplaced).

• LAAO device after manipulation in VIDAA aiming
at uniformly covering the union between the LA and
LAA (VIDAA-end).

3. RESULTS

3.1. Blood Flow Velocity Patterns
Streamlines and velocity vector fields characterizing blood flow
patterns in the LA/LAA for different simulation scenarios were
analyzed. Figure 5 shows simulation results for the four patients
under study and the LAAO configurations described above, in
diastole (t= 0.55 s, ventricular filling), when blood flow velocities
in the LAA are higher. Videos of the hemodynamics simulations
(blood flow velocity streamlines for the whole cardiac cycle) for
all patients without a device and with the VIDAA-end settings are
included as Supplementary Material (see Appendix 2).

At baseline (without an implanted LAAO device, No LAAO
configuration, first row in Figure 5), blood flow is entering the
LAA in all patients with relatively low velocities, in some cases
with complex patterns (e.g., Patient 3) in secondary lobes. The
device configuration proposed by the VIDAA platform (both
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FIGURE 5 | Blood flow streamlines in the left atrial appendage (LAA) from hemodynamics simulations of the four patients under study. Snapshots capture the flow

behavior in diastole, when higher velocities are present (t = 0.55 s). No LAAO: without device; VIDAA-init: device settings from morphological analysis and clinical

recommendations; VIDAA-end: device settings after interactive manipulation in VIDAA; 20% smaller: device with a 20% smaller size than VIDAA-init; Misplaced: device

with sub-optimal position and orientation.

VIDAA-init and VIDAA-end) achieved a perfect occlusion in
Patient 1 (second and third row, first column, in Figure 5).
On the other hand, blood flow was penetrating the LAA in
the same case when decreasing the LAAO device size (20%
Smaller scenario), showing a potential stagnation process, with
low velocities, in the lateral part of the occluder (blue arrows
next to the device; fourth row, first column, in Figure 5). All
configurations have the device positioning deeper in the LAA
than the VIDAA-end, creating a non-closed cavity between the
ostium and the device where new complex blood flow loops
appeared. Patient 2 presented a similar behavior to Patient 1
but with a more visible negative effect of reducing the size of

the device, allowing more flow through the LAA (fourth row,
second column, in Figure 5). On the other hand, Patient 3
(third column in Figure 5) showed a correct flow blockage in
all device configurations. Finally, Patient 4 showed fast velocities
and laminar flow in the LA cavity outside the implanted device
for the VIDAA-end configuration (red streamlines in third row,
fourth column in Figure 5), which was not achieved with the
remaining settings.

Figure 6 depicts blood flow velocity curves over the whole
cardiac cycle in a point outside the device (following the LAA
centerline direction toward the main LA cavity) for all simulation
scenarios in the four patients analyzed in this work. We can
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FIGURE 6 | Blood flow velocity curves over the whole cardiac cycle in a point outside the device in the left atrial cavity for all simulation scenarios in the four patients.

VIDAA-init: device settings from morphological analysis and clinical recommendations; VIDAA-end: device settings after interactive manipulation in VIDAA; 20%

smaller: device with a 20% smaller size than VIDAA-init; Misplaced: device with sub-optimal position and orientation.

appreciate that the VIDAA-end configuration (red curve in
Figure 6) leads to velocity profiles with higher magnitudes in
diastole for some cases (e.g., see Patient 4), suggesting faster flow
circulation and thus less risk of thrombus formation due to device
implantation. On the other hand, results are inconclusive for
other patients (e.g., see Patient 3), exemplifying the difficulty of
characterizing the 4D nature of blood flow patterns by observing
1D velocity profiles in an individual spatial point.

3.2. In silico Indices for Risk of Thrombus
Formation
Figure 7 shows the ECAP distribution mapped as a colormap
onto the LA/LAA geometries for all simulation scenarios in the
patients under study. For LAAO scenarios (i.e., all except the
No LAAO), the ECAP map is only displayed between the LAA
ostium and the device to study the risk of thrombus formation
outside the device. It can easily be observed at baseline (No
LAAO configuration; first row in Figure 7) that higher values
of ECAP (i.e., complex flows and low velocities; red-green areas
in Figure 7), thus with a higher risk of thrombus formation, are

located in several areas of the LAA depending on morphology
complexity. For instance, Patient 4 is the case showing smaller
ECAP values due to its smooth morphology and orientation
with respect to the main LA cavity, leading to larger blood
flow velocity magnitudes in most regions (except in its tip).
More importantly, high ECAP areas appear more prominently
in device configurations with incorrect LAAO settings (e.g.,
20% smaller), whereas the VIDAA-end configuration seems to
minimize the presence of these areas.

Figure 8 plots the histograms of ECAP intervals as
percentages with respect to surface area for each patient
and different LAAO scenarios. The ECAP maps were analyzed
within the region between the device and the LAA ostium. For
the four analyzed LAA geometries, the VIDAA-end settings
resulted in the lower percentage of surface areas with higher
ECAP values (>3). We can also observe that the VIDAA-init
settings were not always adequate, sometimes even performing
worse than the Misplaced and 20% smaller scenarios, illustrating
the benefit of interactively manipulating the device settings in
the VIDAA platform.
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FIGURE 7 | Endothelial Cell Activation Potential (ECAP) distribution (Pa−1) visualized as colored maps superimposed to the LA wall for the four patients under study.

No LAAO: without device; VIDAA-init: device settings from morphological analysis and clinical recommendations; VIDAA-end: device settings after interactive

manipulation in VIDAA; 20% smaller: device with a 20% smaller size than VIDAA-init; Misplaced: device with sub-optimal position and orientation.

4. DISCUSSION

In this study, different configurations of LAA occlusion devices

were evaluated in four patient-specific left atria using advanced

computational tools. A web-based platform, so-called VIDAA,
was developed in which LAAO devices could be virtually

implanted, interactively selecting the desired configuration for a

given individual. Once a device configuration was chosen, it was
exported out of the platform to built a computational domain
where hemodynamics CFD-based simulations were run. The
resulting blood flow simulations were post-processed to generate
quantitative in silico indices (e.g., ECAP) to locally assess the risk
of thrombus formation after device implantation, which is not

currently possible with existing imaging modalities. Providing
such information for different LAAO settings to the clinician
would be quite beneficial for a better and faster planning of
the intervention.

The implantation of LAAO devices is usually quite successful
(around 95%, defined as small flow jets into the LAA
after implantation), with peri-procedural complicate rates of
approximately 5% (Grosset-Janin et al., 2015). Nevertheless,
residual bleedings are not uncommon and the reduction of
thrombus formation risk, even if superior to OAC-based
therapy, could be improved (60–75% Grosset-Janin et al.,
2015). Moreover, it is not well-known when patients can stop
anti-coagulants after LAAO implantation, which can lead to
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FIGURE 8 | Histograms of Endothelial Cell Activation Potential (ECAP) distribution (Pa−1) as a percentage of surface area for each patient and different device

scenarios. VIDAA-init: device settings from morphological analysis and clinical recommendations; VIDAA-end: device settings after interactive manipulation in VIDAA;

20% smaller: device with a 20% smaller size than VIDAA-init; Misplaced: device with sub-optimal position and orientation.

device-related thrombus formation (7% of cases in a recent
study Fauchier et al., 2018). The development of advanced
computational tools including 3D medical imaging, clinician-
friendly interfaces and biophysical modeling to fully characterize
the LAA 3D morphology, 4D blood flow patterns and virtually
predict the individual risk of thrombus formation for different
device settings, would contribute to the acceptance of LAAO
therapies, properly assessing their cost-effectiveness and clinical
benefit as well identifying their limitations, which is still under
debate (Hu and Yogeswaran, 2015; Mandrola et al., 2018).

The obtained results confirm the relevance of an appropriate
LAAO device configuration, personalized to each patient, to
ensure a complete occlusion of the LAA cavity and minimize
the creation of areas around the implanted device prone to
thrombus formation (e.g., low velocities and complex flow).
Consistently, LAAO settings obtained after device manipulation
in the VIDAA platform (VIDAA-end) were themost appropriate,
ensuring a complete blockage of the LAA cavity in all cases.
On the contrary, other LAAO configurations, including the
VIDAA initial configuration based on LAA morphological

analysis and clinical recommendations (VIDAA-init), repeatedly
created complex flow loops with low velocities around the device,
incrementing the risk of thrombus formation post-intervention.
However, the VIDAA-end positioning of the device may not be
adequate if it leads to a blockage of the circumflex artery, which
is located just outside the LAA ostium. Unfortunately, we did not
have information about the circumflex artery exact location in
the studied cases. In the future, this information will be obtained
from CT images and added as an additional constraint in the
VIDAA platform.

Device sizing and positioning are then crucial, assuming
a good attachment to the LAA wall. Nowadays, the process
for selecting the LAAO size and defining the landing zone
where the device will be released is too subjective and prone
to errors due to the lack of quantitative techniques and high-
resolution 3D images. We have observed in our study that
small changes in the selection of transversal 2D planes along
the LAA centerline produced maximum diameters in the range
of 22–31 mm in the same geometry. Similar variability can
be found when using 2D-based or different medical imaging
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modalities, as it was demonstrated in López-Mínguez et al.
(2014), where LAAO dimensions were consistent from X-
ray, echocardiography and CT images in only 23% of the
cases. Therefore, a full 3D characterization of the LA/LAA
geometry (i.e., dimensions, relative orientation) is required
for an optimal device sizing/positioning and avoid generating
areas between the implanted device and the atrial wall prone
to thrombus formation. A reduced learning curve of the
LAAO device implantation process and more comprehensive
intervention planning has already been demonstrated by using
CT images (Wang et al., 2016; Chow et al., 2017). Recently (De
Potter et al., 2018), 3DRXA has also been proven an interesting
alternative to echocardiographic images during the intervention.

The VIDAA platform has then been developed to allow
the interactive 3D visualization of LA/LAA geometries and
CAD models of the devices. The integration of VIDAA with
hemodynamics simulations has been very helpful to identify
areas with high risk of thrombus formation under certain
LAAO configurations. The ECAP parameter, initially proposed
by Achille et al. (2014) in an aortic aneurysm application,
provided consistent results, with higher values in the LAA
and showing its potential to estimate thrombogenesis. Overall,
the VIDAA platform and biophysical models should provide a
more complete way to analyze the relation between LAA shape,
hemodynamics, device settings and thrombus formation to the
clinicians prior to the intervention.

The presented methodology has several limitations that
could be improved in the future. For instance, the 3D
model construction, including image processing steps (e.g.,
segmentation, definition of ostium plane) and the meshing
pipeline, is semi-automatic, which could lead to intra-operator
inconsistencies. The obtained image processing results and
corresponding 3D models were qualitatively evaluated by several
observers for each case. However, even if developing a fully
automatic image processing pipeline was out of the scope of this
paper, left atrial segmentation techniques based on deep-learning
algorithms are already becoming available (see recent Atrial
Challenge at STACOM18 workshop7). Sensitivity analysis and
convergence studies will also identify the most critical meshing
pipeline parameters, such as the required mesh resolution, to
obtain robust wall shear stress maps, which is critical to estimate
reliable ECAP maps.

Moreover, several boundary conditions and modeling choices
could be upgraded to achieve more realistic simulations. The
assumption of rigid LA walls for a persistent AF patient is
valid from a clinical point of view. Nevertheless, the LAA
is quite a flexible structure and the mitral ring displacement
is non-negligible to properly simulate LA reservoir, conduit
and booster pump phases. Motion-based constraints could
be imposed from patient-specific information, as in Otani
et al. (2016) from CT images or similar. Moreover, boundary
conditions such as the inlet velocity profile should be adapted
to atrial fibrillation (i.e., absence of atrial contraction). More
sophisticated numerical techniques such as Fluid-Structure
interaction (between blood flow and LA wall), contact-based

7http://atriaseg2018.cardiacatlas.org/

(between device and LA wall) or discrete particle models
(for coagulation and thrombus formation Hathcock, 2006)
may provide more realistic simulations, at the expense of
increased computational costs and complexity. In addition,
patient-specific blood flow boundary conditions (e.g., based
on Doppler data), rather than the generic curves used in
this study, would be required for an individualized assessment
of hemodynamics.

The post-processing of CFD simulations has been one of
the most critical steps in the developed modeling pipeline.
For instance, the visualization of blood flow streamlines is
highly dependent on the location of the seeds required to
generate them. An incorrect seed placement can lead to
misinterpretation of CFD simulations and wrong conclusions.
To study LAA blood flow patterns in the LAA it is
convenient to place seeds near the LAA ostium, according
to our experience. Additionally, one needs to be cautious
on using velocity 1D profiles and values evaluated in a
single point in space as an estimation of blood flow pattern
behavior. It is not obvious to select a point in which reliably
comparing velocity profiles for different device configurations,
as shown in Figure 6. This is also critical for the validation
of simulation results with clinical data. We have performed
initial visual comparisons between mitral valve and LAA velocity
profiles from our simulations and from Doppler data of the
studied patients, showing promising similarities. Nevertheless,
a more exhaustive and quantitative validation with more
complete Doppler or 4D-flow MRI data, ideally on several
geometries and with different LAAO devices, is still missing.
In addition, the analysis of a larger number of cases would
allow identifying patients with thromboembolic history and
compare their morphological and hemodynamics parameters
given by VIDAA and biophysical models with patients without
a thrombus.

5. CONCLUSIONS

The VIDAA platform was developed to perform virtual
implantation of LAAO devices on patient-specific geometries
in an interactive way. Its combination with biophysical
models of hemodynamics and complete LAA shape 3D
characterization offers clinicians unprecedented computational
tools to select the optimal device settings prior to the
intervention. Different LAAO device settings can be tested
to minimize the areas prone to thrombus formation after
device implantation, according to in silico indices derived
from CFD simulation results. The LAAO configurations found
after manipulation of device settings in the VIDAA platform
were linked to a reduced risk of thrombus formation outside
the implanted device, according to a qualitatively analysis of
blood flow streamlines and ECAP maps. Future work will
be focused on the evaluation of the VIDAA platform in a
clinical environment, analyzing a larger number of LAA cases
and exploring its use as an alternative to 3D printing for
interventional planning, also in combination with immersive
visualization interfaces.
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Defibrillation is a well-established therapy for atrial and ventricular arrhythmia. Here,

we shed light on defibrillation in the fibrotic heart. Using the extended bidomain

model of electrical conduction in cardiac tissue, we assessed the influence of fibrosis

on the strength of virtual electrodes caused by extracellular electrical current. We

created one-dimensional models of rabbit ventricular tissue with a central patch of

fibrosis. The fibrosis was incorporated by altering volume fractions for extracellular,

myocyte and fibroblast domains. In our prior work, we calculated these volume

fractions from microscopic images at the infarct border zone of rabbit hearts. An

average and a large degree of fibrosis were modeled. We simulated defibrillation by

application of an extracellular current for a short duration (5ms). We explored the effects

of myocyte-fibroblast coupling, intra-fibroblast conductivity and patch length on the

strength of the virtual electrodes present at the borders of the normal and fibrotic tissue.

We discriminated between effects onmyocyte and fibroblast membranes at both borders

of the patch. Similarly, we studied defibrillation in two-dimensional models of fibrotic

tissue. Square and disk-like patches of fibrotic tissue were embedded in control tissue.

We quantified the influence of the geometry and fibrosis composition on virtual electrode

strength. We compared the results obtained with a square and disk shape of the fibrotic

patch with results from the one-dimensional simulations. Both, one- and two-dimensional

simulations indicate that extracellular current application causes virtual electrodes at

boundaries of fibrotic patches. A higher degree of fibrosis and larger patch size were

associated with an increased strength of the virtual electrodes. Also, patch geometry

affected the strength of the virtual electrodes. Our simulations suggest that increased

fibroblast-myocyte coupling and intra-fibroblast conductivity reduce virtual electrode

strength. However, experimental data to constrain these modeling parameters are limited

and thus pinpointing the magnitude of the reduction will require further understanding

of electrical coupling of fibroblasts in native cardiac tissues. We propose that the

findings from our computational studies are important for development of patient-specific

protocols for internal defibrillators.
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INTRODUCTION

Several types of cardiac arrhythmias are treated with external
or implanted defibrillators, which are devices for application of
electrical current to a patient’s thorax or heart (Al-Khatib et al.,
2017). The electrical currents create an electrical field in the
heart, which is determined by the location and geometry of the
electrodes, the magnitude and waveform of the applied current,
and the distribution, composition and electrical properties of
tissues. Targets of defibrillation are constituents of cardiac muscle
tissues, i.e., the myocytes. These cells respond to an extracellular
electrical field caused by a defibrillator with changes of their
transmembrane voltage. Modulated by the electrophysiological
state of the myocytes, their transmembrane voltage will exhibit
negative or positive shifts due to the electrical field. Thus,
defibrillation might cause hyperpolarization and depolarization
of myocytes. Also, defibrillation might trigger or modulate
action potentials.

Several theories for mechanisms of defibrillation of the heart
have been developed (Dosdall et al., 2010). The critical mass
theory suggests that defibrillation success requires myocyte
depolarization in a sufficient mass of tissue. The upper limit of
vulnerability theory proposes the existence of aminimal electrical
stimulus strength above which ventricular fibrillation cannot be
induced even for stimuli occurring during the vulnerable period
of the cardiac cycle. The sawtooth hypothesis and the syncytial
heterogeneity hypothesis explains defibrillation effects on the
transmembrane voltage of myocytes distally from the electrodes
based on microscopic discontinuities of the intracellular space
(Fishler, 1998). Similarly, the virtual electrode theory explains
defibrillation effects based on structural heterogeneities such as
endo- and epicardial surfaces as well as blood vessels. Virtual
electrodes are thought to underlie local shifts of transmembrane
voltages and thus trigger action potentials and elicit wave fronts
that interfere with fibrillation. Recent work using computational
modeling focused on understanding virtual electrodes caused by
vessels (Connolly et al., 2017a,b) and related curvature of the
surface of tissue heterogeneities to myocyte depolarization and
initiation of wave fronts (Bittihn et al., 2012).

It is well-established that patients with myocardial fibrosis
profit from defibrillator implantation (Iles et al., 2011), but
it has also been reported that patients exhibit an increased
mortality if they receive defibrillation shocks (Cevik et al.,
2009). Several cardiac diseases including fibrosis are associated
with discontinuity of the intracellular space and microstructural
heterogeneity. For instance, myocardial infarction leads to
scar regions with a decreased volume ratio of myocytes, but
increased volume ratios of the extracellular space and fibroblasts.
Also, our recent studies on a rabbit model of myocardial
infarction revealed patches of fibrotic tissue interspersed within
working myocardium distal from the scar (Seidel et al., 2017).
Furthermore, several types of fibrosis of cardiac tissue are
characterized by local increases of extracellular space and
fibroblasts. Currently, our knowledge on defibrillation effects
in fibrotic tissues is sparse and we do not even know if
understanding these effects can help with parameterization
of defibrillation protocols. Based on virtual electrode theory,

it is conceivable that fibrotic tissue will exhibit substantial
effects in response to defibrillation. However, experimental and
computational studies on this subject have not been performed.

Here, we investigated the effects of defibrillation on
transmembrane voltages in fibrotic tissues. We applied an
extended bidomain model of electrical conduction in cardiac
tissue. In contrast to the conventional bidomain model, which
describes myocyte and extracellular domains only, the extended
model comprises a description of a fibroblast domain. We
performed simulations in one-dimensional (1D) and two-
dimensional (2D) models of cardiac tissues with fibrotic
patches of variable sizes, tissue composition and myocyte-
fibroblast electrical coupling. We measured shifts of the myocyte
membrane voltage caused by application of strong extracellular
currents to assess the strength of virtual electrodes.

METHODS

Extended Bidomain Modeling of
Cardiac Conduction
We utilized the extended bidomain model for computational
simulations of defibrillation in 1D and 2D domains (Sachse
et al., 2009). The model was developed based on the established
bidomain model (Tung, 1978; Henriquez, 1993) and allows
description of cardiac tissues comprising more than one cell
species. The original extended bidomain model comprised two
cell species, i.e., cardiac myocytes and fibroblasts. Intracellular
domains for these two species together with the extracellular
domain constitute three domains of interest.

The mathematical formulation of the extended bidomain
model applies Kirchhoff’s electrical current conservation law
to myocardium (Plonsey and Barr, 2007). Here we followed
the exposition in Sachse et al. (2009), which described the
electrical dynamics of the myocardium in three “homogenized”
continuous domains. In short, the expression of current
conservation at any point in space mathematically translates into
a Poisson equation for each of the three domains:

∇ ·
(
σmyo∇φmyo

)
= −f s,myo+ βmyo,fib Imyo,fib+ βmyo Imyo,e (1)

∇ ·
(
σfib∇φfib

)
= −f s,fib− βmyo,fib Imyo,fib+ βfib Ifib,e (2)

∇ · (σe∇φe) = −f s,e− βmyo Imyo,e− βfib Ifib,e (3)

where σmyo, σfib and σe are the electrical conductivity tensors
of the myocyte, fibroblast and extracellular domain, respectively,
φmyo, φfib , and φe are the intracellular potential of the myocyte,
fibroblast and extracellular domain, respectively, and fs,myo, fs,fib,

and fs,e (A/m3), are the stimulus current source densities for
the myocyte, fibroblast and extracellular domain, respectively.
Membrane voltage of myocytes Vmyo and fibroblasts Vfib was
defined as the difference of their intracellular and extracellular
potential. The number of myocytes per unit volume βmyo and
fibroblasts per unit volume βfib (1/m

3) were defined as:

βmyo =
Volmyo

Volmyo,single
(4)
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βfib =
Volfib

Volfib,single
(5)

with the volume fraction of myocytes Volmyo and fibroblasts
Volfib (dimensionless) as well as the individual volume

for a myocyte Volmyo,single and fibroblast Volfib,single (m3).
Currents between the myocyte and extracellular, fibroblast and
extracellular, and myocyte and fibroblast domains are identified
by Imyo,e, Ifib,e, and Imyo,fib (A), respectively.

The current between the myocyte and fibroblast domain was
defined as:

Imyo,fib =
φmyo − φfib

Rmyo,fib
(6)

where Rmyo,fib is the resistance of gap junction channels (�). We

defined the effective volume density βmyo,fib (1/m3) of electrical
connections between fibroblasts and myocytes as:

βmyo,fib =
Volfib

Volfib,single
(7)

We assumed that the conductivity tensors (S/m) for each
domain have a linear relationship with their respective
volume fractions:

σmyo = Volmyo σmyo (8)

σfib = Volfib σ fib (9)

σe = Vole σ e (10)

where the tensors σmyo, σ fib and σ e described conductivity
for volume ratios of 100%. In the subsequently described
simulations, we vary σ fib over a wide range of conductivities.
We note that the range of σfib is smaller, due to scaling by the
fibroblast volume fraction.

We applied a mathematical model of a rabbit ventricular
myocyte (Mahajan et al., 2008) and a cardiac fibroblast (Sachse
et al., 2008) to calculate the currents Imyo,e and Ifib,e, respectively.
Temperature of the fibroblast model was set to the same
temperature as the myocyte model (308K). We applied a
temperature coefficient (Q10) of 2 to adjust rate coefficients
of the time- and voltage dependent outward current of the
fibroblast model.

Implementation of Extended
Bidomain Model
The extended bidomain model was implemented using the finite
volume method and the programming language Fortran. The
Portable, Extensible Toolkit for Scientific Computation (PETSc)
(Balay et al., 2018) was used for parallelization and solving the
Poisson equation. The myocyte (Cellml, 2008b) and fibroblast
(Cellml, 2008a) models were implemented from CellML
(Garny et al., 2008).

A simple forward Euler scheme with a fixed time step
of 0.5 or 1 µs was applied to solve the time evolution of
the model. The Poisson equation for the cellular domain was
solved at each time step with a relative tolerance of 10−12. We

applied the GMRES method, a member of the iterative Krylov
methods that are implemented in PETSc. We used the additive
Schwarz preconditioner in order to speed up the convergence
for the iterative solver. The internal number of iterations for
the Poisson solver for the 2D simulations was in the range
of 50–100. This constituted the main burden of the numerical
calculation. We checked for current conservation at each link
of the discretized domain up to this precision (no numerical
artifact of creation or annihilation of currents). In order to
validate our numerical implementation, we also checked that
the change in grid size discretization does not affect the results.
We have compiled measured parameters in Tables S1–S3 to
show that variation of spatial resolution in the range of 25–
100µm has only minor effects. We further evaluated this new
implementation of the extended bidomain model using our
prior implementation (Sachse et al., 2009; Seemann et al., 2010).
Modifications of the prior implementation were performed to
account for discontinuity in the material properties of the cardiac
tissue at the interface between the control and fibrotic regions.

Setup of 1D Simulations
We created 1D models of normal rabbit ventricular myocardium
with an embedded central fibrotic patch (Figure 1A). The model
was discretized with a spatial resolution of 50 or 100µm. The
patch exhibited differences in volume fractions of extracellular
space, myocytes and fibroblasts measured in our previous work of
fibrotic tissue (Greiner et al., 2018). Two different types of patches
representing average and large fibrosis were configured (Table 1).
We varied Rmyo,fib and σ fib in simulations. The simulations
started with applying 9 depolarizingmyocyte membrane currents
at the location 32.5–33mm of the domain with an amplitude of
20 µA/cm2 and a duration of 5ms at a frequency of 4Hz. At
250ms after the last stimulus, extracellular currents were applied
at 1–1.5mm and 32.5–33mm of the domain with an amplitude
of 0.7 × 105 and −0.7 × 105 A/m3, respectively. These injected
currents created a nearly uniform electric field between the two
sites of magnitude E = 0.546 V/cm (Figure S1). This electric
field, in turn, was responsible for the generation of the virtual
electrodes at the left (referred as point 1) and right (point 2)
boundary of the fibrotic patch.

In order to measure virtual electrode strengths, we monitored
the difference in the membrane voltage of the myocytes Vmyo

and fibroblasts Vfib at patch boundaries during the application
of extracellular current with respect to the membrane voltages
before current application. Vmyo was not a monotonic function
of time during the current application (Figure S2). Therefore, we
reported the largest absolute value (maintaining its sign) of the
monitored difference during the current application as a measure
of the local virtual electrode strength. In addition, we quantified
space constants λmyo and λfib by fitting the spatial profile of
Vmyo and Vfib, respectively, at and proximal to the boundaries
of the patch.

Setup of 2D Simulations
We generated 2D models of normal rabbit ventricular
myocardium with an embedded fibrotic patch of square
and disk-like shapes (Figures 1B,C). The square side length and
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FIGURE 1 | Geometry of (A) 1D and (B,C) 2D models of rabbit

ventricular tissue with central fibrotic patch. The sites of extracellular current

application are marked in black. Fibrotic patches are shown in grey.

the disk diameter were both set to 1.5mm. We discretized the
model with a spatial resolution of 50µm in x and y direction.
The computational domain was 1 cm x 1 cm in size. We applied
four intracellular stimuli at 9–9.5mm along the length and
entire width with an amplitude of 20 µA/cm2 for 5ms at a
frequency of 4Hz. Two hundred and fifty milliseconds after the
last stimulation, extracellular currents were applied at 0.5–1mm
and 9–9.5mm along the length and throughout the width with
an amplitude of 0.7 × 105 and −0.7 × 105 A/m3, respectively.
These injected currents created a nearly uniform electric field
between the two electrodes of magnitude 0.530 V/cm.

Data Analysis
Effects of patch length Wp on 1Vmyo were analyzed using the
fitting function:

1Vmyo = a

(
1− e−

Wp
b

)
(11)

with the parameters a and b. We used a different fitting function
for 1Vfib, because it was not always crossing the origin of axes:

1Vfib = c− ae−
Wp
b (12)

with the parameters a, b and c. We measured the fit quality using
the adjusted R2.

RESULTS

1D Simulations
We performed numerical simulations with the 1D extended
bidomain model of control tissue with a central patch configured
with parameters for average fibrosis (Figure 1A). The model was
discretized with a spatial resolution of 100µm. In Figures 2A–C,
we present the results of a simulation of a propagating wave
initiated by intracellular stimulation followed by application of

TABLE 1 | Parameters of extended bidomain model.

Parameter Symbol Region Value

Extracellular volume Vole Control 32

fraction (%) Average fibrosis 43

Large fibrosis 60

Myocyte volume Volmyo Control 65

fraction (%) Average fibrosis 47

Large fibrosis 20

Fibroblast volume Volfib Control 3

fraction (%) Average fibrosis 10

Large fibrosis 20

Extracellular

conductivity (S/m)

σe 1

Intra-myocyte

conductivity (S/m)

σmyo 0.5

Intra-fibroblast

conductivity (S/m)

σ fib 0, 0.1, 0.2, 0.5

Myocyte-fibroblast

coupling resistance

(M�)

Rmyo,fib 1–106

Volume of single

myocyte (pL)

Volmyo,single 10.299

Volume of single

fibroblast (pL)

Volfib,single 0.268

Membrane capacitance

per unit area (µF/cm2)

1

Myocyte surface to

volume ratio (cm−1)

2,500

Fibroblast surface to

volume ratio (cm−1)

16,800

extracellular current. The model parameters were Rmyo,fib = 4 ×

104 M� and σ fib = 0.1 S/m. After scaling with the fibroblast
volume fraction (Equation 9) in control tissue (3%) and patch
(10%), σfib amounted to 0.003 and 0.01 S/m, respectively. In this
case, the propagation of action potentials was only marginally
affected by the fibrotic patch. Extracellular current altered φe as
well as Vmyo and Vfib at the application sites and the borders of
the fibrotic patch.

We present the spatial distribution of φe, Vmyo, and Vfib at
the end (t = 2.255 s) of current application in Figures 2D–F,
respectively. Due to current application, Vmyo at the left border
of the patch was increased from −84.95mV before current
application to −75.59mV at the end of the current application.
Vfib was reduced from −54.05mV before current application
to −58.97mV at the end of the current application. At the
right border of the patch Vmyo was decreased from −85.00 to
−93.44mV. Vfib was increased from −54.21 to −51.18mV. We
determined the electric field for average and large fibrosis during
the current application (Figures S1A,B, respectively). The spatial
variation outside of the region for current application was small.

We applied the 1D model in a series of simulations varying
Rmyo,fib and σ fib. Example simulated φe, Vmyo, and Vfib are
presented in Figure S3. Before current application, the biphasic
relationship of Vmyo with Rmyo,fib was nearly identical on both
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FIGURE 2 | Representative plots of (A) φe, (B) Vmyo, and (C) Vfibfor intracellular pacing and subsequent extracellular current application in the 1D model with the

average fibrosis patch, σ fib of 0.1 S/m and Rmyo,fib of 40 G�. Spatial distribution of (D) φe, (E) Vmyo, and (F) Vfib at the end of application of extracellular currents.

The extracellular current led to alterations of Vmyo and Vfib not only at the application site, but also at the left and right border of the fibrotic patch.

boundaries of the patch (Figures 3A,C). Also, variation of σ fib

did not affect Vmyo. After current application, the left border

of the patch exhibited increased Vmyo, measured as 1V
(1)
myo,

dependent on Rmyo,fib and σ fib (Figure 3B). At the right border

of the patch, the reduction of Vmyo, measured as 1V
(2)
myo, was

dependent on Rmyo,fib and σ fib (Figure 3D). At both borders of
the patch, effects on Vmyo were of similar magnitude for all σ fib

for large Rmyo,fib.
We present corresponding measures on Vfib in Figure 4.

The biphasic relationship of Vfib with Rmyo,fib before application
of extracellular current (Figures 4A,C) was similar to the
relationship of Vmyo with Rmyo,fib. For low Rmyo,fib (high
myocyte-fibroblast coupling), Vfib was similar to the resting
Vmyo (Figures 3A,C). For high Rmyo,fib (low myocyte-fibroblast
coupling), Vfibwas close to the membrane voltage of isolated
fibroblasts, i.e., ∼58mV (Shibukawa et al., 2005; Sachse et al.,
2008). Similar as myocytes, fibroblasts at the borders of the patch

exhibit alterations of their membrane voltage, 1V
(1)
fib

and 1V
(2)
fib

,

dependent on Rmyo,fib and σ fib in response to current application
(Figures 4B,D). For low Rmyo,fib, 1Vfib was roughly similar to
the 1Vmyo at both borders. In contrast, for high Rmyo,fib, 1Vfib

exhibited a reverse sign vs. the corresponding 1Vmyo at both
borders. This results in the discontinuity in 1Vfib for Rmyo,fib of
100–1,000 M� (Figures 4B,D).

Using the same geometrical model and experimental protocol,
we also performed simulations using a patch with large fibrosis
(Figures 5, 6). While the results were qualitatively similar as
for the average case of fibrosis described above, we note
important differences. In particular, the higher degree of fibrosis
was associated with a higher magnitude of 1Vmyo and 1Vfib.

We observed conduction block for Rmyo,fib of 100–1,000 M�

(Figures 5A,C). We confirmed that the magnitude 1Vmyo is
a monotonously increasing function of the degree of fibrosis
(Figures 7A,B). The parameter α described the variation between
the low degree of fibrosis (α = 0) to the high degree of
fibrosis (α = 1). In the range of settings that we have studied,

the variation of 1Vmyo with α was roughly linear. Similarly,

for low Rmyo,fib the magnitude 1Vfib was a monotonously
increasing function of α (Figures 7C,D). For high Rmyo,fib, the

magnitude 1Vfib was approximately constant for α between 0
and 1.

We assessed the influence of patch length on virtual electrode

strengths (Figure 8). The simulations were performed with a

spatial resolution of 50µm in order to explore smaller patch

lengths. We present fit parameters of 1Vmyo and 1Vfib in

Table 2. The patch length was a major modulator of virtual

electrode strengths. The larger the patch, the higher the effect
on membrane voltages. However, there is a limit to this

phenomenon, with the effect tapering off for longer patches.
We assessed the length scale, which depends on the coupling

between themyocyte and fibroblast domain through the coupling

parameter Rmyo,fib. For large Rmyo,fib, the spatial length scales

for the myocytes and fibroblasts correspond to their respective

space constants λmyo and λfib. In contrast, for low Rmyo,fib the
spatial length scales were the same for the two species due

to the coupling and settled at an intermediate value between

λmyo and λfib. Indeed, larger difference of the 1Vmyo and
1Vfib were at the sub-millimeter scale (Figure 8), which is
in agreement with the estimated values for of λmyo and λfib

(Tables S1–S3).
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FIGURE 3 | Measurement of effects of extracellular current application on Vmyo using the 1D model with the average fibrosis patch. Before application of extracellular

currents, Vmyo at the (A) left and (C) right border of the fibrotic patch was marginally affected by Rmyo,fib and σ fib. (B) At the end of current application, the left patch

border exhibited a positive 1Vmyo. (D) In contrast, the right patch border exhibited a negative 1Vmyo.

FIGURE 4 | Measurement of effects of extracellular current application on Vfib using the 1D model with the average fibrosis patch. Before application of extracellular

currents, Vfib at the (A) left and (C) right border of the fibrotic patch was strongly affected by Rmyo,fib and σ fib. At the end of current application, the (B) left and (D)

right border exhibited a 1Vfib with magnitude and sign modulated by Rmyo,fib and σ fib.

2D Simulations
We investigated virtual electrodes in a 2D spatial domain
of control tissue with central patches configured with
parameters for average fibrosis (Figures 1B,C). Because we

know from the 1D simulations that effects of the patch on
1Vmyo and 1Vfib are larger at the millimeter than sub-
millimeter scale, we set the patches (square and disk) to a
size of 1.5 mm.
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FIGURE 5 | Measurement of effects of extracellular current application on Vmyo using the 1D model with the large fibrosis patch. Before application of extracellular

currents, Vmyo at the (A) left and (C) right border of the fibrotic patch was marginally affected by Rmyo,fib and σ fib. (B) At the end of current application, the left patch

border exhibited a positive 1Vmyo. (D) In contrast, the right patch border exhibited a negative 1Vmyo.

FIGURE 6 | Measurement of effects of extracellular current application on Vfib using the 1D model with the large fibrosis patch. Before application of extracellular

currents, Vfib at the (A) left and (C) right border of the fibrotic patch was strongly affected by Rmyo,fib and σ fib. At the end of current application, the (B) left and (D)

right border exhibited a 1Vfib with magnitude and sign modulated by Rmyo,fib and σ fib.

Figure 9 displays the 3 main fields at the end of the
extracellular current application in a model with a square-shaped
patch, σ fib of 0.1 S/m and Rmyo,fib of 1 G�. The injected currents
at the electrode generated a fairly linear distribution for φe

(Figures 9A,D), which implies a quasi-uniform electric field.
Only close to the cathode (x≈9mm) the field was distorted by a
nascent wave initiated at the cathode location. Closer inspection
revealed that the field is really uniform close to the patch
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FIGURE 7 | Assessment of effects of extracellular current application on Vmyo and Vfib simulated in 1D models with a patch of varying degrees of fibrosis. The degree

of fibrosis ranged from average (α = 0) to large (α = 1). We also varied Rmyo,fib. σ fib was set to 0.1 S/m. The effects on the magnitude of 1Vmyo at the (A) left and (B)

right boundary increased with the degree of fibrosis. Similarly, effects of 1Vfib at the (C) left and (D) right boundary increased with the degree of fibrosis for small

Rmyo,fib. Marginal effects were present for larger Rmyo,fib.

FIGURE 8 | Effects of patch length Wp on (A,B) Vmyo and (C,D) Vfib at the boundary of the patch in response to application of the extracellular current. We varied

Rmyo,fib , but σ fib was set on 0.1 S/m. For small Wp, Vmyo, and Vfib were greatly reduced.

(Figure 9D). The corresponding spatial distribution of Vmyo for
the same time shows the virtual electrodes at the two edges of the
square that are perpendicular to the applied field (Figures 9B,E).

The edge corresponding to the small value of x exhibited a
depolarization pattern (equivalent to point 1 in the 1D setting).
On the contrary the other edge exhibited a hyperpolarization
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TABLE 2 | Relationships of membrane voltage changes and Wp according to the fitting functions.

Rmyo,�b (M�) 1 102 104 106

1V
(1)
myo a (mV) 8.778

(8.723, 8.833)

8.907

(8.862, 8.953)

11.65

(11.59, 11.71)

11.9

(11.84, 11.96)

b (mm) 0.485

(0.473, 0.497)

0.4843

(0.4747, 0.494)

0.654

(0.6438,0.664)

0.6616

(0.651, 0.672)

Adj. R2 0.9965 0.9977 0.999 0.9989

1V
(2)
myo a (mV) −8.049

(−8.087, −8.012)

−8.126

(−8.154, −8.097)

−10.24

(−10.25, −10.22)

−10.25

(−10.26, −10.23)

b (mm) 0.4702

(0.4614, 0.479)

0.4671

(0.4606, 0.4737)

0.5756

(0.5725, 0.5787)

0.581

(0.578, 0.584)

Adj. R2 0.9979 0.9988 0.999 0.9999

1V
(1)
fib

a (mV) 9.311

(9.171, 9.451)

8.965

(8.784, 9.146)

−4.682

(−4.902, −4.462)

−5.064

(−5.225, −4.903)

b (mm) 0.447

(0.436, 0.4587)

0.455

(0.4396, 0.4709)

0.1521

(0.1454, 0.1588)

0.2181

(0.2103, 0.2259)

c (mV) 8.677

(8.64, 8.714)

6.82

(6.771, 6.869)

−4.342

(−4.353, −4.33)

−4.374

(−4.389, −4.359)

Adj. R2 0.9985 0.9973 0.9944 0.9964

1V
(2)
fib

a (mV) −8.379

(−8.49, −8.26)

−8.106

(−8.265, −7.946)

3.136

(3.003, 3.269)

5.05

(4.887, 5.213)

b (mm) 0.445 (0.435, 0.456) 0.454

(0.439, 0.4693)

0.1985

(0.1895, 0.2075)

0.2242

(0.216, 0.2324)

c (mV) −7.97

(−8.004, −7.94)

−6.17

(−6.213, −6.127)

2.728

(2.717, 2.738)

4.315

(4.299, 4.33)

Adj. R2 0.9988 0.9975 0.9941 0.9962

The values given in parentheses indicate a 95 % confidence interval for the parameter estimates.

pattern (equivalent to point 2 in the 1D setting). Figures 9C,F
display the field for Vfib. In this example, Rmyo,fib was set to 1 G�,
which is the value for which the coupling between the myocytes
and the fibroblast cancels out the effect of the conductivity
heterogeneities at the patch boundaries. According to the theory
(see section Discussion), we expect to observe hyperpolarization
for Vfib at point 1 and depolarization at point 2, which is the
opposite of what happens to Vmyo. However, the coupling term
between the two domains caused that the Vmyo is pulling the Vfib

in the same direction. At the very edge of the patch (Figure 9F)
the two effects cancel out.

We repeated the simulation using a disk-shaped patch
with Rmyo,fib = 1 T�, which represents negligible coupling
between Vfib and Vmyo (Figure 10). The simulation yielded a
linear distribution for φe and the simulated electric field was
almost identical as the field obtained with the square patch
(Figures 10A,D). In Figures 10B,Ewe present the corresponding
spatial distribution of Vmyo. As before, we observed the two
virtual electrodes at the edges of the patch. Due to the disk-
shaped patch, the virtual electrodes were not so sharp and
appeared diffuse also in the parallel direction of the electric
field. Figures 10C,F confirmed that polarities of1Vfib are indeed
opposite to the 1Vmyo at the patch boundary. Also, the spatial
scale for the virtual electrode was much smaller than the virtual
electrodes for theVmyo field, which agrees with the corresponding
values for the space constants associated with the two fields.

Figure 11 and Table S4 present quantitative measures for the
virtual electrode strengths for the two patch geometries. We

report the results for 1Vmyo and 1Vfib at both locations of the
patch boundaries as a function of Rmyo,fib. We compared them
with the corresponding values obtained for the 1D case. Using
bidomain models it has been demonstrated that convex shape of
boundaries leads to lower activation of the membrane (Entcheva
et al., 1998, 1999; Pumir and Krinsky, 1999; Bittihn et al., 2012).
This was confirmed in our simulation for 1Vmyo where the
virtual electrode strengths were lower for the disk than for the
square. However, the difference between the two geometries is
rather minute. We measured an approximate 4% difference of
1Vmyo for low values of the Rmyo,fib and an approximate 5%
difference for high values of the Rmyo,fib. Also, 1Vmyo for the
square-shaped were higher than for the disk-shaped patch, and
close to the 1D patch geometry. 1Vfib for the 1D and the two
2D geometries were similar (Figures 11C,D). For 1Vfib, the
influence of patch geometry was less pronounced.

DISCUSSION

Our computational study provided insights into the relationship
between parameters of fibrotic patches and the strength of
virtual electrodes caused by defibrillation. We applied the
extended bidomain model to reflect that cardiac tissues comprise
fibroblasts beyondmyocytes. Our study showed that an increased
degree of fibrosis and an increased size of the fibrotic patch
cause an increased strength of virtual electrodes. Also, we found
that the composition of tissue heterogeneities is a modulator
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FIGURE 9 | Spatial distribution of (A) φe, (B) Vmyo, and (C) Vfib at the end of extracellular current application in the 2D model with the square-shaped average fibrosis

patch, σ fib of 0.1 S/m and Rmyo,fib of 1 G�. Close-ups of the spatial distribution for (D) φe, (E) Vmyo, and (F) Vfib. The extracellular current led to alterations of Vmyo
and Vfib not only at the application site, but also at the left and right border of the patch.

FIGURE 10 | Spatial distribution of (A) φe, (B) Vmyo, and (C) Vfib at the end of extracellular current application in the 2D model with the disk-shaped average fibrosis

patch, σ fib of 0.1 S/m and Rmyo,fib of 1 T�. Close-ups of the spatial distribution for (D) φe, (E) Vmyo, and (F) Vfib at the end of application of extracellular currents.

The extracellular current led to alterations of Vmyo and Vfib not only at the application site, but also at the left and right border of the patch.

of virtual electrode strength. Increased electrical coupling of
myocytes with fibroblasts reduced the virtual electrode strength.
Intra-fibroblast coupling reduced virtual electrodes in case of
high myocyte-fibroblast coupling.

We explain our findings of depolarization and
hyperpolarization of membranes during the application of
the extracellular currents at the boundaries of the fibrotic
patch based on reformulation of the equations for the extended
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FIGURE 11 | Comparison of (A,B) Vmyo and (C,D) Vfib from the 1D simulations and the 2D simulations with disk and square patch geometries. The square and circle

symbols refer to the results for the respective square and disk patch geometry.

bidomain. The equations can be rewritten in the following
simple form for numerical solution see Equations (17–20) in
Sachse et al. (2009):

∂Vmyo

∂t
=

1

Cmyo

(
∇ ·

(
σmyo∇Vmyo

)
+∇ ·

(
σmyo∇φe

)

+ · · · ) (13)

∂Vfib

∂t
=

1

Cfib

(
∇ ·

(
σfib∇Vfib

)
+∇ ·

(
σfib∇φe

)

+ · · · ) (14)

∇ ·

{(
σe + σmyo + σ

fib
∇φe

)}
= −f e −∇ ·

(
σmyo∇Vmyo

)
−∇ ·

(
σfib∇Vfib

)
(15)

with the injected current fe due to extracellular current
application, the myocyte membrane capacitance Cmyo and the
fibroblast membrane capacitance Cfib. Equations (13) and (14)
are parabolic equations for the time evolution of the myocytes
and fibroblast membrane voltage. Equation (15) is the Poisson
equation for calculating the extracellular potential. In these
equations, · · · indicates terms that are not of interest for our
initial discussion and hence omitted.

During the current application, we injected positive charge
at the electrode located at 1–1.5mm and negative charge of the
same magnitude at the electrode located at 32.5–33mm of the
extracellular domain. This current injection produced a rather
uniform gradient of φe (Figure 2). This corresponds to a quasi-
uniform E in the system (Figure S1):

E = − ∇φe (16)

With our computational set-up, E is oriented in the same
direction as the x-axis. E together with the discontinuity of the
conductivity at the patch boundary is responsible for the initial
changes of the membrane voltage during the current application.
This can be shown by decomposing the second right hand term
of Equation (13) into:

∂Vmyo

∂t
∝ −

(
∇σmyo

)
· E+ σmyo∇

2φe (17)

This represents the generalized activating function previously
described to predict the distribution of virtual electrodes
(Sobie et al., 1997). The crucial term in determining the
direction of the membrane voltage change during the current
application is the first right hand side term. If ∇σmyo is
oriented in the same direction as E one observes a decrease
of Vmyo (hyperpolarization). If ∇σmyo points in the opposite
direction of E, the current application leads to an increase of
Vmyo (depolarization). We extend this description for Vfib using
a decomposition of the second right hand term of Equation (14):

∂Vfib

∂t
∝ −

(
∇σfib

)
· E+ σfib∇

2φe (18)

In our setup, due to the variations of the volume fraction of
the myocytes and fibroblasts, ∇σmyo is pointing in the opposite
direction of E at point 1 of the domain, which results in a
depolarization of Vmyo. On the contrary, ∇σfib at point 1 is
aligned with E, which results in a hyperpolarization of Vfib at
point 1.

However, this simple mechanistic explanation ignores the
coupling term between the fibroblast and the myocyte domain.
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The current Imyo,fib, which is determined by the parameterRmyo,fib

and the voltage between the domains, explains why in some
cases, Vfib follows Vmyo. In particular, at high coupling between
myocyte and fibroblast domain (i.e., low values of Rmyo,fib),
Vmyo is very similar to Vfib. Interestingly, at intermediate values
of Rmyo,fib, the simulations revealed a competition of the two
antagonistic effects for Vfib (Figures 4, 6). These two effects can
even cancel each other out in a sort of tug of war situation,
leaving Vfib at the patch boundary apparently unaffected by the
application of the current (Figure 9F).

We note that the arguments presented here are valid in
any spatial dimension. Based on the same arguments we also
explain the mechanism behind the decrease of the virtual
electrode strengths for large fibroblast-myocyte coupling. Our
studies showed that due to heterogeneity of conductivity at
the patch boundary, Vfib and Vmyo tend to change in opposite
directions. One membrane is depolarizing and the other one
is hyperpolarizing, but the effect of the heterogeneities can be
canceled out and even be inverted for Vfib because of current
flow between the fibroblast and myocyte domain. This flow is
lowering the effect of the conductivity heterogeneities and the
virtual electrode strength. Theoretically, the current flow can go
in either direction. If the fibroblast is the dominant constituent
of the cardiac tissue at some heterogeneities, Vfib could pull Vmyo

to follow its electric depolarization or hyperpolarization. With
the parameters applied in this study, myocytes were volume-wise
dominant in the tissue. Thus, we did not observe such behavior.

For the 1D simulations, we reported extrema of the time
evolution of 1Vfib during the extracellular current application.
In Figures 4B,D, the reported 1Vfib is the largest absolute value
(keeping its sign) of the monitored difference. These indicators
exhibited a discontinuous behavior for intermediate values for
the Rmyo,fib as exemplified in Figures 4B,D. The discontinuity is
caused by the transition between dominant minima and maxima
of Vfib as illustrated in Figure S2B. The transition occurred at
decreased Rmyo,fib, when increasing σ fib. This can be explained by
the fact that the pull exerted by the myocytes on the fibroblasts
diffuses faster when the diffusion is increased and is therefore
less effective.

The 1D simulations for the large fibrosis revealed a complex
behavior of Vmyo. In Figures 5A,C, discontinuities occurred at
intermediate values of Rmyo,fib. This was caused by block of the
propagating waves prior to the extracellular current application at
the fibrotic patch, whichmodified the values ofVmyo. Though this
effect is important for the dynamics of the system, in the context
of our study it did affect only marginally 1Vfib and 1Vmyo.

In our 2D simulations, the influence of patch geometry on
1Vfib was small (Figures 11C,D). This can be explained by the
fact that the space constant for the fibroblast model is very small
(computed previously around 0.15mm) vs. the patch size of
1.5mm. We refer the reader to Bittihn et al. (2012) for a more
detailed description of the underlying mechanism.

A straightforward conclusion from our study is that fibrotic
patches, similar as endo- and epicardial surfaces as well as
blood vessels, constitute a potential site for wave initiation
in response to defibrillation. This finding could help in
parameterization of defibrillators. We suggest that further studies

will lead to defibrillator protocols specifically for patients with
known myocardial fibrosis to ensure defibrillation success. Also,
based on our findings we propose that knowledge in the
spatial distribution of fibrosis is valuable for optimization of
positions for defibrillation electrodes. Potential clinical benefits
of accounting for cardiac fibrosis are reduction in myocardial
injury due to optimized defibrillation energy.

Prior studies on modeling of effects of fibrosis aimed at
characterization of conduction and conduction defects as well
as arrhythmogenesis and maintenance of arrhythmia in the
atria and ventricles. Fibrosis was introduced in the models with
various approaches including embedding of conduction barriers
of various sizes and geometries, reduction of inter-myocyte
coupling, regional replacement of myocytes with fibroblasts
or myofibroblasts, and incorporation of myocyte-fibroblast
coupling (Fishler, 1998; Fishler and Vepa, 1998; Mcdowell et al.,
2012; Costa et al., 2014; Zeigler et al., 2016). Here, we applied
the extended bidomain model to integrate various aspects of
fibrotic remodeling.

A difficulty of applying the extended bidomain model is
that we have only vague knowledge on parameters related to
the fibroblast domain, in particular, the parameters Rmyo,fib and
σfib. Quantitative measurements of these parameters have not
been performed in normal and diseased myocardium (Kohl
and Gourdie, 2014). However, a small number of in vitro
measurements provided quantitative information to constrain
these parameters. Beyond those, qualitative and indirect evidence
suggests that etiologies and the progression of fibrotic remodeling
affect the degree of myocyte-fibroblast and fibroblast-fibroblast
electrical coupling in diseased myocardium. For these reasons,
computational studies with the extended bidomain model and
other computational modeling approaches commonly applied
measurements from in vitro studies to justify parameter settings
or varied parameters to reconstruct experimental findings. In this
study, we chose to vary parameters within a wide range to go
beyond the in vitro measurements and comprehensively explore
potential effects of coupling.

We varied Rmyo,fib from 1 M� to 1 T� to describe strong and
negligible electrical coupling, respectively, between fibroblasts
and myocytes. The lower limit is close to the junctional
resistance of a myocyte pair isolated from rabbit ventricular
tissue (0.81 M�) (Kieval et al., 1992). The upper limit led to
negligible currents between the fibroblast and myocyte domain,
and effectively represents the case of electrical uncoupling of
the domains. Experimental measurements on myocyte-fibroblast
pairs in 24 h-old culture of neonatal rat hearts cells suggest that
Rmyo,fib is variable and within a range of 125 M� and 3.23 G�

(Rook et al., 1992). The variability was explained by the variable
number of gap junction channels of the myocyte-fibroblast pairs.
Prior modeling work applied measurements of gap junction
channel conductances in the same preparation and assumed 10
to 30 gap junction channels per cell pair to vary Rmyo,fib from 1.11
to 3.33 G� for simulation of fibroblast effects in the sinoatrial
node (Rook et al., 1989; Kohl et al., 1994). Assuming 0 to 75 gap
junctions per cell pair, Rmyo,fib was varied from 0.44 to ∞ G� in
a modeling study of fibroblast effects on conduction (Jacquemet
and Henriquez, 2007). Based on the prior experimental and
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computational studies, the lower Rmyo,fib limit (1 M�) in our
studies appears small. We note that effects of Rmyo,fib between 1
and 10 M� on virtual electrodes were in general similar. This
range represents the extreme case of strong myocyte-fibroblast
coupling. Increasing the lower limit of the parameter range to
e.g., 1 G� does not change our conclusions on the relationship
between Rmyo,fib and virtual electrodes.

We varied σ fib from 0 to 0.5 S/m to describe absence of
electrical coupling and strong coupling, respectively, within the
fibroblast domain. The lower limit represents the case of electrical
uncoupling of fibroblasts. The upper limit is identical to our
setting of σmyo. Dependent on Volfib (Equation 9), this led to a
range of σfib of 0 and up to 0.1 S/m in the region with high fibrosis
with Volfib of 20%. An experimental framework for estimating
σfib comprises measurements of junctional conductance in
pairs of cultured rat cardiac cells. Conductances of fibroblast-
fibroblasts pairs were in the range of 175 pS and 6 nS (Rook
et al., 1992). Measurements of conductance in myocyte-myocyte
pairs were up to 42 nS (Rook et al., 1990). Estimates of
conductance based on gap-junctional area in myocyte pairs
range between 0.9 and 216.6 nS. These measurements and
estimates of conductance between cell pairs are not sufficient
to determine σfib in normal and diseased myocardium. Further
information on fibroblast geometry, gap junction distribution
and cytosolic conductivity would be required to estimate σfib
using computational approaches introduced by us previously
(Bauer et al., 2013; Greiner et al., 2018). Considering that
conductances of freshly isolated ventricular myocyte-myocyte
pairs from control rabbit hearts were much higher (1.24 ±

0.25 µS) (Kieval et al., 1992), it is also unclear how the in
vitromeasurements relate to conductance in native myocardium.
However, based on this information and the explored volume
fractions, we argue that σfib cannot be larger than σmyo even in
the region of high fibrosis with identical volume fractions for the
fibroblast and myocyte domain. In this region, our calculations
(Equations 8, 9) using the maximal σ fib (0.5 S/m) led to identical
σfib and σmyo (0.1 S/m). Prior modeling studies of electrical
conduction in human atrial tissues applied σfib in the range of
0.02–0.1 S/m (Greisas and Zlochiver, 2016). Also, σfib was set to
0.06 S/m in a study on rabbit heart (Corrias et al., 2012). Based on
these arguments and the prior work, we limited the exploration
of σfib to values up to 0.1 S/m in our simulations. We note that
this value is the maximum in our simulations and it is likely
that smaller values in the explored range are more realistic. For
small Volfib and thus sparse inter-fibroblast coupling, we point
the reader at our simulations with σfib equal to zero.

We note that, despite the large flexibility of the
extended bidomain model to describe tissue remodeling,
the computational demands of the model are similar as
for conventional bidomain models. A minor increase of
computational demands is caused by the integration of the
fibroblast domain.

We suggest that the extended bidomain model provides a
more comprehensive framework for modeling of conduction in
control and diseased tissue than the conventional bidomain
model. While the additional parameters enable already
more detailed parameterization, various refinements can be

envisioned. For instance, an alternative method to define the
effective volume density (1/m3) of electrical connections between
fibroblasts and myocytes is:

βmyo,fib = β(r)
Volfib

Volfib,single
(19)

Because the electrical coupling between the fibroblasts and
myocytes is mainly unknown and potentially varies from
one situation to another we can define a parameter, β(r)

(dimensionless), for characterizing this coupling. A value of β(r)

= 1 corresponds to a situation where each of the fibroblasts
has an electrical connection with the myocyte domain. A larger
(smaller) value of β(r) allows changing this situation. For β(r) <1
not all the fibroblasts are coupled to a myocyte and conversely
for β(r)> 1 each fibroblast is coupled to more than one myocyte.
Both, Rmyo,fib and β(r) are factors that contribute to the coupling
between myocytes and fibroblasts and hence their effective
influence can be combined in a single variable, β(fract) defined as:

β(fract) =
β(r)

Rmyo,fib
(20)

Limitations
We acknowledge several limitations related to the presented
work. The studies were performed in 1D and 2D domains with
isotropic conductivities. We did not consider unequal anisotropy
ratios of conductivities. We applied simple descriptions of
fibrotic remodeling derived from a rabbit model of cardiac
infarction. While fibrotic remodeling is known to be a multi-
faceted process comprising e.g., activation of fibroblasts, their
differentiation into myofibroblasts, and subcellular remodeling
of structural und electrophysiological properties, we primarily
considered increased volume ratios of cells and the extracellular
space in our study. Also, we applied mathematical models of
normal myocytes and fibroblasts, and did not adjust these models
to account for fibrosis and associated remodeling.

A limitation of our work is related to incomplete
understanding of myocyte-fibroblast and fibroblast-fibroblast
coupling in the heart. As discussed above, experimental
measurements exist only for in vitro models and it is difficult to
apply these measurements for parameterization of models
of fibrotic remodeling in native myocardium. Also, we
applied a simple linear model for scaling of σfib by Volfib
(Equation 9). Non-linear models might be more realistic.
In particular, for small Volfib, it is likely that fibroblasts are
not electrically coupled with other fibroblasts, which can
be reflected by a model using piece-wise defined functions.
We note the controversy on myocyte-fibroblast coupling
and the contribution of fibroblasts in physiological and
pathophysiological conduction (Kohl and Gourdie, 2014).
Based on our simulations, myocyte-fibroblast coupling is a
major determinant of virtual electrode strength. However,
for the entire simulated range of myocyte-fibroblast
coupling, boundaries of fibrotic patches were associated
with virtual electrodes.
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In our comparison of software for extended bidomain
modeling, we confirmed that the new and our prior
implementation yielded very similar results when simulating a
homogenous tissue. Peak Vmyo and Vfib differed only by 5.08%
(13.98 vs. 13.3mV) and 5.23% (13.69 vs. 13.03mV), respectively.
However, we noticed that the approach for discretization
of the patch boundary affects the magnitude of the altered
membrane voltages. Conventional finite difference discretization
(Sachse, 2004) led to significant differences vs. the finite volume
discretization used in our studies. We reduced differences to the
finite volume method by implementation of a finite difference
approximation based on Kirchhoff’s law (Witwer et al., 1972).
However, the appropriate modeling approach should be dictated
by the spatial distribution of the structural remodeling. While
our finite volume approach described structural remodeling as
an abrupt change from control tissue to the fibrotic patch, a
gradual approach might be more appropriate (Seidel et al., 2017).

A related limitation of our study is the geometry and size
of patches explored in the 2D simulations. We focused on disk
and square shaped patches with a single size. Larger effects of
geometry are expected for smaller sizes, i.e., below the millimeter
scale, but we leave this for a future exploration. Also, we suggest
that microscopic imaging can provide insights into the detailed
distribution of remodeling.
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In the chronic stage of myocardial infarction, a significant number of patients develop

life-threatening ventricular tachycardias (VT) due to the arrhythmogenic nature of

the remodeled myocardium. Radiofrequency ablation (RFA) is a common procedure

to isolate reentry pathways across the infarct scar that are responsible for VT.

Unfortunately, this strategy show relatively low success rates; up to 50% of patients

experience recurrent VT after the procedure. In the last decade, intensive research

in the field of computational cardiac electrophysiology (EP) has demonstrated the

ability of three-dimensional (3D) cardiac computational models to perform in-silico EP

studies. However, the personalization and modeling of certain key components remain

challenging, particularly in the case of the infarct border zone (BZ). In this study, we

used a clinical dataset from a patient with a history of infarct-related VT to build

an image-based 3D ventricular model aimed at computational simulation of cardiac

EP, including detailed patient-specific cardiac anatomy and infarct scar geometry. We

modeled the BZ in eight different ways by combining the presence or absence of electrical

remodeling with four different levels of image-based patchy fibrosis (0, 10, 20, and

30%). A 3D torso model was also constructed to compute the ECG. Patient-specific

sinus activation patterns were simulated and validated against the patient’s ECG.

Subsequently, the pacing protocol used to induce reentrant VTs in the EP laboratory

was reproduced in-silico. The clinical VT was induced with different versions of the

model and from different pacing points, thus identifying the slow conducting channel

responsible for such VT. Finally, the real patient’s ECG recorded during VT episodes

was used to validate our simulation results and to assess different strategies to model

the BZ. Our study showed that reduced conduction velocities and heterogeneity in

action potential duration in the BZ are the main factors in promoting reentrant activity.
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Either electrical remodeling or fibrosis in a degree of at least 30% in the BZ were required

to initiate VT. Moreover, this proof-of-concept study confirms the feasibility of developing

3D computational models for cardiac EP able to reproduce cardiac activation in sinus

rhythm and during VT, using exclusively non-invasive clinical data.

Keywords: myocardial infarction (MI), ventricular tachycardia (VT), border zone (BZ), electrical remodeling (ER),

fibrosis, slow conducting channel (SCC), computational simulation, radiofrequency ablation (RFA)

INTRODUCTION

Cardiovascular disease is the leading cause of both morbidity and
mortality worldwide, with ischemic heart disease being the most
common cause among them (Nowbar et al., 2014; Abubakar et al.,
2015). Months or even years after suffering from a myocardial
infarction (MI), when the healing process is complete and the
MI has reached the chronic stage (van den Borne et al., 2010;
Daskalopoulos et al., 2012), a significant number of patients
develop potentially lethal ventricular tachycardias (VT) due to
the arrhythmogenic nature of remodeled tissue (Lazzara and
Scherlag, 1984; de Bakker et al., 1993; Nguyen et al., 2014).
Infarct-related VTs are commonly associated with the so-called
slow conducting channels (SCC), also known as isthmuses, which
are pathways composed of surviving myocytes across the infarct
scar that are responsible for the initiation and maintenance
of reentrant activity, usually leading to monomorphic VTs (de
Bakker et al., 1988; Aliot et al., 2009). Moreover, SCC are
closely related to the border zone (BZ) (also termed gray zone
or peri-infarct zone), a region constituting the transition between
infarct scar and healthy myocardium that comprises altered but
still viable tissue surrounding the dense fibrotic scar (infarct
scar) resulted from the healing of MI. Several studies have
described the BZ as a region of slowed conduction composed of
surviving but remodeled myocytes with infiltration of bundles
of patchy fibrosis extending from the core of compact fibrosis
(infarct scar), which results in a highly arrhythmogenic tissue
(de Bakker et al., 1993; Rohr, 2012; Rutherford et al., 2012;
Nguyen et al., 2014).

At present, cardiac delayed enhancement-MRI (DE-MRI) is
commonly used to explore the infarcted area pre-operatively,
since it enables in-vivo evaluation of the tissue damaged by
MI (i.e., scar and BZ) due to the hyper-enhancement of the
infarcted region in the images (Kim et al., 1999a; Fieno et al.,
2000; Doltra et al., 2013). In fact, it is currently considered as the
gold-standard test for in-vivo assessment of scar and myocardial
viability afterMI in clinical settings (Jamiel et al., 2017; Patel et al.,
2017). Cardiac DE-MRI provides a substrate characterization
after MI that has shown close correlation with histopathological
analyzes (Kim et al., 1999a; Fieno et al., 2000; Wagner et al., 2003;
Amado et al., 2004), allowing to differentiate between scar and
BZ. The usefulness of MRI-based substrate characterization and
SCCs delineation for planning and guiding ablation procedures
aimed at infarct-related VTs has been tested in numerous studies
(Ashikaga et al., 2007; Andreu et al., 2011, 2015, 2017; Perez-
David et al., 2011; Wijnmaalen et al., 2011; Fernández-Armenta
et al., 2013; Soto-Iglesias et al., 2016; Yamashita et al., 2016).

Radiofrequency ablation (RFA) is a common procedure to
interrupt reentrant circuits through SCC responsible for VTs
related to chronic MI (Stevenson et al., 1993; de Chillou et al.,
2002; Wilber, 2008; Berruezo et al., 2015; Baldinger et al.,
2016). As part of the electrophysiological (EP) study immediately
prior to RFA in patients with infarct-related VT, interventional
cardiologists try to induce the clinical VT originally undergone
by the patient by means of pacing protocols applied at selected
sites of myocardium. A positive induction of monomorphic VT
is assumed as an evidence of the presence of at least one SCC
responsible for the VT (Pedersen et al., 2014; Priori et al., 2015).
In such a case, the SCC is ablated to block the propagation
through the reentrant circuit, thus avoiding the reentry and,
consequently, the VT. However, these procedures are invasive,
risky and very time-consuming. Moreover, they show a relatively
low success rate, as up to 50% of patients develop recurrent VT
after the RFA procedure (Gerstenfeld, 2013; Yokokawa et al.,
2013; Baldinger et al., 2016).

Electroanatomical mapping (EAM) systems (Ben-Haim et al.,
1996; Gepstein et al., 1997), are commonly employed in the EP
laboratory to guide RFA procedures aimed at assessing both atrial
(Calkins et al., 2012) and ventricular arrhythmias (Aliot et al.,
2009; Priori et al., 2015), due to its ability to integrate spatial
3D and EP information recorded by the catheter. In the case of
infarct-related VTs, EAM systems are considered as a helpful tool
to identify SCCs as RFA targets based on the abnormal features of
electrograms (EGM) in such regions (Gardner et al., 1985; Bogun
et al., 2005), especially when clinical VT is unmappable due to
non-inducibility or hemodynamic instability (Marchlinski et al.,
2000; Aliot et al., 2009; Priori et al., 2015).

In contrast to EAM systems, an alternative non-invasive
approach for pre-operative characterization of target substrate
and planning of RFA procedures is the use of 3D computational
models able to simulate cardiac EP accurately. Such an approach
has the potential to help physicians to better understand and
predict the underlying mechanisms of a wide variety of cardiac
disorders, as well as in therapy planning and management
of those diseases (Vigmond et al., 2009; Smith et al., 2011;
Trayanova et al., 2012, 2017; Krueger et al., 2013; Trayanova
and Boyle, 2013; Lopez-Perez et al., 2015; Arevalo et al., 2016).
Although such in-silico approaches show significant potential, a
number of important questions related to the necessary level of
detail required by the model remain unanswered. In particular,
the specific manner in which the microscopic structural and
functional remodeling, known to be present in the infarct BZ,
is represented in these macroscopic clinical models, and the
subsequent implications of these specific choices in the initiation
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and the sustenance of reentrant VT events, has yet to be fully
investigated. Related to this, the degree of model personalization
necessary for accurate simulation of patient-specific VT episodes
is also a matter of debate; for example, the requirement of only
personalized anatomy (from images), or whether the inclusion of
functional personalization (from ECG or EAMdata, for instance)
should also be an essential feature in model construction.
Full exploration of these effects is often limited by clinical
data availability.

The main goal of this project is to develop a pipeline
for performing personalized in-silico EP studies able to aid
electrophysiologists in surgical planning of RFA procedures
aimed at infarct-related VTs. For this purpose, we first evaluate
the feasibility of building image-based 3D patient-specificmodels
of ventricles and torso of chronically infarcted patients, as
well as the capability of such models to reproduce patients’
cardiac EP during VT episodes by computational simulation,
including simulated ECGs aiming to compare themwith patients’
clinical recordings. Here we present a feasibility case study,
building computational 3D models of ventricles and torso that
are exclusively based on non-invasive high-resolution clinical
data. The ventricular model includes personalized and detailed
3D geometry of both cardiac anatomy and the heterogeneous
remodeling resulting from the MI healing process (infarct scar
and BZ), since both factors seem to be essential to identify SCCs
as RFA targets by means of in-silico EP studies. Additionally,
as part of the EP modeling associated with our pipeline, we
explore the impact on VT inducibility and VT features of
different modeling strategies for the BZ, in which we include
electrical remodeling (ER) and structural remodeling in the form
of different densities of image-based patchy fibrosis in order to
assess the arrhythmogenic effects of those factors, both separately
and in combination.

MATERIALS AND METHODS

Clinical Data
In this work, we used a set of clinical data from a 58-year-old
male patient referred for a RFA procedure aimed at finishing a
monomorphic VT related to a large chronic MI, which extended
over seven out of the 17 segments of the left ventricle (LV)
model of the American Heart Association (AHA). Myocardial
regions that appear affected in the DE-MRI were basal and
medial segments of both inferoseptal and inferolateral walls
and all segments of the inferior wall (basal, mid, and apical),
which correlates with an occlusion of the right coronary artery
(Ortiz-Pérez et al., 2008). The patient suffered the acute MI
11 years before the clinical VT episode related to the MI. The
clinical dataset includes: clinical high-resolution cardiac DE-
MRI, whole thorax MRI, EAMs recorded via CARTO system
(Biosense Webster, Inc., Diamond Bar, CA, USA) (Gepstein
et al., 1997) and 12-lead ECG signals recorded during the RFA
procedure both in sinus rhythm and during VT episodes induced
by pacing. Importantly, all those data were not specifically
generated for research purposes, but they were collected in a
clinical environment as part of its daily routine.

Cardiac DE-MRI was acquired by a MRI scanner Magnetom
Avanto 1.5T (Siemens Healthcare, Erlangen, Germany) using
a phased-array body surface coil, about 15min after the
administration of the gadolinium-based contrast MultiHance
(gadobenate dimeglumine, 529 mg/ml) (Bracco Diagnostics
Inc., Monroe Township, New Jersey, USA). The acquisition
was synchronized with both ECG (ECG-gated) and breathing
(navigator-gated), imaging the heart at the end-diastolic phase of
cardiac cycle (trigger delay = 685ms, for a nominal R-R interval
of 928ms along the acquisition). The DE-MRI stack comprised
96 slices of 256 × 256 pixels encompassing the whole heart
(ventricles and atria), with a pixel size of 1.4× 1.4mm and a slice
thickness of 1.4mm, thus resulting in isotropic voxel.

In vivo EP data were recorded by CARTO 3 system using
the NaviStar ThermoCool ablation catheter with 3.5mm saline-
irrigated tip (Abdelwahab and Sapp, 2007). A pressure sensor
placed at catheter tip ensured the proper contact between the
catheter and the myocardial wall. A total of 847 points were
registered: 315 from LV endocardium, 78 from right ventricle
(RV) endocardium and 454 from epicardium.

Regarding the ethical considerations, the protocol was
approved by the Ethics Committee for Clinical Research of the
Hospital Clinic Universitari de Valencia (Valencia, Spain), which
certifies that the present study was conducted in accordance with
the recommendations gathered in the Declaration of Helsinki,
originally adopted by the General Assembly of the World
Medical Association in 1964, and in its subsequent revisions.
Furthermore, the patient, who underwent the standard clinical
protocol, gave written informed consent for the use of his
anonymized clinical data in this study.

3D Patient-Specific Ventricular Model
Anatomical Model
We generated the 3D patient-specific bi-ventricular model by
segmenting the short-axis slices from the cardiac DE-MRI using
Seg3D software (Scientific Computing and Imaging Institute,
University of Utah, USA) (Seg3D, 2013). We did it manually
to perform a highly detailed segmentation of whole ventricles,
including papillary muscles and main endocardial trabeculations
(see Figures 1A,B). An expert radiologist in cardiac imaging
checked all segmentations in order to ensure the fidelity of
the 3D reconstruction of the patient-specific anatomy. From
the segmented DE-MRI stack, we generated a surface model
of ventricles that we carefully checked with Blender (Blender
Foundation, Amsterdam, The Netherlands) to refine and correct
defects in the mesh at the local level after applying a global
smoothing. Then, using the surface model as a template, we
performed a volume meshing with MeshGems-Hexa (Distene
S.A.S., Bruyeres-le-Chatel, France), obtaining a hexahedra-based
volume mesh comprised by 4 million nodes (vertices) and 3.71
million elements, with an average edge length of 0.4 mm.

To include the anisotropy of the cardiac muscle, we
implemented Streeter’s rule-based method (Streeter et al., 1969)
modeled by the set of equations described in Sebastian et al.
(2009), defining the helix (αh) and transmural (αt) angles (see
Figure 1D) for every hexahedral mesh element, based on the
apex-base relative distance and transmural depth of its position
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FIGURE 1 | (A) Manual segmentation process of cardiac DE-MRI performed with Seg3D, displaying three slices corresponding to the standard cardiac planes:

short-axis (left), four-chamber plane (center) and long-axis showing the LV (right). (Note that in those views the LV appears on the right side and the RV on the left).

Contours highlighted in distinct colors show: LV myocardium including the septum (red), RV myocardium (blue) and papillary muscles and endocardial trabeculations

of LV (yellow) and RV (green). (B) Posterior view of a coronal cross-section (four-chamber plane) of the hexahedra-based FEM volume mesh of the 3D patient-specific

ventricular model. Various cardiac regions are labeled with different colors: septum (blue), LV free wall (cyan), RV free wall (green) and papillary muscles and main

endocardial trabeculations of LV (yellow) and RV (red). (C) Transmural heterogeneity of ventricular myocardium, showing the distribution of the three different kinds of

ventricular myocytes: endo-, mid- (M cells), and epicardial cells. (D) Left antero-lateral view of the 3D ventricular model displaying a representation of cardiac fibers

orientation at different wall depths (endocardium, mid-myocardium, and epicardium).

within the 3D model. We first applied this method to the whole
LV myocardium (including septum) and then to RV free wall.
In papillary muscles and endocardial trabeculations, fibers are
known to be aligned parallel to the longitudinal axis of those
anatomical structures (Greenbaum et al., 1981). In order to
reproduce such configuration, we performed the topological
skeletonization of the volume mesh to extract the medial axes of
each one of those structures, what enabled to properly assign the
fiber orientation within them. Finally, we performed a Gaussian
smoothing with a 3D kernel to soften abrupt transitions in
fibers direction between the myocardial wall and the papillary
muscles and trabeculations, as well as at the RV free wall-
septum junctions.

Infarct Scar and Border Zone
We generated 3D representations of the geometry of the infarct
scar and BZ by segmenting the slices of the cardiac DE-MRI
by means of a custom implementation of the so-called standard
deviation (SD) method (Kim et al., 1999a). Briefly, we divided
the segmented LV myocardium into two sub-regions (healthy
and infarcted) (see Figure 2A), based on the pixel intensity levels
(i.e., gray levels). Within the infarcted region, we classified every
pixel as dense fibrotic scar (intensity levels higher than mean+3
× SD of healthy myocardium), BZ (levels between mean+2 ×

SD and mean+3 × SD) or healthy tissue (values under mean+2
× SD) (Kim et al., 1999a; Fieno et al., 2000; Kolipaka et al.,
2005; Yan, 2006; Perez-David et al., 2011). Finally, we mapped the
scar and BZ into the volume mesh of the 3D ventricular model,
labeling every hexahedron in the 3Dmodel as healthy, scar or BZ

depending on its position relative to the surfaces representing the
infarct scar and the whole MI (see Figure 2B).

In an attempt to reproduce the structural remodeling within
the BZ (patchy fibrosis) based on our clinical data, we first
mapped the intensity levels of the DE-MRI into the volume mesh
of our 3D ventricular model (Figure 3A). Since the DE-MRI
voxels (isotropic voxels with edge length of 1.4mm) were larger
than FEMmesh elements (hexahedra with average edge length of
0.4mm), the intensity level corresponding to each DE-MRI voxel
was assigned to several FEM elements that might comprise up to
64 hexahedra. We then generated different levels of fibrosis (10,
20, and 30%) within the BZ based on that information mapped
from the DE-MRI (see Figure 3). Among the elements of the
volume mesh previously labeled as BZ, we defined as fibrotic
those ones associated with the highest intensity levels, in an
amount depending on the desired fibrosis level. Thus, we labeled
as fibrotic a percentage of elements belonging to the BZ that
matched the specified level of patchy fibrosis.

As shown in Figure 3, our approach of image-based
generation of different fibrosis levels within the BZ resulted in
clusters of fibrotic tissue. This method produced a distribution
that may be classified as patchy fibrosis, defined as a
mixture of bundles of myocardial tissue and fibrotic tissue
(de Jong et al., 2011).

CARTO Data Reannotation and Integration
Local activation times (LAT) annotations were automatically
determined by the Confidense module of CARTO system. First,
we discarded all points with peak-to-peak amplitude under
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FIGURE 2 | (A) Segmentation process from short-axis DE-MRI slices of the heterogeneous remodeling caused by MI, including infarct scar and BZ. Left panel shows

the first step that involves the manual delineation of remote ROI (region-of-interest) (green) and infarcted ROI (yellow) within the LV myocardium ROI (red), also

displaying the RV myocardium ROI (cyan). Right panel shows the segmentation for infarct scar (purple) and BZ (yellow) resulting from the application within the

infarcted ROI of thresholds determined by SD method from the remote ROI of each slice. (B) 3D representation of the MI reconstructed from DE-MRI images, showing

posterior views of the 3D surface model of ventricles (rendered with transparency) along with those hexahedral elements of volume mesh labeled as infarct scar (red)

and BZ (blue).

FIGURE 3 | (A) Gray intensity levels from DE-MRI mapped into the hexahedral volume mesh of the 3D ventricular model, showing a postero-basal view of the whole

model (left) and a basal view of a cross-section in the short-axis plane (right). The next three panels show the 3D fibrosis distribution resulting from the introduction of

several degrees of structural remodeling within the BZ: (B) 10%, (C) 20%, and (D) 30% patchy fibrosis. All those panels show a posterior view of the 3D surface

model of ventricles (rendered with transparency) together with those hexahedral elements labeled as BZ (blue) and fibrosis (orange) extracted from the volume mesh of

ventricular model. In each panel there is an image showing both the BZ and fibrosis (left) and another one only displaying the fibrotic elements (right).
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0.5mV in distal bipolar EGM (M1-M2), as they are considered
as non-excitable tissue corresponding to the dense fibrotic scar
(Marchlinski et al., 2000; Soejima et al., 2002). For the remaining
EGMs, those acquired on healthy tissue were revised by a custom
code for LAT re-annotation. We chose the deflection of distal
bipolar signal closest to the point of maximum negative slope in
distal unipolar signal as the activation time (Spach et al., 1979;
Paul et al., 1990; Stevenson and Soejima, 2005), which showed
good agreement with annotations determined by the Confidense
module in most cases. However, such criterion is not reliable for
points showing noisy and fragmented signals, typically located
at the BZ surrounding the infarct scar (Aliot et al., 2009).
In those cases, we placed LAT annotations manually under
the close supervision of a well-trained electrophysiologist, who
also reviewed LAT annotations for healthy EGMs. Furthermore,
we discarded those points whose LAT value showed a poor
spatio-temporal coherence with their closest neighbors. After this
process, only 385 out of the 847 CARTO measurement points
were preserved: 84 for LV endocardium, 49 for RV endocardium
and 252 for epicardium.

We had three surfaces generated by the CARTO system,
including both acquired and interpolated data: LV endocardium,
RV endocardium and epicardium (Figure 4A). Epicardial
mapping was performed by accessing pericardial space through
percutaneous (non-surgical) transthoracic subxiphoid approach
by means of puncture using an epidural needle (Brugada
et al., 2003; Sosa and Scanavacca, 2005; Tedrow and Stevenson,
2009; Yamada, 2014), following the access procedure originally
described by Sosa et al. (1996, 2000). We applied a rigid
transformation using the ICP (iterative closest point) algorithm
(Besl and McKay, 1992), to align those three CARTO surface
meshes to our 3D patient-specific ventricular model. Then, we
projected all measurement points from each CARTO mesh to
the closest surface node of our ventricular model, in terms of
Euclidean distance. Thus, we obtained all CARTO measurement
points (those preserved after the checking process) mapped
onto the external surface of our 3D bi-ventricular model (see
Figure 4B). The earliest activated region was located on the septal
region of the LV endocardium at mid-apical level and, the latest
activated on the epicardial surface within the BZ near the scar.

3D Torso Model
The whole torso MRI stack was acquired in the coronal plane
with a slice thickness of 10mm. We roughly segmented the
main organs (lungs, liver, heart) and structures (bones, body
contour, blood pools, great vessels) using Seg3D software. The
resolution of the torso MRI hampered a detailed reconstruction
of some important structures, so we used the reconstructed
parts of the model as landmarks to fit a detailed torso model
previously developed (Ferrer et al., 2015) by means of a
linear transformation. Next, we replaced the ventricles in the
fitted detailed torso model by our patient-specific model and
removed any intersections between our ventricular model and
surrounding organs (see Figure 5A). Finally, we used TetGen (Si
and Gärtner, 2005) to mesh the torso volume with tetrahedra,
which resulted in 1.26 million nodes and 7.38 million elements
organs (see Figure 5B). The average edge length was of 0.55mm.

Note that the problem of passive propagation of extracellular
potentials, i.e., only diffusion without reaction component, does
not require such a fine spatial resolution outside the heart domain
(Prassl et al., 2009); for this reason, themesh is highly refined only
in the region of the ventricles, as shown in Figure 5B.

Electrophysiological Modeling
Healthy Myocardium
For healthy myocardium, we used the ten Tusscher model of
human ventricular action potential (AP) (ten Tusscher and
Panfilov, 2006), considering the transmural heterogeneity of
the ventricular myocardium (Drouin et al., 1995; Antzelevitch
et al., 1999). We defined three different transmural layers for
endocardial, mid myocardial (M cells) and epicardial myocytes
within the volume mesh of our ventricular model, spanning
17, 41, and 42% of ventricular wall thickness, respectively (see
Figure 1C). These values were estimated from the data reported
by several experimental studies (Sicouri and Antzelevitch, 1991;
Sicouri et al., 1994; Yan et al., 1998).

In order to establish the conductivities that will define
the conduction velocities (CV), we performed a set of test
simulations on a 3D slab model (20 × 20 × 6mm) composed
of regular hexahedral elements (voxels) with an edge length of
0.4mm, matching the average length in the ventricular model. As
a result, we set the conductivity values to 0.24 S/m and 0.0456
S/m for longitudinal (σL) and transversal (σT) conductivity,
respectively. This resulted in a CV of 0.68 m/s along the fiber
direction and of 0.26 m/s in transverse direction. These values
are consistent with the experimental measurements in human
ventricles (Taggart et al., 2000).

Infarct Scar and Border Zone
We considered the infarct scar as a non-excitable tissue mainly
composed of collagen, so we modeled it as an electrical insulator.
To do so, we defined an internal boundary in our 3D model and
imposed no-flux boundary condition at the interface between
the scar and surrounding tissue, which mostly corresponded to
the BZ.

To include the ER in the BZ, we modified the ten Tusscher
model (ten Tusscher and Panfilov, 2006) by introducing
reductions in the maximum conductance of certain ionic
channels, as reported from several patch-clamp experiments with
cells of epicardial BZs from canine hearts. According to those
data, INa was reduced to 38% of its normal value (Pu and Boyden,
1997), ICaL to 31% (Dun et al., 2004) and IKr and IKs to 30
and 20% (Jiang et al., 2000), respectively. At the tissue level, we
reduced the conductivity parameters in the BZ to 0.05 S/m and
0.01 S/m for longitudinal (σL) and transversal (σT) conductivity,
respectively. Importantly, we used the same conductivity values
for the BZ for those versions of the model including fibrosis and
ER and for those ones including only fibrosis in the BZ. Hence, we
set reduced conductivities at tissue level for the BZ in all versions
of the ventricular model regardless of whether or not it included
ER at the ionic level. CVs measured on a 3D slab model using the
remodeled version of ten Tusscher model were 0.17 m/s in the
longitudinal direction and 0.065 m/s in the transverse directions,
corresponding to a reduction of around 75% with respect to the
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FIGURE 4 | Registration process between CARTO surface meshes and the 3D ventricular model. (A) Two posterior views of the 3D surface model of ventricles

rendered with transparency, showing registered CARTO surfaces for both endocardia (left) and epicardium (right). (B) CARTO measurement points projected onto the

3D model with colored spheres representing CARTO points recorded from LV endocardium (red), RV endocardium (blue), and epicardium (green). (C) Postero-lateral

view of the 3D ventricular model showing a possible epicardial SCC mainly composed of BZ (blue) intermingled with some thin patches of healthy tissue at epicardial

level (beige) and completely surrounded by infarct scar (red), closely matching the location of projected CARTO points tagged during the RFA procedure as

candidates to be part of a SCC (green spheres) according to the features of their EGMs.

FIGURE 5 | 3D Torso model. (A) Anterior view of the torso model, showing the 3D surfaces that represents all organs and tissues included (bones, lungs, liver,

ventricles, atria, and blood pools of four cardiac chambers). Blue spheres represent the location of virtual electrodes corresponding to precordial leads for ECG

computation, placed in its standard positions. (B) Coronal cross-section of volume mesh of the 3D torso model, showing the edges of tetrahedral elements that are

highly refined in the region of ventricles. (C) Labeled volume mesh. Different colors indicate to which organ or anatomical structure each tetrahedral element belongs

as a result of the labeling process of volume mesh: lungs (orange), bones (yellow), liver (purple), and ventricles (red).
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CVs in healthy tissue. Conductivities for BZ in combination with
the original ten Tusscher model yielded CVs of 0.225 m/s and
0.09 m/s for longitudinal and transverse directions, respectively,
which means a reduction of around 65%.

For fibrosis within the BZ, we used the MacCannell model
for human ventricular fibroblast (MacCannell et al., 2007).
At tissue level, we considered fibrotic tissue as isotropic and
set its conductivity to 0.1 S/m; a reduction of 60% with
respect to the longitudinal conductivity in healthy myocardium.
Fibrotic tissue behaves as a passive conductor that only enables
electrotonic conduction (passive propagation), rapidly leading
to blocks due to the attenuation of propagated potentials.
Since the conductivity value set for fibrosis affects the coupling
between myocytes and fibroblasts, it defines the magnitude of
the electrotonic load exerted by the fibroblasts over the adjacent
myocytes (MacCannell et al., 2007), with fibroblasts acting as
electrical sinks along plateau and repolarization phases, while
behaving as electrical sources during resting state (Jacquemet,
2006; Miragoli et al., 2006; Xie et al., 2009; Rohr, 2012; Gomez
et al., 2014; Trayanova et al., 2014; Mahoney et al., 2016; Zeigler
et al., 2016). This electrotonic interaction between myocytes
and fibroblasts can cause a considerable impact on electrical
conduction at tissue and organ level depending on fibroblast
density, as will be observed in our simulation results.

Electrical Modeling of the Torso
We automatically labeled every tetrahedral element of the volume
mesh as belonging to a given organ. The 3D torso model included
bones, lungs, liver, whole heart (ventricles and atria) and blood
pools of all cardiac chambers organs (see Figure 5C). As in Ferrer
et al. (2015), conductivity values assigned to different organs
and tissues were taken from the literature (MacLeod et al., 1991;
Gabriel et al., 1996; Klepfer et al., 1997; Bradley et al., 2000;
Bressler and Ding, 2006). We considered isotropic propagation
for all organs and tissues of our 3D torso model, except for
the ventricular myocardium where we preserved the anisotropy
imposed by the orientation of cardiac fibers. As in Klepfer et al.
(1997), for the space not covered by any organ or anatomical
structure we set a conductivity of 0.239 S/m calculated as the
average of the conductivities for the other tissues, including the
skeletal muscle that was not considered as a specific region in our
torso model. Finally, to simulate ECG signals we defined virtual
electrodes on the surface of torso model corresponding to the
precordial leads, which were placed in their standard positions
(see Figure 5A).

Computational Simulations
Simulations at the Organ Level
All simulations at the organ level were performed on eight
different versions of our 3D patient-specific ventricular model,
generated by combining the presence or absence of ER in the
BZ with four different levels of image-based patchy fibrosis (0,
10, 20, and 30%), as detailed in Table 1. Thereby, we could
independently assess the arrhythmogenic effect of the structural
remodeling (fibrosis) and ER within the BZ, as well as the
combination of both factors. We also performed some additional
simulations with the model with ER and 10% fibrosis (model

#6), aiming to study the effect of changing the conductivities
within the BZ. We tested two new sets of values (0.12–0.03 S/m
and 0.22–0.0485 S/m for longitudinal-transversal conductivities),
which in combination with our remodeled version of the ten
Tusscher model, respectively, resulted in CVs in the BZ reduced
by 50 and 25% with respect to the CVs for healthy tissue.

To perform the simulations at the organ level, we used
the software ELVIRA (Heidenreich et al., 2010), a FEM solver
specifically developed for solving the anisotropic reaction-
diffusion equation of the monodomain model for cardiac EP
(Roth, 1988). For the numerical solution of our simulations,
we applied the conjugate gradient method with an integration
time step of 0.02ms, using implicit integration for the parabolic
partial differential equation of monodomain model and explicit
integration with adaptive time stepping for the systems of
ordinary differential equations associated with the ionic models.

Stabilization of myocyte-fibroblast coupling
Adjacent myocytes and fibroblasts are known to interact by
coupling and signaling between them in both healthy and
diseased myocardium (Kohl and Gourdie, 2014; Mahoney et al.,
2016; Ongstad and Kohl, 2016). Electrotonic interaction induces
changes in myocytes coupled to fibroblasts, such as elevation
of resting potential (i.e., less negative) and APD shortening
as a consequence of the effect of fibroblasts as electrical sinks
(MacCannell et al., 2007; Zeigler et al., 2016). Thus, we needed
to stabilize the myocyte-fibroblast electrotonic couplings as a first
step in our simulation pipeline to let those interactions reach the
steady state. For all models including any fibrosis level (10, 20, or
30%), first we performed a 1 s simulation without any stimulus.
After an initial stabilization that caused a multi-foci ectopic-
like activation, myocyte-fibroblast couplings remained stable in
absence of stimulation (see Video S1), so the final state of those
simulations would later serve as a starting point for the following
ones in our simulation pipeline.

Simulation of the ECG
To obtain ECG signals on the body surface, we used an
approximation of the bidomain model (Geselowitz and Miller,
1983) to compute the extracellular potentials across the torso
volume. This approximation, described elsewhere (Keller et al.,
2010) and recently used in other works (Ferrer-Albero et al.,
2017; Martinez-Mateu et al., 2018), comprises several steps. First,
transmembrane potentials, previously computed by simulation
at the organ level using the solver ELVIRA as explained above,
were interpolated from the ventricular model to the nodes
of torso model corresponding to the ventricular myocardium.
Then, solving the passive term (only diffusion) of the bidomain
approach we obtained the extracellular potentials in the
ventricles from the interpolated transmembrane voltages. Finally,
applying Dirichlet boundary conditions at the ventricles-torso
interface and Neumann-type conditions at the torso surface,
the extracellular potentials were computed by using the FEM
method to solve a Laplace equation over the volume mesh
of 3D torso model. To obtain the numerical solution of the
problem, we used the conjugate gradient method with the
incomplete Cholesky decomposition as a pre-conditioner. (See
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TABLE 1 | Different versions of the computational model of ventricles according to the kind of remodeling included in the BZ (ER and/or fibrosis) and results of in-silico VT

inducibility tests performed with CVs in BZ reduced by 75% with respect to the healthy tissue.

Model version Fibrosis in BZ (%) ER in BZ Pacing site

endo#1 epi#1 epi#2

#1 0

NO

no VT no VT no VT

#2 10 no VT no VT no VT

#3 20 no VT no VT no VT

#4 30 no VT S3−290ms

510 ms−117 bpm

no VT

#5 0

YES

no VT S2−360ms

506 ms−118 bpm

no VT

#6 10 S3−370ms

526 ms−114 bpm

S2−360ms

526 ms−114 bpm

no VT

#7 20 S3−370ms

520 ms−115 bpm

S2−360ms

520 ms−115 bpm

no VT

#8 30 no VT no VT no VT

In the cases of positive VT induction, we specify the premature stimulus (S2 or S3) responsible for the unidirectional block triggering the reentrant VT and its CI, as well as the BCL and

heart rate associated with the VT.

Supplementary Material for more details about the method used
to compute simulated ECGs).

RESULTS

3D Ventricular Model
As well as including patient-specific cardiac anatomy, our 3D
ventricular model also integrated personalized geometry of
heterogeneous remodeling caused by MI, differentiating between
infarct scar and BZ that comprised 16 and 8.5% of the volume
of LV myocardium, respectively. Importantly, 3D reconstruction
of the MI remodeling from DE-MRI revealed the presence,
at the epicardial level, of an isthmus mainly composed of BZ
intermingled with several thin patches of healthy tissue that was
surrounded by dense scar. Both the shape and features of this
structure match the definition of a SCC representing a potential
substrate for reentrant VT (de Bakker et al., 1988; Fernández-
Armenta et al., 2013). Moreover, as observed in Figure 4C,
integration of CARTO data onto the 3D model showed good
agreement between the epicardial isthmus and a set of CARTO
points labeled during the RFA procedure as candidates to be part
of a SCC due to the characteristics of its bipolar EGMs (low
voltage, fractionated and split signals, late and isolated potentials,
etc.) (de Chillou et al., 2002; Bogun et al., 2005). The image-based
patient-specific 3Dmodel of infarcted ventricles developed in this
work, as well as the 3D torso model, are both publicly available
at http://commlab.uv.es/repository/.

Electrophysiological Modeling of the Border Zone
ER in the BZ, represented by our modified version of ten
Tusscher model, resulted in a decrease of upstroke velocity and
maximum amplitude of APmainly caused by the downregulation
of INa, as well as an increase in AP duration (APD) relative to
the normal values due to the reduction of repolarizing potassium
currents IKr and IKs. As observed in Figure 6, the main effect of
the applied changes is the prolongation of the APD, which affects
both a single isolated cell and a cell embedded in a 3D remodeled
tissue in a similar degree. Table S1 summarizes a quantitative

analysis of the changes in several AP key biomarkers resulting
from the modifications included in the ten Tusscher model for
ER in the BZ, for both isolated and embedded cell.

Computational Simulations
Sinus Rhythm Simulation
We reproduced the patient’s ECG in sinus rhythm using
computational simulation, in order to test and validate our 3D
patient-specific model. Since we had the endocardial EAMs for
both ventricles, we used that information to generate a patient-
specific stimulation sequence aiming to reproduce the patient’s
sinus activation pattern accurately. We used a total of 133
manually-checked endocardial CARTO points (84 for LV and
49 for RV) mapped onto the endocardial surfaces to create
that personalized sinus stimulation sequence. We used those
mapped points as stimulation sites, applying a stimulus at each
one of them in the time instant given by the checked LAT
value associated with the corresponding endocardial CARTO
point. The endocardial CARTO point with the earliest LAT was
the first stimulated site (at t = 0ms) and the rest of points
were sequentially stimulated until reaching the latest activated
point (highest LAT value) according to recorded EAMs (see
Figure S1). To perform these simulations of sinus rhythm, we
took the final state of the stabilization step (myocyte-fibroblast
coupling) as starting point (t = 0ms). Then, we applied the
CARTO-derived endocardial stimulation sequence to simulate
six heartbeats at a basic cycle length (BCL) of 800ms, thus
matching the patient’s heart rate in sinus rhythm (75 bpm)
during the RFA procedure, which was measured from the ECG
recordings included in CARTO data. Note that only the sixth
beat was used to simulate the ECG signals in the 3D torso
model for a single heartbeat in order to compare those signals to
patient’s recordings.

The activation map corresponding to sinus rhythm simulated
with model #6 (with ER and 10% fibrosis in BZ) is displayed
Figure 7. As observed, most of the ventricular tissue is already
activated in around 140ms. However, certain regions of the BZ
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FIGURE 6 | Comparison between APs generated by the original version of ten Tusscher model (ten Tusscher and Panfilov, 2006), used in our simulations for healthy

myocardium, and APs resulting from our modified version of such model for the remodeled BZ. Upper row shows APs from a simulation with a single isolated cell,

after stabilizing the model at a BCL of 800 ms, while the lower row displays APs obtained for a cell embedded in a 3D tissue (i.e., surrounded by other cells and

electrically coupled to them) exclusively composed of remodeled myocytes.

show a very late activation, especially the epicardial isthmus (see
Figure 7D), where activation lasts up to 289ms. Activation maps
for this CARTO-derived sinus rhythm are very similar for all
versions of the ventricular model. The only remarkable difference
is the time that the tissue corresponding to the BZ takes to be
fully activated, ranging from 243ms for model #1 (no ER and no
fibrosis in BZ) to 296ms for model #8 (with ER and 30% fibrosis
in BZ). Both factors slow down the activation of the BZ, with ER
causing delays longer than fibrosis.

Figure 8 shows APD maps for four different versions of the
ventricular model, depicting the repolarization dispersion (or
APD heterogeneity) generated by both the ER and the presence
of fibrosis in the BZ. The inclusion of ER in the BZ creates regions
with longer APDs, while the presence of 10% image-based patchy
fibrosis causes the opposite effect (APD shortening) in certain
regions of the BZ. Thus, the combination of both factors increases
the dispersion in the repolarization pattern, which may result in
a higher arrhythmogenicity. For APD maps with 20% and 30%
fibrosis in BZ, see Figure S2.

The comparison between the real and simulated ECG (at
the precordial leads) for all versions of the ventricular model
including ER in the BZ is shown in Figure 9. The inclusion or
absence of ER in BZ did not have an important impact on the
simulated ECG in sinus rhythm (see Figure S3 for simulated
ECGs with models without ER in BZ). Conversely, the presence
of fibrosis in the BZ caused a deviation of the ST segment that
matched that observed in the real ECG (see elevation in V1 and
depression in V5 and V6, for instance). Furthermore, simulated
QRS complex width and polarity was remarkably similar to the
patient’s one, with a signal correlation over 80%, except for
V2 and V3 leads for which correlation was around 70%. The
most important difference was the repolarization phase, since
simulated ECGs showed a delayed Twave with respect to patient’s
one. Neither ER nor fibrosis in BZ appeared to have an important
impact on repolarization, with only a slight effect on T wave
magnitude depending on fibrosis level.

In-silico VT Induction
The final goal of our simulation pipeline was to reproduce the
clinical VT in-silico in order to study its mechanisms and to
identify reentry circuits responsible for the VT as ablation targets.
Among CARTO points projected onto the 3D model, we chose
two locations tagged as pacing sites in the actual procedure
and replicated the same programmed electrical stimulation
(PES) protocol applied by the electrophysiologists in the EP
laboratory. First tested pacing site (endo#1) was located on the
LV endocardium (Figure 10, green sphere), while the second one
(epi#1) was on the LV posterior epicardial wall below the apical
side of the MI (Figure 10, red sphere). Aiming to explore the
influence of pacing location, we included an additional point
(epi#2) located on the LV epicardial posterior wall, over the basal
side of the MI (Figure 10, blue sphere).

Starting from the steady-state after the stabilization in sinus
rhythm, we paced the ventricles from each pacing site (one at a
time) with a train of six stimuli delivered with a BCL of 600ms
(S1 phase), followed by a single stimulus (S2 phase) coupled at
400ms after the last S1. If it failed to induce VT, we reduced the
S2 coupling interval (CI) in steps of 10ms until reaching positive
VT induction or propagation block at pacing site. In the latter
case, when VT was non-inducible by a single S2 stimulus, we
repeated the PES protocol adding another premature stimulus
(S3 phase) after the S2 phase, with both S2 and S3 stimuli
coupled at the same CI. We followed that protocol for the eight
model versions (Table 1) and the three pacing sites (Figure 10).
Table 1 summarizes the results of all those in-silico tests of VT
inducibility. Focusing on VT simulations at the organ level, such
results show that our pipeline was able to replicate the outcomes
of the VT inducibility tests performed in the EP laboratory.
We achieved positive VT induction with several versions of the
ventricular model from the two pacing sites (endo#1 and epi#1)
that succeeded in the real EP study. On the contrary, pacing
site epi#2 (not tested in the clinic) could not trigger VT on any
model version.
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FIGURE 7 | Activation map for CARTO-derived sinus activation, corresponding to the sixth heartbeat simulated with the ventricular model with ER and 10% fibrosis in

BZ (model #6). Top row shows an anterior (A) and a posterior (B) view of a coronal cross-section (four-chamber plane) of the ventricular model, showing the activation

on the endocardial surfaces. Bottom row also displays anterior (C) and posterior (D) views of the whole model, showing the activation at epicardial level. Black regions

correspond to not activated tissue (not depolarized) due to fibrosis accumulation. Gray region represents the infarct scar, modeled as non-conducting tissue.

Regardless the pacing site, all induced VTs showed a common
mechanism characterized by a unidirectional block at the lower
side (the most apical end) of the epicardial SCC previously
described, consequently leading to reentry through its upper side
(the most basal end). Figures 11A–E displays potential maps
at different times, showing the propagation patterns generated
by the S2 stimulus that gives rise to the unidirectional block
and, subsequently, to the onset of the VT due to reentry. Such
epicardial SCC enabled the perpetuation of the reentrant activity,
showing a clockwise macroreentrant propagation pattern with
the wavefront entering the SCC through its upper end and leaving
it through the lower one (see Figure 11F), what triggered a self-
sustained monomorphic VT with a BCL of 526ms (114 bpm) on
model #6 (see Video S2).

In our model, the presence of ER in the BZ was necessary in
three out of four configurations allowing positive VT induction
(models #5–7). The only configuration providing positive VT
induction without ER (model #4) required the highest fibrosis
level (30%) in the BZ among tested ones, together with a CI for
S2–S3 phases significantly shorter than that of cases including ER
in BZ (see Table 1). Concerning pacing site epi#2 that we added
to those tested in the real EP study, the VT test was negative in all
model versions, since the applied PES protocol never managed to
induce unidirectional block at either of the ends of the epicardial

SCC (see Video S3). Model #8 was a special case, as it is the only
configuration that always led to bidirectional block at the lower
end of the epicardial SCC regardless both the pacing site and the
CI for S2–S3 phases, blocking the propagation even in the S1
phase (see Video S4).

Figure 12 shows APD maps for three different versions of
the ventricular model, exhibiting considerable repolarization
dispersion caused by either ER or fibrosis in the BZ, as already
observed in sinus activation (see Figure 8 and Figure S2). Those
maps, resulting from the propagation of the last stimulus of
S1 phase, differ significantly between them, although sharing
a common feature. All of them present regions of longer
APDs (compared to the rest of BZ tissue) at both ends
of the epicardial SCC that supports the reentrant activity.
This effect seems more marked at the lower side of the
SCC, where the unidirectional block that triggers the reentry
occurs, especially in those models including ER in the BZ
(Figures 12B,C). It is probably caused by a deeper impact
of source-sink mismatches because of the narrower funnel
shape of the lower end of the SCC compared to the
upper one.

Following the premise of only including non-invasive clinical
data in our pipeline, we obtained the simulated ECGs for all
successful VT induction using the torso model in order to assess
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FIGURE 8 | APD maps showing the epicardial surface of the posterior wall of the ventricular model, exhibiting the differences in repolarization patterns during

simulated sinus rhythm for the four versions of the model resulting from the combination of absence and presence of ER with no fibrosis and with 10% image-based

patchy fibrosis in the BZ. Those maps correspond to the sixth heartbeat simulated from the CARTO-derived activation pattern at a BCL of 800ms (75 bpm). As

observed, both the ER and the presence of patchy fibrosis in the BZ affects the APDs in the BZ, creating repolarization dispersion around the infarct scar. (see

Supplementary Material for APD maps with 20 and 30% fibrosis in the BZ).

the matching between the in-silico induced and the clinical VT
by comparing both ECGs. The frequency of reentry around the
scar was faster in the patient (BCL=340ms, 175 bpm) than in the
simulations (BCL = 506–526ms, 114–118 bpm) (see Table 1),
probably due to differences in CVs mainly in the BZ including
the SCC. It is noteworthy that CVs, as well as APDs, were not
personalized but based on population data. Aiming to compare
the morphology of precordial leads, we removed the frequency
variability by resampling a simulated ECG and overlapped it
to the patient’s ECG. Figure 13 shows such comparison, where
it is clearly appreciated that both morphologies present a high
degree of correlation, with the simulated ECG following every
signal deflection in the real signals in all precordial leads. Only
lead V2 showed an enlarged amplitude in the simulated case
in one of the sections of the signal. Hence, as in the case of
sinus activation, V2 shows the most considerable differences
with respect to the patient’s ECG, along with V3 to a lesser
extent. All configurations that managed to induce VT showed
the same reentrant pattern depicted in Figure 11F, therefore
resulting in highly similar ECGs, just revealing subtle differences

in VT frequency, as observed in Figure 13 and detailed in
Table 1.

After analyzing our simulation results, given the significant
difference in frequency between clinical and simulated VT (175
vs. 115 bpm), we chose model #6 and pacing site epi#1 to perform
some additional tests aiming to study the influence of different
CVs in the BZ on VT features and its related mechanisms.
With CVs reduced by 25% with respect to healthy tissue, the
result for VT induction was negative, since unidirectional block
never happened (see Video S5), reaching propagation fail at
pacing site at CI of 290ms. In contrast, the test with CVs
reduced by 50% resulted in a positive VT induction, triggered
again by unidirectional block at the lower side of the epicardial
SCC, due to S2–S3 stimuli with 320ms for CI. Such interval
is notably shorter than the successful CI in the case of CVs
reduced in 75% (see Table 1), in which VT furthermore resulted
from a single S2 stimulus. Regarding the simulated ECG, the
morphology of the monomorphic VT did not exhibit significant
variations. However, the acceleration of the reentrant activity due
to increased CVs in the BZ led to a considerably shorter BCL
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FIGURE 9 | Comparison between real and simulated ECG signals recorded at precordial leads in sinus rhythm. These plots display the ECG simulated with all model

versions including ER (models #5–8), combined with the four tested levels of image-based patchy fibrosis in the BZ. The ECG for the model version with ER, 10%

fibrosis and the CVs reduced by 50% in BZ (10% fib*), instead of 75%, is also represented. Correlation coefficients (CORR) are included in the plots legend. Those

signals were obtained by propagating through the 3D torso model the sixth heartbeat simulated from the CARTO-derived sinus activation pattern at a BCL of 800ms

(75 bpm). (see Supplementary Material for simulated ECGs with model versions without ER in the BZ).

FIGURE 10 | Pacing sites for the application of PES protocols aiming to test VT inducibility by computational simulation. The dark gray region represents the infarct

scar.
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FIGURE 11 | Reentrant monomorphic VT induced in-silico by PES protocol. Posterior views of the 3D ventricular model displaying potential maps at different time

instants of the PES protocol from pacing site epi#1 leading to positive VT induction on the model #6 (ER and 10% fibrosis in BZ). Non-excitable scar is represented in

gray color. White arrows indicate direction of the depolarization wavefront. (A) Only one premature stimulus (S2) was delivered at a CI of 360ms. (B) The wavefront

generated by S2 stimulus causes a functional propagation block at the lower side of the epicardial isthmus (see white circle). (C) The wavefront continues propagating

around the infarct scar, but not through the epicardial isthmus due to the functional block caused by S2 stimulus. (D) The wavefront reaches the upper side of the

epicardial isthmus after propagating all around the infarct scar. (E) The wavefront enters through the upper side of the epicardial isthmus, propagating across the

channel until leaving it through its lower side (unidirectional block) to propagate again around the scar, giving rise to a reentrant activity leading to a self-sustained

monomorphic VT. (F) Activation map of a cycle of the induced VT, confirming that the epicardial isthmus constitutes a SCC acting as structural substrate for this

infarct-related VT.

(425ms, 141 bpm) (see Figure 13), closer to that of the clinical
VT but still a 20% slower (175 vs. 141 bpm).

DISCUSSION

3D Modeling
In this study, we have built a detailed image-based 3D cardiac
model that faithfully reproduces the patient-specific anatomy
and function of the ventricles of a given subject (see Figure 1)
from non-invasive clinical data, reaching a high level of
anatomical detail. In contrast, fiber orientation and transmural
EP heterogeneity were included based on population data. Unlike
ours, most previous 3D ventricular models ignore papillary
muscles and endocardial trabeculations, especially those based on
in-vivo clinical images. Subtlety and high inter-subject variability
of endocardial structures add difficulty to the already challenging
task of segmenting in-vivo cardiac datasets. In our particular case,
since the reentrant circuit is entirely confined at the epicardial
level, neither papillary muscles nor trabeculations appear to have

any impact on VT mechanisms. However, significant influence
of some endocardial structures (e.g., moderator band in RV)
on activation patterns has been observed both experimentally
(Durrer et al., 1970) and by computational simulation (Bishop
et al., 2010), as well as their potential role in the VT features
(Kim et al., 1999b; Bogun et al., 2008;Walton et al., 2018). Further
investigations with large cohorts of patients are required to assess
the convenience of systematically including endocardial details in
patient-specificmodels devoted to infarct-related VT simulations.

An essential element of our model was the anatomical and
functional modeling of the infarcted region. We based our
patient-specific anatomical MI model on cardiac DE-MRI (see
Figure 2), which is the current gold-standard technique for
in-vivo assessment of myocardial ischemic injury in clinical
environments (Jamiel et al., 2017; Patel et al., 2017). Moreover,
DE-MRI is a routine imaging technique recommended for
infarcted patients referred for RFA procedures (Pedersen et al.,
2014; Priori et al., 2015), so it satisfies our requisite of
exclusively using non-invasive clinical data. DE-MRI enables
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FIGURE 12 | APD maps resulting from the propagation of the last stimulus of the S1 phase triggered from pacing point epi#1. These maps correspond to three out of

the four different versions of the ventricular model that enabled positive VT induction in in-silico tests: (A) model #4 (no ER and 30% fibrosis), (B) model #5 (with ER

and 0% fibrosis), and (C) model #6 (with ER and 10% fibrosis). All of them show repolarization dispersion in the BZ surrounding the infarct scar, with a region of longer

APDs at both ends of the epicardial SCC, especially at the lower side where the unidirectional propagation block that triggers the reentrant activity occurs. Black

regions correspond to not activated tissue due to fibrosis accumulation.

FIGURE 13 | ECGs during clinical VT. Comparison between real (black) and simulated ECGs with different model versions for in-silico induced VT. Simulated ECGs

correspond to all model versions that enabled a positive VT induction: models #4 (orange), #5 (blue), #6 (green) and #7 (magenta). The ECG for model #6 (ER and

10% fibrosis in BZ) with the CVs reduced by 50% (instead of 75%) is also represented (cyan). Together with the patient’s ECG (black), a resampled version of the ECG

obtained with model #6 and CVs reduced by 75% in BZ is displayed (red) to ease a visual comparison of the waveform of both signals.

the segmentation of the MI differentiating between infarct scar
and BZ, that is crucial in order to study infarct-related VT
mechanisms by computational simulation (Ringenberg et al.,

2014; Ukwatta et al., 2016). Nonetheless, the proper definition
of both types of tissue from in-vivo clinical DE-MRI images
remains controversial (especially for the BZ), something that
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has given rise to a great variety of methods for this problem
(Karim et al., 2016).

Electrophysiological Modeling
Although it is not a completely acellular tissue (Sun et al., 2002;
Rog-Zielinska et al., 2016), the infarct scar is mainly composed
of extracellular matrix (collagen) (Cleutjens et al., 1999; van
den Borne et al., 2010; Daskalopoulos et al., 2012). However,
there is no representation for the extracellular space in the
monodomain model. In such a case, a passive model (cellular
level) combined with a low conductivity (tissue level) could be
used to account for a slight electrotonic load caused by the
scar (Ringenberg et al., 2014; Deng et al., 2015). We performed
some initial tests assigning the MacCannell model to the scar
region, as done in McDowell et al. (2011). When we computed
the ECG, the signals showed considerable distortion caused by
strong gradients resulting from the presence of such a large
region (the scar occupies the 16% of LV in our model) that
practically remained at resting potential across the simulations.
This unwanted “side effect” would be critical for this work,
since simulating the ECG properly is a key goal in order to
compare our results to a real patient’s recordings. Hence, we
decided to disregard the potential electrotonic effect of the
scar and modeled it as an electrical insulator by imposing no-
flux boundary condition, as done in many other studies (Relan
et al., 2011; Rantner et al., 2012; Arevalo et al., 2013, 2016;
Ashikaga et al., 2013).

A few simulation studies focused on infarct-related VTs have
also included fibrosis within the BZ. Some authors have randomly
included fibrosis, either diffuse fibrosis modeled as an electrically
passive tissue in a 3D model of rabbit ventricles (McDowell et al.,
2011) or as micro-regions (patches) of non-conducting scarred
tissue in a 3D canine model (Arevalo et al., 2013). Similarly,
a very recent work included randomly generated patterns of
non-conducting fibrotic tissue within the BZ in a model of
infarcted rabbit ventricles (Campos et al., 2018). Another study
faithfully reproduced fibrosis distribution in the BZ by means
of highly detailed 3D models of wedge samples resulting from
the reconstruction of high-resolution histological sections of
infarcted rat hearts, considering it as non-conducting dense
fibrotic tissue (Rutherford et al., 2012).

The gadolinium-based contrast agent used in DE-MRI is not
specific for fibrosis, so the hyper-enhancement is assumed to
be caused by its distribution through the extracellular space
(Moon et al., 2004; Mewton et al., 2011), which is expanded
in fibrotic regions resulting from the healing of MI (Hein and
Schaper, 2001; Daskalopoulos et al., 2012; Seidel et al., 2016).
Experimental observations based on histological sections have
witnessed the presence of fibrosis infiltrated within the BZ (de
Bakker et al., 1988; Smith et al., 1991; Rutherford et al., 2012;
Tschabrunn et al., 2016), mainly showing the appearance of
patchy/interstitial fibrosis. Importantly, this is considered the
most arrhythmogenic kind of structural remodeling. Patchy
fibrosis increases the susceptibility to unidirectional blocks due
to source-sink mismatches and slows down conduction because
of propagation delays caused by the tortuous pathways that the
wavefront has to take, also leading to EGM fragmentation due

to impaired activation (de Bakker et al., 2005; de Jong et al.,
2011; Nguyen et al., 2014; Dhanjal et al., 2017). According
to histological observations, it is widely assumed that voxels
showing intermediate intensity levels in DE-MRI images, usually
classified as BZ, correspond to a mixture of myocytes and fibrotic
tissue (Hsu et al., 2006; Schuleri et al., 2009; Varga-Szemes et al.,
2016). Consequently, we assumed that voxels in the BZ showing
the highest intensity levels in the images probably correspond to
pieces of myocardium having a high percentage of fibrotic tissue.
Here, the intensity level of each DE-MRI voxel wasmapped into a
cluster of hexahedral elements in the volume mesh of ventricular
model. This, along with the fact that the brightest voxels in the BZ
are usually surrounded by others with similar intensities, makes
our image-based method to generate patches within the BZ (see
Figure 3), resulting in a pattern of patchy fibrosis similar to
that observed in histological examinations (Schuleri et al., 2009;
Rutherford et al., 2012). Finally, we defined image-based fibrosis
up to 30% of the BZ (represented by the MacCannell model),
since larger levels generated fibrotic barriers completely blocking
the electrical propagation inside the epicardial SCC responsible
for the VT, as for instance in the case of model #8 described
above. A recent study used a similar approach to include realistic
fibrosis patterns based on DE-MRI images, although in that case
the aim was to assess the influence of several strategies of fibrosis
modeling on atrial fibrillation dynamics using a 3D model of
human left atrium (Roney et al., 2016).

Regarding myocyte-fibroblast coupling, there is experimental
evidence of the existence of this kind of heterocellular coupling
via gap junctions in the remodeled myocardium resulting from
MI (Camelliti et al., 2004; Schwab et al., 2013; Mahoney et al.,
2016), as well as by tunneling nanotubes (Quinn et al., 2016).
However, there is a lack of experimental studies focused on
the characterization of myocyte-fibroblast coupling in the BZ of
chronic MIs in terms of density and distribution of functional
gap junctions connecting both types of cells (Ongstad and Kohl,
2016). Hence, magnitude and anisotropy of the electrotonic
load caused by myocyte-fibroblast coupling in the BZ remain
undetermined. Finally, we decided to consider this influence by
means of a fibroblast model (MacCannell et al., 2007) and a
conductivity value set for fibrotic tissue that mainly affects the
myocyte-fibroblast coupling within the BZ by modulating the
electrotonic interaction between both cell types.

Besides fibrosis, we also considered the ER in the viable but
altered myocardium corresponding to the BZ that surrounds the
infarct scar. However, it must be noted that all changes affecting
ionic channels considered for the BZ are based on experiments
with cells harvested from epicardial BZ of canine hearts (Pu and
Boyden, 1997; Jiang et al., 2000; Dun et al., 2004). As recently
discussed elsewhere (Connolly and Bishop, 2016), it is unclear
to what extent such data are representative of the ER in BZ of
human hearts. The presence of epicardial collateral circulation in
canine hearts, not present in humans, is known to influence the
formation of the epicardial BZ in dogs (Ursell et al., 1985; Schaper
et al., 1988), which could give rise to functional differences with
respect to the surviving myocytes in human BZ. On the other
hand, all of those experimental studies (Pu and Boyden, 1997;
Jiang et al., 2000; Dun et al., 2004) were performed a few days
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after the coronary occlusion, still in the healing phase of the
MI rather than in its chronic stage (see Mendonca Costa et al.,
2018 for a recent review). Nevertheless, these data have been
widely used in previous studies (McDowell et al., 2011; Rantner
et al., 2012; Arevalo et al., 2013; Ashikaga et al., 2013; Ringenberg
et al., 2014; Deng et al., 2015; Hill et al., 2016) due to the lack
of experimental data for ER in the BZ of chronically infarcted
human hearts.

Our simulation results showed that VT inducibility was
strongly related to slow conduction and APD heterogeneity in
the BZ (including the SCC). Slow conduction in BZ is widely
considered as a key factor in promoting reentry through SCC
crossing the infarct scar, as it allows the working myocardium
at the other side to recover its excitability before the arrival of
the wavefront coming from the channel (Lazzara and Scherlag,
1984; de Bakker et al., 1993; Nguyen et al., 2014). However, the
underlying mechanisms of this reduction in CVs still remain
unclear, leading to a lack of consensus on the proper way to
model it computationally. Some authors have reduced drastically
only the transversal CV (McDowell et al., 2011; Deng et al.,
2015). This approach could represent the severe reduction
measured in gap junctional conductance in canine BZs only in
the transverse direction (Yao et al., 2003) and/or the loss of
side-to-side coupling between adjacent layers of myocytes due
to the isolating effect of infiltrated fibrotic tissue (Spach and
Boineau, 1997). Rutherford et al. managed to induce reentry in
wedge models of infarcted myocardium due to the propagation
delays exclusively caused by dense fibrosis (collagen) infiltrated
within the BZ (Rutherford et al., 2012). Downregulation and
lateralization of connexin 43 (i.e., gap junctions) have been also
reported in the BZ (Smith et al., 1991; Severs et al., 2008).
Downregulation of connexin 43 could result in an isotropic
reduction of CV and its lateralization would exacerbate this effect
in the longitudinal direction while keeping or even increasing
transversal CV. Nonetheless, part of lateralized gap junctions of
remodeled cardiomyocytes in the BZ are thought to be non-
functional (Matsushita et al., 1999). Regarding tissue architecture,
both DTI (diffusion tensor imaging) (Wu et al., 2006; Winklhofer
et al., 2014) and histological preparations (Rutherford et al.,
2012; Tschabrunn et al., 2016) have revealed fiber disarray
within the BZ that consequently involves alterations in tissue
anisotropy. Conversely, a recent study based on very high-
resolution DTI observed good preservation of normal fiber
orientation patterns in chronically infarcted regions of porcine
and human hearts (Pashakhanloo et al., 2017). In conclusion,
the slowed conduction in the BZ seems to derive from a
complex combination of structural, electrical and gap junction
remodeling that is not well-understood yet (de Bakker, 2017).
In our case, aiming to reproduce macroscopically the global
effect of all those combined factors affecting the propagation
and promoting the reentrant activity, and in addition to the
image-based patchy fibrosis, we imposed an isotropic reduction
of CVs in the BZ as recently done by others (Ringenberg et al.,
2014; Hill et al., 2016), testing reductions of 75, 50, and 25%
for both longitudinal and transversal CVs with respect to the
healthy myocardium.

Sinus Rhythm Simulation
Regarding the personalization of cardiac activation, other authors
have exploited EAMs to personalize electrical propagation
in simplified models by adapting the so-called apparent
conductivities (Chinchapatnam et al., 2008; Relan et al., 2011;
Chen et al., 2016). Since we excluded invasively recorded data
from our pipeline, we just benefited from CARTO data to
validate the full 3D model (ventricles-torso set) in sinus rhythm
by means of the simulated ECG resulting from the activation
pattern provided by endocardial EAMs. The main limitations
of EAMs are the lack of accurate automatic tools to fit the
data to a 3D model and to annotate LATs, especially in regions
showing pathological EGMs due to the presence of fibrosis and
scarred tissue. The myocardium affected by the MI (scar and
BZ) is the most thoroughly mapped region aiming to find SCCs
across the scar as potential substrates for reentry (Soejima et al.,
2002; Baldinger et al., 2016; Pokorney et al., 2016). However,
in that region most of EGMs show low amplitude and/or very
fragmented signals (Gardner et al., 1985; Bogun et al., 2005; Aliot
et al., 2009). That is why we had to exclude such a large amount
of CARTO points: 462 points removed out of 847 included in the
original CARTO data. In this regard, new multi-array catheters,
such as PentaRay for CARTO system (Biosense Webster, Inc.,
Diamond Bar, CA, USA) or IntellaMap Orion for Rhythmia
system (Boston Scientific, Marlborough, MA, USA) (Mantziari
et al., 2015), are currently helping to acquire less noisy and
much denser maps. Despite current limitations, including the
uncertainty in LAT annotations, our whole-body level approach
allowed obtaining ECGs in sinus rhythm where precordial leads
showed a good signal correlation with real ECGs (between 80
and 96% for V1, V4, V5, and V6), as well as a similar R-wave
progression (see Figure 9). This, along with the good agreement
in QRS complex duration, indicates that chosen values for CVs
in healthy myocardium and for conductivities of organs and
structures in torso model are within a proper range. Moreover,
the coincidence in T wave polarity between real and simulated
ECGs (except for V1) suggests an appropriate definition of
transmural layers, since transmural heterogeneity is known to
have a great influence on the repolarization phase in organ-level
simulations (Okada et al., 2011; Perotti et al., 2015). As observed
in Figure 9, simulated signals for V2 and V3 are the leads that
show most notable differences compared to real ECG, not only
in the repolarization phase but also in QRS complex, as real
ECG shows a prominent negative S wave that simulations could
not properly reproduce. This might be partially caused by the
fact that in the EP laboratory a pad for defibrillation shocks
is usually fixed on the left side of patient’s chest, forcing the
relocation of V2 and (sometimes) V3 electrodes away from their
standard positions. Hence, since we placed the virtual electrodes
for simulated ECG on the standard position of precordial leads
(see Figure 5), this is likely to be an important error source
specifically affecting V2 and V3. Moreover, considering that
V2 and V3 were also the most different signals obtained from
simulated VTs compared to the real ECG (see Figure 13), it
seems highly probable that V2 and V3 electrodes were not placed
in its standard positions in the EP laboratory. In conclusion,
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we consider this reproduction of the patient’s ECG for sinus
activation is an important step for the validation of our pipeline,
even though it is usually omitted in other studies that also aim for
planning of RFA interventions.

In-silico VT Induction
The results of our simulation pipeline for in-silico tests of VT
inducibility suggest that, in the presence of a SCC with slowed
conduction, a key factor to cause a unidirectional block able
to trigger a reentrant VT is the repolarization dispersion due
to APD heterogeneity, as observed in Figure 12. In models
#5–7 such APD heterogeneity (see Figures 12B,C) comes from
the increased APD associated with the ER in the BZ (see
Figure 6), even causing permanent blocks when combined with
high fibrosis levels (model #8). Nevertheless, in model #4, the
APD heterogeneity responsible for the unidirectional block is
exclusively caused by the presence of patchy fibrosis within
the BZ, which by contrast gives rise to patches of tissue
with decreased APD because of myocyte-fibroblast interactions
(Figure 12A). This explains the need of a shorter CI to induce
VT in model #4 compared to those versions including ER in
the BZ (see Table 1). On the other hand, the complete failure
of pacing site epi#2, along with the fact that models #4 and #5
allowed positive VT induction from epi#1 but not from endo#1,
gives evidence of the important influence of the location of
pacing sites on the result of VT inducibility tests and even on
the morphology of induced VTs. If PES protocol delivered from
epi#2 had been able to cause a unidirectional block at the upper
end of the epicardial SCC, for instance, the morphology of the
resulting monomorphic VT would have been different. In such a
case, macroreentry would show a counterclockwise propagation
pattern that, consequently, would alter the morphology of the
ECG during the VT episode. Nonetheless, not only the location
of pacing sites but also the geometry of the SCC seems to have
an essential role in VT mechanisms, what might be the reason
for which in our model propagation blocks occur at the lower
side of the SCC but never at the upper one. In our case, the
lower end of the SCC is narrower than the upper (see Figure 11),
which makes it more prone to functional propagation blocks
due to source-sink mismatches caused by abrupt changes in
the geometry of excitable tissue (Connolly et al., 2015; Ciaccio
et al., 2018). With respect to the tests performed with different
conductivities, simulation results confirm the great impact of
CVs in the BZ both on the initiation mechanisms and on the
frequency of infarct-related reentrant VTs.

Therefore, according to our simulation results, derived from
a unique MI geometry, the most influential factors in promoting
reentrant infarct-related VTs are the reduction of CVs and APD
heterogeneity (repolarization dispersion) in the BZ, either caused
by ER (model #5) or by the presence of fibrosis (model #4),
as well as by the combination of both kinds of remodeling
(structural and ER) (models #6–7). However, our results suggest
that arrhythmogenicity is more strongly correlated with ER than
with fibrosis in the BZ. Only in one case (model #4 paced
from point epi#1) we managed to induce VT in the absence
of ER, requiring a high fibrosis level (30%) to create an APD
heterogeneity enough to promote a unidirectional propagation

block (Figure 12A), in combination with a shorter CI for
premature stimulus. This is in agreement with that observed in
Arevalo et al. (2013) and recently discussed in Trayanova et al.
(2017), whose authors concluded that the presence of fibrosis in
the BZ is not a necessary element in order to predict reentrant
circuits by means of cardiac computational models, as long as
ER in BZ is considered. Focusing on model versions including
ER (models #5–8), moderate levels of patchy fibrosis in the BZ
are thought to facilitate the initiation of VTs, as in the case
of models #6 (10%) and #7 (20%) paced from point endo#1
(see Video S6). However, elevated levels appear to prevent from
VT mechanisms, as observed in model #8 (30%), where the
formation of a permanent bidirectional block avoids the self-
sustained reentry and, consequently, the VT. This matches the
conclusions reached inMcDowell et al. (2011), where the authors
observed an increased risk of infarct-related VTs for intermediate
levels of diffuse fibrosis randomly distributed within the BZ, as
well as a protective role against VT derived from higher levels.
Hence, our approach of image-based patchy fibrosis seems to
have a similar impact on infarct-related VT mechanisms.

Although the morphology of the signals of simulated ECG is
highly similar to that of clinical VT (only V2 andV3 show notable
differences, probably due to inaccurate electrode location) (see
Figure 13), the BCL of in-silico induced reentry is larger than
the patient’s one, thus resulting in a slower VT. We think it is
due to differences in CVs in the BZ and, consequently, in the
epicardial SCC supporting the reentry, where the model is likely
to conduct slower than the real case. When we increased CVs in
the BZ up to 75%with respect to healthy tissue (i.e., a reduction of
25%), we could not induce VT because premature stimuli (S2–S3)
stopped propagating at a CI too short to produce the functional
block at the SCC entrance. The faster the propagation, the shorter
the CI needed to generate a wavefront able to reach the SCC
entrance within the time window in which its tissue is vulnerable
to functional blocks. On the other hand, in the simulated ECGs in
sinus rhythm we observed a delayed repolarization with respect
to the patient’s ECG (Figure 9), something that suggests that
APDs in our model are larger than the patient’s ones. We did not
include the personalization of any parameter relative to cardiac
EP in the design of our pipeline. However, we hypothesize that
the choice of an ionic model with a basal APD shorter than ten
Tusscher’s one probably might allow inducing a reentry with a
shorter CI for premature stimuli in spite of relatively high CVs in
the BZ, triggering a reentry with a shorter BCL and, thus, a faster
VT. Hence, we believe that including in our pipeline a coarse
personalization of the APD based on the features of patient’s ECG
in sinus rhythm, as well as for CVs in healthy myocardium, could
improve the performance of our approach. Although there are a
few precedents in this regard (Relan et al., 2011; Chen et al., 2016;
Gillette et al., 2018), further studies should be conducted in order
to test such hypothesis.

As in this work, the ability to reproduce infarct-related VTs by
means of image-based human cardiac computational models has
been demonstrated in a number of previous studies (Relan et al.,
2011; Ashikaga et al., 2013; Ringenberg et al., 2014; Arevalo et al.,
2016; Chen et al., 2016; Deng et al., 2016; Prakosa et al., 2018).
Concerning the global performance of our particular approach,
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we have been able to reproduce patient’s ECG both in sinus
rhythm and in clinical VT with good fidelity, considering that
cardiac EP and myocardial architecture were not personalized.
When PES protocols produce positive VT induction in the EP
laboratory, electrophysiologists usually compare the resulting
ECG to that registered during clinical VT episodes as a method to
discern whether both VTsmatch or not, what helps in the process
of choosing optimal ablation targets. Therefore, our pipeline
completely based on non-invasive clinical data has the potential
to replicate such process in-silico, such that it might become a
helpful tool in therapy planning prior to RFA procedures aimed
at finishing infarct-related VTs.

Limitations
The major limitation of our work derives from the fact that it
relies on only one case. Thus, this work must be considered as
a proof-of-concept study that shows promising, yet preliminary
results. Hence, further studies including a larger number of
patients should be conducted in order to improve and validate
our pipeline, as well as to strengthen our conclusions.

Some features of the 3D ventricular model were not
personalized. Myocardial architecture, for instance, was
generated by means of a rule-based approach based on
population data. The only alternative is the use of DTI (Hsu
et al., 1998; Scollan et al., 1998; Holmes et al., 2000), although
in-vivo cardiac DTI remains highly challenging because of the
artifacts caused by cardiac motion. However, some studies
have compared simulation results performed on 3D ventricular
models using rule-based methods and ex-vivo DTI (Bishop
et al., 2009; Bayer et al., 2012), finding only minor differences
in electrical patterns at global level, what confirms the validity
and robustness of rule-based approaches for simulations of
cardiac EP.

Currently, the electrical propagation through ventricular
myocardium is known to be characterized by three distinct
conductivities in longitudinal, transverse (within myocardial
sheets) and normal (along transmural direction) axes (Hooks,
2007; Caldwell et al., 2009). Recent computational studies
have shown the impact on propagation patterns that might
result from considering such full electrical anisotropy, both in
simulations at organ level in healthy ventricles (Johnston et al.,
2016) and in simplified models of cardiac tissue under diseased
conditions (Johnston et al., 2018). Instead, we considered a
unique conductivity for all directions perpendicular to myocyte
longitudinal axis, as it has been commonly assumed in most of
the 3D computational studies of cardiac EP so far. Hence, the
incorporation of full anisotropy to the cardiac EP modeling of
our pipeline might be one of the future improvements, as well as
the study of its influence on infarct-related VT inducibility.

We did not incorporate the cardiac conduction system in
our ventricular model, although it was not expected to have a
significant impact on the infarct-related VT mechanisms that
we aimed to study in this work. Considering the longer APD of
Purkinje cells and the delay at the Purkinje-myocardial junctions,
the kind of VTs simulated in this study could not have been
mediated by the Purkinje system. In any case, currently there is
no in-vivo imaging modality capable of providing information

about the patient-specific geometry of Purkinje network. There
are a few recent studies proposing approaches to infer models
of conduction system from endocardial EAMs (Vergara et al.,
2014; Palamara et al., 2015; Barber et al., 2017), yet it would break
our requisite of only using non-invasive clinical data collected
prior to the RFA procedure. Then, the only alternative would
be to include a synthetic Purkinje model. Nevertheless, in such
a case it would be impossible to assess to what extent the impact
on simulation results of that artificial Purkinje network (if any)
would be faithfully replicating the influence of the patient’s
conduction system in such scenario.

The poor quality of the anatomical whole-torso MRI
hampered the construction of a patient-specific torso model,
forcing us to reuse and adapt an existing one. However, given the
results yielded for simulated ECGs, it does not appear to have
been an important drawback, at least in this particular case.

CONCLUSIONS

Our 3D patient-specific model of the ventricles exclusively built
from clinical data, in spite of avoiding the personalization of
cardiac EP (based on population data), was able to reproduce
the morphology of the clinical monomorphic VT suffered by
the patient in the simulated ECGs. Furthermore, this allowed
identification within the 3D model of the SCC responsible for
the reentrant activity, matching the ablation target chosen by
the experts in the RFA procedure that successfully eliminated
VT inducibility in the patient. Hence, we have given a proof
of the feasibility of developing 3D patient-specific computational
models from clinical data aimed at simulation of the cardiac
EP, with the potential to become a powerful tool for surgical
planning. This approach could help to improve the currently
low success rate of RFA procedures as well as to shorten surgery
duration and, consequently, decrease the risk to the patient. It
must be highlighted the great importance of the personalization
of both cardiac anatomy and MI geometry from in-vivo high-
resolution images to accurately locate reentry pathways as
ablation targets by in-silico EP studies.

From the functional perspective, the computational modeling
of the BZ remains a complex task due to the lack of experimental
data from human hearts. In our study, the determinant aspects
were the reduction of CVs and APD heterogeneity, which
could be caused by ER in the BZ, a large amount of patchy
fibrosis (30%) or a combination of both factors. The most
arrhythmogenic versions of our ventricular model were those
that combined the ER with intermediate fibrosis levels (10 and
20%) in the BZ. Such configurations generate an important
repolarization dispersion (APD heterogeneity) around the infarct
scar, especially in the vicinity of both terminal ends of the
epicardial SCC, making the model more prone to the onset
of reentrant activity due to functional unidirectional blocks in
the channel.

Several challenging issues are still hampering the introduction
of cardiac computational models as a common tool in clinical
environments, such as the automatic and accurate reconstruction
of patient-specific anatomy and infarct geometry from in-vivo
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images, especially from MRI modalities. Another important
drawback is the current high cost of 3D computational
simulations of cardiac EP at organ and body levels, whose
computational burden demands the use of high-performance
computational resources and long computing times.
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NOMENCLATURE

2D Two-dimensional

3D Three-dimensional

AP Action potential

APD Action potential duration

BCL Basic cycle length

SCC Slow conducting channel

DE-MRI Delayed enhancement-MRI

EAM Electroanatomical map/mapping

ECG Electrocardiogram

EGM Electrogram

FEM Finite-element method

LAT Local activation time

LV Left ventricle

MI Myocardial infarction

RFA Radiofrequency ablation

RV Right ventricle

SD Standard deviation

VT Ventricular tachycardia

DTI Diffusion tensor imaging

EP Electrophysiology/electrophysiological
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Ventricular tachycardia (VT), which could lead to sudden cardiac death, occurs
frequently in patients with myocardial infarction. Computational modeling has emerged
as a powerful platform for the non-invasive investigation of lethal heart rhythm disorders
in post-infarction patients and for guiding patient VT ablation. However, it remains
unclear how VT dynamics and predicted ablation targets are influenced by inter-
patient variability in action potential duration (APD) and conduction velocity (CV).
The goal of this study was to systematically assess the effect of changes in the
electrophysiological parameters on the induced VTs and predicted ablation targets
in personalized models of post-infarction hearts. Simulations were conducted in 5
patient-specific left ventricular models reconstructed from late gadolinium-enhanced
magnetic resonance imaging scans. We comprehensively characterized all possible
pre-ablation and post-ablation VTs in simulations conducted with either an “average
human VT”-based electrophysiological representation (i.e., EPavg) or with ±10% APD
or CV (i.e., EPvar); additional simulations were also executed in some models for an
extended range of these parameters. The results showed that: (1) a subset of reentries
(76.2–100%, depending on EP parameter set) conducted with ±10% APD/CV was
observed in approximately the same locations as reentries observed in EPavg cases; (2)
emergent VTs could be induced sometimes after ablation in EPavg models, and these
emergent VTs often corresponded to the pre-ablation reentries in simulations with EPvar

parameter sets. These findings demonstrate that the VT ablation target uncertainty
in patient-specific ventricular models with an average representation of VT-remodeled
electrophysiology is relatively low and the ablation targets stable, as the localization
of the induced VTs was primarily driven by the remodeled structural substrate. Thus,
personalized ventricular modeling with an average representation of infarct-remodeled
electrophysiology may uncover most targets for VT ablation.
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INTRODUCTION

Ventricular tachycardia (VT), a life-threatening fast heart
rhythm, occurs frequently in patients with myocardial infarction,
and leading to sudden cardiac death. Although increased
utilization of pre-procedural imaging (Fernandez-Armenta et al.,
2013), high-density mapping (Anter et al., 2016), epicardial access
(d’Avila et al., 2006), and more extensive ablation strategies (Di
Biase et al., 2012; Jais et al., 2012) have all contributed to improved
procedure outcome, a high efficacy of treatment for VT in the
electrophysiology (EP) laboratory has not yet been achieved.
At present, catheter ablation is the most effective method to
eliminate VT, however, it only has modest success, 50–88% (Aliot
et al., 2009). This is the result of limitations in current techniques
for mapping the electrical functioning of the heart and identifying
the targets for VT ablation.

Computational modeling has emerged as a powerful
platform for the non-invasive investigation of lethal heart
rhythm disorders and their treatment (Behradfar et al., 2014;
Pathmanathan and Gray, 2014; Grandi and Maleckar, 2016;
Loewe et al., 2018; Roney et al., 2018a,b); it has been used for
risk stratification in patients with myocardial infarction (MI)
(Vadakkumpadan et al., 2014; Arevalo et al., 2016; Deng et al.,
2016) and prediction of reentry location (Ashikaga et al., 2013;
Deng et al., 2015; Zahid et al., 2016). Computational technology
has also been recently developed to guide patient ablation (the
Virtual-heart Arrhythmia Ablation Targeting, or VAAT), and
even used prospectively, as a prove of feasibility of the approach,
in a small number of patients (Prakosa et al., 2018). In these
models, the personalized element is limited to information
that is extracted from non-invasive late gadolinium-enhanced
magnetic resonance imaging (LGE-MRI) scans, which is the
patient-specific ventricular geometry, and the spatial distribution
of infarcted-remodeled tissue. Cell- and tissue scale EP in these
models, while reflecting the fact that the substrate in VT patients
involves EP ventricular remodeling (Dangman et al., 1982; Dun
et al., 2004; Mendonca Costa et al., 2018), is derived from an
average human set of EP parameters (i.e., EPavg) to represent
non-infarcted tissue and remodeled gray zone (GZ). Clearly, an
ideal option would be to use personalized EP in each model,
however acquisition of such information is invasive, in contrast
to the VAAT approach, which offers a non-invasive prediction of
the ablation targets. Thus, the ablation targets that are predicted
to terminate VT in post-MI patients using the VAAT approach
might have a level of uncertainty associated with the fact that
pre-determined EP is used.

Similar issues had previously arisen in using patient-specific
models of persistent atrial fibrillation (AF) in patients with
fibrotic remodeling (Trayanova, 2014; Zahid et al., 2016; Deng
et al., 2017; Hakim et al., 2018). As the intention is that such
models be used in the future to predict the patient-specific
targets for AF, in a series of papers we sought to assess the level
of uncertainty in such predictions (Deng et al., 2017; Hakim
et al., 2018). Research in these studies demonstrated that while
not always the same ablation targets are predicted under the
examined variable EP conditions (Deng et al., 2017), the majority
of the targets that were not predicted under the average EP

conditions manifested themselves upon repeating the pacing
protocol post-ablation (Hakim et al., 2018).

While persistent AF in the fibrotic substrate and VT post-MI
have very different arrhythmia dynamics, they both result from
a combination of remodeled structural substrate interacting with
a remodeled EP. Thus, in this study, we aimed to systematically
assess the effect of changes in the electrophysiological parameter
set on the induced VTs and predicted ablation targets in
personalized models of post-MI patient hearts.

MATERIALS AND METHODS

Post-infarction Human Heart Models
For this retrospective study, we used data from 5 patients who
were referred for catheter ablation of VT; their MRI data are used
for model reconstruction. Details regarding patient information
and model construction can be found in our previous publication
(Prakosa et al., 2018). Briefly, the myocardium boundaries were
semi-automatically segmented and regions of gray zone (GZ),
core scar, and non-infarcted tissue were segmented from LGE-
MRI by means of signal thresholding (Arevalo et al., 2016; Deng
et al., 2016). Tetrahedral meshes were constructed directly from
the segmented images using a previously described approach
(Prassl et al., 2009), which uses the dual mesh of an octree applied
directly to the segmented 3D image stacks. Fiber orientations in
the mesh were assigned using a previously validated rule-based
method (Bayer et al., 2012). In order to be able to conduct this
research in a tractable manner, as it involves a very large number
of simulations (see below), we conducted simulations in the left
ventricle (LV) only in all these 5 models. The rationale for this
choice is based on the fact that human infarcts resulting in VT
are typically located in the LV (Cano et al., 2017; Martin et al.,
2018); the LV was also the location where all the clinical VTs in
these patients were sustained.

Modeling Cell- and Tissue-Scale
Variability of Ventricle
Electrophysiology properties were assigned in the model
as previously described (Prakosa et al., 2018). Briefly, the
mathematical description of electrical conduction in cardiac
tissue was based on the monodomain representation (Plank et al.,
2008). Core scar was modeled as passive tissue. Non-infarcted
tissue and GZ were assigned human ventricular myocyte action
potential dynamics (ten Tusscher et al., 2004). The values of the
non-infarcted tissue conductivities used in this study were 0.255
and 0.0775 S/m in the longitudinal and transverse directions,
respectively. Tissue in the GZ region was characterized with a
90% decrease in transverse conductivity to reflect connexin-43
remodeling in the infarct border zone (Yao et al., 2003).

To establish baseline reentry dynamics in the absence of
variability in the electrophysiological component of the infarcted
substrate, we first conducted simulations under average human
VT EP, as in previous studies (Arevalo et al., 2016; Deng
et al., 2016). For brevity, these conditions are referred to as
EPavg. We then ran simulations in ventricular models with the
same geometric structure and infarcted tissue distribution to
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assess the effects of APD and CV variability. For simulations
with APD variability, specific ionic currents were modified to
achieve ±10% APD (Figures 1A,B), while minimally altering
other AP properties, including resting membrane potential [Vm],
AP amplitude, and restitution curve slope (Figure 1C). To
simplify ionic current parameters selection process, IKr and IKs
were modified simultaneously in 10% increments from −90
to 300%, and the current values that resulted in APD closest
to the target APD (i.e., ±10% or ±20% APD) in each case
were used in this study (Table 1). For simulations with CV
variability, the longitudinal and transverse components of the
conductivity tensor were modified to achieve±10% CV. To avoid
biasing effects from the complex infarcted structure in ventricular
models, CV values were calibrated by simulating wavefront
propagation following stimulation of the center point in a slab

model (6 cm × 6 cm × 2.7 mm) with uniform fiber orientations,
and conductivity tensor values were adjusted until the desired
longitudinal and transverse CVs were observed. In both families
of cases (i.e., APD±10% and CV±10% conditions), parameter
changes required to achieve the desired emergent property were
different for non-infarcted and GZ tissues. Complete details
about these changes and the resulting variability in APD and CV
are presented in Tables 1, 2, respectively.

As experimental measurements (Britton et al., 2013) have
shown that APD and CV could vary in a larger range, we
conducted additional simulations in two models only (for
computational tractability) with APD±20% and CV±25%, and in
one model, with a combination of APD±20% and CV±25%. The
parameter changes were listed in Tables 1, 2. We chose APD±20%
instead of APD±25% because APD+25% resulted in longer APD

FIGURE 1 | (A) Action potential (AP) traces for simulated normal (non-infarcted) (left) and GZ (right) ventricular myocytes, paced to steady-state (1000 stimuli at basic
CL = 600 ms) under average human VT electrophysiology (EPavg) conditions, and with AP duration (APD90) variability (±10% and ±20%). (B) APD restitution
relationships for the respective cell types shown in A. Fit lines obtained via exponential regression. (C) Plots showing APD restitution curve slope values for different
diastolic intervals.
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TABLE 1 | Cell-scale electrophysiological model parameters modified to achieve ±10% and ±20% action potential duration (APD) in non-infarcted and GZ tissues.

Parameters changed APDtarget (ms) APDactual (ms) Percentage of APD changed APA (mV) Vrest (mV)

Non-infarcted APD−20% +80% IKr +80% IKs 230.8 233.28 −20.8% 126.3 −84.8

APD−10% +30% IKr +30% IKs 263.8 262.44 −9.5% 126.1 −84.8

EPavg . . . . . . 291.6 291.6 . . . 126.0 −84.7

APD+10% −20% IKr −20% IKs 315.9 320.76 8.3% 126.0 −84.7

APD+20% −40% IKr −40% IKs 348.5 349.92 19.5% 126.0 −84.6

Gray zone APD−20% +80% IKr +80% IKs 309.7 306.24 −19.1% 110.1 −85.3

APD−10% +30% IKr +30% IKs 348.1 344.52 −9.1% 109.9 −85.3

EPavg . . . . . . 382.8 382.8 . . . 109.9 −85.2

APD+10% −20% IKr −20% IKs 409.4 421.08 7.0% 109.3 −85.2

APD+20% −30% IKr −30% IKs 454.2 459.36 18.7% 108.7 −85.1

“. . .” indicates no change. EPavg, average human VT electrophysiology; APA, action potential amplitude; Vrest, resting membrane potential; IKs, slow delayed rectifier
potassium current; IKr, rapid delayed rectifier potassium current. APD90 was used to calculate APD. APDtarget: The target APD (±10% or ±20% APD). APDactual: It
represents the actual value of APD (closest to the target) obtained by altering IKr and IKs simultaneously (see section “Materials and Methods).

TABLE 2 | Tissue-scale electrophysiological model parameters modified to achieve ±10% and ±25% longitudinal and transverse conduction velocities (CVL and CVT,
respectively) in non-fibrotic and fibrotic atrial tissues.

Parameters changed CVL (cm/s) CVT (cm/s) CVL:CVT

Non-infarcted CV−25% −47.6% σiL −47.6% σiT 41.1 26.2 1.57

CV−10% −22.2% σiL −22.1% σiT 49.3 30.7 1.61

EPavg . . . . . . 54.8 33.5 1.63

CV+10% +28.5% σiL +28.1% σiT 60.3 36.6 1.65

CV+25% +86.4% σiL +86.5% σiT 68.5 41.3 1.66

Gray zone CV−25% −46.1% σiL −46.1% σiT 32.6 15.3 2.13

CV−10% −21.4% σiL −21.3% σiT 39.1 17.5 2.23

EPavg . . . . . . 43.4 18.8 2.42

CV+10% +25.6% σiL +25.5% σiT 47.7 20.0 2.39

CV+25% +81.2% σiL +81.4% σiT 54.6 21.9 2.49

“. . .” indicates no change. σ iL and σ iT, longitudinal and transverse conductivity tensor values; EPavg, average human VT electrophysiology.

than the upper limit of APD in experimental measurements
(364 ms vs. 340 ms) (Britton et al., 2013).

Stimulation Protocol
All simulations were performed using the software package
CARP1 on a parallel computing platform (Vigmond et al., 2003).
A programmed electrical stimulation protocol similar to standard
clinical stimulation protocols was performed to examine the
arrhythmogenic propensity of the post-MI ventricular models
(Cheng et al., 2013). All models were paced from 7 locations,
optimized for maximum likelihood of VT induction, for 6 beats
(S1) at a cycle length (CL) of 600 ms followed by a premature
stimulus (S2) initially given at 90% of S1 CL. The timing between
S1 and S2 was progressively shortened until reentry was induced.
If reentry was not induced, a second premature stimulus (S3)
was delivered after S2. If VT was still not induced, a third
premature stimulus (S4) was delivered after S3. Three seconds of
VT were simulated.

The smallest S1-S2 coupling interval was determined in the
fowling way: Six stimulus of S1 (CL = 600 ms) were delivered;
then S2 was given at 250 ms. If excitation was elicited, then

1https://carpentry.medunigraz.at/carputils/

we decreased S2 to 200 ms. If the excitation could propagate
again, then we decreased S2 in 10 ms intervals until excitation
could not be elicited. The S2 coupling interval was the last
one that elicited excitation propagation. The same protocol was
applied to determine the smallest S2-S3 and S3-S4 intervals.
If reentry was induced after the S2 stimulus, then no addition
stimulus was given.

Ablation Strategy
First, the reentrant circuit was identified in all models with
EPavg through analysis of the 3D reentrant wave propagation.
In silico ablation was performed by rendering the tissue in
the narrowest region of the reentrant circuit [typically a
channel in the scar as in (Prakosa et al., 2018)] non-excitable.
Each virtual ablation lesion was of radius in our simulation
was 3.5 mm, which is similar to the clinical catheter size
(Narayan et al., 2012). The VT induction protocol was then
repeated to establish that VT was no longer inducible in the
ablated LV substrate. If a new VT arose in the post-ablation
model, then the new VT circuit was analyzed and additional
ablation targets were determined and implemented in the
model, and the pacing protocol was repeated until VT was no
longer inducible.
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All simulations were then repeated in the family of models
with EPvar (APD±10% and CV±10%, 20 additional 3D LV models;
25 3D LV models in total for this study). For VTs induced
in each of these models, if the reentry morphology was the
same or similar to VT induced in the corresponding EPavg
model, the ablation lesion from the EPavg model was applied
to the same location in the EPvar model. By similar reentry
morphology we refer to reentries that have the same wavefront
conduction pathway, with the same critical conduction channels
(or conduction isthmus), but could have different CL, and
even different reentry direction. If VT in the EPvar model was
terminated, the ablation lesions in EPvar and EPavg models were
considered “overlapping.” If VT persisted in the EPvar model
despite the ablation, then these two VTs were considered non-
overlapping. Then ablation in the EPavg model proceeded as
described above. Finally, the number of ablation lesions was
compared between EPavg and EPvar models.

RESULTS

For simulations conducted under EPavg conditions, rapid pacing
induced sustained VTs in all 5 patient-specific ventricular models.
Table 3 summarized the results of simulations conducted in
EPavg models. A total of 16 distinct reentries were induced in
five models under the EPavg condition, and after ablation, only
one new distinct reentry was induced. The average amount
of ablated ventricular tissue under EPavg condition was 0.92%.
Before ablation, there were 2–4 different sustained VTs (3.2± 0.8)
induced in each model, and the organizing centers of all 16
VTs perpetuated in distinct locations. Ablation, as described
in Section “Materials and Methods,” did not always render the
remodeled substrate non-inducible for VT; in some cases, new
VTs could arise. Specifically, after ablation, 4 patient models did
not have emergent VTs, while 1 patient model had one emergent
VT at a location different from those before ablation. The volume
of the simulated ablation lesions that terminated the VTs, both
original and emergent, in each model was 0.92 ± 0.83% of the
total ventricular volume (min: 0.1%, max: 2.1%).

Comprehensive summary data for the VTs induced in
simulations conducted in all 5 ventricular models under
the 5 different APD/CV±10% conditions each (EPavg,
APD±10%, and CV±10%) are provided in Table 4 and
Supplementary Tables S1–S4. Of all 25 3D LV models used
in this study, VT could be induced in 24. The only model in
which VT could not be induced is that of patient 2 with CV+10%

TABLE 3 | Summary of results for simulations conducted in EPavg models.

ID # reentries
pre-ablation

# reentries
post-ablation

Extent of ablated
tissue (%)

P01 4 1 1.3

P02 3 0 0.2

P03 2 0 0.1

P04 4 0 2.1

P05 3 0 0.9

parameters. In terms of the total number of VTs, 22 unique VTs
were induced in the 24 inducible models. Eight of the VTs were
induced under all five electrophysiological conditions; these were
for patients 1, 3, 4, and 5. The activation maps of these 8 VTs
are shown in Figures 2 and Supplementary Figures S1–S3. The
VT in model 2 that was induced under 4 of the 5 EP parameter
sets (and not under the CV+10) is shown in Figure 3. Of the 4
varied parameter sets (APD±10% and CV±10%), APD±10%, and
CV+10% resulted in less VTs, while CV−10% resulted in more
VTs compared with the EPavg conditions.

There were 10 distinct reentries induced in models with
the APD+10% parameter set before ablation, and all of them
corresponded to VTs under EPavg conditions (Table 4 and
Supplementary Table S1). There were no emergent reentries
after ablation under these electrophysiological conditions. For the
CV+10% parameter set (Table 4 and Supplementary Table S3),
there were 9 distinct VTs induced before ablation, and they all
also matched the VTs in EPavg. Under the APD−10% conditions
(Table 4 and Supplementary Table S2), there were 11 distinct
VTs before ablation, and 9 of them corresponded to those under
EPavg conditions. Only for patient 2 there was one emergent VT
after ablation, which was different from any VT under EPavg
conditions before and after ablation (the blue lesion in Panel B
of Figure 3). In patient 1, two reentries were new and different
from any VT under EPavg conditions before ablation, but one of
them was induced under EPavg conditions after ablation (Panel
B in Supplementary Figure S1). Thus overall, for the APD−10%
parameter set, 10 out of 12 VTs had matching reentries under
EPavg conditions, while the remaining 2 VTs were new, and
different from the reentries in EPavg.

For the CV−10% parameter set (Table 4 and Supplementary
Table S4), there were 20 distinct VTs induced before ablation, and
14 of them had corresponding reentries under EPavg conditions.
After ablation, there was only one emergent VT in patient 2
(Panel B in Figure 3), but 2 of the VTs induced before ablation
were also induced under EPavg conditions, so 16 out of 21 VTs
in the CV−10% parameter set models had matching VTs under
EPavg after ablation.

The results for one example model (patient 5) under all 5
EP parameter sets are shown in Figure 2. There were 3 distinct
VTs induced under EPavg, one located at the septum (Figure 2C,
Morphology 1 in EPavg), another one at the LV lateral wall
(Figure 2C, Morphology 2 in EPavg), and the third one located
at the posterior wall (morphology not shown). For the APD±10%
and CV±10% parameter sets, both resulted in two reentries being
induced, which were located at the septum and the LV lateral wall.
Under CV−10% conditions, there were 5 distinct VTs induced,
and 3 of them had matching reentries in EPavg models (ablation
lesions in Panel B of Figure 2).

For the 2 VTs induced under all 5 conditions, the morphology
and location were very similar for across all models. For
morphology 1 (first row in Figure 2C), the reentry was circular,
with the only difference being the CL, which varied from 195 ms
to 380 ms. After ablating the narrowest channel region in VT
morphology 1, the reentry was terminated. After applying the
ablation lesions from EPavg to the other 4 conditions (light
blue lesions on the left side of Figure 2B), and the reentry
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TABLE 4 | Summary of simulation results regarding the number of VTs obtained for the EPavg and EPvar (APD±10% and CV±10%) models with the 5 patient-specific
ventricular geometries.

Total number
of VTs

Number of VTs in
EPavg models

Percentage of VTs in EPvar

models that were also present
in EPavg (%) models (%)

# of induced VTs in EPavg Pre- ablation 16 – –

Post-ablation 17 – –

# of induced VTs in APD+10% Pre- ablation 10 10 100

Post-ablation 10 10 100

# of induced VTs in APD−10% Pre- ablation 11 9 81.8

Post-ablation 12 10 83.3

# of induced VTs in CV+10% Pre- ablation 9 9 100

Post-ablation 9 9 100

# of induced VTs in CV−10% Pre- ablation 20 14 70

Post-ablation 21 16 76.2

# of induced VTs in APD+20%
∗ Pre- ablation 3 3 100

Post-ablation 3 3 100

# of induced VTs in APD−20%
∗ Pre- ablation 3 3 100

Post-ablation 4 3 75

# of induced VTs in CV+25%
∗ Pre- ablation 3 3 100

Post-ablation 3 3 100

# of induced VTs in CV−25%
∗ Pre- ablation 6 5 83.3

Post-ablation 7 5 71.4

# of induced VTs in APD+20% & CV+25%
∗∗ Pre- ablation 0 0 0

Post-ablation 0 0 0

# of induced VTs in APD−20% & CV+25%
∗∗ Pre- ablation 0 0 0

Post-ablation 0 0 0

# of induced VTs in APD+20% & CV−25%
∗∗ Pre- ablation 1 1 100

Post-ablation 1 1 100

# of induced VTs in APD−20% & CV−25%
∗∗ Pre- ablation 3 3 100

Post-ablation 4 3 75

“Number of VTs in EPavg models” represents the number of reentry morphologies induced in each set of modified conditions with similar or same reentry morphologies
induced under the EPavg condition. The last column in Table 4 is calculated as “Number of VTs in EPavg models”/” Total number of VTs”, which represents how many
reentry morphologies induced under each of the modified condition corresponded to the reentry morphologies induced under EPavg. ∗, only 2 models were used with this
EP parameter set; ∗∗, only 1 model was used with this EP parameter set.

at that region was terminated in all 4 conditions too. For
morphology 2, the reentry was circular in all 5 conditions, but the
conduction pathway in CV−10% condition showed differences.
Under EPavg, APD±10% and CV+10% conditions, there was only
one conduction pathway, but under the CV−10% condition, the
reentry had two condition pathways, one of which, the one close
to posterior wall, was the same under the other 4 conditions. After
ablating the narrowest channel region in morphology 2 in EPavg,
the reentry was terminated. Then applying the ablation lesion
from EPavg to the four other EP versions (light blue lesions on
the right side of Figure 2B), the reentry under APD±10%, and
CV+10% conditions was terminated. But applying the ablation
lesions from EPavg didn’t terminate the reentry induced in
CV−10%. After ablating the narrowest parts of both conducting
pathways under CV−10% conditions, reentry was terminated
(the light blue and blue on the right-most side of CV−10% in
Figure 2B). The VTs induced at the posterior wall in EPavg could
not be induced under APD±10% and CV+10% conditions; the
ablation lesion for that reentry is shown in purple in the first 3
panels of Figure 2B. The 3 VTs induced in EPavg were all induced

in CV−10% (light blue lesions in CV−10% panel of Figure 2B), but
there were 2 new VTs induced in CV−10%, of which the 2 ablation
lesions are shown as blue in the CV−10% panel in Figure 2B.

Figure 3 shows the results for another patient model (patient
2) for the 5 EP parameter sets. There were 3 VTs induced in EPavg,
with two of them being on the anterior wall, and the third on
septum. For CV+10%, there was no reentry induced, and this is
the only model variant of all 25 model variants in 5 the patients
in which no reentry could be induced. Before ablation, the models
with APD±10% parameters had only one reentry induced, on the
anterior middle wall (Figure 3C), and this reentry is similar to the
one induced in EPavg (first panel in Figure 3C). In CV−10%, there
were 3 VTs induced, and two of them had matching reentries
in EPavg. But the one on the middle anterior wall had minor
differences compared to the corresponding one in EPavg: it had
2 conduction pathways (CV−10% panel in Figure 3C), with the
pathway on the right matching the one in EPavg, but the left
side was a new pathway. Applying the lesions determined from
EPavg, the middle anterior wall VT could not be terminated in
CV−10% (light blue lesion in the CV−10% panel of the first row
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FIGURE 2 | Geometry and simulated activation maps and ablation lesions under average human VT EPavg and variable APD/CV conditions for model 5.
(A) Geometric model of the infarcted heart of patient model 5. (B) Ablation lesions for simulations with the 5 different parameter sets. (C) Highlighting two VT
morphologies in which the same pacing sequence applied in the same model led to the initiation of VT driven by an RD in the same ventricular region, regardless of
the variability in APD/CV. ta, activation time. The black areas in panel C for all figures are core scar – there is no electrical activation there.

in Figure 3B), and an additional lesion had to be applied to
narrowest portion of the left condition pathway in CV−10% to
terminate the reentry on the anterior middle wall (blue lesion in
the CV−10% panel of the first row in Figure 3B). After ablation,
no reentry could be induced in EPavg and APD+10%, but in
APD−10%, a new VT emerged at the vicinity of the ablation lesion
on the anterior wall; the condition pathway of this RD is very
similar to the left side pathway of the VT induced in CV−10%.
Applying the EPavg ablation lesions to CV−10% terminated the
VT. In CV−10% condition, after ablation, there was an emergent
VT, which matched the VT on the left side of the anterior wall
in EPavg; applying the ablation lesion from EPavg terminated the
emergent reentry in CV−10%. Results of the study for the other
3 patients are shown in Supplementary Figures S1–S3. Vann
diagrams summarizing the results of simulations for all above
cases are presented in Figure 4.

Next, we present results of simulations with the additional
EP parameter sets (from the extended parameter range) in the

limited number of models, as described in Section “Materials and
Methods.” Results from simulations with model 2 are presented
in Figure 3. Upon change of APD from+10% to+20% and from
−10 to−20%, there was no difference in reentry morphology and
reentry location. When changing CV from ±10 to ±25%, there
was a difference between results for the CV+10% and CV+25%
cases: no reentry was induced in CV+10% simulations, and there
was one reentry induced in CV+25%. There was no difference
between the cases of CV−10% and CV−25%. Results for model 3
and the same parameter range are presented in Supplementary
Figure S2. For this model, there was no difference between
results for the APD±20% and CV+25% conditions, but under
the CV−25% condition, one new reentry emerged (panel D of
Supplementary Figure S2) that was not present for the other
modified APD and CV cases. Thus, based on the simulation
results for the 2 patients with APD±20% and CV±25%, we
conclude that APD changes within the range of ±20% had no
additional effects on reentry location. Changing CV in the range
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FIGURE 3 | Geometry and simulated activation maps and ablation lesions under average human VT EPavg and variable APD/CV conditions for model 2.
(A) Geometric model of the infarcted heart of patient model 2. (B) Ablation lesions for simulations for the 13 different parameter sets. (C) Highlighting one VT
morphology in which the same pacing sequence applied in the same model led to the initiation of VT driven by an RD in the same ventricular region, regardless of
the variability in APD/CV. ta, activation time. The black areas in panel C for all figures represent core scar – there is no electrical activation there.

(±25%) resulted in changes in reentry location only when CV was
at the boundaries of that range. A Venn diagram of these results
is provided in Figure 4.

Finally we executed simulations in one model with a
combination of parameter changes, as described in Section
“Materials and Methods.” Conducting simulations with model
2, the combinations of APD+20% & CV+25% and APD−20% &
CV+25% conditions did not result in reentry. There were two
reentries induced under the APD+20% & CV−25% condition,
one of which corresponded to the reentry morphology in

EPavg (see Figure 3), and the other one was a new VT
morphology with respect to the EPavg case. There were four VT
morphologies induced in the APD−20% & CV−25% condition,
3 of which corresponded to EPavg, and one was new. The
combined reduction/increase of CV and APD produced only
one different VT morphology as compared to EPavg. This
VT morphology was the same as the ones induced for
cases where only APD or only CV was changed. Thus we
conclude, based on the simulations in model 2, that combined
reduction/increase of CV and APD within the range of ±20%
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FIGURE 4 | Venn diagrams for each models under average human VT EPavg and variable APD/CV conditions. Numbers represent the number of distinct reentries in
each case.

or ±25% had no additional effects on VTs compared with only
changing APD or CV.

DISCUSSION

In this study, we used computational models reconstructed from
LGE-MRI scans of the infarcted ventricle of individuals with
VT to assess the sensitivity of VT localization to variability
in cell- and tissue-scale electrophysiological parameters. We
showed that: (1) in simulations conducted with ±10% APD/CV,
a subset of VTs (76.2–100%, depending on the EP parameter
set) were observed in approximately the same locations as those
in the EPavg case; (2) EPavg conditions resulted in more VTs
(5–8) than in APD±10% and CV+10%, and in less reentries
than in CV−10%; (3) Emergent VTs were induced sometimes
post-ablation, and the emergent reentries often matched the pre-
ablation VTs in models with other parameter sets. (4) Where the
VTs were robust to APD/CV variability, there were differences,
as expected, in macroscopic arrhythmia features such as CL and
total activation time.

About 53% (9/17) of the reentries that occurred in EPavg
were also induced in all other four parameter set models (±10%
APD/CV), and the remainder of reentries were induced in at

least one of the four parameter set models. Interestingly, all
the reentries induced in APD+10% and CV+10% models had
matching reentries in the EPavg models. The models with EPavg
were more inducible than the APD+10% and CV+10% models,
as the wavelength in the former case was smaller, allowing
for more space for the reentry to propagate and be sustained.
While there were new VTs induced in models with APD−10%
and CV−10%, more than 76% of the VTs occurred also in
models with EPavg. The models with APD−10% had a smaller
number of induced VTs than the corresponding EPavg models.
A possible explanation for this finding is that APD in the
EPavg parameter set falls in the arrhythmogenesis susceptibility
window of APD (Clayton and Holden, 2005), where there is
a unidirectional block of electrical conduction through a VT-
sustaining channel. Upon further reduction of APD, the VT
channel conducts bi-directionally, resulting in a smaller number
of included reentries.

In the additional simulations with the extended range of APD
and CV and their combination, the results with the combined
reduction/increase of CV and APD were very similar, in terms
of reentry location, and pathway to those when varying APD or
CV independently. Furthermore, APD±20% and CV±25% cases
had similar outcomes to those with APD±10% and CV±10%.
Thus, simulating only ±10% APD or ±10% CV changes may be
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sufficient in representing the results from simulations with larger
electrophysiological parameters variations.

These findings present evidence that VT localization is
fairly robust to electrophysiological variability, and that the
distribution of the infarcted tissue (core scar and GZ) might play
a dominant role in determining the location of infarct-related
VTs. Our results suggest that EPavg models identified most of
the VT ablation targets that were consistently observed under
different EP conditions. Nonetheless, there was a small subset
of reentries that were observed only under EPavg simulations.
Furthermore, in some models, VTs only emerged upon APD
and/or CV change, suggesting that there could be a small number
of potential ablation targets that may not be revealed using the
EPavg parameter set. Furthermore, for reentries with the same
morphology and location of the critical conduction isthmus (and
thus the same ablation target) we observed differences in CL, total
activation time and in rare cases, even direction of propagation.
Finally, we demonstrated that majority of ablation targets that
were not predicted under EPavg conditions manifested themselves
upon repeating the pacing protocol post-ablation, similar to the
findings in modeling of ablation for persistent AF in patients with
fibrotic remodeling (Hakim et al., 2018).

The results shown in this paper differ from our atrial
sensitivity analysis study (Deng et al., 2017) because the
mechanism of reentry in VT and AF are different. In the atrial
models, there is only non-fibrotic and fibrotic tissue (both are
excitable tissues, but fibrotic tissue has modified EP). In contrast,
in the ventricular models, there is additionally a core scar. Thus
reentries in the atrial models had a larger functional component
and their morphologies and locations could be affected, by
somewhat larger degree, by changes in APD or CV. In infarct-
related VT, most of the reentries were anchored to core scar or
included conduction through channels, consistent with published
data (Martin et al., 2018).

Patient-specific computational modeling of VT has been
proposed as a new approach to non-invasively predict
personalized VT ablation targets in post-MI patients (Prakosa
et al., 2018). The present study demonstrates that simulations
conducted under EPavg conditions identified most of VTs
that were consistently observed under multiple different EP
conditions. The uncertainty in the post-MI VT ablation targets
under EPavg is further mitigated by the design of the pipeline for
determining the optimal set of targets [as in the VAAT approach
(Prakosa et al., 2018)], where the protocol is repeated post-
ablation with virtual targets incorporated, until the remodeled
substrate is no longer capable of sustaining VT. This allows
the protocol to reveal additional VTs under EPavg that are not
manifested following the initial pacing protocol prior to virtual
ablation, but appear right away in simulations using models with
different EP properties.

CONCLUSION

In conclusion, we showed that perturbing APD and CV by±10%
caused relatively small variation in VT localization. In a small
number of cases, new reentries at locations distinct from those

in EPavg emerged when EP parameters changed. Most of those
were revealed in EPavg models when the simulation protocol for
determining the ablation targets was repeated with the initial
targets incorporated in the models. Overall, the localization
of the induced VTs was primarily driven by the remodeled
structural substrate. Thus, personalized ventricular modeling
with an average representation of infarct-remodeled EP may
uncover most targets for VT ablation.

LIMITATIONS

The first limitation is that we only considered a relatively
limited subset of the parameter space of four discrete changes
(±10% APD and ±10% CV). Considering the relatively low
CV and long APD in GZ used in our model, further changes
in these parameters will make these values fall out of the
experimental range. Furthermore, we conducted a large number
of simulations with 25 different 3D LV models. The sheer amount
of computational time makes exploration of additional ranges
of parameter values technically difficult. The second limitation
in this study is that in order to achieve different APD values,
we only changed IKr and IKs currents in our single cell models.
We did not alter the Ca current as it would not only affect
APD restitution, but would also have impact on other single
cell properties and thus making the organ scale modeling too
complicated to analyze. Furthermore, as the goal of this study
was to provide a sensitivity analysis of ablation targeting, we
did not explore the mechanisms of all the observed phenomena,
including arrhythmogenesis arising from locally reduced APD.
Finally, our model did not consider the influence of Purkinje
system, the role of the right ventricle, and potential alterations in
fiber orientation that cannot be captures by our patient-specific
rule-based approach.
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Background: Atrial fibrillation (AF), the most common cardiac arrhythmia, is
characterized by alteration of the action potential (AP) propagation. Under persistent
AF, myocytes undergo electrophysiological and structural remodeling, which involves
fibroblast proliferation and differentiation, modifying the substrate for AP propagation.
The aim of this study was to analyze the effects on the AP of fibroblast-myocyte coupling
during AF and its propagation in different regions of the atria.

Methods: Isolated myocytes were coupled to different numbers of fibroblasts using the
established AP models and tissue simulations were performed by randomly distributing
fibroblasts. Fibroblast formulations were updated to match recent experimental data.
Major ion current conductances of the myocyte model were modified to simulate
AP heterogeneity in four different atrial regions (right atrium posterior wall, crista
terminalis, left atrium posterior wall, and pulmonary vein) according to experimental and
computational studies.

Results: The results of the coupled myocyte-fibroblast simulations suggest that a more
depolarized membrane potential and higher fibroblast membrane capacitance have
a greater impact on AP duration and myocyte maximum depolarization velocity. The
number of coupled fibroblasts and the stimulation frequency are determining factors
in altering myocyte AP. Strand simulations show that conduction velocity tends to
homogenize in all regions, while the left atrium is more likely to be affected by fibroblast
and AP propagation block is more likely to occur. The pulmonary vein is the most
affected region, even at low fibroblast densities. In 2D sheets with randomly placed
fibroblasts, wavebreaks are observed in the low density (10%) central fibrotic zone and
when fibroblast density increases (40%) propagation in the fibrotic region is practically
blocked. At densities of 10 and 20% the width of the vulnerable window increases with
respect to control but is decreased at 40%.

Conclusion: Myocyte-fibroblast coupling characteristics heterogeneously affect AP
propagation and features in the different atrial zones, and myocytes from the left atria
are more sensitive to fibroblast coupling.

Keywords: atrial fibrillation, computer simulation, structural remodeling, myofibroblast, vulnerability
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INTRODUCTION

Atrial fibrillation (AF) is the most common cardiac arrhythmia
and is becoming more prevalent with population aging (Iwasaki
et al., 2011). In persistent atrial fibrillation (PeAF), lasting
longer than 7 days (Kirchhof et al., 2016), spontaneous,
pharmacological, or ablative resumption of sinus rhythm
is infrequent with prompt recurrences or commonly failed
cardioversions (Jalife and Kaur, 2015).

In PeAF, cardiac tissue experiences structural and electrical
remodeling driven by changes of the extracellular matrix,
fibroblast differentiation, fatty and inflammatory infiltration, and
ion channel remodeling, among other alterations (Kirchhof et al.,
2016). The heterogeneities in the atrial substrate cause fiber
discontinuities and local conduction disturbances favoring re-
entries (Nattel and Dobrev, 2017).

The atria have a complex anatomical structure, differences
between the right and left atrium, and complex structures
like the pulmonary vein or left and right appendages
(Sanchez-Quintana et al., 2012; Ferrer et al., 2015). They
all have their own electrophysiological characteristics,
which determine specific action potential (AP) waveforms
and conduction velocities (CV), which are crucial to
AF pathophysiology.

Approximately 75% of the adult myocardium tissue volume
is occupied by myocytes, accounting for only 30–40% of the
total number of cells (Biernacka and Frangogiannis, 2011).
Fibroblasts are considered as the predominant non-myocyte
cell. They become active under inflammatory response and
then differentiate into myofibroblasts (Chacar et al., 2017)
by different pathways (e.g., oxidative stress, atrial dilatation,
calcium overload, and inflammation), although the precise
mechanisms have not yet been established (Jalife and Kaur,
2015). Myofibroblasts differ from fibroblasts in that they
develop contractile proteins and exhibit a more depolarized
resting membrane potential (Salvarani et al., 2017) and
greater membrane capacitance (Sridhar et al., 2017). The
differences in resting membrane potential and membrane
capacitance between fibroblasts and myofibroblasts might
have an important repercussion on the electrophysiology of
coupled myocytes.

Recent experimental studies have shown that fibroblasts
express voltage-dependent sodium channels allowing an inward
current (INa) (Chatelier et al., 2012; Koivumäki et al., 2014a;
Poulet et al., 2016). Although they are not electrically excitable
they may affect the myocytes’ electrophysiological properties
(Gaudesius et al., 2003; Kohl et al., 2005; Miragoli et al.,
2006). Several animal experimental models have shown that
fibroblasts electrically couple to myocytes and alter their AP
(Rook et al., 1992; Gaudesius et al., 2003; Burstein et al., 2007;
Rohr, 2011; Jalife and Kaur, 2015; Jousset et al., 2016; Quinn
et al., 2016). Kohl et al. (1994) found that fibroblasts reacted
electrically with myocytes through gap junctions and this was
later corroborated in vitro in several animal species (Gaudesius
et al., 2003; Camelliti et al., 2004; Kohl et al., 2005). However,
the extent of (in vivo) fibroblast-myocyte electrotonic coupling
in native myocardium remains controversial (Kohl and Gourdie,

2014). Recently, a study by Quinn et al. (2016) showed the
existence of tunneling nanotube connections between excitable
and non-excitable cells (e.g., myofibroblasts) in cardiac scar
border tissue at the border zone of the scar in mice hearts.
Similarly, Burstein et al. (2007) observed fibroblasts proliferation
and differentiation into myofibroblasts during AF in vivo canine
hearts. Fibroblast proliferation has also been observed in human
hearts (Krul et al., 2015; Fukumoto et al., 2016), in regions with
altered conduction velocity, although electrical coupling has not
been demonstrated.

Computational simulations of the cellular electrophysiology
have become a powerful tool for studying the role that
fibroblasts play in the atrial substrate (MacCannell et al.,
2007; Maleckar et al., 2009; Koivumäki et al., 2014a). Their
flexibility permits modifying the cellular electrophysiology
and varying different characteristics to analyze the impact
of electrotonic coupling with electrically remodeled myocytes
in PeAF (McDowell et al., 2013; Morgan et al., 2014;
Sridhar et al., 2017). MacCannell et al. (2007) formulated an
active and a passive model for fibroblasts electrophysiology,
considering a capacitance and an ohmic resistance in the
first case and a capacitance and four ionic currents in
the second case. The active model is more realistic and
has a major impact on myocytes, this is why in the
present study the active model is implemented. Simulations
also offer the possibility of studying how fibroblasts can
change arrhythmia dynamics by reducing CV and introducing
heterogeneities in the atrial substrate (Tanaka et al., 2007;
Saha et al., 2018).

The present simulation study analyzes the effects of
fibroblast-myocyte coupling in PeAF in specific structurally and
electrophysiologically remodeled atrial tissues and compares the
effect of fibroblasts and myofibroblasts on myocyte AP features,
tissue conduction velocity and vulnerability to re-entries.

MATERIALS AND METHODS

Myocyte Electrophysiological Models
The human atrial AP model proposed by Koivumäki et al.
(2011) was used to simulate atrial APs. To reproduce the
tissue electrophysiology of different anatomical atrial regions,
we modified the conductance of five ionic currents: transient
outward K+ current (Ito), potassium rapid current (IKr),
potassium slow current (IKs), time independent K+ current
(IK1), and L-type Ca2+ current (ICaL) as proposed in previous
simulation studies (Krueger et al., 2012; Ferrer et al., 2015).
The conductance values, shown in Table 1, were modified
according to the experimental values to reproduce the AP
waveform in all four regions: right atrium posterior wall (RA),
crista terminalis (CT), left atrium posterior wall (LA), and the
pulmonary vein (PV) areas.

Ionic Remodeling
Table 2 shows the values used to introduce AF electrical
remodeling in all atrial regions by modifying ion channel
conductances for ICaL, Ito, IK1, sustained outward K+ current
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TABLE 1 | Ionic conductance modifications.

Channel conductance RA LA PV CT

gto 1.0 1.0 0.25 0.55

gKr 1.0 1.6 4.8 0.55

gCaL 1.0 0.67 0.3 1.0

gK1 1.0 1.0 0.7425 1.0

gKs 1.0 1.0 5.12 1.0

Relative values for each atrial region (right atrium -RA-, left atrium -LA-, pulmonary
veins -PV- and crista terminalis -CT-) with respect to the maximum conductance
of the potassium transient outward current (gto), potassium rapid current (gKr),
calcium L-type current (gCaL), and potassium slow current (gKs) in the Koivumäki
et al. (2011) model.

(Isus), Na+/Ca2+ exchanger (NCX), sarcoplasmic reticulum
Ca2+ ATPase (SERCA) pump, and ryanodine receptors
(RyR), and specific calcium handling parameters, such as
phospholamban (PLB), sarcolipin (SLN), and the baseline
phosphorylation (phos). Dilation was also modeled by increasing
the length of the cell by a factor of 1.1 (see Table 2) as
described in Koivumäki et al. (2014b).

Fibroblast Electrophysiological Model
Fibroblast electrophysiology was represented according to the
Koivumäki et al. (2014a) model. Membrane sodium current was
updated to match recent experimental results (Poulet et al., 2016)
(see Supplementary Table S1). The uncoupled fibroblast resting
membrane potential (RMPf) was set to −45 or −26 mV, as
suggested by experimental data (Poulet et al., 2016; Salvarani
et al., 2017). These values were obtained by shifting the gating
variable for the time dependent potassium current as in previous
simulation studies (Maleckar et al., 2009; Morgan et al., 2016),
and shown in Supplementary Table S2. The fibroblast membrane
capacitance (Cmf) values were varied within experimental ranges
(6.3 and 50.4 pF) (MacCannell et al., 2007; Xie et al., 2009;
McArthur et al., 2015; Poulet et al., 2016; Sridhar et al., 2017).
Following previous experimental and simulation studies, we
set RMPf to −45 mV and Cmf to 6.3 pF for atrial fibroblasts
(MacCannell et al., 2007; Maleckar et al., 2009), and a more
depolarized RMPf of −26 mV and a Cmf of 50.4 pF for atrial
myofibroblasts (Morgan et al., 2016; Poulet et al., 2016; Salvarani
et al., 2017; Sridhar et al., 2017). The code is available and can be
found at http://hdl.handle.net/10251/120395.

TABLE 2 | Atrial fibrillation electrical remodeling.

Lcell gCaL gto gsus gK1 KNaCa cpumps PLB SLN phos RyR

1.1 0.41 0.38 0.62 1.62 1.5 0.84 1.18 0.6 2 2

Based on experimental observations/prior computational works (Koivumäki et al.,
2014b), to account for persistent atrial fibrillation remodeling the ionic and cellular
parameters modified were: cell length (Lcell), conductance of calcium L-type current
(gCaL), conductance of potassium transient outward current (gto), conductance
of potassium sustained current (gsus), conductance of potassium inward rectifier
(gK1), maximum conductance of Na+/Ca2+ exchanger (KNaCa), conductance of
sarcoplasmic reticulum Ca2+ ATPase (SERCA) pump (cpumps), phospholamban
(PLB), sarcolipin (SLN), baseline phosphorylation (phos), and ryanodine receptors
(RyR). The values indicate the factor by which the original values are multiplied.

Cellular Simulations (0D)
To compute the membrane potential in a cell, Equations (1, 2,
and 3) were used:

Cmyo
dVmyo

dt
+ Iion−myo + Igap = 0 (1)

Cfib
dVfib

dt
+ Iion−fib − Igap = 0 (2)

Igap =

n∑
i=0

Ggap
(
Vmyo − Vfibi

)
(3)

where Cmyo is the membrane capacitance of the myocyte,
Iion−myo is the total ionic current flowing through ionic channels
of the myocyte, Vmyo is the membrane potential in the myocyte,
Cfib is the membrane capacitance of the fibroblast, Iion−fib is
the total ionic current flowing through ionic channels of the
fibroblast, Vfib the membrane potential in the fibroblast, Igap is
the total ionic current flowing through the gap junction, n is the
number of coupled fibroblasts to one myocyte and Ggap is the
coupling conductance between myocyte and fibroblast. Ggap was
set to 0.5 nS (Morgan et al., 2016), a value within the range of
0.3–8 nS measured in cultured myocyte-fibroblast experiments
as used in previous simulation studies (MacCannell et al., 2007;
Rook et al., 1992). The number of fibroblasts coupled to a single
myocyte varied from 0 to 9 (Koivumäki et al., 2014a), as shown in
Supplementary Figure S1.

Stabilization of the cellular model of each region was achieved
after 1000 stimuli of 2 ms duration and an amplitude of twice
the threshold value. After this number of stimuli, APD90 values
and ion concentration ranges reached steady state. The basic cycle
length (BCL) was 1 s, 250 ms, or 2 s.

The following features of the myocyte AP were measured:
AP duration at 90% repolarization (APD90), depolarization
upstroke velocity measured as the maximum variation of the
depolarization phase (dV/dtmax), and the RMP.

Strand and Tissue Simulations
The diffusion-reaction Eq. (4) of the monodomain formalism was
used to simulate AP electrical propagation:

∇ · (D∇V) = Cm
dV
dt
+ Iion (4)

where D is the diffusion tensor, Cm is the membrane capacitance,
and Iion stands for ionic currents through the membrane.
Diffusion coefficients were adjusted for the different atrial regions
to achieve physiological CVs along a strand of myocytes in this
particular tissue.

Diffusion coefficients for myocytes (Dm) were calculated
and adjusted to achieve physiological CVs, yielding a Dm of
3.84 cm2/s in RA and LA (CV = 70 cm/s), a Dm of 6.384 cm2/s
in CT (CV = 100 cm/s), and a Dm of 4.081 cm2/s in PV
(CV = 80 cm/s). In PeAF, the diffusion coefficient was reduced
by 50% to reproduce gap junction remodeling (Harrild and Hen,
2000; Ten Tusscher et al., 2004; Krogh-madsen et al., 2012;
McDowell et al., 2012).
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For one-dimensional simulations (1D), a strand with a space
discretization of 100 µm was used for myocytes (Satoh et al.,
1996; Courtemanche et al., 1998; Nygren et al., 1998; Sachse
et al., 2008) and 10 µm for fibroblasts-myofibroblasts (Sachse
et al., 2008; Xie et al., 2009; Brown et al., 2015). Fibroblasts-
myofibroblasts were randomly distributed along the strand at
different densities (10, 20, and 40%) using a uniform random
probabilistic function. One hundred random distributions were
generated for each density value (see Supplementary Figure S3).
The strand was paced with a BCL of 1 s for 50 s. The first
element of the strand was stimulated with an amplitude of twice
its threshold. CV was measured in the 50th pulse. The diffusion
coefficient for elements with fibroblasts was halved with respect to
the myocyte elements (Vasquez et al., 2004; Gomez et al., 2014b;
Morgan et al., 2016).

Two-dimensional (2D) meshes representing cardiac tissues
for RA and LA were built with a central fibrotic region of
2 cm diameter with different randomly distributed myofibroblast
densities. Ten random distributions were implemented for each
density (see Supplementary Figures S1, S3). The tissue grid
had 524 × 524 elements with a spatial resolution of 100 µm.
An anisotropic ratio of 2.86:1 was considered in RA and LA
(Ferrer et al., 2015).

To study the effect of myofibroblasts on vulnerability
to reentry, reentrant activity was generated using cross-field
stimulation protocol S1-S2. S1 stimuli consisted of 10 pulses
applied to the left border of the computational mesh to
stabilize the tissue and S2 was applied to the bottom left
corner of the tissue.

In order to obtain the instantaneous location of the rotors, we
used phase singularity (PS) detections (Sabir et al., 1974; Gray
et al., 1998; Gomez et al., 2014a; Martinez-Mateu et al., 2018) first
building phase maps based on the Hilbert transform (HT) of the
APs (Warren et al., 2003; Yamazaki et al., 2012) (5) by computing
the instantaneous phase θ (6), whose values ranged from -π to π

radians:
HT [V (t)] =

1
π
·
∞

∫
−∞

V (τ)

t− τ
· dτ (5)

θ = tan−1
(

HT [V (t)]
V (t)

)
(6)

where V is the membrane potential. Then PSs, where all phases
converge (7), were computed to track the rotor trajectory:∮

∇θdr = ±2π (7)

Phase singularity detections were also used to assess
heterogeneity degree in the tissue due to the inclusion of
fibrotic regions.

Implementation
The differential equations of the cellular models were solved
using the Rush-Larsen method for the gating variables and
the forward Euler method for all other ordinary differential
equations with a time step of 10 µs. The monodomain Eq.
(4) was solved using the finite elements method with “no flux”
boundary condition.

Simulations were implemented in C++ and CUDA languages.
Computations were performed on an Intel(R) Xeon(R) CPU E5-
2603v3 processor with an NVIDIA Tesla K40c graphic card (see
Supplementary Figure S2).

RESULTS

Cellular Simulations
Figure 1 shows the APs obtained in cellular simulations with a
BCL of 1000 ms under normal sinus rhythm (Panel A) and PeAF
(Panel B) conditions, highlighting the differences in APD90 for
each atrial region. Under physiological conditions, the APD90
was 236.4 ms for RA, 214 ms for LA, 176.1 ms for PV, and
292.8 ms for CT. However, under PeAF conditions APD90 was
165.5 ms, 139.8 ms, 120.8 ms, and 180.2 ms for the RA, LA, PV,
and CT, respectively. APD90 decreased by 40% for RA, LA, and
CT and by approximately 30% for PV with respect to normal
conditions (see Panel C). In PaAF, in addition to APD shortening,
RMP dropped from −75 to −79 mV, and dV/dtmax increased
from 163 V/s to 168 V/s for RA, CT, and LA. RMP fell from −68
to −78 mV, and dV/dtmax rose from 157 V/s to 165 V/s for PV
(see Panels E and D).

When fibroblasts were coupled to a single myocyte, we
analyzed the effect of their electrophysiological characteristics
(RMPf and Cmf) on myocyte electrical behavior (see Figure 2).
When the number of coupled fibroblasts increased, the myocyte
RMP became more depolarized and moved closer to the value
of RMPf. A higher Cmf value seemed to further reduce myocyte
APD when RMPf was−45 mV.

Figure 3 shows the effect of myocyte fibroblast coupling at
different BCLs. As can be seen in Panel A, at a BCL of 300 ms
myocyte AP was barely affected by coupling 1 fibroblast. APD90
was very slightly reduced at both RMPf values (purple and green
traces in panel A), for all BCLs.

In panel B at higher Cmf the effect on APD90s was similar to
Panel A, except for the fact that an RMPf of −26 mV, APD90
was slightly higher than for an RMPf of −45 mV, for all BCLs.
As the number of fibroblasts increased (Panels C–F), the effects
changed with the electrical characteristics of the fibroblasts and
the BCL. Panels C and D show that for a different RMPf, APD90
changed with BCL. Longer APD90s were obtained for BCLs of
500 ms and 1000 ms for a RMPf of −26 mV. In Panel D, for a
BCL of 300 ms, APD alternans arose, and APD90 increased with
higher BCL at an RMPf of−26 mV. When the number of coupled
fibroblasts increased (Panels E and F), APD90 was reduced to
50 ms for −45 mV and all BCLs and to less than 40 ms for an
RMPf of−26 mV.

We also analyzed myocyte RMP and dV/dtmax (see Figure 4).
Myocyte RMP (Panel B) changed similarly when Cmf increased
for both RMPf values (−26 mV and −45 mV). Increasing
the number of fibroblasts moved the myocyte RMP closer
to RMPf. The most significant change was in the dV/dtmax
(Panel A), which was much lower at an RMPf of −26 mV
than the reduction obtained at an RMPf of −45 mV.
When fibroblasts couple to myocytes their RMPf move
closer to each other and more Na+ channels are available,
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FIGURE 1 | Myocyte action potentials from four different regions of the atria: right atria (RA), left atria (LA), pulmonary vein (PV), and crista terminalis (CT).
(A) Myocyte action potentials under normal sinus rhythm (nSR). (B) Myocyte action potentials under the effect of electrical remodeling during persistent atrial
fibrillation (PeAF). (C) Myocyte action potential duration (APD90) under nSR and PeAF. (D) Myocyte action potential maximum upstroke velocity (dV/dtmax) under nSR
and PeAF. (E) Myocyte action potential resting membrane potential (RMP) under nSR and PeAF.

FIGURE 2 | Effect of fibroblast and myocyte coupling under persistent atrial fibrillation (PeAF) electrical remodeling in RA (baseline model). First and second rows
show fibroblasts resting membrane potential (RMPf) of –26 and –45 mV, respectively, for a fibroblast membrane capacitance (Cmf) of 6.3 pF (first column) and
50.4 pF (second column). The different traces are action potentials of isolated myocytes under PeAF (blue), one myocyte under PeAF coupled to 1 fibroblast (1:1)
(dashed orange), one myocyte under PeAF coupled to three fibroblasts (1:3) (dotted yellow), and one myocyte under PeAF coupled to nine fibroblasts (1:9)
(dotted-dashed purple).

although myocyte Na+ channel availability can be reduced
due to a more depolarized RMP according to the number of
coupled fibroblasts.

The experimental data agree with previous simulation studies
in which fibroblasts presented an RMP of around −45 mV and
a Cmf of 6.3 pF, while myofibroblasts have a more depolarized
RMPf of −26 mV and a Cmf of 50.4 pF (Sridhar et al., 2017).
In all the different atrial zones we analyzed the effects of

coupling three fibroblasts or three myofibroblasts to a single
myocyte (see Figure 5).

Panel A in Figure 5 shows how APD90 was reduced when
fibroblasts were coupled for all BCLs. When myofibroblasts were
coupled, for a BCL of 300 ms APD alternans arose and for a BCL
of 1000 ms APD90 increased. Panel B shows APD90s in LA for
different BCLs and similar fibroblast and myofibroblasts effects.
The reduced APD90 in the PV case (Panel C) seems to be more
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FIGURE 3 | Action potential durations of myocytes in normal sinus rhythm (nSR), under persistent atrial fibrillation electrical remodeling (PeAF) and after being
coupled to fibroblasts with a resting membrane potential (RMPf) of –26 or –45 mV in RA (baseline model). In the first column the membrane capacitance of
fibroblasts is 6.3 pF and in the second column 50.4 pF. One myocyte was coupled to one fibroblast (1:1) (first row), three fibroblasts (1:3) (second row), and nine
fibroblasts (1:9) (third row).

pronounced in myofibroblast coupling. CT alternans also arose
when myofibroblasts were coupled.

1D Strand Simulations
Conduction velocity in the atria changes locally according to the
region’s characteristics, as shown in Figure 6. During nSR and
without fibroblasts, the RA has a CV of 70 cm/s, CT has a CV of
100 cm/s, LA has a CV of 70 cm/s, and PV has a CV of 80 cm/s
(blue discontinuous lines) (Ferrer et al., 2015). AP propagation
along the strand was affected by PeAF electrical remodeling
(red discontinuous lines) and CVs dropped significantly. At
higher fibroblast (yellow) or myofibroblasts (green) densities in
the strand, CV dropped. Boxplot measurements of the CV are
represented for the 100 random distributions of fibroblasts for
each density (10, 20, and 40%). The region with the greatest
differential effect on CV was the PV, depending on whether
the distribution was with fibroblasts or myofibroblasts. PV
also experienced conduction blocks in some of the random
distributions (indicated by yellow asterisks). Conduction block
was also seen in LA at a density of 40% in some distributions.

2D Tissue Simulations
The 2D atrial tissue electrical activity in PeAF with different
myofibroblast densities was analyzed to assess vulnerability to
reentry. Figure 7 shows snapshots of phase maps (taken at the
same time). Re-entrant circuits can be seen in the RA (top
panels) and in the LA (bottom panels) in PeAF remodeling
and increasing levels of myofibroblast density from left to right
(membrane potential snapshots can be seen in Supplementary

FIGURE 4 | Fibroblasts coupling effect on myocyte electrophysiology.
(A) Myocyte maximum upstroke velocity (dV/dtmax). (B) Myocyte resting
membrane potential (RMP). The levels for myocytes in normal sinus rhythm
(nSR) and persistent atrial fibrillation (PeAF) conditions are given in blue and
red, respectively. Discontinuous lines are myocytes in PeAF coupled to one
fibroblast (1:1), 3 (1:3), or 9 (1:9).

Figure S4). In the absence of myofibroblasts a functional
reentry was obtained in RA and LA. The tip of these rotors
(Figure 7, first column), corresponding to the PS superimposed
in white on the phase maps, describes a regular circular path,
which agrees with the results obtained in previous simulation
studies (Wilhelms et al., 2013). In LA, the rotor tip describes a
smaller path due to the shorter wavelength caused by shorter
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FIGURE 5 | Myocyte action potential duration (APD) of four different regions of the atria under persistent atrial fibrillation electrical remodeling (PeAF) coupled to three
fibroblasts (Fib) or myofibroblasts (MyoFib) stimulated at different basic cycle lengths (BCLs). (A) Right atria (RA), (B) Left atria (LA), (C) Pulmonary vein (PV), and
(D) Crista terminalis (CT).

LA ERP (Fernandez-Lozano et al., 2006; Krueger et al., 2012;
Ferrer et al., 2015).

When myofibroblasts were present in the center of the tissue
(see section “Materials and Methods”), the obstacle altered the
reentrant activity. Small percentages of myofibroblasts (10–20%)
allowed the wavefront to propagate through the fibrotic region,
but the electrophysiological heterogeneities of myofibroblasts
and myocytes caused wavebreaks, which were detected as PSs
(quantified in Supplementary Table S3). However, propagation
in the fibrotic region was practically blocked when myofibroblast
density was raised to 40%, which produced an anatomical reentry
surrounding the fibrotic obstacle. Since the wavefront did not
propagate through the fibrotic region the number of wavebreaks
was significantly reduced, as were the number of PSs detected (see
Supplementary Table S3).

The myofibroblasts in the tissue increased reentry
vulnerability, measured as the vulnerable window (VW), a
time interval for which premature S2 stimulation generates a
reentry (Figure 8). In the RA the vulnerable window in the
absence of myofibroblasts was 37 ms. When myofibroblasts
density was raised to 10%, the VW increased to 38± 0.0 ms. VW
also increased (39 ± 0.63 ms) when density was raised to 20%,
but at 40% VW dropped below the control value (35 ± 0.82 ms).
Interestingly, LA was more sensitive to myofibroblasts with
a larger VW than the RA. The LA VW in the absence of
myofibroblasts was 40 ms. When myofibroblast density was
raised to 10%, VW rose to 40 ± 0.0 ms, at 20% it increased to
40.5± 0.53 ms and at 40% it dropped to 38± 0.88 ms.

DISCUSSION

Computational modeling was used to investigate the effect of
coupling fibroblasts and myofibroblasts to myocytes in four
different regions of the atria during persistent AF. The study’s

major findings can be summarized as follows: (i) myocyte-
fibroblast coupling heterogeneously shortens myocyte APD
and depolarizes the myocyte resting membrane potential in
the 4 different atrial regions These effects strongly depend
on the fibroblast electrophysiology. (ii) Fibroblasts, and
specially myofibroblasts, introduce heterogeneities in the
atrial substrate which alter the propagation of the AP, slowing
conduction velocity. (iii) Fibroblasts-myofibroblasts change
the atrial substrate during PeAF, which alters the vulnerability
to re-entries and the vulnerable window presents a biphasic
behavior related to myofibroblast density. These results suggest
that the heterogeneity of the atrial tissue in the presence of
fibroblasts/myofibroblats promotes reentrant events and alters
the dynamics of arrhythmogenic propagation.

Heterogeneous Effects of PeAF
Remodeling and Electrical Coupling of
Fibroblasts in Atrial Tissues
Atrial substrate is differently affected by PeAF remodeling and
by the presence of fibroblasts, due to the electrophysiological
heterogeneity of the different atrial regions. Our results from
isolated single cells show differences in the RMP, dV/dtmax, and
APD for the four different atrial regions (RA, LA, CT, and
PV) in nSR and in PeAF. These differences are in agreement
with the simulations carried out by Krueger et al. (2013),
who reported the differential effects of AF remodeling in the
different atrial regions. It has to be noted that in contrast to
the Krueger study, our model presents a long-term stability
in all regions in single-cell and tissue simulations and also
considers the effect of fibroblast coupling. To our knowledge,
this is the first simulation study including the three components
(atrial heterogeneity, AF remodeling, and fibroblasts) using
a detailed electrophysiological AP model for fibroblasts and
focusing on the analysis of the different effects exerted by
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FIGURE 6 | Conduction velocity (CV) of a tissue strand in four different regions of the atria with random fibroblasts (Fib) or myofibroblast (MyoFib) distribution and
different fibroblast densities. For each density 100 random configurations were simulated. CV measurements are represented in boxplots. (A) Right atria (RA).
(B) Pulmonary vein (PV), (C) Left atria (LA), and (D) Crista terminalis (CT).

FIGURE 7 | Instantaneous phase maps and phase singularities (in white) for
different densities of myofibroblasts (non-fibrotic, 10, 20, and 40%) in the right
atria (RA) and left atria (LA) under conditions of persistent AF remodeling.

fibrosis in the different atrial regions. A recent study by Roney
et al. (2018) showed that high PS density in the PVs favored
the effectiveness of PV isolation in ablation procedure. Their
model also considered electrophysiological remodeling in AF,
electrophysiological heterogeneities in different atrial regions,
and fibrosis was simulated by changes in tissue conductivity.
In a previous study (Roney et al., 2016), the same group
modeled fibrosis by different methods and did not consider either
electrophysiological heterogeneities in the atrial regions or AF
remodeling to determine how different fibrosis models could
affect rotor dynamics.

Different experimental studies show that atrial fibroblasts
have a different electrophysiology from ventricular fibroblasts
(MacCannell et al., 2007; Burstein and Nattel, 2008; Poulet
et al., 2016; Salvarani et al., 2017). Morgan et al. (2016)
found that fibroblast electrophysiology changes the dynamics

FIGURE 8 | Vulnerable window to reentry in atrial tissue with different densities
of myofibroblasts indicated in percentage for the right atrial (RA) in blue and
the left atrial (LA) in red subject to persistent atrial fibrillation remodeling.

of an arrhythmic process and provides relevant information
on the effect of myocyte-fibroblast coupling in the atria.
Our results indicate that RMPf, Cmf, and the number of
coupled fibroblasts altered the behavior of myocytes AP, as was
found in previous simulation studies (Maleckar et al., 2009;
Koivumäki et al., 2014a; Sridhar et al., 2017). Furthermore,
in the present study we found that introducing INa current
into the fibroblast model had an interesting effect; due to
the high RMP of isolated fibroblasts INa current was blocked
but when fibroblasts were coupled with myocytes INa channels
became available. Additionally, myocyte-fibroblast coupling led
to a partial inactivation of the myocyte INa due to the higher
RMP in the myocyte.
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Fibroblast electrophysiology (RMPf and Cmf) changes
myocyte AP characteristics (Jacquemet and Henriquez, 2008,
2009; Maleckar et al., 2009). Our simulation results also
show that electrical coupling with myocytes increases atrial
electrophysiological heterogeneity. Changes in the BCL altered
the behavior of the coupled cells, with different responses
in different regions. Interestingly, myofibroblast -myocyte
coupling in regions with higher IK1 and ICaL (RA and CT)
exhibited more sensitivity to changes in frequency, while regions
with smaller IK1 and ICaL (PV) developed no AP for any of
the BCLs. In contrast to McDowell et al. (2013), we defined
different electric characteristics for the atrial myofibroblasts,
which have a different effect on myocyte AP. Myofibroblasts
act as the current source, raising the myocyte RMP (Jacquemet
and Henriquez, 2007) according to the number of coupled
myofibroblasts (Maleckar et al., 2009; Koivumäki et al., 2014a),
thus leading to a partial inactivation of the myocyte INa current
(see Supplementary Figure S5).

Heterogenous Effects of Fibrosis During
PeAF in Atrial Tissues
Structural remodeling of the cardiac tissue contributes to
reducing conduction velocity, delaying regional functional
activations, and increasing structural heterogeneities, which
are important factors for establishing a re-entrant driver or
conduction block (Camelliti et al., 2005). Our results show that
fibroblasts and myofibroblasts can alter the activation time in a
1D tissue strand, in agreement with different studies (Sachse et al.,
2008; Xie et al., 2009). We implemented one hundred random
configurations for different fibroblast/myofibroblast densities in
the four atrial regions. Zhan et al. (2014) showed that fibroblasts
can alter the CV and can lead to blocks in conduction with
fibrosis densities of 40 and 45%, our results showed that a
high density (40%) led to conduction blocks in the LA and
that the PV was the most sensitive region to the presence of
fibroblasts-myofibroblasts. Similarly, in an experimental study
Miragoli et al. (2006) showed that myofibroblast proliferation
changed the tissue conduction velocity and myocyte dV/dtmax.
Our results showed a reduction in CV, in agreement with
several other experimental and simulation studies that found that
fibroblasts-myofibroblasts can establish an electric coupling with
myocytes, reducing their dV/dtmax and activation time, reflected
in reduced CV (Miragoli et al., 2006; Rohr, 2009; Xie et al., 2009;
Yue et al., 2011). We also found a monotonic reduction in all
four atrial regions.

Tanaka et al. (2007) have shown that local fibrosis distribution
reduces CV in the different atrial regions, in agreement with
our results, which showed a reduced CV with a tendency
to homogenize in all four atrial regions. CV heterogeneity is
responsible for giving the atria the characteristic activation times
(Nguyen et al., 2012); if all the regions were to have a homogenous
CV, this might induce the appropriate conditions for reentrant
rhythms and conductions blocks (Gaspo et al., 1997). As the fast
conduction systems’ (CT) conduction velocity was significantly
reduced, this may be an interesting mechanism for AF in
the right atrium.

Vulnerability to Reentry During PeAF in
Fibrotic Tissue
Structural remodeling and endo-epicardial dissociation alter the
atrial substrate and could produce macroreentries and focal
activity (Everett and Olgin, 2007; Verheule et al., 2014). When,
we analyzed the propagation in different regions of the atria
and at different myofibroblast densities, we found that a low
myofibroblasts percentage increased the number of PSs due to
the wavebreaks. However, at higher percentages, propagation
through the fibrotic zone was blocked, the number of wavebreaks
and PSs decreased, and an anatomical reentry was anchored
around the fibrotic zone, in agreement with previous studies
(McDowell et al., 2013; Roney et al., 2016). Several simulation
studies have also shown that reentry dynamics is altered by
heterogeneities of the AP in the cardiac tissue (Colman et al.,
2014; Varela et al., 2016), the presence of fibroblasts (Ashihara
et al., 2012; Gomez et al., 2014a; Morgan et al., 2016), and that
PSs increase in the zones with fibroblasts (Saha et al., 2018).

Waks and Josephson (2014) demonstrated that the rotation
dynamics depends on the atrial tissue (RA or LA) and its
electrophysiological characteristics, as did we in the present
study, in which vulnerability to reentries and the dynamics of
the rotation depended on the atrial region. LA presented slightly
higher VWs, due to its shorter APD.

Gomez et al. (2014b) showed that the density of fibroblasts
had a biphasic impact on the ventricular vulnerable window for
reentry, while our results showed the same VW biphasic behavior
for the first time in atrial tissue. Krul et al. (2015) found that
local fibrosis is associated with reentrant activity, comparable
to our results at low fibroblast density (10%), which can be
considered as a region of local diffuse fibrosis, presented higher
tissue vulnerability and resulted in multiple wavebreaks. When
myofibroblast density was raised (20%), tissue vulnerability to
reentry rose and conduction blocks occurred. However, at higher
densities (40%) the conduction blocks also occurred but VW
dropped, as was found by Campos et al. (2018). This suggests
that myocyte-fibroblast coupling in PeAF plays an important
role in AF (Morgan et al., 2014), with different effects in
different atrial regions.

Limitations
Several limitations must be considered when drawing
conclusions from the present study. Firstly, we did not consider
the effect of electrical remodeling due to cytokines like TGF-B,
which have been reported during structural remodeling and are
known to affect myocyte AP (Burstein and Nattel, 2008; Nattel
et al., 2008; Zahid et al., 2016).

Secondly, as fibroblast electrophysiology and differentiation
into myofibroblasts still remain unclear, the models we used
should be considered as an approximation (Nattel, 2018).
Myofibroblast electrophysiological characteristics are still not
well understood. Furthermore, it is important to highlight
that although animal models and in vitro experiments prove
the existence of electrotonic coupling between myocytes and
fibroblasts (Kohl et al., 2005; Miragoli et al., 2006; Grand et al.,
2014; Salvarani et al., 2017), this has not been reported in humans
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in vivo. However, human cardiac tissue with fibrosis
presents altered electrical behavior (Krul et al., 2015;
Fukumoto et al., 2016).

Thirdly, the pulmonary vein AP model was built on the basis
of the reported experimental data for dogs and sheep APD90 and
RMP. Electrophysiological data from human isolated myocytes
from PV are still unavailable (Ehrlich et al., 2003).

Fourthly, while AF mechanisms are still unclear, there are
different pathways by which reentrant drivers can be generated
and maintained. Several studies have shown how non-myocyte
cells like fibroblasts, macrophages (Hulsmans et al., 2017) and
adipocytes (De Coster et al., 2018) alter the atrial substrate and
promote arrhythmias. The effects of non-myocytes or endo-
epicardial dissociation have not been considered in the present
study, although these are factors which might alter the reentry
dynamics and would be interesting to analyze in future studies
(Verheule et al., 2014).

Fifthly, we are aware that fibrosis is a complex structure
involving different actors such as collagen deposition,
inflammatory cytokines and proteins which may alter the
myocyte electrophysiology. There are different approaches to
simulating the fibrotic regions such as non-conductive elements
(Ten Tusscher et al., 2004), the paracrine effect changing the
myocyte ion channel conductance (Zahid et al., 2016) and
coupling to elements with a static RMP (Majumder et al.,
2011) and using ionic models to describe the electrophysiology
of fibroblasts (McDowell et al., 2013; Morgan et al., 2016;
Saha et al., 2018).

Finally, we did not include the effect of different sizes
or locations of fibrotic regions in the tissue. The fibrotic
regions can in fact attract rotors (Roy et al., 2018), and future
studies in this line would shed light into the mechanisms of
chaotic rhythms when fibroblasts proliferate. Additionally, 3D
simulations have shown how fibroblasts and non-conductive
areas can modify the dynamics of the reentry (McDowell et al.,
2013; Morgan et al., 2014). Zahid et al. (2016) introduced the
paracrine effect, modifying myocyte electrophysiology in the
fibrotic region in 3D simulations reducing the AP duration
and the conductivity of the fibrotic region. We are also aware
that 3D simulations include further structural details. The
work by Ferrer et al. (2015), among others, presents a highly
detailed atrial model. However, these simulations have a high
computational cost while 2D simulations are computationally
more efficient and provide a detailed insight into arrhythmia
dynamics. Despite these limitations, we consider that our
simulations represent a realistic heterogeneous PeAF remodeling
(electrophysiological and structural) scenario in the different

atrial regions and contribute a great deal to the understanding
of AF mechanisms.

CONCLUSION

The results of the present simulation study show that
fibroblast electrophysiology alters myocyte AP characteristics
and leads to slower conduction velocity in atrial tissues
affected by PeAF. These changes are heterogeneous within the
different atrial regions.

Myocyte-fibroblast coupling creates a substrate in which the
dynamics of arrhythmic reentries changes with the fibroblast
density. By increasing the density of fibroblasts, reentries evolve
from functional to anatomical around the obstacle formed by
the fibrotic region. We also observed biphasic behavior of tissue
vulnerability to reentries. Low myofibroblast densities (10 and
20%) increase the vulnerability to reentry, while a higher density
(40%) reduces tissue vulnerability.
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Background and Objectives: Enhanced beat-to-beat variability of ventricular

repolarization (BVR) has been linked to arrhythmias and sudden cardiac death. Recent

experimental studies on human left ventricular epicardial electrograms have shown

that BVR closely interacts with low-frequency (LF) oscillations of activation recovery

interval during sympathetic provocation. In this work human ventricular computational cell

models are developed to reproduce the experimentally observed interactions between

BVR and its LF oscillations, to assess underlying mechanisms and to establish a

relationship with arrhythmic risk.

Materials and Methods: A set of human ventricular action potential (AP) models

covering a range of experimental electrophysiological characteristics was constructed.

These models incorporated stochasticity in major ionic currents as well as descriptions

of β-adrenergic stimulation and mechanical effects to investigate the AP response

to enhanced sympathetic activity. Statistical methods based on Automatic Relevance

Determination and Canonical Correlation Analysis were developed to unravel individual

and common factors contributing to BVR and LF patterning of APD in response to

sympathetic provocation.

Results: Simulated results reproduced experimental evidences on the interactions

between BVR and LF oscillations of AP duration (APD), with replication of the high

inter-individual variability observed in both phenomena. ICaL, IKr and IK1 currents were

identified as common ionic modulators of the inter-individual differences in BVR and

LF oscillatory behavior and were shown to be crucial in determining susceptibility to

arrhythmogenic events.
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Conclusions: The calibrated family of human ventricular cell models proposed in this

study allows reproducing experimentally reported interactions between BVR and LF

oscillations of APD. Ionic factors involving ICaL, IKr and IK1 currents are found to underlie

correlated increments in both phenomena in response to sympathetic provocation. A

link to arrhythmogenesis is established for concomitantly elevated levels of BVR and

its LF oscillations.

Keywords: low-frequency oscillations, beat-to-beat variability, cardiac cell models, beta-adrenergic stimulation,

stochasticity, sympathetic provocation, arrhythmogenesis

1. BACKGROUND AND OBJECTIVES

Beat-to-beat variability of repolarization (BVR) is an inherent
property of ventricular electrical function (Thomsen et al., 2006;
Baumert et al., 2016). When enhanced, this temporal variability
has been associated with arrhythmia vulnerability in patients
with structural heart disease (Tereshchenko et al., 2009), drug-
induced long QT syndrome (Hinterseer et al., 2008), heart failure
(Hinterseer et al., 2010), and catecholaminergic polymorphic
ventricular tachycardia (Paavola et al., 2015). A link between
increased BVR and arrhythmogenesis has been established in a
range of animal models as well (Thomsen et al., 2006; Gallacher
et al., 2007; Wijers et al., 2018). Various approaches have been
proposed in the literature to quantify BVR at the level of the
body surface electrocadiogram (ECG), including measurements
of QT interval variability (Baumert et al., 2016), T-wave
alternans (Verrier et al., 2011), or T-wave morphology variations
(Ramirez et al., 2017).

Recent studies have shown that BVR presents a clear low-
frequency (LF) oscillatory pattern that can be quantified from
the ECG by measuring LF oscillations of the T-wave vector,
so-called Periodic Repolarization Dynamics (PRD) (Rizas et al.,
2014, 2016). PRD has been shown to be unrelated to heart rate
variability or respiratory activity and has been postulated to
most likely reflect the effect of phasic sympathetic activity on the
ventricular myocardium. Increases in PRD have been associated
with destabilization of repolarization leading to ventricular
arrhythmias and sudden cardiac death (Rizas et al., 2014, 2017).
The described T-wave oscillations have been suggested to reflect
oscillations of the ventricular action potential (AP) duration
(APD) (Hanson et al., 2014; Rizas et al., 2016; Porter et al., 2018).
In in vivo studies on heart failure patients, APD has been shown
to indeed oscillate at the same LF range (Hanson et al., 2014).
Additional studies have demonstrated that both LF oscillations
of APD and BVR are significantly augmented in response
to physiologically-induced increased sympathetic activity,
with a close interaction between both observed increments
(Porter et al., 2017, 2018).

The mechanisms underlying the interactions between BVR
and LF patterning of APD in response to sympathetic
provocation (SP) and its potential link to arrhythmogenesis
remain to be investigated. Regarding BVR, a growing number
of studies, both experimental and computational, have provided
evidence on the role of ion channel stochasticity and Ca2+ cycling
variations as underlying mechanisms of temporal variability at

different scales, covering from isolated cells (Lemay et al., 2011;
Pueyo et al., 2011, 2016a; Antoons et al., 2015; Kistamas et al.,
2015; Nánási et al., 2017) to coupled cells / tissue (Zaniboni et al.,
2000; Pueyo et al., 2011; Lemay et al., 2011; Magyar et al., 2015;
Nánási et al., 2017) to whole heart (Yamabe et al., 2007; Baumert
et al., 2016). Furthermore, the action of adrenergic stimulation in
modulating those BVR mechanisms and facilitating arrhythmia
initiation by the formation of afterdepolarizations and triggered
activity has been reported in single cells (Johnson et al., 2010,
2013; Heijman et al., 2013; Szentandrássy et al., 2015; Hegyi et al.,
2018) and in the whole heart (Gallacher et al., 2007). In respect
of LF oscillations of APD, computational investigations in single
cells have suggested that sympathetic nerve activity promotes
their generation by both a direct β-adrenergic (βA) action and
through the intermediary of mechano-electric feedback (Pueyo
et al., 2016b). In the presence of disease-related conditions, like
Ca2+ overload and reduced repolarization reserve (RRR), these
oscillations have been shown to contribute to pro-arrhythmia
(Pueyo et al., 2016b).

In the present study, which builds on the work published
in Pueyo et al. (2016b), a set of stochastic human ventricular
AP models are developed to reproduce the sympathetically-
mediated interactions between BVR and LF patterning of
APD observed experimentally, to investigate their underlying
mechanisms and to establish a link to arrhythmic risk. The
developed models are representative of a whole range of AP
characteristics and include biophysically detailed descriptions
of the electrophysiology, Ca2+ dynamics, βA signaling and
mechanics of human ventricular cells in health and disease.
Stochastic gating of ion channels are incorporated into major
currents active during AP repolarization. An approach based
on the Automatic Relevance Determination technique (MacKay,
1996) is adopted to unravel the major ionic contributors to
augmented BVR and LF oscillations of APD in response to
SP, with subsequent analysis of the involved mechanisms.
The relationship between the unraveled mechanisms and
arrhythmogenesis is established by a methodology grounded on
Canonical Correlation Analysis (Hotelling, 1936).

2. MATERIALS AND METHODS

2.1. Human Data
Previously acquired human data has been described in detail
elsewhere (Porter et al., 2018). Briefly, eleven heart failure
patients with cardiac resynchronization therapy defibrillator
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devices had activation recovery intervals (ARIs) recorded from
left ventricular epicardial electrodes alongside simultaneous non-
invasive blood pressure and respiratory recordings. Heart rate
was clamped by right ventricular pacing. Recordings took place
during resting conditions and following an autonomic stimulus
(Valsalva maneuver). The study was approved by the West
London Ethics Committee and conformed to the standards set by
the Declaration of Helsinki (latest revision: 64th WMA General
Assembly). Informed consent was obtained in writing from
all subjects.

2.2. Stochastic Human Ventricular Models
2.2.1. Models of Electrophysiology
The ORd human ventricular epicardial cell model (O’Hara
et al., 2011) served as a basis to construct a set of AP models
covering a range of experimentally observed electrophysiological
characteristics. Each AP model in the dataset, which represents
a different virtual cell, was obtained by varying the ionic
conductances of the following currents: rapid delayed rectifier
K+ current, IKr; slow delayed rectifier K+ current, IKs; transient
outward K+ current, Ito; L-type Ca2+ current, ICaL; inward
rectifier K+ current, IK1; sodium current, INa; sodium-K+ pump
current, INaK; and sodium-Ca2+ exchanger current, INaCa. A total
of 500 models were initially generated by sampling the nominal
conductance values of the ORd model in the range ±100% using
the Latin Hypercube Sampling method (McKay et al., 1979;
Pueyo et al., 2016b).

Out of all the generated models, only those satisfying the
calibration criteria shown in Table 1 were retained. Such criteria
were based on experimentally available human ventricular
measures of steady-state AP characteristics taken from O’Hara
et al. (2011), Guo et al. (2011), Britton et al. (2017), Jost
et al. (2008), and Grandi et al. (2010). These characteristics
included: APD90|50, denoting 1 Hz steady-state APD at 90%|50%
repolarization (expressed in ms); RMP, standing for resting
membrane potential (in mV); Vpeak, measuring peak membrane
potential following stimulation (in mV); and1APD90, calculated
as the percentage of change in APD90 with respect to baseline
when selectively blocking IKs, IKr or IK1 currents (measured
in ms). After applying the described calibration criteria, the
initial set of 500 models was reduced to a set of 161 selected
models. In addition, models leading to pro-arrhythmic events
at baseline conditions were excluded because they did not allow
quantification of BVR or LF oscillations of APD, thus resulting
in a final population of 123 models. For each of those models,
the parameters θKs, θKr, θto, θCaL, θK1, θNa, θNaCa, and θNaK
were defined to take the values of the factors multiplying the
nominal conductances of IKs, IKr, Ito, ICaL, IK1, INa, INaK, and
INaCa, respectively, with respect to the original ORd model,
i.e., Ij = θjIj,ORd, where Ij,ORd represents current j in the
ORd model, with j being one of the elements in the set
{Ks, Kr, to, CaL, K1, Na, NaCa, NaK}.

Stochasticity was incorporated into the equations describing
the ionic gating of four major currents active during AP
repolarization, namely IKs, IKr, Ito, and ICaL, following the
approach described in Pueyo et al. (2011) For a gating variable
x, the temporal evolution of the probability of this gate being

TABLE 1 | Calibration criteria applied onto human ventricular cell models.

AP characteristic Min. acceptable value Max. acceptable value

Under baseline conditions (Guo et al., 2011; O’Hara et al., 2011

Britton et al., 2017)

APD90 (ms) 178.1 442.7

APD50 (ms) 106.6 349.4

RMP (mV) −94.4 −78.5

Vpeak (mV) 7.3 –

Under 90% IKs block (O’Hara et al., 2011)

1APD90 (%) −54.4 62

Under 70% IKr block (Grandi et al., 2010)

1APD90 (%) 34.25 91.94

Under 50% IK1 block (Jost et al., 2008)

1APD90 (%) −5.26 14.86

open was calculated as in Equation (1), where the variance
of the stochastic term introduced to formulate the Stochastic
Differential Equation (SDE) describing ionic fluctuations was
inversely proportional to the number of channels of each species.
In Equation (1), x∞ and τx represent the steady-state value of
x and the time constant to reach that steady-state value, with
x, x∞ and τx being functions of voltage, while w is a Wiener
process. The number of channels N associated with each species j
were obtained for each virtual cell by multiplying the ionic factor
θj of that cell by the corresponding number of channels in the
ORd model, i.e., Nj = θjNj,ORd. Further details on estimation
of channel numbers for the ORd model are presented in the
Supplementary Material (section 1.1 and Table S1).

dx =
x∞ − x

τx
dt +

√
x∞ + (1− 2x∞)x

√
τxN

dw. (1)

2.2.2. Models of PKA Phosphorylation
βA stimulation (βAS) effects were modeled as in Pueyo et al.
(2016b) by using a modified version of the Xie et al. (2013)
model, with definition of graded and dynamic phosphorylation
levels of cellular protein kinase A (PKA) substrates. This
model was updated from the original βA signaling formulation
proposed in Soltis and Saucerman (2010) to slow down the
IKs phosphorylation and dephosphorylation rate constants to
fit experimental observations. PKA-mediated phosphorylation
of phospholemman (PLM) was accounted for by increasing
the Na+-K+-ATPase (NKA) affinity for the intracellular Na+

concentration, as in Xie et al. (2013). RyR phosphorylation was
described in this study following the formulation proposed in
Heijman et al. (2011).

2.2.3. Models of Electromechanical Coupling
An extended version of the Niederer model (Niederer et al.,
2006), adjusted to human cell characteristics, as in Weise and
Panfilov (2013) and Pueyo et al. (2016b), was used for the
electromechanical coupling model. The current through stretch-
activated channels (SACs), ISAC, was introduced as in Pueyo et al.
(2016b), with the total current obtained as the sum of the current
through K+-selective and non-specific cationic SACs. Further
details can be found in the Supplementary Material.
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2.2.4. Simulation of Baseline and Sympathetic

Provocation
A 0.1 Hz periodic stepwise dose of the βA agonist isoproterenol
(ISO) was simulated, in accordance with the pattern of muscle
sympathetic nerve activity in humans (Pagani et al., 1997). For
the first half of the simulated ISO period, the ISO dose was set
to either 0.01 µM, for simulated baseline conditions, or 1 µM,
for simulated SP, while it was 0 µM for the second half in both
cases. Additionally, phasic changes in hemodynamic loading
accompanying enhanced sympathetic activity were simulated at
the same 0.1 Hz frequency by varying the stretch ratio following a
sinusoidal waveform with a maximum change of 1% for baseline
conditions and 10% for SP. Sympathetically induced changes
in βAS and hemodynamic loading were considered to be in-
phase with each other. A total of 640 beats (320 for baseline
and 320 for SP) were simulated while pacing the cells at 1 Hz
frequency. Figure S1 illustrates simulation of βAS and stretch
effects at baseline and in response to sympathetic provocation,
while Figure S2 illustrates the APD time series of a cell in the
generated population in response to the simulated protocol. For
comparison purposes, additional simulations were run under
constant βAS and/or hemodynamic loading.

2.2.5. Simulation of Disease-Related Conditions
On top of simulating physiological conditions, models describing
disease conditions were built by including representations of:
Reduced Repolarization Reserve (RRR), defined by simultaneous
blockades of IKr and IKs currents; and Ca2+ overload, defined
by increases in the extracellular Ca2+ levels. In both cases,
an approach like the one described in Pueyo et al. (2016b)
was used. Mild disease conditions were simulated by a 1.5-fold
increment in the extracellular Ca2+ concentration and 7.5% and
20% inhibitions of IKr and IKs currents, respectively. Moderate
disease conditions were simulated by a 2.5-fold increment in the
extracellular Ca2+ concentration and 22.5% and 60% inhibitions
of IKr and IKs currents, respectively. Severe disease conditions
were simulated by a 4-fold increment in the extracellular Ca2+

concentration, 30% and 80% inhibitions of IKr and IKs currents,
respectively, and by additionally increasing the conductance of
non-specific cationic SACs as described in Isenberg et al. (2003)
(GSAC,ns changed from 0.006 nS/pF for physiological, mild and
moderate disease conditions to 0.01 nS/pF for severe disease
conditions). Table S2 summarizes how physiological as well as
mild, moderate and severe disease conditions were simulated in
this study.

2.3. Measurements of Repolarization
Variability
For each of the developed APmodels, APD at 90% repolarization,
denoted as APD in the following, was calculated for every beat
of the stochastic realizations. A triangulation measure (T1) was
calculated as the difference between APD at 90% and 50%
repolarization. The last L = 120 beats of each condition (baseline
and SP) were used for evaluation of measures describing BVR
and LF oscillatory behavior. Averages of those measures over
stochastic realizations were computed.

2.3.1. Beat-to-Beat Variability of Repolarization
The following BVR measures were evaluated:

• Standard deviation of APD over the last L beats:

mSD =

√√√√ 1

L− 1

L∑
l=1

(APD(l)− APD)2 (2)

where APD is the average APD over those L beats.
• Normalized variance of APD over the last L beats:

mNSD =
m2

SD

APD
2
. (3)

• Short-Term Variability (STV) of APD, defined as the average
distance perpendicular to the identity line in the Poincaré plot,
computed as the average over windows of Lwin = 30 beats
sliding every one beat along the last L = 120 simulated beats:

mSTV =
1

L− Lwin + 1


L−Lwin+1∑

l=1

l+Lwin−1∑
i=l

|APD(i+ 1)− APD(i)|

(Lwin − 1)
√
2


 .

(4)
• Normalized STV:

mNSTV =
m2

STV

APD
2
. (5)

2.3.2. Low-Frequency Repolarization Variability
Spectral analysis was performed to compute LF variability
measures following the methodology described in Porter et al.
(2018). The APD time series of the last L = 120 beats, for either
baseline or SP, was linearly detrended. Power Spectral Density
(PSD) was estimated after fitting an autoregressive model to
the detrended APD time series using the Yule-Walker method.
The optimal order of the autoregressive model was chosen in
the range between L/3 and L/2 to minimize Akike’s Information
Criterion, with a requisite on the residuals to pass a whiteness
test. Two measures were extracted from the estimated PSD:

• LF power (mPLF), calculated as the integral of the PSD over the

[0.04, 0.15] Hz band.
• Normalized LF power (mNPLF): LF power normalized by the

total power in the [0.04, 0.5] Hz frequency band.

2.4. Contributors to BVR and LF
Oscillations
Automatic Relevance Determination (ARD) was used to unravel
individual and common factors, in the form of ionic conductance
levels, contributing to BVR and LF oscillations of APD in
response to SP. ARD is a Bayesian sparsity method, first proposed
in the context of neural network models (MacKay, 1996), which
has been successfully used to determine the relevance of various
input features to given measures (see e.g., Rasmussen and
Williams, 2006).

In a regression problem where an output variable (in this case,
a BVR or LF oscillatory measure) is aimed to be predicted by
several input variables (in this case, the conductances of ionic
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currents), it commonly happens that some of the variables are
irrelevant to the prediction. However, when a finite dataset is
analyzed, random correlations between the irrelevant inputs and
the output are always obtained, diminishing the capability of the
techniques employed for the prediction. A method like ARD,
able to infer which input variables are relevant and prune all
the irrelevant ones, is advantageous. ARD works by adjusting
multiple weight constants, one associated with each input, which
are inferred from the data and automatically set to be large for
the relevant features and small for the irrelevant ones. The fact
that ARD renders a sparse set of explanatory variables makes
its results more interpretable than for other correlation-based
methods (see e.g., Gunn and Kandola, 2002 for the relation
between sparsity and interpretability).

Each virtual cell n out of the N simulated models was
considered as a data point determined by its D = 8
parameters (factors multiplying ionic conductances).
Those factors were stacked in a row vector x(n) =

[θ
(n)
Ks , θ

(n)
Kr , θ

(n)
to , θ

(n)
CaL, θ

(n)
K1 , θ

(n)
Na , θ

(n)
NaCa, θ

(n)
NaK], representing the

feature vector of each data point. All data were stacked in the
feature matrix X, i.e., X = [x(1); · · · ; x(N)]. Hence an element
of X, denoted as xn,i, was the value of the i-th conductance
parameter of virtual cell n. In addition, we used y as a wildcard
to denote the column vector with the values of the analyzed
variability measure for the data points. Hence, the values in y

can either correspond to a temporal BVR measure or a measure
of the magnitude of APD LF oscillations: mSD, mNSD, mSTV,
mNSTV, mPLF and mNPLF. To simplify the training process of the
algorithm, the values of y were standardized to zero mean and
unit variance. Using this input-output definition we posed the
following regression model.

y(n) = f (x(n))+ r(n) (6)

where r(n) is additive random Gaussian noise with variance
σ 2
r and f is a function linking the inputs and the outputs.

Typical choices for f include linear, polynomial or neural network
functions, with the ones most extensively used by the Bayesian
learning community being Gaussian Processes (Rasmussen and
Williams, 2006), which represent a powerful and flexible non-
parametric option:

f (x(n)) ∼ GP

(
m(x(n)), c(x(n), x(n

′))
)

(7)

where m(x(n)) is the mean function and c(x(n), x(n
′)) is the

covariance function between data points n and n′. In its simplest
form,m(x(n)) = 0 and all the complexity of the model is captured
by the covariance function. The covariance is commonly
described by linear, polynomial or radial basis functions, or other
more complicated functions (see e.g., Rasmussen and Williams,
2006). In this work, a linear function was used for the covariance:

c(x(n), x(n
′)) =

D∑
i=1

σ 2
d,ixn,ixn′ ,i. (8)

Considering this choice, f (x(n)) can be shown to define a set of
linear functions with respect to x(n), where directions (i.e., the

different factors contained in each x(n)) are weighted according
to σ 2

d,i
.

ARD was applied to optimize type II Maximum Likelihood
(ML-II) with respect to σ 2

d,i
and σ 2

r . Specifically, a quasi-

Newton method (in the case of our implementation, L-BFGS,
see e.g., Boyd and Vandenberghe, 2004) was used to find the
values of the hyperparameters leading to maximization of the
following function:

L(σ 2
d,1, · · · , σ

2
d,8, σ

2
r )

=
1

2
log detCext(σ

2
d,1, · · · , σ

2
d,8, σ

2
r )

+
1

2
yTCext(σ

2
d,1, · · · , σ

2
d,8, σ

2
r )

−1y+
N

2
log(2π) (9)

where Cext(σ
2
d,1
, · · · , σ 2

d,8
, σ 2

r ) = C(σ 2
d,1
, · · · , σ 2

d,8
) + σ 2

r I, with I

being the identity matrix and C(σ 2
d,1
, · · · , σ 2

d,8
) being the matrix

obtained by evaluating the covariance function c(x(n), x(n
′)) for

every pair of data points in X. To avoid overfitting, ten-fold cross
validation was applied. Results are presented after averaging the
ten corresponding values for each σ 2

d,i
. The higher the value of

σ 2
d,i
, the more relevant the i-th factor (input parameter) is for

the prediction.
This methodology allows establishing which factors are more

relevant to predict a given output measure (i.e., a BVR or LF
oscillatory measure). In the following, these relevance values are
presented as normalized values so that they add up to one to
facilitate assessment of the relative relevance of each factor. Since
relevance factors do no account for the sign of the contribution,
that is, whether an increase in the BVR or LF oscillation measure
corresponds to upregulation or downregulation of an ionic
current, the Gaussian Process regression was interpreted as a
linear regression where the covariance matrix is Cext and the sign
of each contribution was calculated as

sθi = sign((C−1
extX)

T
y) (10)

where θi is each of the conductance parameters and T denotes
matrix transposition.

Finally, to address the fact that a factor may only be relevant
in association with another one, the same methodology was
applied after removing one factor (ionic conductance) at a
time. If after removing a specific factor, the relevance associated
with another factor was found to be significantly changed,
a tight relationship between the effects of the two factors
was postulated and common mechanisms underlying such a
relationship were explored.

This method is implemented in Python 3 using the GPy,
Gaussian Process Toolbox (see Sheffield ML group, 2012) and
is available in Data Sheet 2 of the Supplementary Material
(section 1.6).

2.5. Contributors to Arrhythmogenesis
Canonical Correlation Analysis (CCA) (Hotelling, 1936;
Hardoon et al., 2004) was used to identify the ionic
conductances with the largest contribution to the occurrence
of arrhythmogenic events under simulated diseased conditions.
This method has been widely used in several different
applications (see e.g., Torres et al., 2007; Kaya et al., 2014;
Zhu et al., 2014 for some representative examples).
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FIGURE 1 | (Left panel) Experimental zero-mean ARI series (ARI - ARI) and corresponding spectra at rest (left) and following Valsalva maneuver (right). (Right panel)

Simulated zero-mean APD series (APD - APD) and corresponding spectra at baseline (left) and following sympathetic provocation (right). The LF region of the spectra

is shadowed in red and the high frequency region in green.

Similarly to the description of ARD above, the data were
stacked in the feature matrix X, with xn,i, being the value of
the i-th factor for virtual cell n. A binary vector z of length N
was generated, which contained a value of 1 in the positions
corresponding to virtual cells for which pro-arrhythmic events
were observed following SP and 0 otherwise.

Given X and z, CCA was applied to compute the values of the
canonical variables wx and wz such that:

(w∗
x ,w

∗
z ) = arg max

wx ,wz
corr(Xwx, zwz) (11)

with corr being the linear correlation between the projected
versions of X and z, i.e., Xwx, zwz . The elements of vector w∗

x

represent the projection of ionic factors into a subspace common
with zw∗

z and can be interpreted as the correlations of each of
these factors with the presence of pro-arrhythmic events. Hence,
the higher the value of an element in w∗

x , the higher the relevance
of such factor to the events in z.

3. RESULTS

3.1. Sympathetic Provocation Increases
BVR and LF Oscillations of APD
Figure 1 shows representative examples of zero-mean time series
of experimental ARI (ARI - ARI, with ARI denoting temporal
mean of ARI, left panel) and simulated APD (APD - APD,
with APD denoting temporal mean of APD, right panel) and
corresponding PSDs at baseline and following SP. In both
experiments and simulations, a remarkable increase in BVR in
response to SP can be clearly appreciated from the APD series.
Also, the experimental and simulated spectra corresponding to
SP show notably more marked peaks in the LF band as compared
to baseline.

Of note, the peaks in the high frequency band present in the
experimentally recorded data were not analyzed in this study, as
vagal or respiratory effects were not included in our simulations

for being out of the scope of the present study. The simulated
results presented in this and the next sections correspond to
simulation of mild disease conditions, since these are compared
with experimental results obtained from heart failure patients
(see section 2.1). Results for physiological conditions remained
qualitatively unchanged with respect to those shown for mild
disease conditions.

Figure 2 shows relativemeasures of BVR and LF oscillations at
baseline and following SP for each individual of the experimental
and simulated datasets (the cases shown in Figure 1 are
highlighted in blue). For the vast majority of individuals, mNSD

and mNPLF increased in response to augmented sympathetic
activity. Importantly, both the level of BVR and LF oscillations
as well as the magnitude of change in response to SP presented
a high degree of variation between individuals, as shown in
Figure 2. As expected, the mNSD values in the simulations
were higher than in the experiments, as simulations correspond
to single epicardial cells while experimental data is from left
ventricular epicardial electrograms and, thus, includes the effects
of intercellular coupling acting to mitigate cell-to-cell variability.

In both experiments and simulations, the sympathetically-
mediated increases in BVR and LF oscillations were confirmed
either when quantified in absolute terms bymSD,mSTV andmPLF

or in relative terms bymNSD,mNSTV andmNPLF.

3.2. There Is a Close Interaction Between
BVR and LF Oscillations of APD,
Particularly in Response to Sympathetic
Provocation
Table 2 shows correlation values between measures of BVR
and LF oscillations of APD, both calculated using absolute and
normalized indices. As can be seen in Table 2, the LF power of
APD, mPLF, was highly correlated with BVR measured by the
short-term variability of APD,mSTV, and, even to a larger extent,
by the standard deviation of APD, mSD. This observation held
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FIGURE 2 | Left: Normalized variance mNSD (top) and Normalized LF power

mNPLF (bottom) at rest and following Valsalva maneuver calculated from

experimental ARI series. Right: mNSD (top) and mNPLF (bottom) at baseline

and following SP calculated from simulated APD series. The cases presented

in Figure 1 are highlighted in blue.

true when the correlation was evaluated both at baseline and in
response to SP. The strong association found between BVR and
LF oscillations of APD in our SP simulations was in line with the
one measured experimentally, where the Spearman correlation
coefficient betweenmPLF andmSD was 0.679.

When normalized measures were considered, Table 2 shows
that the correlation between the normalized LF power of APD,
mNPLF, and the normalized BVR measures, mNSTV and mNSD,
was notably reduced. This highlights the relevance of absolute
APD values in modulating the interactions between BVR and
LF oscillations of APD. The reduction in correlation after
considering normalized measures was particularly so for baseline
conditions, while following SP there was still a high interaction
between normalized BVR and LF oscillations of APD.

Figure S3 illustrates the simulated relationships between the
absolute measures mPLF and mSD and between the relative
measuresmNPLF andmNSD at baseline and in response to SP.

Based on the fact that the two ways of evaluating BVR, i.e.,
by standard deviation and by short-term variability of APD,
led to very similar outcomes in terms of the relationship with
LF oscillations of APD, the results in the next sections will be
shown formSTV and its normalized counterpartmNSTV. For APD
oscillatory behavior,mPLF andmNPLF will be used.

3.3. K+ and Ca2+ Current Densities Are
Common Modulators of BVR and LF
Oscillations of APD
Figure 3 illustrates the major contributors to the values of mSTV,
mNSTV, mPLF, and mNPLF found in our simulated population
in response to SP. The sign of the relationship between the

TABLE 2 | Spearman correlation coefficients between simulated BVR and LF

oscillation measures.

Baseline Sympathetic provocation

mPLF (ms2) mNPLF

(nu)

mPLF (ms2) mNPLF (nu)

mSD (ms) 0.9744 −0.1606 0.9439 0.5969

mNSD (nu) 0.8528 −0.1602 0.8784 0.5721

mSTV (ms) 0.9096 −0.3381 0.8341 0.4054

mNSTV (nu) 0.7646 −0.3530 0.7638 0.3868

contributing ionic current conductances and the evaluated BVR
or LF oscillation measurements was negative in all relevant cases,
meaning that downregulation of the ionic current density led
to an increment in the analyzed measurement. Note that each
bar in the graphs of Figure 3 represents relative relevance with
respect to the other evaluated factors, all adding up to one.
According to the results in Figure 3, mSTV and mPLF shared
the same major contributors to their observed values following
SP. Specifically, the three ionic conductances with the most
relevant role in determining the values of mSTV and mPLF

were those of IKr, IK1, and ICaL currents. For the normalized
measurements mNSTV and mNPLF, a substantial reduction in
the relevance of IKr conductance was observed with respect
to that quantified for the non-normalized measurements. IK1
and ICaL current conductances remained as the two most
relevant contributors to the values of mNSTV and mNPLF

following SP.
To assess potential associations between ionic conductances

in their contributions to the evaluated BVR and LF oscillations
measures, the same ARD technique was applied after removing
one ionic conductance at a time. For the majority of cases,
the computed relevance levels were highly similar after such
removals, meaning that there is no co-dependency in the
contribution of the different ionic conductances. However,
when IK1 conductance was removed from the analysis, the
relevance of other repolarization currents, like IKr and IKs,
in their contribution to mNSTV was notably increased. This
increment reveals common mechanisms in the contributions
of all these repolarization currents to the mNSTV values
following SP.

Since the same ionic conductances were found to modulate
BVR and LF oscillations of APD following SP, simulations were
ran in which βAS and stretch were modeled as constant, with
assigned values corresponding to the maximal effects in the
above simulations. As can be seen in Figure S4, in those cases
IKr and IK1 were still the major modulators of BVR whereas
the contribution of ICaL was drastically decreased. Thus, ICaL
modulation of BVR was mediated by the increment in the LF
oscillations of APD, while the role of IKr and IK1 as modulators of
BVR did not present such a strong dependence.

For healthy conditions, results were essentially the same as
those shown in Figure 3 for mild disease conditions, with only
a slight decrease in the relevance of INaCa contribution to mPLF.
This is illustrated in Figure S5.
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FIGURE 3 | Relevance of ionic current conductances to mPLF (A), mNPLF (B), mSTV (C) and mNSTV (D), calculated from simulated APD series under SP.

3.4. Modulation of BVR and LF Oscillations
of APD by K+ and Ca2+ Current Densities
Is Explained by Their Effects on Ionic
Gating Stochasticity, βAS, and
Hemodynamic Loading
Before describing the mechanisms by which IKr, IK1, and
ICaL current densities modulate BVR and LF oscillatory
measures following SP, the differential effects of the two
components associated with enhanced sympathetic activity,
namely βAS and mechanical stretch, to such measures were
analyzed. Figure 4 illustrates the variations in BVR and
LF oscillation measurements in the simulated population
for different scenarios, including combined phasic βAS and
mechanical stretch, only phasic βAS, only phasic mechanical
stretch and only phasic mechanical stretch without SACs. Results
showed that the largest contribution to LF oscillations, measured
either by mPLF or mNPLF, was caused by phasic mechanical
stretch, particularly when SACs were included in the models.
Regarding BVR, both effects contributed to mSTV and mNSTV,
even if not in an additive manner and with the contribution
of βAS being larger than that of mechanical stretch. Additional
effects associated with stochastic ionic gating of currents active
during AP repolarization added to the BVR values presented
in Figure 4.

3.4.1. Mechanisms Underlying the Role of IK1 as a

Modulator of BVR and LF Oscillations of APD
The role of IK1 current density as a modulator of APD
oscillatory behavior following SP was only relevant when
phasic mechanical stretch was simulated and particularly so
when SACs were included in the models. The mechanism
of action was as follows. Downregulation of IK1 increased
resting membrane potential (Figure 5A) and this increment
was associated with an enhancement of the total ISAC current
in the zenith of the oscillation, where phasic stretch reached
maximal values (Figures 5B,C). These effects altered the AP
shape at the end of the repolarization phase (Figure 5D)
and this, in turn, had an impact on the calculated APD.
In particular, the magnitude of the APD oscillations was
amplified (Figure 5E), which led to increases in both mPLF and
mNPLF (Figure 5F).

Furthermore, IK1 current density had an impact on
modulating BVR following SP, especially when including
the effects of SACs. Specifically, the above described
alterations in AP morphology induced by IK1 downregulation,
manifested as a slowing down of the final part of AP
repolarization, rendered the AP more sensitive to the effects
of stochastic ionic gating. This led to increased variability
in APD values of consecutive beats, thus enlarging mSTV

andmNSTV.
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FIGURE 4 | Distributions of BVR and LF oscillation measurements for simulated scenarios including individual and combined βAS and mechanical stretch effects,

with and without the contribution of SACs.

A B C

D E F

FIGURE 5 | (A) Resting membrane potential vs. IK1 current conductance in the population of virtual cells; (B) ISAC current for two examples corresponding to

upregulated and downregulated IK1 while keeping all the other currents at their default values in the ORd model; (C) Minimum ISAC current value vs. IK1 current

conductance in the population; (D) AP traces and (E) zero-mean APD series (APD - APD) for the examples in (B); (F) mNPLF values vs. IK1 current conductance in

the population.

3.4.2. Mechanisms Underlying the Role of IKr as a

Modulator of BVR and LF Oscillations of APD
The impact of IKr current density on the magnitude of BVR
and LF oscillations of APD was related to modulation of AP

repolarization duration. This is evidenced by the fact that
the contribution of IKr conductance was very relevant in the
modulation of mPLF and mSTV but was notably reduced for their
normalized counterpartsmNPLF andmNSTV.
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A B C

FIGURE 6 | (A) Minimum APD vs. IKr current conductance in the population of virtual cells; (B) APD range vs. minimum APD; (C) zero-mean APD series (APD - APD)

for two examples corresponding to downregulated and upregulated IKr while keeping all the other currents at their default values in the ORd model.

A B C

FIGURE 7 | (A) Average triangulation vs. ICaL current conductance and (B) mPLF values vs. average triangulation for the population of virtual cells; (C) zero-mean

APD series (APD - APD) for two examples corresponding to downregulated and updownregulated ICaL while keeping all the other currents at their default values in the

ORd model.

In the case of mPLF, the mechanism of action was as follows.
IKr downregulation led to AP prolongation, which in our
simulations including phasic βAS and stretch could be seen
as an increase in both the minimum and the average APD
within each oscillation period (Figure 6A). The observed AP
lengthening correlated with an increment in the magnitude of
the APD oscillations, quantified by the APD range (Figure 6B).
This was the result of amplified effects of βAS and stretch
on the prolonged AP. In relation to the amplified oscillation
amplitude, mPLF was increased. Representative examples are
shown in Figure 6C, where the case with longer APD
induced by downregulated IKr was associated with larger
LF oscillations.

In the case of mSTV, the lengthening of AP repolarization
induced by IKr downregulation led to more accentuated temporal
voltage variations. This occurred under phasic βAS, stretch
and the combination of both effects associated with enhanced
sympathetic activity.

3.4.3. Mechanisms Underlying the Role of ICaL as a

Modulator of BVR and LF Oscillations of APD
The contribution of ICaL to BVR and LF oscillations was
relevant under both simulated βAS and mechanical stretch, with
an important role of SACs in explaining ICaL modulation of
APD oscillations.

ICaL downregulation shortened the AP plateau, leading to
more triangular APs (Figure 7A). This, in turn, magnified the
effects of phasic βAS and accentuated the APD differences
within each simulated oscillation period. This change produced
an increase in the magnitude of LF oscillations of APD,
associated with increments in bothmPLF andmNPLF (Figure 7B).
Representative examples of low and high BVR and LF oscillations
of APD related to up- and downregulation of ICaL current are
presented in Figure 7C. In close correspondence with the above
described mechanisms, the more triangular AP induced by ICaL
downregulation facilitated larger voltage fluctuations. This was
seen as increasedmSTV andmNSTV.
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FIGURE 8 | Pro-arrhythmic events observed following SP in cells under simulated severe disease conditions.

Under simulated mechanical stretch on top of βAS, there
was an additional change in the amplitude and duration of
intracellular and subspace Ca2+ concentrations as well as in the
ISAC current. All these effects modified the AP repolarization
morphology, enhancing the differences within each simulated
oscillation period. As a consequence, mPLF and mNPLF were
further increased and, correspondingly,mSTV andmNSTV too.

3.5. Severe Disease Conditions Accentuate
Both BVR and LF Oscillations of APD,
Leading to Electrical Instabilities
Disease conditions simulated by Ca2+ overload and RRR
had an impact on sympathetically-mediated BVR and LF
oscillations of APD. Specifically, when severe disease conditions
were simulated, including also an associated increase in the
conductance of non-specific cationic SACs, pro-arrhythmic
events could be observed. These occurred in 35% of the cases in
our population and took the form of early afterdepolarizations
(EADs), EAD bursts and spontaneous beats. Examples are
presented in Figure 8.

For those cases where arrhythmogenic events were observed
under severe disease conditions (denoted as subpopulation A),
BVR and LF oscillations of APD were increasingly accentuated
for higher levels of disease conditions, as illustrated in Figure 9.
As can be noted from the figure, mNSTV and mNPLF took larger
values for progressively higher levels of Ca2+ overload and RRR.
Similarly occurred for the non-normalized indices mSTV and
mPLF. Those cases not presenting arrhythmogenic events under
severe disease conditions (denoted as subpopulation NA) showed
lower values of BVR and LF oscillation measures for both mild

and moderated disease conditions. This can be appreciated in
Figure 9 as well.

The results of Canonical Correlation Analysis (CCA)
performed to assess major contributors to pro-arrhythmic events
under severe disease conditions are presented in Figure 10.
According to these results, the ionic currents with a major
involvement in pro-arrhythmicity were IKr, ICaL, IK1, and INaK,
the first three being major modulators of BVR and LF oscillations
of APD. The sign of the relationship between ionic conductances
and pro-arrhythmicity was negative (i.e., current downregulation
facilitating pro-arrhythmic events) in all cases except for ICaL.

The role of IKr, ICaL, and IK1 in contributing to pro-
arrhythmicity is further illustrated in Figure 11, which shows the
distribution of virtual cells as a function of their IKr, ICaL, and
IK1 conductances (θKr, θCaL, and θK1, respectively). As can be
appreciated, pro-arrhythmic cells were most commonly located
in regions with low θKr and θK1, thereby exemplifying how IKr
and IK1 downregulation contribute to pro-arrhythmicity. The
effect of ICaL was only significant in the region where θKr < 1,
implying that the role of ICaL was dependent on IKr expression.
The information needed to reproduce Figure 11 is available in
Data Sheet 1 of the Supplementary Material (section 1.5).

4. DISCUSSION

A population of human ventricular stochastic AP models was
built and shown to reproduce a range of responses in terms of
BVR and LF oscillations of APD following enhanced sympathetic
activity, as reported experimentally (Porter et al., 2018). The
models included descriptions of electrophysiology, βA signaling,
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FIGURE 9 | Violin plots representing the distributions of log(mPLF), mNPLF, mSTV, and mNSTV for mild and moderate disease conditions. The whole population of

models is divided into two subpopulations: the set of cells presenting (denoted by A) and not presenting (denoted by NA) pro-arrhythmic events following SP under

severe disease conditions.
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FIGURE 10 | Relevance of ionic current conductances to pro-arrhythmic

events.

mechanics and ionic gating stochasticity and served to investigate
the interactions between the two investigated phenomena,
namely temporal variability and LF oscillatory behavior of
APD, following sympathetic provocation. Ionic mechanisms
underlying inter-individual differences in those phenomena
were ascertained and individual characteristics associated with
concomitantly large beat-to-beat variability and LF oscillations
of repolarization were established. These were linked to higher
susceptibility to electrical instabilities in the presence of disease
conditions like Ca2+ overload and RRR.

4.1. Relationship Between
Sympathetically-Mediated BVR and LF
Oscillations of APD in a Human Ventricular
Population
Increases in LF oscillations of repolarization in response to
enhanced sympathetic activity have been described at the level
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pro-arrhythmic events under simulated severe disease conditions as a function

of relevant ionic current conductance values.

of the electrocardiographic T-wave and QT interval in humans
and animals (Negoescu et al., 1997; Rizas et al., 2014, 2016)
and at the level of the ventricular APD in ambulatory patients
(Hanson et al., 2014; Porter et al., 2018). A direct effect related
to enhanced activity of the sympathetic nerves innervating
ventricular myocardium, rather than just an effect attributable
to heart rate variability, has been proved (Negoescu et al., 1997;
Rizas et al., 2014; Porter et al., 2018). In this study, phasic βAS
andmechanical stretch were simulated in association withmuscle
sympathetic nerve activity patterns during enhanced sympathetic
activity (Pagani et al., 1997). Pacing at a constant rate was applied
to the models. In accordance with experimental observations,
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increments in absolute and normalized LF power of APD have
been overall measured in our population. Nevertheless, there is a
high degree of inter-individual variability, with some individual
cases showing no change or even a decrease in LF oscillations of
APD in response to SP, which is in line with experimental reports
as well.

Additionally, clinical and experimental studies have reported
that enhanced sympathetic activity leads to increased BVR in
patients with the long QT syndrome type 1 (Satomi et al., 2005)
and animal models of this disease (Gallacher et al., 2007) as
well as in heart failure patients (Porter et al., 2017). Our human
ventricular AP models, by including stochastic expressions of
ionic current gating, allowed investigation of BVR at baseline and
in response to SP. In agreement with experimental evidences,
most of the models in our diseased population have shown
sympathetically-mediated increments in BVR. The increase in
BVR in the referred experimental/clinical studies as well as in
our simulations of disease could be explained by βAS effects
under conditions of reduced IKs, which is indeed the case in
our simulations and in long QT syndrome type 1 investigations
and could also be the case in heart failure following previous
reports suggesting downregulation of this current in failing
hearts (Long et al., 2015). Also, mechanical effects associated
with increased sympathetic activity could synergistically enhance
BVR. Furthermore, in our simulations, a wide range of individual
behaviors in terms of BVR patterns could be characterized
following SP, in line with experimental data.

The interactions between BVR and LF oscillations of APD
have been recently investigated in ambulatory patients with heart
failure following a standard sympathetic provocation maneuver
(Porter et al., 2018). In the present study, a strong correlation
between BVR and LF oscillation measures has been measured
as well by simulation of SP through phasic βAS and mechanical
stretch in human ventricular myocytes. This holds true for
physiological conditions and for disease conditions, simulated
by Ca2+ overload and RRR, which are characteristic of diseased
hearts like those of heart failure patients. In both simulations and
experiments the variability measurements mSD, mNSD, mPLF and
mPLF were quantified. In addition, the BVR measurement mSTV,
which accounts for information on the APD variation between
consecutive beats and has been extensively used for arrhythmic
risk prediction (Thomsen et al., 2004; Hinterseer et al., 2010),
was included in this study together with its APD-normalized
versionmNSTV.

The strong correlation between mSTV and mPLF found in
simulations and experiments can be explained in light of our
simulation outcomes. On the one hand, an increment in temporal
APD variability associated with random ionic gating directly
augments the LF power of APD, as it induces a rise in the
power of APD at all frequencies. Although the measurement
mNPLF normalizes mPLF by the total power, this marker turns
out to be more insensitive to the amplitude of the LF oscillations
of APD than mPLF, while still indicative of the presence or
absence of such oscillatory behavior. In the case of BVR, the
normalized measurement mNSTV has been quantified on top
of mSTV to correct for the dependence on the APD. Even if
the applied APD correction is able to reduce the correlation

between APD and mNSTV to a good extent, it does not abolish
it completely. The very strong correlation between mPLF and
mSTV, both at baseline and following SP, dropped to very low
correlation when mNPLF and mNSTV were evaluated at baseline.
Following SP, the correlation betweenmNPLF andmNSTV was still
remarkable, which can be explained by the fact that the presence
of a marked LF oscillatory pattern directly impacts the temporal
APD variability by increasing beat-to-beat APD differences.

4.2. Main Contributors to Increased BVR
and LF Oscillations of APD Following
Enhanced Sympathetic Activity
The tight relationship between BVR and LF oscillations of APD
following enhanced sympathetic activity suggests there could
be common modulators of both phenomena. By building a
population of virtual cells representing a range of experimentally
reported characteristics, in this study it was possible to elucidate
the ionic current conductances with a major contribution
to inter-individual differences in absolute (mSTV and mPLF)
and normalized (mNSTV and mNPLF) BVR and LF oscillation
markers. For such elucidation, an approach based on the
Automatic Relevance Determination (ARD) technique was
developed. Similar approaches have been proposed in the context
of magnetoencephalography (Nummenmaa et al., 2007) and
wireless communications (Jacobs, 2012), among others, but to
the best of our knowledge this is the first time an ARD-
based technique is used to identify ionic modulators of cardiac
electrophysiological phenomena.

In Pueyo et al. (2016b) the mechanisms underlying LF
oscillations of ventricular APD were investigated by simulating
phasic βAS and mechanical stretch in association with enhanced
sympathetic activity. Differential IKs and ICaL phosphorylation
and dephosphorylation kinetics in response to βAS together with
variations in Ca2+ cycling and SACs in response to stretch were
found to synergistically underlie LF oscillatory behavior under
SP. While that study provided meaningful insights into the bases
for LF oscillations of ventricular repolarization, only an average
cell was modeled, which did not allow investigation of inter-
individual differences in LF oscillations of APD as in the present
study. Also, themodels of the population built here are stochastic,
as opposed to the deterministic models employed in Pueyo et al.
(2016b), thus allowing to quantify BVR at baseline and its change
in response to SP. This is of major relevance for investigation of
the interactions between BVR and LF oscillations of APD and of
their modulators in a whole population.

Our results highlighted the relevance of IKr, ICaL, and IK1
conductances in modulating inter-individual differences in both
BVR and LF oscillatory pattern of APD under SP. Regarding IKr,
its downregulation was shown to be a key factor for augmentation
of mSTV and mPLF but less important when considering their
normalized counterparts mNSTV and mNPLF. Concerning LF
oscillations of APD, there is little investigation in the literature
into factors acting to modulate their magnitude. In Pueyo et al.
(2016b), a reduction in the repolarization current was shown to
amplify APD oscillatory behavior. Our results are in line with
such observations. Considering the fact that mNPLF does not
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reflect themagnitude of the oscillations but mostly its presence or
absence, this normalized marker was found not to be modulated
by IKr. Regarding BVR, a variety of experimental, clinical and
computational studies have addressed the role of ionic current
conductances in modulating beat-to-beat temporal variability
quantified by markers such as mSTV or mSD. In accordance with
the results presented in Pueyo et al. (2011) for baseline conditions
and Heijman et al. (2013) for βAS, our study has shown IKr
downregulation to act as a contributor of BVR magnification.
Since such a contribution is to a large extent mediated by APD
lengthening, it becomes importantly reduced when measured
by markers that include APD normalization, such as mNSTV

ormNSD.
Another very relevant current in the modulation of BVR and

LF oscillatory behavior of APD was ICaL. Although no previous
studies in the literature have investigated the role of ICaL as a
modulator of LF oscillation amplitude, there have been a number
of studies addressing its role as a modulator of BVR. In Lemay
et al. (2011), ICaL downregulation was shown to increase the
random channel fluctuation effects in guinea pig models, which
is in good agreement with our presented results. On top of the
contribution of ICaL, a role for IKs and persistent INa currents in
enhancing BVRwas also demonstrated in Lemay et al. (2011).We
could not find such a role for those two currents, which could
be due to differences between species [guinea pig in Lemay et al.
(2011) and human in this study] and to the fact that this study
investigated conditions of enhanced sympathetic activity rather
than baseline conditions.

Regarding IK1 regulation, this is, to the best of our knowledge,
the first study identifying its relevance to BVR and LF oscillations
of APD. In our results, IK1 downregulation appears as a relevant
contributor when SACs are incorporated into the models to
simulate mechanical stretch changes associated with SP. Under
donwregulated IK1, SACs contribute to alter the AP shape during
the last part of repolarization in a phasic manner, leading to
increments in both BVR and LF oscillations.

As chronotropic effects of sympathetic provocation have been
well documented in in vivo studies, computational simulations
were additionally carried out while pacing the virtual cells at
higher frequencies. The main ionic contributors IKr, IK1, and ICaL
are confirmed to remain very relevant to explain inter-individual
differences in BVR and LF oscillatory behavior in response to
SP. Of note, the relevance of INaK in determining LF oscillations
of APD increases when the analysis is performed for pacing
frequencies above 1 Hz.

4.3. Pro-arrhythmic Events Associated
With Increased BVR and LF Oscillations of
APD Under Severe Disease Conditions
Ca2+ overload and RRR are properties commonly present
in diseased hearts, like those of patients with heart failure,
ischemic heart disease or post-myocardial infarction (Dhalla
and Temsah, 2001; Sridhar et al., 2008; Varró and Baczkó,
2011; Guo et al., 2012; Nissen et al., 2012; Gorski et al.,
2015). In this study, BVR and LF oscillations of APD have
been found to become increasingly accentuated in response

to disease progression. These results are in line with those
reported in previous clinical, experimental and theoretical studies
of the literature. In isolated myocytes and animal models of
diseases like diabetes, heart failure or post-myocardial infarction,
exaggerated temporal APD variability has been observed in
association with Ca2+ overload and RRR (Maltsev et al., 2007;
Sridhar et al., 2008; Wu et al., 2008; Meo et al., 2016). In
the long QT syndrome type 1, involving loss of IKs function,
elevated ventricular repolarization variability in response to βAS
has been documented and mechanisms have been proposed
based on animal models, isolated myocytes and computer
simulation research (Gallacher et al., 2007; Johnson et al., 2010,
2013; Heijman et al., 2013). In chronic atrioventricular block
dogs, where ventricular remodeling importantly compromises
repolarization reserve, beat-to-beat APD variability has been
found to be augmented with respect to healthy dogs (Stams
et al., 2016); an observation also confirmed at the level of
ventricular myocytes (Antoons et al., 2015). A mechanical
challenge in the form of preload variability has been reported
to be essential in that augmentation, with mechano-electrical
feedback through stretch-activated channels (SACs) postulated as
a major mechanism (Stams et al., 2016). In Pueyo et al. (2016b),
the presence of disease conditions has been reported to lead to
notably augmented LF oscillations of APD.

Under severe disease conditions, arrhythmogenic
manifestations have been found to arise in individual cases
of our population presenting large temporal repolarization
variability, either quantified at the LF band (LF oscillations) or
at all frequencies (BVR). These observations are in agreement
with studies relating disproportionate APD fluctuations,
particularly in response to enhanced sympathetic activity,
and the generation of afterdepolarizations and arrhythmias.
In Gallacher et al. (2007) the authors used an in vivo canine
model of the long QT syndrome type 1 to demonstrate that
βAS enhanced temporal and spatial variability of ventricular
repolarization, which precipitated Torsades de Pointes (TdP)
arrhythmias. The association between increased BVR and the
onset of TdP arrhythmias has also been demonstrated in dogs
with chronic atrioventricular block (Thomsen et al., 2006; Wijers
et al., 2018). In ventricular myocytes and wedge preparations
from human end-stage failing hearts, βAS has been shown to
generate electrical abnormalities that result in EADs and delayed
afterdepolarizations (DADs) (Veldkamp et al., 2001; Lang et al.,
2016). Using a rabbit model mimicking electrophysiological and
contractile alterations in human HF, βAS has been reported to be
a key factor in inducing DADs and increasing the propensity for
triggered arrhythmias (Pogwizd et al., 2001). At the level of the
surface ECG, increased BVR and LF oscillations of repolarization
have been shown to be risk predictors of ventricular arrhythmias
and sudden cardiac death (Wu et al., 2008; Rizas et al., 2014,
2017; Baumert et al., 2016).

Provided the tight relationship between magnification of BVR
and LF oscillations of APD and pro-arrhythmic risk, the existence
of common modulators has been explored in the present study.
Canonical Correlation Analysis has been proposed to identify
ionic factors contributing to pro-arrhythmic risk following
enhanced sympathetic activity. CCA revealed the important role
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of IK1, IKr, and ICaL in the development of pro-arrhythmic events.
These same factors are those primarily involved in modulation
of sympathetically-mediated BVR and LF oscillations of APD.
The role of IK1 in contributing to arrhythmogenesis has been
reported in a rabbitmodel of heart failure, where the combination
of upregulated INaCa, downregulated IK1 and residual βA
responsiveness has been shown to increase the propensity for
triggered arrhythmias (Pogwizd et al., 2001). In our study,
the contribution of IK1 downregulation to pro-arrhythmicity in
association with elevated temporal variability might have been
more prominent if our population of stochastic AP models had
been built based on an electrophysiological model more likely
producing delayed afterdepolarizations under downregulated
IK1, and possibly upregulated INaCa, as compared to the ORd
model. The role of IKr in arrhythmogenesis has been well
established in a variety of previously published investigations. In
Sridhar et al. (2008), the loss of repolarizing currents, including
IKr, has been described to lead to increased BVR, repolarization
instability and afterdepolarizations in myocytes from dogs
susceptible to sudden cardiac death. In Pueyo et al. (2016b)
reduced IKr and IKs have been reported to cause AP irregularities
associated with enhanced LF oscillations of APD induced by
sympathetic provocations. The implications of IKr inhibition
in promoting ventricular arrhythmias associated with increased
temporal APD dispersion has been further demonstrated in
animal models of disease (Stams et al., 2016). On top of K+

currents, the present work has identified ICaL current as another
relevant contributor to pro-arrhythmia associated with elevated
BVR and LF oscillations of APD, even if conditioned to the
presence of reduced IKr. In line with these results, increased ICaL
has been demonstrated to facilitate electrical abnormalities in the
form of EADs in ventricular myocytes from human failing hearts
(Veldkamp et al., 2001). The contribution of increased ICaL to
arrhythmogenesis during βAS has been also shown in Johnson
et al. (2013) under reduced IKs.

In this study, other currents, like IKs and INaL, were found
to have minor relevance as contributors to arrhythmogenesis
in association with temporal dispersion of repolarization. This
is contrast to previous studies showing major roles of IKs
downregulation and INaL upregulation (Undrovinas et al., 2006;
Gallacher et al., 2007; Maltsev et al., 2007; Wu et al., 2008;
Johnson et al., 2010, 2013; Heijman et al., 2013). This discrepancy
may be explained by differences between species, modeling
characteristics and, importantly, investigated conditions, since
this study has focused on the investigation of arrhythmic events
occurring following enhanced sympathetic activity.

4.4. Limitations
The stochastic models built in this study included random
gating descriptions for major ionic currents active during AP
repolarization like IKs, IKr, Ito, and ICaL, as in previous studies
of the literature (Pueyo et al., 2016a; Tixier et al., 2017).
Future studies could include stochasticity in other currents like
INaL, whose contribution to BVR has been reported in canine
ventricular models (Heijman et al., 2013).

In the present work the ORd ventricular AP model has been
used, which was developed based on extensive undiseased human

data. In this model the effect of varying the IKs current on AP is
significantly smaller than in other human ventricular cell models,
like the ten Tusscher-Panfilov model (ten Tusscher and Panfilov,
2006). The low relevance of IKs as an ionic modulator of BVR
and LF oscillations of APD found in this work may have to do
with it. In Pueyo et al. (2016b), which served as a starting point
for the present work, several electrophysiological, mechanical
and adrenergic signaling models were tested and only some
quantitative differences could be found, while the conclusions
remained qualitatively the same for all models. Nevertheless,
the role of certain ionic currents in modulating inter-individual
differences in BVR and LF oscillatory behavior, as investigated in
this study, might still be different if another AP model were used
as a basis. This should be addressed in future works.

Also in relation to the use of the ORd model as a basis
for the development of the population of models in our
study, it should be noted that other ventricular AP models
with updated mechanisms of Ca2+ induced Ca2+ release could
provide additional insight into the occurrence of spontaneous
Ca2+ release and delayed afterdepolarizations in association with
elevated BVR and LF oscillations of APD. Indeed, previous
studies have been shown that Ca2+ handling abnormalities are a
major driver of BVR during βAS (Johnson et al., 2013) and a link
between Ca2+ handling and arrhythmia liability during increased
sympathetic activity has been demonstrated, particularly in the
setting of heart failure (Johnson and Antoons, 2018).

The population of human ventricular cells used in this
work was generated by varying the conductances of eight
ionic currents. Ionic parameters other than maximal current
conductances might also represent relevant mechanisms
underlying the interactions between BVR and LF oscillations
of APD. In particular for the ICaL current, previous studies
have proved that modulation of other biophysical properties,
like a reduction in the amplitude of the non-inactivating
pedestal component of ICaL, allows to effectively suppress
EADs without blocking peak ICaL, thus preserving excitation-
contraction coupling (Madhvani et al., 2015). Future work could
address the investigations of the present study by generating a
population of virtual cells where biophysical ionic parameters
other than maximal conductances were varied, which could
eventually lead to findings that developed into more clinically
useful therapeutic approaches.

The present study has focused on single cells, while the
available experimental data on the interactions between BVR and
LF oscillations of human APD are from in vivomeasurements in
ambulatory heart failure patients. Simulated results qualitatively
reproduced the behavior observed in the experiments. Future
work could include assessment of those interactions in tissue and
whole-heart models. Nonetheless, cell-to-cell coupling has been
shown to be remarkably reduced in heart failure and other disease
conditions, which would render cell and tissue results close to
each other.

Statistical approaches based on ARD and CCA have been used
in this study. Future works could investigate generalization of
these techniques to consider nonlinear relationships by using
kernel functions, even if a larger number of simulations would
be required to avoid overfitting.
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5. CONCLUSIONS

Human ventricular models including descriptions of cell
electrophysiology, ion channel stochasticity, β-adrenergic
signaling and mechanical stretch were developed. These models
reproduced experimentally reported interactions between
beat-to-beat variability and low-frequency oscillations of
repolarization in response to enhanced sympathetic activity.
Ionic factors underlying correlated increments in both
phenomena were investigated, which included downregulation
of the inward and rapidly activating delayed rectifier K+ currents
and the L-type Ca2+ current. Concomitantly elevated levels
of beat-to-beat repolarization variability and its low-frequency
oscillations in diseased ventricles led to electrical instabilities
and arrhythmogenic events. This investigation serves as a
basis for future studies aiming at improving arrhythmic
risk stratification and guiding the search for more efficient
anti-arrhythmic therapies.
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Data Sheet 1 | Population of virtual cells indicating the pro-arrhythmic models

distribution (Figure-11-master.zip). This Data Sheet contains the ionic factors

associated with each virtual cell, both for the group presenting and the group not

presenting pro-arrhythmic events (as shown in Figure 11).

Data Sheet 2 | Automatic Relevance Determination

(automatic-relevance-master.zip). This Data Sheet presents the Python code

used to unravel individual and common factors, in form of ionic conductance

levels, contributing to Beat-to-beat Variability of Repolarization and

Low-Frequency Oscillations.

Data Sheet 3 | This document contains additional information about the

stochastic ORd model and the stretch-activated channels and βAS formulation. In

addition, details on the simulation of healthy and disease conditions are provided.

Additional figures are included to facilitate understanding.
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Aims: Patient-to-patient anatomical differences are an important source of variability
in the electrocardiogram, and they may compromise the identification of pathological
electrophysiological abnormalities. This study aims at quantifying the contribution of
variability in ventricular and torso anatomies to differences in QRS complexes of the
12-lead ECG using computer simulations.

Methods: A computational pipeline is presented that enables computer simulations
using human torso/biventricular anatomically based electrophysiological models from
clinically standard magnetic resonance imaging (MRI). The ventricular model includes
membrane kinetics represented by the biophysically detailed O’Hara Rudy model
modified for tissue heterogeneity and includes fiber orientation based on the Streeter
rule. A population of 265 torso/biventricular models was generated by combining
ventricular and torso anatomies obtained from clinically standard MRIs, augmented
with a statistical shape model of the body. 12-lead ECGs were simulated on
the 265 human torso/biventricular electrophysiology models, and QRS morphology,
duration and amplitude were quantified in each ECG lead for each of the human
torso-biventricular models.

Results: QRS morphologies in limb leads are mainly determined by ventricular anatomy,
while in the precordial leads, and especially V1 to V4, they are determined by heart
position within the torso. Differences in ventricular orientation within the torso can explain
morphological variability from monophasic to biphasic QRS complexes. QRS duration is
mainly influenced by myocardial volume, while it is hardly affected by the torso anatomy
or position. An average increase of 0.12 ± 0.05 ms in QRS duration is obtained for each
cm3 of myocardial volume across all the leads while it hardly changed due to changes
in torso volume.
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Conclusion: Computer simulations using populations of human torso/biventricular
models based on clinical MRI enable quantification of anatomical causes of variability
in the QRS complex of the 12-lead ECG. The human models presented also pave the
way toward their use as testbeds in silico clinical trials.

Keywords: clinical MRI-based torso/ventricular anatomical models, computer simulations, electrocardiogram,
computational modeling, cardiac magnetic resonance imaging

INTRODUCTION

The electrocardiogram (ECG) is the most widely used clinical
tool for evaluation of cardiac function. It records the electrical
activity of the heart from electrodes positioned on the patient’s
torso, and the duration, amplitude, and morphology of ECG
waveforms in the different leads are used for patients’ diagnosis
(Macfarlane and Lawrie, 2010).

Electrocardiogram features, and specifically its QRS complex,
are affected not only by microstructural and physiological
factors such as fiber orientation, Purkinje, myocardial conduction
pathways and ionic currents (Boineau and Spach, 1968), but also
by anatomical characteristics such as heart size and orientation,
ventricular wall thickness, and body mass index (Hoekema
et al., 1999, 2001; van Oosterom et al., 2000; Corlan et al.,
2005). Quantitative information on the latter is, however, scarce.
An experimental study showed large changes in QRS with
varying heart locations, using one isolated perfused dog heart
suspended in an electrolytic torso tank (MacLeod et al., 2000).
Computer simulation studies are ideally placed to provide
insight on the underlying basis of the ECG. Most of the
previous computational studies focused on simulating the ECG
using a single heart anatomy as (Keller et al., 2010; Zemzemi
et al., 2013; Zemzemi and Rodriguez, 2015; Neic et al., 2017;
Potse, 2018). More recently, a computational study using torso-
biventricular anatomical models for five patients with heart
failure showed that heart position and orientation strongly
altered QRS amplitude, but only slightly, QRS duration (Nguyên
et al., 2015). Sánchez et al. (2018) also provided insights into the
key factors determining the ECG characteristics based on data for
six heart failure patients. These studies highlight the potential of
computer simulation studies using image-based models to shed
light into the anatomical basis governing ECG variability and
the QRS complex.

Whereas the dense volumetric information and high
resolution of current CT scans is a clear advantage in the
construction of cardiac anatomical models (Nazarian and
Halperin, 2018) for ECG simulations, the radiation involved
limits their use, for example in healthy subjects. The alternative
of using magnetic resonance imaging (MRI) scans is very
attractive as they provide good quality cardiac images safely
and non-invasively. Clinical protocols, however, focus on the
heart and therefore information on the torso is scarce. This
is why previous studies have used MRI scans obtained using
dedicated imaging protocols, not suitable for routine clinical
practice (Potse et al., 2014; Sánchez et al., 2018). Methodological
advances are therefore needed to exploit clinically standard MRI

databases in computer simulations studies using image-based
human torso/biventricular anatomical models.

The goal of this study is to conduct a computer simulation
study using a population of 265 torso-ventricular anatomical
models based on clinically standard MRI to dissect and quantify
the individual contribution of ventricular and torso anatomy on
QRS biomarkers in the 12-lead ECG. We hypothesize that QRS
complexes in each of the standard 12-lead ECGs are affected
differently by geometrical factors such as ventricular anatomy,
heart orientation and location, or torso anatomy. To test this
hypothesis, we develop a computational pipeline to conduct high-
performance computing (HPC) electrophysiological simulations
using biophysically detailed computational human models with
ventricular and torso anatomies obtained from clinically standard
cardiac MRI acquisitions. In a clinical scenario, the new insights
could facilitate an improved discrimination in clinical ECG
recordings between the contributions of patient’s anatomical
features and those arising from a cardiac condition or disease.

MATERIALS AND METHODS

Reconstruction of Ventricular and Torso
Anatomical Meshes From Clinical MRI
In this study, a total of 265 combined torso-ventricles anatomical
models were considered to quantify the effect of ventricular
and torso volumes, and heart position and orientation on the
QRS complex. Initially, as described in Figure 1, twenty-five
human heart-torso models were generated by combining the bi-
ventricular geometries (H1–H5) and torsos (T1–T5) (including
corresponding heart orientations and positions) extracted from
clinical MRI acquisition from 5 healthy subjects. The MRI
datasets were selected to include ventricular end diastolic
myocardial volumes between 75 and 170 cm3 and torso volumes
between 23 and 54 dm3. Then, either rotation or translation was
applied to each bi-ventricular model within each torso. 5◦ steps
up to (±40◦ were considered both around the long axis (LA) and
around the left-to-right-ventricle axis (LR) (Nguyên et al., 2015).
Translation was considered in 1 cm steps up to (±4 cm either
along the lateral or along cranio-caudal directions.

The MRI scans were obtained in five healthy subjects (three
females and two males) with a range of ventricular end-diastolic
myocardial volumes between 75 and 170 cm3 and torso volumes
between 23 and 54 dm3, recruited at John Radcliffe Hospital,
Oxford, United Kingdom. Subjects were non-smokers without
cardiovascular disease, hypertension or diabetes, and no family
history of cardiomyopathy or sudden cardiac death (SCD).
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FIGURE 1 | (A) Computational pipeline from clinical MRI segmentations through construction of heart and torso geometries to the HPC simulation of
electrophysiology from ionic to body surface potentials. Following MRI segmentations, heart surface is obtained by removing breath misalignment and torso surface
by using the sparse information from the MRI contours together with a statistical body shape model. With the volumetric meshes, electrophysiological properties
such as an action potential model and an activation model are used to simulate electrical activity from cell to torso and calculate the 12-lead ECG. (B) 25
torso-ventricular anatomical models combining five torsos (T1–T5) and five ventricles (H1–H5) of varying volumes. (C) Heart pose within the torso defined as the
transformation from a canonical coordinate system of the ventricular geometry to the torso coordinate system.

Clinically standard cine cardiac MRI acquisition was performed
for each subject, including long axis (LAX) and a stack of short
axis (SAX) views. More specifically, for each subject, the data
includes a 2 chamber LAX view, 4 chamber view, and a stack of
SAX view from apex to base with 10 mm of separation between
adjacent slices in the stack (8 mm slice thickness plus 2 mm
gap). Image resolution ranges from 1.4 to 1.6 mm per pixel. An
expert with several years of experience in cardiac MRI segmented
the images at end-diastole including the following structures:
left epicardium, left ventricle (LV) endocardium excluding the
papillary muscles, and right ventricle (RV) endocardium (see
Figure 1A, Segmentation). As the image resolution in standard
MRI acquisitions does not allow to differentiate right ventricular
epicardial and endocardial contours in the right ventricle, we
synthesized right epicardial contours by a 3.5 mm offset from
the endocardial contours (Prakash, 1978). Spatial misalignments
in slice images and spatial discrepancies between the contours
due to acquisitions at different breath holds were corrected
by aligning intensity profiles of intersecting slices using a 3D
rigid transformation for each image (Villard et al., 2017) (see

Figure 1A, Contours alignment). Bi-ventricular geometries were
built from the aligned contours using the end-diastole frames
from the standard CINE acquisition as in Villard et al. (2018)
and Zacur et al. (2017).

For the construction of the torso geometries, semi-automatic
tools were developed and used to delineate the torso skin and
lungs (Zacur et al., 2017). In brief, on each subject, the scout
images (localizers), as well as, most of the MRI images (SAX
and LAX images) with a large enough field of view were used
and contoured. The sparse 3D geometrical information from the
torso images is insufficient for the use of classical segmentation
to surface methods such as isocontouring tools (Figure 1A,
3-Dimensional torso arrangement). Thus, we developed and
applied a methodology to fit a statistical shape model of the
human body to the skin contours (Zacur et al., 2017). The
torso contours together with subject height, weight and gender
information were used to reconstruct a body surface belonging to
a learned class of plausible body shapes from the statistical shape
model (Pishchulin et al., 2017; Zacur et al., 2017). The average
discrepancy between MRI-based contours and model surface is
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FIGURE 2 | (A) Endocardial activation maps for the five ventricular geometries. Information about ventricular volumes is also provided. (B) Homologous 12-lead
electrode positions for the five virtualized subjects. Information about the torso volumes is provided.

FIGURE 3 | Effect of ventricular geometry on QRS duration, and S and R wave amplitude. (A) Simulated QRS complexes obtained for five ventricular geometries
placed in the torso-pose of Subject 3 (T3). (B) QRS duration (left), S and R amplitude (middle and right, respectively) obtained from simulations using the five
ventricular geometries (H1 to H5) placed in each of the five torso-poses (T1 to T5). The term “a.u.” stands for arbitrary units.

3 mm in terms of root mean square, being the 90th percentile
5 mm. A template-based approach was used to place other
internal structures such as the lungs and the ribs (Figure 1A,
Surface meshes). Full details about the procedure are provided
in Zacur et al. (2017).

All surfaces were remeshed with different element sizes
to ensure numerical convergence of the finite element
software Chaste for electrophysiological simulations (Pitt-
Francis et al., 2009; Dutta et al., 2016) as described in
Supplementary Material S1. Finally, tetrahedral volumetric
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meshes were constructed from these surfaces (see
Supplementary Material S1). The surface and volumetric meshes
can be downloaded from http://www.cs.ox.ac.uk/ccs/home.

Figure 1B shows the reconstructed ventricular geometries
and, the torso geometries including their corresponding heart
orientations and positions, constrained by chest boundaries.
The generation of a new virtual torso-ventricular geometry
requires the transformation of the ventricular geometry from a
canonical reference frame to the position defined by the torso
(pose, see Figure 1C). Hereinafter, torso-pose is defined as
the torso geometry including the heart pose, which represents
the coordinate system and location of the heart. This torso-
pose linking is supported by physical constraints such as chest
boundaries, since one specific torso anatomy does not allow any
heart position (Engblom et al., 2005). Further information is
found in Supplementary Material S1.

Electrophysiological Simulations
The anatomical torso-ventricular model combinations described
above were used to compute 265 QRS complexes from computer
simulations as follows. The propagation of the electrical
activity in the human ventricles and torso was modeled using
the fully coupled heart-torso bidomain equations and solved
with the Chaste software (Pitt-Francis et al., 2009). Human
ventricular membrane kinetics were simulated with a modified
version of the O’Hara-Rudy action potential model (O’Hara
et al., 2011) published in Dutta et al. (2017). Myocardial and
torso conductivities, and, myocardial fiber structure were set
as described in Supplementary Material S2. An anisotropic
myocardial fiber architecture was implemented using the Streeter
rule (Streeter et al., 1969). The three orthotropic intracellular
and extracellular myocardial conductivities were set as in
Cardone-Noott et al. (2016). Transmural, apex-to-base and
interventricular cell electrophysiological heterogeneities were
introduced based on experimental and clinical data and as
described in Supplementary Material S2. The QRS complex
is hardly affected by the electrophysiological heterogeneities
included in our models as they mainly affect the repolarization
properties and the T wave. However, they provide our
computational pipeline with all the state of the art capabilities to
extend the work to investigate variability in T wave morphology,
as well as under disease and drug action.

Sinus rhythm was simulated using a phenomenological
activation model with early endocardial activation initiated by
root nodes and a fast endocardial layer representing a tightly
packed endocardial Purkinje network (Cardone-Noott et al.,
2016). In short, 7 root nodes are positioned in the ventricles on
the endocardium: four in the LV (LV mid septum, LV anterior
paraseptal, and two LV mid-posterior) and three in the RV (RV
mid septum, two RV free wall), as shown in Supplementary
Material S2. Simulated ventricular activation times for these
models show the LV endocardial surfaces are fully activated
within a range of 39 to 51 ms, and the latest moments of activation
occurs in a range from 57 to 76 ms. This is in agreement with
the ex vivo microelectrode recordings by Durrer et al. (1970)
reporting around 45 ms in endocardial LV activation, and from
60 to 80 ms the latest moments of whole ventricular activation.

The aim of this study is to investigate, analyze and
quantify the effect of anatomical/geometrical variability on the
QRS complexes in an electrophysiological computer simulation
framework. It is not to construct personalized electrophysiology
models to replicate each of the patients’ data. In order to isolate
the effect of ventricular anatomy from differences in activation
patterns, the endocardial speed was set to 120 cm/s in all
models, and the locations of the root nodes were mapped to
anatomically homologous locations from the geometry used in
a previous study (Cardone-Noott et al., 2016). The coupled
epicardial, RV and LV endocardial surfaces and ventricular
insertion points from the original geometry (Cardone-Noott
et al., 2016) were diffeomorphically registered to each ventricular
geometry using a composition of approximated Thin-Plate
Splines (TPS) deformations (Rohr et al., 2001). The deformation
method was guided by an iterated closest point between the
corresponding source and target surfaces/structures (left and
right endo- and epicardial surfaces, atrio-ventricular planes, and
anterior and posterior interventricular grooves). The successive
deformations were performed by following an annealing process
in the smoothness parameter of approximated TPS (Amberg
et al., 2007). The resulting registered deformation was applied
to the early activation sites from the original geometry resulting
in the anatomically homologous locations that lead to similar
activation sequences (see Figure 2A). The resulting deformations
and the mapped activation sites were visually evaluated and
approved by an expert cardiologist. This technique was used
given its broad acceptance and success in the medical imaging
and shape analysis field but the universal ventricular coordinates
could represent an alternative (Bayer et al., 2018).

QRS complexes from the 12-lead ECGs were simulated
by placing virtual electrodes in the standard 12-lead ECG
positions for each torso. Since the statistical shape model
used for reconstructing the torsos is based on anatomical
correspondences, the virtual electrodes are located in
anatomically homologous locations for all the torsos (see
Figure 2B). These electrode positions correspond to analogous
intercostal spaces for all subjects. Electrode coordinates are given
for each of the torso geometries, and can be downloaded from
http://www.cs.ox.ac.uk/ccs/home.

To simulate the QRS complex for 265 combinations of
ventricular/torso positions and orientations while minimizing
the number of expensive HPC simulations, extracellular
potentials were computed from the ventricular potentials
following the integral of dipole source density formulation
(Gima and Rudy, 2002; Plonsey and Barr, 2007) as:

φ(e)=
∫
�

(
−D∇Vm ·

(
∇

1
||r − e||

))
dr,

where e=
(
ex, ey, ez

)
are the electrode position coordinates, D is

the diffusion tensor, and Vm is the membrane potential. The
integral is calculated over the whole myocardium volume, �.
Bidomain simulations coupled with the Poisson equation to
propagate the electrical activity to the body surface were
compared to the integration of dipole source density formulation
for the torso propagation. The resulting QRS complexes were
very similar as shown in Supplementary Figure S3 from
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Supplementary Material S2. The propagation model based
on the integration of dipole source density formulation was
chosen in order to simplify the numerical complexity of the
computations and to avoid re-meshing the torso volume for
each scenario in which the ventricular geometry was rotated,
translated or permuted. Although this method does not allow
the inclusion of tissue inhomogeneities in the torso, several
studies suggest minimal differences in the resulting body surface
potentials and the QRS complex when assuming homogeneous
or inhomogeneous torso models (Ramanathan and Rudy, 2001;
Geneser et al., 2008).

Quantification of QRS-Based Features
and Descriptors
Clinically used features from the QRS, such as duration and
amplitude, were extracted for each of the simulated 12-lead
ECGs. QRS duration is calculated by using a relative threshold
on the absolute value of the slopes of the ECG signal to
identify QRS onset and offset as in Martínez et al. (2004).
We compared the simulation results with those reported in
the literature and also clinical ECG recordings from healthy
volunteers, as part of a prospective study approved by the
National Research Ethics Committee (REC ref 12/LO/1979).
Informed written consent was obtained from each participant
(Lyon et al., 2018a).

Furthermore, in order to quantify the effect of anatomical
variability in QRS morphology, we proposed a similarity
measure to quantify QRS morphological differences, invariant
to QRS amplitude and duration. The new metric (PC∗)
is based on a continuous generalization of the Pearson
coefficient (PC), which in order to ensure independence
from QRS duration, includes the invariance to a uniform
warping (time scaling) in time of the QRS complex.
Therefore, PC∗ between two QRS complexes is 1 when
these have the same morphology regardless of the amplitude
or the duration.

Let f and g be two functions defined on the domains
dom(f ) =

[
t f0 , t

f
1

]
and dom(g) =

[
t g0 , t

g
1
]
, respectively.

Let’s assume that dom(f ) ∩ dom(g) 6= ∅ and let’s consider
the combined domain [t0, t1] = dom(f ) ∪ dom(g), where
t0 = min

(
t f0 , t

g
0

)
and t1 = max

(
t f1 , t

g
1

)
. On this combined

domain, let f̃ be the replicated extension of the original
function f ,

f̃ =


f (t) if t ∈

[
t f0 , t

f
1

]
f (t f0 ) if t < t f0
f (t f1 ) if t < t f1

and equivalently for g̃.
Our proposed generalized PC is given by

PCf ,g =
1

t1 − t0

t1∫
t0

f̃ (t) − µf̃

σf̃
·
g̃(t) − µg̃

σg̃
dt (1)

where µf̃ and µg̃ are means, and σf̃ and σg̃ are the standard
deviations of the functions f̃ (t) and g̃(t), respectively,

µf̃ =
1

t1 − t0

t1∫
t0

f̃ (t)dt, σf̃ =

√√√√√ 1
t1 − t0

t1∫
t0

(
f̃ (t) − µf̃

)2
dt

and equivalently for µg̃ and σg̃ . The subtraction of the means µf̃
and µg̃ in Eq. (1) ensures the invariance of PC under changes in
the baseline levels. Likewise, normalizations by σf̃ and σg̃ , endow
PC with invariance to scaling. The normalization by (t1 − t0)
allows independence from time units. Thus, PC values are within
the [–1, 1] interval.

In order to ensure independence from QRS duration, we
include the invariance to a uniform warping (time scaling)
in time through the following similarity measurement PC∗:

PC ∗f ,g = max
s∈R+

PCf (·),g(s·),

where g(s·) is a uniformly time-warped version of g.
It is worth mentioning that since dom

(
g (s·)

)
= 1/s ·

dom(g)=
[
t g0 /s, t

g
1 /s
]
, the integral interval in Eq.(1) is

updated accordingly, and the resulting PC∗ keeps having
comparable values.

In the following, we will explain how to quantify a global
similarity for a set of N functions

{
f1 (·) , f2 (·) , · · · , fN (·)

}
. We

propose to compute, the best time warping factors for the N
functions simultaneously, in order to optimally align the set.
Therefore, we search for

{s1, s2, . . . , sN} = argmax
s1,...,sN∈R+

min
i= 1...N

j= i+1...N

PCfi(si·), fj(sj·)

Once these optimal time warping factors have been computed,
the global similarity for the functions

{
f1 (·) , f2 (·) , · · · , fN (·)

}
is given by

PC∗f1, f2,...fN = max
i= 1...N

j= i+1...N

PCfi(si·), fj(sj·)

with this, the worst aligned pair defines the similarity
of the whole set.

RESULTS

Effect of Ventricular Geometry on QRS
Duration and Amplitude
Figure 3 illustrates the effect of different ventricular geometries
within the same torso with corresponding heart position
(hereinafter referred to as torso-pose) on QRS duration and
amplitude. Figure 3A shows the QRS complexes obtained in
leads I, II and V1–V6 for each of the five ventricles (H1–H5)
placed in the torso-pose of Subject 3 (T3). Figure 3B shows
QRS complex duration as well as S and R wave amplitude for all
25 torso-pose and ventricular combinations. For all torso-poses,
QRS complexes decrease in amplitude and increase in duration
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with an increase in myocardial volume (green versus black
traces corresponding to the largest versus the smallest ventricular
volumes, respectively). An average increase of 0.12 ± 0.05 ms
in QRS duration for each cm3 of myocardial volume across all
the leads was found. Relationships between QRS durations and
ventricular myocardial volumes for each of the leads is shown in
Supplementary Material S4. Supplementary Figure S4 shows
the 12 lead QRS complexes of different ventricular geometries
within the same torso-pose for each of the five subjects.

Effect of Torso-Heart Position on QRS
Duration and Amplitude
Figure 4 shows the effect of different torso-poses on QRS
duration and amplitude. Figure 4A shows as an example,
the QRS complexes obtained for the ventricular geometry H3
when placed in all the torso-poses, and Figure 4B provides
quantification of QRS duration and R and S wave amplitudes for
the five ventricular geometries. QRS duration does not change
substantially for different torso-poses, and this suggests that
QRS duration is mainly determined by the ventricular geometry.
Indeed, a slight increase in QRS duration of 0.01 ± 0.03 ms
for dm3 of torso volume across all leads is observed (further
information regarding the relationship between QRS duration
and torso volume can be found in Supplementary Material S4).
However, both S and R wave amplitudes are mainly determined
by torso volumes, with larger QRS amplitudes corresponding to
smaller torso volumes. Exceptionally, QRS complexes in T4 with
a torso volume of 27 dm3 exhibit larger amplitudes in V1 to V3
compared to T5 (23 dm3) that exhibit larger amplitudes in V4
to V6. For these two torsos with similar volumes, heart position
plays an important role in QRS amplitude. By comparing the
ventricular positions for T4 and T5 (see Figure 2), we observe
that for T5, V5 and V6 electrode positions are closer to the
ventricles resulting in larger QRS amplitudes, whilst V2 and V3
electrodes are further away, resulting in smaller amplitudes.

Effect of Ventricular Geometry and
Torso-Pose on QRS Morphology
Figure 5A displays the similarity measurement computed
from the modified Pearson correlation PC∗, which measures
differences in QRS morphology due to differences in ventricular
geometry and torso-pose.

Results show that for limb leads (I, II, aVR, aVL and aVF),
and V5, QRS morphology is more similar (and PC∗ higher) for
fixed ventricular geometry (with varying torso-pose) than for
fixed torso-pose (with varying ventricular geometry). Therefore,
in these leads, the ventricular geometry mainly determines
the QRS morphology.

On the contrary, for leads V1 to V4 and V6, QRS morphology
is more similar (as shown by the higher PC∗ values) for fixed
torso-poses than for fixed ventricular geometry. Thus, in these
leads, QRS morphology is mostly determined by torso-pose
rather than by ventricular geometry.

These results are further illustrated in Figures 5B,C for two
representative leads, aVL and V1. Simulated QRS morphology
is mostly determined by the ventricular geometry and torso-
pose in leads aVL and V1, respectively. Simulated QRS

complexes obtained with the same ventricular geometry are
shown in the same row while those obtained with the same
torso-pose are shown in the same column. The warped
QRS complexes from which PC∗ is computed are shown in
Supplementary Material S5.

Effect of Heart Orientation and Position
on the QRS Morphology
Figures 6, 7 illustrate the results obtained from the 265
simulations conducted to evaluate the effect of rotation around
the long axis and left-to-right ventricle directions and translation
along the lateral and cranio-caudal directions of the ventricles
within the torso in the QRS complex. Figure 6 displays simulated
QRS complexes obtained for a representative anatomical model
(H3 within T3), whereas Figure 7 shows quantification of the
QRS morphology similarity metric (PC∗) for all subject specific
torso-ventricular geometries.

As shown in Figures 6A, 7A, rotation along the long axis
mainly affects the R and S amplitudes of leads V1 to V3. The
amplitude of the R wave is larger when the LV faces the chest
plane (orange traces) and decreases as the RV gets positioned
between the LV and the chest (blue trace). The amplitude of
the S wave also decreases in the precordial leads in ventricular
positions where the RV faces the chest. Quantitative results
regarding changes in QRS amplitudes with heart orientation and
position can be found in Supplementary Material S6.

Figures 6B, 7B show that rotation around the left-to-right
ventricle axis severely affects the QRS morphology in leads II,
and V1 to V5. More horizontal hearts (orange traces) result in
larger R wave amplitudes in leads I, V1, and V6 while more
vertical ones (blue traces) result in larger R and S wave amplitudes
in leads V2 to V5.

Figures 6C, 7C show that hearts located in more medial
positions result in taller R and S waves in septal V1 to V3 leads
while shorter R waves are observed in the precordial lateral leads
V5 and V6. This is due to the closer ventricular location to V1
to V3 electrode positions and further from V5 and V6. On the
other hand, hearts located in more lateral positions (toward the
left-arm) displayed negatively deflected rS or even QS complexes
in the septal V1 to V2 leads and larger R wave amplitudes in V5
to V6 (blue solid lines).

Figures 6D, 7D show the effect of shifting the ventricles
up along the cranio-caudal (superior-inferior) direction leads to
larger R wave amplitudes in lead I, and longer R and S waves in
V1 to V5 (blue lines). However, shifting the heart down leads
to shorter R waves in leads I, V1 and V6 (orange line). The
changes would be equivalent to changing the electrode position
with respect to the ventricles.

Comparison to Clinical Data
Simulated ECGs obtained from our population of models exhibit
QRS axis (computed from QRS complexes in leads I and III)
ranging from 50◦ to 75◦ [normal range –30◦ to 90◦ as shown
in Engblom et al. (2005)], QRS durations per lead from 45 to
80 ms [normal range including all leads 78 ± 8 ms as shown in
van Oosterom et al. (2000)], and amplitudes from 0.5 to 3.5 mV
[healthy: 2 ± 0.6 mV as shown in van Oosterom et al. (2000)].
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FIGURE 4 | Effect of torso-pose on QRS duration, and S and R wave amplitude. (A) Simulated QRS complexes obtained using the ventricular model from Subject 3
(H3) placed in the five different torsos-poses. (B) QRS duration (left), and S and R amplitudes (middle and right, respectively) from simulations using each of the five
hearts (H1 to H5) placed in the different torso-poses (T1 to T5).

Thus, all these quantitative measurements are in agreement
with clinical ECGs from healthy subjects (van Oosterom et al.,
2000; Engblom et al., 2005; Stewart et al., 2011), supporting the
credibility of the simulations.

Figure 8 shows a comparison of the variability exhibited in
simulated and clinical 12 lead ECG QRS complexes. Simulated
QRS complexes show variability in terms of morphology,
especially in the precordial leads. The normal upright (positive)
QRS complexes in both, lead I and lead aVF, result in a
normal QRS axis. Furthermore, simulated QRS complexes
show positive deflection with large, upright R wave in leads
I, II, V4–V6 and a predominant negative deflection with a
large, deep S wave in aVR, V1 and V2 (see Figure 8A).
This is in agreement with the three clinical recordings
shown in Figure 8B. Lead III in simulated ECGs shows
biphasic QRS complexes with a negative deflection followed
by a positive one as in the clinical recording of Subject 1
(Figure 8B). On the contrary, simulated lead aVL shows
biphasic QRS complex with first a positive deflection followed
by a negative one, as in clinical recordings of Subjects 1
and 3 (Figure 8B).

Precordial QRS complexes show R wave progression from
V1 to V6, with an increasing R wave and a decreasing S wave

when moving from V1 to V6. This progression is observed
in both simulated (Figure 8A) and clinical ECGs (Figure 8B).
QRS complexes in lead V1 show morphological variability
from biphasic QRS complexes (positive-negative deflections) to
downright QRS complexes (Figure 8A). This is in agreement with
the variability in clinical recordings (Figure 8B).

DISCUSSION

The present study demonstrates the computational evaluation
of the effect of heart-torso position and anatomy on the
QRS complex using human torso/biventricular electrophysiology
models derived from clinically standard MRI. The first
contribution of the study is the computational pipeline to
build the torso/biventricular anatomies initiating from standard
clinical cardiac MRI augmented with a statistical shape model
of the body (Zacur et al., 2017). This methodology enables
exploiting clinical databases to evaluate the functional impact
of MRI-extracted anatomical and structural features (Lyon
et al., 2018b). Furthermore, human MRI-informed modeling
and simulation based on this technology could accelerate the
development of tailored pharmacological and electrical therapy
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FIGURE 5 | (A) Similarity measurement (PC∗) of the simulated QRS morphologies for fixed ventricular geometry (and varying torso-pose) (blue), and for fixed
torso-pose (and varying ventricular geometry (gray). Panels (B,C) Simulated QRS morphologies obtained with the five ventricular geometries (H1 to H5) placed in the
five torso-poses (T1 to T5) for leads aVL (B) and V1 (C).

and the goal for precision care. Firstly, being able to reconstruct
the patient’s specific torso and ventricular model from standard
cardiac MRI is a step forward to personalized computer
modeling and simulation. The human models constructed have
the biophysical detail required to enable future simulation
studies into the response to disease and pharmacological
treatment. Additionally, the simulation results demonstrate the
influence of anatomical features on the QRS complex in healthy
control conditions. This quantification of normal QRS complex
variability is important to inform the evaluation of response to
disease and treatment.

Analysis of the simulated QRSs yields the following findings:
(i) QRS morphologies in limb leads I and II are mainly
determined by the geometry of the ventricles whereas QRS
morphologies in the precordial leads, and especially V1 to V4,
are determined by the torso-pose. (ii) QRS duration is mainly
influenced by myocardial volume while it is hardly affected
by the torso geometry or heart position; (iii) QRS amplitude
increases with large ventricular volumes and decreases with
larger torso volumes. Quantification of the contribution of the

individual heart structure, orientation and body habitus on the
ECG is critical to aid the clinical interpretation of potential ECG
abnormalities driven by disease or pharmacological treatment.
In synergy with clinical databases, they could also drive
the personalization of score metrics for risk stratification by
discriminating in clinical recordings between the contribution
of each patient’s specific anatomy and those arising from
their disease state.

Populations of Heart-Torso
Electrophysiological Models From
Standard Clinical MRI
In this paper, we present multiscale electrophysiological
simulations using heart-torso anatomical models from standard
cardiac MRI acquisitions (Figure 1). The generation of the
subject-specific geometries is performed from standard cardiac
MRI acquisitions allowing to be used directly on available
clinical datasets. The scarce information of torso anatomy from
standard cardiac MRI acquisitions makes the use of traditional
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FIGURE 6 | Simulated QRS complex in leads I, II and V1 to V6 for different rotation angles around the long axis (A) and the left-to-right-ventricle direction (B), and for
different heart translations along the lateral (C) and cranio-caudal (D) directions. Gray lines correspond to intermediate results showing how the signals evolve from
one colored state to another. The heart and torso geometries correspond to subject 3.

image-to-surface methods difficult and therefore, previous
studies have required the use of dedicated imaging protocols
(Potse et al., 2014). In the present pipeline, we make use of a
statistical shape model together with the MRI information to
accurately build the patient-specific torso geometry (Pishchulin
et al., 2017; Zacur et al., 2017).

The comprehensive computational pipeline connects the
outputs and inputs of different technologies, including the
generation of torso-ventricular geometrical surfaces, the
tetrahedralization into a multimaterial volumetric mesh,
the generation of fiber orientations in the myocardium, the
different input files to be used in the Chaste software to
derive the fiber orientations and the endocardial layer for
fast stimulation mimicking the Purkinje system, to assign
different electrophysiological cell properties and finally to
simulate the electrical activity and the 12-lead ECG. All
files and torso-ventricular geometrical meshes are available
for future studies.

In the evaluation of the role of anatomical features on the
ECG, previous studies have typically performed perturbations
to anatomical features (i.e., heart positioning and orientation)
around a reference/original position to explore their individual
effect (Corlan et al., 2005; Nguyên et al., 2015). In the present
study, we sample the space of plausible anatomies and generate
plausible instances by swapping ventricular anatomies together

with torso-poses using their corresponding heart position
and orientations (torso-poses) (see section “Reconstruction of
Ventricular and Torso Anatomical Meshes From Clinical MRI”).
This approach allows us to explore the role of ventricular
anatomy on the QRS complex without the need to define a
high dimensional parametrization of the ventricular shape. In
particular, this population provides a generic open framework for
further studies aimed to explore how anatomy and its variability
influence the signature of the cardiac function in the ECG.

QRS Morphologies Are Determined by
Ventricular Geometry in the Limb Leads
and by Heart Orientation in Septal Leads
Ventricular geometry and not the torso-pose mainly
determines the QRS morphology in the limb leads I and II,
augmented leads, and V5 (see Figure 5). This finding may
explain the weak correlation found in a number of studies
between the anatomical heart orientation and the cardiac
electrical axis (Dougherty, 1970; Horan, 1987; Engblom
et al., 2005; Pellicori et al., 2015; Sathananthan et al., 2015).
Cardiac electrical axis (Kashou and Kashou, 2018) is mainly
estimated using the QRS complexes from leads I, II and aVF
which, as shown in Figures 5, 7, are more influenced by
ventricular geometry than by heart orientation. Therefore,
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FIGURE 7 | Similarity measurement (PC∗) for each lead (I, II, V1–V6) between the QRS at the original pose and the QRS when the heart is rotated along the long axis
(LA) in panel (A), the left-to-right-ventricles axis (LR) in panel (B), and when translated in the lateral and cranio-caudal directions in panels (C,D), respectively.
Rotation angles range from –40◦ to 40◦ and translations range from –4 to 4 cm.

this results in a lower correlation between the electrical and
anatomical axis.

On the other hand, QRS morphology in septal and
anterior leads V1 to V4, III and V6 is mostly determined
by the torso anatomy and its linked heart positioning. This
could also result from changes in electrode position. The
two different sources of variation, ventricular anatomy
and torso-pose, affecting mainly limb/augmented leads
and precordial leads, respectively, may have implications
on the normal variability of QRS morphology in the
different leads.

The proposed QRS similarity measurement is a global
morphological measurement able to quantify differences in the
QRS morphology due to the effect of anatomical variability.
Unlike other studies proposing feature based differences as for
example (Giffard-Roisin et al., 2017; Sánchez et al., 2018), we have
measured differences in QRS morphology complementary and
independent of QRS duration and amplitude. Our quantification

allows a lead-wise evaluation of the influence of ventricular
anatomy and torso-pose on the QRS morphology.

Importantly, the results on the contribution of the ventricular
anatomy and the torso-pose on the QRS morphology of each
of the leads do not depend on the endocardial and myocardial
conduction (see Supplementary Material S7).

QRS Duration Depends Primarily on
Ventricular Size and Is Hardly Affected by
Heart Pose and Orientation
This study shows a positive correlation between ventricular
volume and QRS duration (see Figure 3). Even if this finding
is intuitive, little data exist on the influence of heart size
and body weight on QRS duration. This correlation may have
implications for the normal ranges of QRS duration and thus
on the diagnosis of QRS prolongation. Most of the studies
relating QRS duration and ventricular mass are in the context
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FIGURE 8 | Comparison between simulated and clinical 12-lead ECG recordings. Panel (A) shows the simulated 12-lead QRS complexes obtained using each of
the ventricular models (H1–H5) placed in the five different torsos-poses. Panel (B) shows three exemplary clinical 12-lead ECG recordings from healthy subjects.

of patients at high cardiovascular risk (Stewart et al., 2011) and
do not consider control subjects. Therefore, many factors may
intervene for long QRS duration such as a reduced LV ejection
fraction (Murkofsky et al., 1998) or ventricular dys-synchrony
that are unrelated to LV hypertrophy (Oikarinen et al., 2004).
On the contrary, we show that the torso-pose hardly modifies
the QRS duration for any of the ventricular geometries (see
Figure 4). This is in agreement with (Nguyên et al., 2015) that

quantifies QRS duration differences from –6 to 10% in five heart
failure patients.

Both Torso and Heart Geometrical
Factors Have a Role in the QRS
Amplitude
Ventricular and torso volumes are generally related since large
body masses usually correspond to large hearts. Indeed, a recent
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paper in the large-scale population-based study UK-Biobank
showed that higher LV mass was associated with increasing body
mass index (BMI) (Petersen et al., 2017), explaining the BMI 72%
of the global LV mass variability. However, myocardial and torso
volumes affect the QRS amplitude in opposite ways. While larger
ventricular geometries result in larger R and S wave amplitudes
due to the increase of excitable myocardial tissue (see Figure 3),
larger torso volumes result in lower R and S wave amplitudes due
to the larger distance between the ventricles and the electrodes
(see Figure 4). These two opposite effects coexist and lead to
an ascending-descending behavior of the R wave amplitude with
BMI as observed in clinical data (Kurisu et al., 2015). More
specifically, precordial lateral leads display a slight increase in
R wave from underweight to normal weight subjects followed
by an abrupt decrease in the R amplitude for obese subjects
(Kurisu et al., 2015). Despite the role of heart and body sizes,
heart diseases and clinical conditions also affect QRS amplitude.
Low QRS amplitude has been associated to different clinical
conditions such as large infarct sizes (Katragadda et al., 2017), or
to an increased risk of mortality in individuals free of apparent
cardiovascular diseases (Usoro et al., 2014), while increased QRS
amplitude has been associated to diseases such as left ventricular
hypertrophy. Our study provides digital evidence in agreement
with those findings and allows a systematic analysis of the effect
of both ventricular and torso volumes in QRS amplitude.

Heart Rotation and Position Mainly
Affect QRS Morphology in Leads V1 to V4
The independent effect of heart position and orientation on
QRS complex has also been investigated in the different heart-
torso geometries showing slight differences in QRS duration with
rotation around LA and LR axis directions and translation in
the lateral and cranio-caudal directions (Figures 6, 7). Large
morphological and amplitude changes of QRS in V1 to V3 leads
are observed with rotation around the LA direction, whereas
V1 to V5 are mainly affected by rotation around LR direction.
QRS morphologies in V1 to V4 are mainly affected by translation
of the heart within the torso in the lateral and cranio-caudal
directions. This is in agreement with studies reporting that
variations in the magnitude of the electrocardiogram as observed
through leads placed on the anterior thorax are dominated by
the solid angle (van Oosterom et al., 2000). Small rotation angles
in the range of ±10◦ could be considered as mimicking pose
changes caused by respiration (McLeish et al., 2002; Shechter
et al., 2004). These resulted in QRS morphological changes
mainly in the anterior leads V3 and V4, with very minor scaling
amplitudes in V1 to V4 (see Supplementary Material S6) in
agreement with (Carey et al., 2016). Large changes in heart
position and orientation lead to remarkable changes in QRS
morphology and amplitude in agreement with body position
changes that significantly affect the ECG (Mincholé et al., 2014).

LIMITATIONS AND FUTURE WORK

The QRS complex reflects the ventricular depolarization and its
pattern is determined by the electrical activation sequence of

the ventricles, as well as the geometric relationship between the
heart and the body surface anatomy as shown in this study. The
activation sequence is, in turn, related not only to ventricular
geometry but also to Purkinje, myocardial conduction pathways,
and, other tissue conductivities (Boineau and Spach, 1968; Keller
et al., 2010). In this study, we focused on evaluating the role
of anatomical ventricular/torso properties on the QRS complex.
Further studies can evaluate the role of additional factors on the
QRS complex such as for example variability in the Purkinje
system (Wallman et al., 2014), myocardial conductivities, and
disease conditions (Lyon et al., 2018b).

We have selected a wide range of ventricular and torso
geometries with volumes from 75 to 170 cm3, and from 23 to
54 dm3, respectively. However, the total variability of control
human geometries may not be represented by this dataset.
The results showed in this study are not however, expected
to change qualitatively with consideration of a larger dataset
in healthy subjects. Considering disease conditions will include
additional factors determining variability in QRS morphology
(Lyon et al., 2018a,b).

We have tackled the reconstruction of the shape of the surface
body by completing the sparse information obtained from the
MRI with a statistical shape model of the body surface. The
agreement of the reconstructed torso and the MRI contours
is high (no more than few millimeters of discrepancy for all
the cases). However, there are large areas where we have no
information of the body shape and we rely on the shape
plausibility provided by the statistical shape model. This may
result in differences between the reconstructed torso and the real
one, and, therefore, in differences in the simulated ECG. This
is a limitation for the accuracy of the reconstruction pipeline,
but does not invalidate the main message of the work, in which
we evaluate scenarios with plausible anatomies without claiming
personalization of the subjects.

The propagation of the electrical activity in the torso by
means of the integration of dipole source density formulation
is chosen in order to simplify the numerical complexity of
the computations and to avoid re-meshing in each scenario.
Although this method does not allow the inclusion of tissue
inhomogeneities in the torso, previous studies (Ramanathan and
Rudy, 2001; Geneser et al., 2008), and, our own evaluations
(see Supplementary Figure 3) have suggested that differences
in the QRS complex between homogeneous and heterogeneous
torsos are minimal. The inclusion of vasculature close to the
heart and all tissue inhomogeneities may result in differences
in the QRS complex between homogeneous and heterogeneous
torsos. For these inclusions, different numerical models should
be chosen such as the coupled bidomain model by the finite
element methods.

CONCLUSION

A population of 265 human torso-ventricular models is
constructed based on clinical MRI using a computational pipeline
for image analysis, construction of MRI-based anatomical models
and HPC electrophysiological simulations. The technology
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demonstrated here can further exploit clinical databases to
evaluate the functional implications of MRI-extracted features
(Lyon et al., 2018b). Analysis of ECG simulations demonstrates
that ventricular anatomy mostly determines QRS morphology
in limb leads I and II, whereas heart position within the
torso determines QRS morphology in the precordial leads, and
especially V1 to V4. QRS duration is mainly influenced by
myocardial volume, whereas QRS amplitude increases with large
ventricular volumes and decreases with larger torso volumes.
The new insights provided here are expected to aid in the
discrimination in clinical recordings between the contribution
of each patient’s specific anatomy and those arising from their
disease state, and to contribute to accelerating the development
of individualized score metrics for risk stratification, and
therefore an improved tailoring of their pharmacological and
electrical therapy.
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In this paper, we are investigating the interaction between different passive

material models and the mechano-electrical feedback (MEF) in cardiac modeling.

Various types of passive mechanical laws (nearly incompressible/compressible,

polynomial/exponential-type, transversally isotropic/orthotropic material models) are

integrated in a fully coupled electromechanical model in order to study their specific

influence on the overall MEF behavior. Our computational model is based on a

three-dimensional (3D) geometry of a healthy rat left ventricle reconstructed from

magnetic resonance imaging (MRI). The electromechanically coupled problem is solved

using a fully implicit finite element-based approach. The effects of different passive

material models on the MEF are studied with the help of numerical examples. It turns out

that there is a significant difference between the behavior of theMEF for compressible and

incompressible material models. Numerical results for the incompressible models exhibit

that a change in the electrophysiology can be observed such that the transmembrane

potential (TP) is unable to reach the resting state in the repolarization phase, and this

leads to non-zero relaxation deformations. The most significant and strongest effects of

the MEF on the rat cardiac muscle response are observed for the exponential passive

material law.

Keywords: electromechanics, mechano-electrical feedback, passive mechanics, compressible, incompressible,

exponential, polynomial, rat left ventricle

1. INTRODUCTION

Cardiovascular diseases remain the leading causes of death, e.g., 30% in the US and 45% in Europe
(Wilkins et al., 2017), even though the cardiovascular system has been extensively studied. A great
hope to reduce the mortality of cardiovascular diseases in the future lies in computational models.
These models can be an effective tool to study and understand the cardiovascular system and
related pathologies in a new fashion. This includes, e.g., the early recognition of heart failure, better
understanding of the cardiac function under normal and pathological conditions (Trayanova, 2011;
Gao et al., 2015), patient-specific diagnostics and treatments (Asner et al., 2017), as well as the
development of cardiac devices (Baillargeon et al., 2015).
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Computational models of the heart include an excitation-
contraction coupling representing the physiological course
of converting an electrical stimulus into an active muscle
contraction. The electrical excitation, which induces
depolarization and contraction of cardiac cells, is widely
represented by the ionic Hodgkin-Huxley model for neurons
(Hodgkin and Huxley, 1952). Based on the Hodgkin-Huxley
description, a large number of models have been derived, which
can be subdivided into physiological and phenomenological
models. On the one hand, physiological models are used from
cell to tissue level, for example drug testing of a cell drum
compromising three different cardiac stem cells (Frotscher
et al., 2016) as well as for drug investigations on a complete
human heart (Costabal et al., 2018). On the other hand,
phenomenological approaches like the Aliev-Panfilov model
and the FitzHugh-Nagumo model are also widely used to
model cardiac excitability, mostly at tissue level (Fitzhugh,
1961; Rogers and McCulloch, 1994; Aliev and Panfilov, 1996).
Compared to physiological models, the phenomenological
approach describes the TP evolution, using a significantly
smaller number of internal variables, while still capturing
the main characteristics of the cardiac electrophysiology.
Thus, it is less complex, easier to implement, reduces
computational costs (Cherubini et al., 2008) and is often
used to investigate arrhythmia.

Apart from the excitation-induced contraction of cardiac
cells, the depolarization and subsequently the contraction of
cardiomyocytes can be also initiated through the stretch-
induced opening of ion channels, commonly referred to as
the mechano-electrical feedback (MEF) (Kohl et al., 1999;
Keldermann et al., 2009). More specifically, the MEF is capable
of modifying the electrophysiology (Kamkin et al., 2005) and
might promote stretch-activated arrhythmias, which have been
commonly identified as a result of electrical disorders in
the cardiac muscle (Franz, 1996). Moreover, the MEF can
shorten the action potential (AP) duration or shorten the
time course of repolarization (Franz, 1996) and break up
spiral waves (Panfilov et al., 2007). Furthermore, it has been
shown that high strain and stretch rates can cause premature
ventricular excitation (Franz et al., 1992; Hu and Sachs, 1997).
In addition to the extensive investigations on humans, similar
findings have been observed for arterial cardiomyocytes in
rats (Kamkin et al., 2000). In particular, stretch can result in
atrial fibrillation after ventricular infarction (Kamkin et al.,
2000). Also in other mammals like rabbits, the MEF can give
rise to spontaneous arrhythmia in an acute local ischemia
(Jie et al., 2010). This phenomenon plays a key role in
interpreting the interplay between the electrophysiology and
mechanics of cardiomyocytes (Keldermann et al., 2007). In a
comprehensive computational modeling approach for cardiac
electromechanics, it is essential to account not only for the
excitation-triggered contraction of cardiac myocytes but also
for the stretch-activated excitation. To investigate the effect
of the MEF, strongly coupled electromechanical models are
used (Costabal et al., 2017). However, depending on each
specific application with different imposed goals in heart
research, weakly coupled problems are also considered and

sequentially solved (Frotscher et al., 2016; Duong et al.,
2018). On the other hand, decoupled or staggered approaches
are suitable for one-way coupling formulation (Usyk et al.,
2002; Nash and Panfilov, 2004; Baillargeon et al., 2014;
Frotscher et al., 2016). While the effects of the MEF have
been widely studied in experiments, the effects in connection
with various computational models, especially different passive
material models, remain relatively unclear. In this study, the
MEF is investigated in combination with various types of
passive mechanical laws (nearly incompressible/compressible,
polynomial/exponential-type, transversally isotropic/orthotropic
material models) in order to study their interactionwith theMEF.

Specifically, we want to focus on the interaction of the
passive mechanical model with the MEF and how different
types ofmaterial laws (compressible, incompressible, polynomial,
exponential, transversely isotropic, orthotropic) are influencing
the overall MEF characteristics. We employ a transversely
isotropic and nearly incompressible model, a transversely
isotropic compressible model (Göktepe and Kuhl, 2010) and
the orthotropic and nearly incompressible Holzapfel-Odgen
model (Holzapfel and Ogden, 2009). Our study is based on a
left ventricle of a rat heart, whose geometry is reconstructed
from high resolution MRI at the University of Erlangen-
Nuremberg (Duong et al., 2018). The phenomenological
model of Aliev-Panfilov is used to represent the electrical
excitation (Aliev and Panfilov, 1996). We investigate the
variation in TP evolution and mechanical deformation due to
the interaction between the passive mechanical models and
the MEF.

2. METHODS

We briefly introduce the basic electromechanical model and
numerical methods used to formulate and solve the boundary
value problem of the contracting ventricle. More details on
the kinematics and constitutive equations can be found in
the Appendix A.

2.1. Governing Equations for Cardiac
Electromechanics
The electromechanics of a left ventricle (LV) (see Figure 1)
can be described by two primary field variables, placement
ϕ(X, t) and AP Φ(X, t). Thus, two field equations, which govern
the state of the material point X at time t, t ∈ [t0, tf ]
(t0 and tf are the initial and final time, respectively), can be
formulated. The mechanical field equation is the balance of
linear momentum

0 = Div[F · S]+ Fϕ in �0, (1)

where F is the deformation gradient, S is the second Piola-
Kirchoff stress tensor and FΦ is the external mechanical
body force. The other differential equation describes
the spatiotemporal evolution of the AP Φ and can be
written as

Φ̇ = Div[Q]+ FΦ in �0. (2)
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FIGURE 1 | Boundary surface Ŵ0 decomposed into Ŵϕ and ŴT for the

mechanical model and ŴΦ and ŴQ for the electrical model.

The non-linear current term FΦ takes into account the electrical
excitation, Φ̇ denotes the material time derivative of the AP field,
Div[Q] represents the diffusion of the AP, whereby Q describes
the electrical flux vector. Together with the boundary conditions,
the mechanical and electrical balance equations constitute an
initial boundary value problem in the strong form for unknown
placement and AP, {ϕ(X, t),Φ(X, t)}. The boundary conditions
are Dirichlet and Neumann conditions as ϕ(X, t) = ϕ̄ on Ŵϕ ,
surface traction vector T(X, t) = T̄ on ŴT for all t ∈ [t0, tf ]
and ϕ(X, t0) = 0 in �0. For the electrical model, the boundary
conditions are Φ(X, t0) = Φ̄ on ŴΦ and Q(X, t) · N = Q̄
on ŴQ with the unit normal vector N pointing outwards of
surface ŴQ (see Figure 1). By the Cauchy stress theorem, we get
T̄ = F · S · N .

2.2. Mechanical Constitutive Models
By the active stress approach (see e.g., Smith et al., 2004;
Göktepe and Kuhl, 2010; Pathmanathan et al., 2010), the
stress response of cardiac muscles can be decomposed
into a passive and an active part. While the passive part is
only governed by the mechanical deformation, the active
part takes into account the excitation-induced contraction.
Hence, the total second Piola-Kirchhoff stress tensor S

is written as

S = Spas(C)+ Sact(f 0, s0,Φ), (3)

where C denotes the right Cauchy-Green deformation tensor,
f 0 the fiber direction and s0 the sheet direction in the
material configuration. Now, three different models for the
passive mechanical response are presented which are utilized
to investigate their interaction with the MEF. From the

strain energy function 9 , which is used to describe the
mechanics of soft tissues, the associated mechanical constitutive
equation reads

S = 2
∂9

∂C
. (4)

All further derived quantities can be decomposed into their
passive (�)pas and active part (�)act .

Transversely Isotropic Compressible Model (TIC)
The first passive material model we are utilizing is a transversally
isotropic compressible model, which is represented in the form of
a polynomial function (see Göktepe and Kuhl, 2010). The passive
material stress response is described by a modified neo-Hookean
constitutive model in which the basic neo-Hookean model is
extended by a transversely isotropic part taking into account the
dependency of the material properties in the fiber direction f 0
at each point X in the material configuration. The strain energy
function can be written as

9 = 9iso +9ani (5)

9iso =
3

2
ln2 J +

µ

2

(
I1 − 3− 2 ln J

)
(6)

9ani =
1

2
ϑη

(
I4f − 1

)2
(7)

in terms of the principal strain invariants of the symmetric right
Cauchy-Green tensor C as I1 = tr(C), det(C) = J2, and I4f (C) =
f 0 · (Cf 0), where the Jacobian J is defined as J = det(F). In
Equation (5), the two constants3 andµ in the isotropic part9iso

are the Lamé parameters, and the passive stiffness of myofibers is
denoted by η in the transversely isotropic (so-called anisotropic)
part 9ani.

Transversely Isotropic and Nearly Incompressible

Model (TII)
The second polynomial-type model is basically derived from the
above compressible modified neo-Hookean TIC model, but it is
rewritten in a form such that it is transversely isotropic and nearly
incompressible reading

9 = 9iso +9ani +9vol (8)

9iso =
µ

2

(
Ī1 − 3

)
(9)

9ani =
1

2
ϑη

(
Ī4f − 1

)2
(10)

in terms of the principal invariants of the isochoric Cauchy-
Green tensor C̄ = F̄T F̄. The principal isochoric invariants
of C̄ are defined as Ī1(C̄) = tr(C̄) and Ī4f (C̄) = f 0 ·

(C̄f 0). Further, 9vol = κ(J − 1)2 is the volumetric energy,
where κ tunes the enforcement of incompressibility (we use
κ=104 kPa). Similar as in TIC, the anisotropic part of the
free energy function 9ani only occurs if the fibers are under

tension λ̄ > 1 with λ̄ =

√
Ī4f .
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Orthotropic and Nearly Incompressible Model (HO)
The third considered model is an exponential-type strain energy
function, the Holzapfel-Ogden model (see Holzapfel and Ogden,
2009). In the field of cardiac modeling, the HO model is one of
the most suitable choices for describing the passive mechanical
response of the myocardial tissues since it can capture the
hyperelastic and orthotropic characteristics which have been
found in experiments on porcine hearts (see Dokos et al., 2002).
In contrast to the polynomial-type models TIC and TII, the HO
is based on a strain energy function which is represented by
exponentials. The orthotropy at each point X is characterized
by a right-handed set of normalized basis vectors which are
determined by the fiber direction f 0, the sheet direction s0 and
the orthogonal vector of the sheet plane n0 = f 0×s0. By applying
the incompressibility condition to the finite element setting, the
HO model is, therefore, split into its isochoric term (in terms of
the principal isochoric invariants) and a volumetric part 9vol (as
in TII). The strain energy function reads as

9 = 9iso +9ani +9vol, (11)

9iso =
a

2b
exp[b(Ī1 − 3)], (12)

9ani =
∑
i=f ,s

ai

2bi

{
exp

[
bi(Ī4i − 1)2

]
− 1

}
(13)

+
afs

2bfs

[
exp(bfs Ī

2
8fs)− 1

]
,

where i ∈ {f , s} and the variables a, b, af , bf , as, bs, afs, bfs
are material constants. While all a, af , as, afs parameters have the
dimension of stress, all b, bf , bs, bfs are dimensionless.

The active stress response is described in the Appendix A.2.

2.3. Electrophysiological Constitutive
Models
The nonlinear current source term FΦ controlling the AP in
Equation (2) is split into two parts as

FΦ = FΦ
e (Φ , r)+ FΦ

m (C,Φ) , (14)

where FΦ
e expresses the purely electrical part and FΦ

m accounts for
the MEF, i.e., a mechanically-induced excitation. The excitation-
induced purely electrical part FΦ

e characterizes the effective
current, which is generated from the inward and outward flow
of ions across the cardiac cell membrane. Meanwhile the stretch-
induced mechano-electrical part FΦ

m accounts for the opening of
ion channels due to the mechanical deformation. By introducing
the non-dimensional and normalized action potential Φ and the
non-dimensional time t̄, we derive the conversion forms as (Aliev
and Panfilov, 1996)

Φ = kφφ − δφ , t = kt t̄, (15)

where kφ and δφ relate the dimensionless action potential φ to
the physical action potential Φ and kt the dimensionless time t̄ to

the physical time t. Consequently, the purely electrical term FΦ
e

is modeled as

FΦ
e (Φ , r) =

kφ

kt
f φe (φ, r),

f φe (φ, r) = cφ(φ − α)(1− φ)− rφ + I, (16)

where the coefficient α controls the oscillation threshold, c is a
scaling parameter, I is an external stimulus and r is the recovery
variable which controls the repolarization of the cardiac cell.

2.3.1. Potential Flux
The electrical constitutive equations are also formulated as
functions of the deformation gradient and the AP, the material
electrical flux reads

Q = D · ∇Φ (17)

with the conductivity tensor D = DisoC
−1 + Danif 0 ⊗ f 0/λ

2,
where Diso = Jdiso and Dani = Jdani. The parameter diso accounts
for the isotropic and dani for the additional faster conduction
along the fiber direction (Costabal et al., 2017).

2.4. Mechano-Electrical Feedback
As mentioned before, the electro-mechanical coupling plays
an essential role in the cardiac function. A mechanical cell
deformation induces electrical current generation. This behavior
is observed due to stretch-induced opening of ion channels which
induces AP generation. It can be described by the constitutive
equation for the electrical source term FΦ

m as

FΦ
m (C,Φ) =

kφ

kt
f φm(C,φ),

f φm(C,φ) = ϑGs (λ− 1) (φs − φ) (18)

where Gs denotes the maximum conductance, φ is given in
Equation (15), φs is the dimensionless reversal potential at which
there is no net ion flux through the stretch-activated channels, ϑ
is a switch function turning the feedback on for λ > 1 and off
else. λ =

√
I4f (see Panfilov et al., 2005; Keldermann et al., 2007).

2.5. Excitation Stimulated by Deformation
in a Plate
In this section, we refer to the benchmark problem performed on
a plate using the compressible TICmodel to study the effect of the
MEF in which excitation wavefronts are observed caused by the
deformation-induced excitation of cardiac tissue (Göktepe and
Kuhl, 2010; Dal et al., 2013; Cansiz et al., 2015). The orthotropic
conductivity is employed in the plate with diso = 1.0 mm2 ms−1
and dani = 0.1 mm2 ms−1, where according to section 2.3.1, the
latter accounts for the additional conduction in fiber direction
increased by 10% with respect to the other directions (Göktepe
and Kuhl, 2009).

To illustrate the deformation-induced excitation in the plate,
a mechanical load p(t) is applied during t ∈ [0, 10] ms as shown
in Figure 2A. The plate with the dimensions of 100 × 100 × 12
mm is meshed by 21 × 21 × 2 eight-node brick elements. The
fiber orientation f 0 and the sheet plane direction s0 are defined
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FIGURE 2 | Stretch-induced excitation in a plate; snapshots of the plate colored by the TP. (A) Plate of dimension 100 × 100 × 12 mm, diso = 1.0 mm2 ms−1 and

dani = 0.1 mm2/ms−1. (B) Plate of dimension 10 × 10 × 1.2 mm, diso = 0.1 mm2 ms−1 and dani = 0.3 mm2/ms−1.

in x- and y-direction, respectively. The compressible model TIC
is employed with parameters given in Table A1. The maximum
conductance Gs = 15 is utilized to account for the MEF effect.
Edge nodes of the plane in the middle at z = 6 mm are fixed
in z-direction. Furthermore, the node at (0, 0, 0) is fixed in x-
and y-directions and the node at (100, 0, 0) in y-direction. At
the beginning of the simulation, the cellular TP in the plate is
set to the resting value Φ = −80 mV. To trigger the MEF,
the nodes of a parallelepiped located in the center region of the
plate with a dimension of 20 × 20 × 12 mm are subject to an
impulsive cyclic loading p(t) from t = 0 to t = 10 ms. It linearly
reaches its maximum of 0.3 N at t = 5 ms and returns to 0
N at t = 10 ms.

This loading results in a stretched region in the middle of
the plate and hence gives rise to a local depolarization, which
then initiates an excitation wave traveling first elliptically (due
to orthotropic conductivity, see t = 12, 21, and 33 ms) and
then unidirectionally along the y-direction. At the same time,

the plate shortens in the fiber direction x and elongates along
the other directions orthogonal to the fibers (t = 61 and 74
ms). Since the model is compressible, the whole plate contracts
and reduces its volume. The action potential impulse travels to
the plate sides and the plate starts to repolarize with a lower
potential wave starting in the middle as an elliptical shape (t =
128 and 163 ms). While repolarizing, the plate recovers the
initial volume due to the relaxation phase of the cardiac muscles.
This illustrates the change of TP due to the MEF, which will
be discussed in more detail in the next section for different
types of mechanical models. It is worth noting that for the TIC
model, the applied mechanical load needs to be relatively large in
order to cause a visible MEF effect. The same test is performed
on a plate of the rat heart dimension (10 × 10 × 1.2 mm)
with parameters used in the later simulations (see Table A1).
We observed similar behavior; however due to the small
dimension of the plate, complete depolarization is reached at
t = 47 ms (Figure 2B).
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2.6. Rat Heart Measurements
To generate a 3D left ventricle model of a rat using
MRI data, we conducted several experiments on living
and healthy rats. More importantly, we also confirm
that the ethics committee (Tierschutzgesetz Regierung
Unterfranken) approved our experimental protocol and
procedures. Further, only the best measurement result was
used to reconstruct the 3D rat left ventricle model in the
diastolic phase.

3. RESULTS

In this section, we investigate the effect of different passive
material laws in a strongly coupled electromechanical model of
a 3D rat left ventricle.

3.1. Parameters of Cardiac Muscles of Rat
Heart
The material parameters for our simulation are obtained by
curve fitting to experimental data of a porcine heart by Dokos
et al. (2002) (see Figure 3; using a scaling factor of 0.5 for rats).
The resulting material parameters are displayed in Table A1

(Appendix A.5). The parameters for the electrical and the active
model originate partially from our parameter study and partially
from work for healthy human hearts (Aliev and Panfilov, 1996;
Göktepe and Kuhl, 2010; Baillargeon et al., 2015). We also use kT
= 0.49 kPa mV−1 in Equation (24), resulting in Tact

max = 49 kPa,
which is sufficiently close to the maximum tension value of 45
kPa as obtained in rat experiments (see Niederer et al., 2009). The
reversal potential φs in Equation (15) is set to 0.6, corresponding
to−20 mV, which is in agreement with the physiological value by
Kohl et al. (1999).

3.2. Rat Left Ventricle
In this section, the interaction of the three different passive
material models with the MEF is investigated with regard to
the influence of the maximum conductance with Gs = 10 and
Gs = 0. For the electromechanical simulation, the parameters
given in Table A1 (Appendix A.5) are used. The base of the
ventricle is mechanically fixed (see Figure 1). However, different
boundary conditions (Baillargeon et al., 2015) can be applied
such that the base of the ventricle can slightly translate or
twist when it contracts and interacts with surrounding tissues,
which greatly support and stabilize the whole heart. The mesh
of the 3D solid left ventricle model is generated using 4-node
tetrahedral elements based on a high resolution MRI from the
Universitätsklinikum Erlangen-Nürnberg. The basic workflow
from the MRI images to the finite element mesh can be seen
in Figure 4.

The fiber and sheet orientations, which are crucially
attributing to the mechanics and electrical conduction system,
are assigned for the LV by interpolating the local fiber and
sheet directions from the endocardial and epicardial surface
such that the model can account for the transmural fiber and
sheet directions (Vetter and McCulloch, 1998; Wong and Kuhl,
2014). Although the fiber angles on the endocardium and the
epicardium vary largely between different rats (Chen et al., 2003;
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FIGURE 3 | Stress-strain relation with parameters fitted using simple shear

data (modified for the rat heart) by Dokos et al. (2002).

Hales et al., 2012; Mekkaoui et al., 2012), the fiber angles are
chosen as+80◦ on the endocardium and−70◦ on the epicardium
(see Figure 5).

For simplicity, we assume a chamber pressure of zero, no
electrical flux on the boundary as well as zero surface traction.
The computational mesh of the 3D LV consists of 49,769
tetrahedral elements corresponding to the global mesh size
of 0.35mm. Initially, all 10,237 nodes are set to the resting
potential Φr = −80 mV. Seven nodes at the base are used to
trigger the depolarization in the surrounding cardiomyocytes.
They are constrained at Φ = −20 mV for a duration of 40
ms. Subsequently, we solve six fully coupled electromechanical
problems for the three different passive material models with
and without the MEF (TICGs=10, TICGs=0, TIIGs=10, TIIGs=0,
HOGs=10, HOGs=0). We performed simulation on refinedmeshes
up to a mesh size of 0.15 mm. The plot in Figure 6 illustrates
that neither the maximal, nor the residual TP show significant
changes in regime of smaller meshes. In particular, the resting
potential of−80 mV is not reached for all tested mesh sizes.

Figure 6 exemplarily shows the numerical result for the HO
model with theMEF (HOGs=10)—the location of the stimulus can
be seen at the base at t = 2 ms. From there, the electrical impulse
propagates through the ventricle, see snapshots at t = 60 and
70 ms. The entire myocardium contracts at t = 90 ms when all
ventricular cells are depolarized (in red). After the depolarization,
the repolarization follows (t = 120, 150, 176, and 300 ms), but
the ventricle is unable to return to the initial shape (light blue
shadow) even for t ≥ 300 ms. This behavior corresponds to a
second peak in the AP curve for the HO model (peak 2 above
−80 mV) after peak 1 (see Figure 7, right).

Moreover, the AP curve for the TII model with Gs =

10 in the repolarization phase reaches a minimum value of
about −78.5 mV for t ≥ 300 ms, while the AP curve for
the TIC model is able to retrieve the resting potential of −80
mV (see Figure 7, right). The same characteristic behavior can
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FIGURE 4 | Workflow from MRI images to the finite element mesh of the left ventricle. Left to right: MRI image-segmentation, NURBS model, finite element mesh.

FIGURE 5 | Rat left ventricle with fiber orientations from −70◦ on the epicardium to +80◦ on the endocardium with respect to the circumferential direction; (Left): the

linear distribution of fiber angles in colors, (Center): fibers (streamlines) on endocardium and epicardium, (Right): fibers on different layers.

be observed by plotting the apex displacement u (Figure 7,
right). On the contrary, Figure 7 (left) exhibits no peak 2 in
the AP and displacement curves for all three models without
MEF (TICGs=0, TIIGs=0, HOGs=0). The LV consequently relaxes
to its initial shape. The stretch-induced excitation changes the
AP duration, leads to a delayed repolarization and thus the
resting potential is reached more slowly. In Figure 7 (left), the
AP evolution profiles for the three models are very similar;
however, the displacement predicted by the compressible TIC
model is larger than the displacements predicted by the TII and
HO models. Compared to the AP curves, the displacement of
the apex starts before the depolarization. This is caused by the
fact that the cardiac cells between the initiated nodes at the
base and the considered node at the apex already depolarize
and start to contract and hence cause the pre-displacement
of the apex.

In summary, it can be stated that both incompressible
models yield a different electrical and mechanical response
(residual deformation and resting potential not reached at
the end of the cardiac cycle) of the LV compared to the
compressible TIC model. This raises the question, what exactly
causes the difference in the results among the three passive
mechanical models. On the one hand, the HO represents an
orthotropic material law which is represented by exponentials,
while the other two models are transversely isotropic and
formulated in terms of polynomials. On the other hand, the

HO and TII are both incompressible models, while TII is
compressible. To study this more comprehensively, we extended
the numerical investigations by performing a parameter study
on the maximum conductance Gs, which is commonly known
as the maximum stretch-activated ion channel conductance
or the sensitivity of the electrical current to deformation.
Note that diseased hearts can cause abnormal changes in
the maximum conductance (Zhang et al., 2014). Thus, this
value can be considered as a key variable to study the
MEF effects.

We performed 18 simulations, which differ in the passive
material model (TIC, TII, HO) and the maximum conductance
(Gs = 0, 10, 20, 30, 40, and 50). Instead of performing a
benchmark problem study using a simple cube, bar or beam, the
effect is directly studied in a 3D LV model. The result of the AP
evolution and the displacement are shown in Figure 8. The TIC
model shows an almost independent behavior with respect to the
strength of theMEF [see AP and displacement evolution Figure 8
(top, left, and right)]. The polynomial, transversely isotropic and
incompressible material law TII (middle, left, and right) and
the exponential, orthotropic and incompressible material law
HO (bottom, left, and right) exhibit a high sensitivity to the
strength of the MEF. The observed characteristics in Figure 7

(early depolarization, delay in the late repolarization phase,
decrease of the maximum AP) are intensified with a higher
maximum conductance.

Frontiers in Physiology | www.frontiersin.org 7 September 2019 | Volume 10 | Article 1041236

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Du’o’ng et al. Mechano-Electrical Feedback-Rat Heart

FIGURE 6 | Electromechanics in rat left ventricle with the HO model with MEF and Gs = 10. Material parameters are given in Table A1. Excitation by setting seven

nodes at the base to Φ = −20 mV for 40 ms. At the end of cardiac cycle (around t = 300 ms), the repolarised (resting) LV (blue) is unable to return to its initial shape

(light blue region) since the MEF affects the AP and deformation of the LV. Plot at the right bottom shows the relation of maximal and residual potential versus the

global mesh size (HO model with MEF and Gs = 50).

FIGURE 7 | Evolution of AP Φ and displacement u of apical node A in a rat left ventricle for three models, without MEF (Left) and with MEF using Gs = 10 (Right).

4. DISCUSSION

As observed in the last section, the influence of the MEF
on the overall electrophysiological and mechanical behavior

significantly depends on the passive material model. In the
following section, we want to discuss the differences and possible
sources or causes. The main differences of the three different
passive material models can be summarized as follows: (i)
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FIGURE 8 | Evolution of AP Φ (Left) and displacement u (Right) of node A with varying Gs in a rat left ventricle for the three material models.

compressible vs. incompressible, (ii) polynomial vs. exponential,
(iii) orthotropic vs. transversely isotropic. Their respective results
will be evaluated and compared here. Referring to the following
explication, we introduce the notation: �max−a and �rest−a for
values of the material a at peak 1 (e.g., the maximal value of
the AP or displacement) and at peak 2 close to the resting
potential −80 mV and zero deformation (see Figure 7, right),

respectively. We define the difference of a value at Gs = x to
that at Gs = 0 as △ �

x
i−a = |�i−a(Gs = 0) − �i−a(Gs = x)|,

where i ∈ {max, rest}.
First we note that the MEF is capable of speeding up the

electrical impulse propagating in the LV (Figure 9). For the
compressible TIC model, it is clearly observed that the MEF
has negligible effects on the electrophysiology and mechanics.
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The largest change in time for the AP peak is △ t50max−TIC =

5 ms while there is no peak 2 and thus △ txrest−TIC = 0
for all values x ∈ {0, 10, 20, 30, 40, 50} (see also peak values
in Figure 9). In contrast to that, we observe a significant effect
of the MEF (or maximum conductance) for the incompressible
models TII and HO. Figure 8 indicates that for higher value
of Gs, larger changes in AP and displacement curves can
be observed. The largest changes in peak time for AP are
△ t50max−TII = 18 ms and △ t50max−HO = 23 ms for the TII and
HO models, respectively. The conduction velocity is apparently
increased with Gs which is in good agreement with the findings
in a study by Costabal et al. (2017). Similar observations
have also been made in the numerical results by Amar et al.
(2018), in which the AP was influenced by the MEF for
different stretch levels for examples of a ventricle and a
single cardiomyocyte.

Second, depending on the material model, the MEF influences
AP Φ and displacement u in the late repolarization phase.
For the compressible model TIC, no change in peak 2 for
the AP and displacement curves (△ Φx

rest−TIC = 0 mV and

FIGURE 9 | Time points for corresponding two AP peaks for the three models.

△ uxrest−TIC = 0 mm) for all values x ∈ {0, 10, 20, 30, 40, 50} can
be observed. At the same time, there are significant changes in
peak 2, which can be observed in the curves for the TII and
HO model. For example, the largest changes are introduced by
Gs = 50 such as △ Φ50

rest−TII = 16 mV and △Φ50
rest−HO =

22 mV, whereas △ u50rest−TII = 0.45 mm and △ u50rest−HO =
0.79 mm (see Figure 10, right). The maximum value of the
AP Φ and displacement u for peak 1 for (Gs = x) for all
values x ∈ {0, 10, 20, 30, 40, 50} are depicted in Figure 10 (left).
While varying the maximum conductance Gs, the compressible
model leads to an almost unchanged electrophysiology and
mechanics, the nearly incompressible models show a stronger
effect of the MEF on the electrophysiology (early depolarization,
reduced maximum AP, increased conduction velocity, delayed
repolarization) and consequently result in a significantly higher
relaxation displacement of the LV.

Compressible vs. Incompressible
One important characteristic which influences the impact of the
MEF on the overall model behavior is the level of compressibility.
The compressible TIC model undergoes a significant volume
change (compressible medium) during the active contraction
phase, which in turn leads to a reduced overall strain/stretch. This
is visualized in Figure 11 showing the isotonic contraction of a
cube for the three different material models.

As expected, when considering the volume ratio curves for
the three models in isotonic contraction, the volume ratio during
the time course of the cardiac cycle for the compressible TIC
model decreases ineluctably, while the volume for the HO and
TII models remains constant. By plotting the fiber stretch λ of
the same apical node of the LV for the HO, TII and TIC model,
we observe the fiber stretch λ < 1 (compression) for the TIC
model and the fiber stretch λ > 1 for the HO and TII models
(see Figure 12).

This leads to the fact that in this particular region, the MEF
is active for the TII and HO models and inactive for the TIC
model (see Equation 18, λ has to be >1 for the switch function
ϑ to be non-zero). Furthermore, the fiber angles transmurally
vary and thus the local change in fiber direction leads to an

FIGURE 10 | Φmax and umax of peak 1 (Left), Φrest and urest of peak 2 (Right) for the three models (Φrest−TIC curves invisible since urest−TIC lies on top of it).
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FIGURE 11 | Volume ratio J of isotonic contraction of a cube over time for the

three models.

FIGURE 12 | Fiber stretch λ for an apical node for the three different passive

material models.

increased fiber stretch through the wall (the expansion of the
material in sheet and normal direction close to the boundaries
leads to a fiber stretch in the middle layers; see Figure 13,
left, center).

This behavior is characteristic for the incompressible TII
and HO models. The TII model compensates this phenomenon
due to the compressibility (volume change), and thus the
expansion of the material in the sheet and normal direction
is smaller, which finally induces no or insignificant stretches
to the fibers in the middle layer (see Figure 13, right). For
the TII and HO model, the high fiber stretch in the middle
layers during the repolarization phase effectively causes a strong
MEF current. In a real healthy rat left ventricle, the MEF
effect might be caused by a strong mechanical stimulus when
the AP reaches the threshold value. However, it is observed
mainly in diseased cases (Kamkin et al., 2000). The MEF
can alter the AP or shorten refractory periods in canine left
ventricle and atrium, as reported in Franz (1996). Stretch-
activated polarization and fibrillation can happen at a low

stretch in a rat atrium after the infarction of the left ventricle
(Kamkin et al., 2000). Moreover, it has been observed in our
simulation of the LV as well as for cubes, plates and other 2D
examples in Costabal et al. (2017), that the MEF is capable
of altering the AP and increasing the conduction velocity.
However, the phenomenon of the residual deformation (non-
relaxed equilibrium between the AP generation and the fiber
stretches in the late repolarization phase) is rather unrealistic in
the healthy left ventricle simulation.

Polynomial vs. Exponential
In addition to the discussed differences due to the level of
compressibility, the exponential and polynomial form of the
passivematerial law plays a significant role concerning the overall
MEF behavior. To clarify this, we performed the numerical tests
for the HO and TII models with the same bulk modulus of
κ = 104 kPa, which means that these models have the same
level of compressibility. The compressibility value is reasonable
in our simulations as it is only slightly larger compared to
the in vivo measurements by Hassaballah et al. (2013). To
compare the influence of the polynomial material law TII and
the exponential material law HO, we evaluate the differences in
Figures 8, 10, 12, 13.

In the depolarization phase, the HO and TII models
show an almost similar behavior concerning the AP and
displacement curves even if the observed phenomenon is slightly
more prominent for the HO model (see Figures 10, 8, left).
Nevertheless, in the late repolarization phase, the AP and
displacement curves significantly differ between the HO and TII
models (see Figure 10, right). It is worth noting that both models
undergo a comparable maximum stretch level (see Figure 13, left,
center). Thus the question arises regarding where the significant
differences in the late repolarization come from.

Since the same bulkmodulus is used, bothmodels generate the
same amount of active stress and result in relatively comparable
displacements (see Figure 13, left, center). Therefore, the
difference can only be explained by the fact that the HO model
induces larger strain/stretch in the late repolarization phase and
in turn produces a higher MEF current compared to the TII
model. Figure 12 exposes that the HO model has a steeper
increase in the fiber stretch in the depolarization phase (which
explains the faster depolarization compared to the TII model)
and a slower change of the fiber stretch in the repolarization
phase (which explains the higher stretch in the late repolarization
phase). In other words, starting from the same deformation
level during the contraction for the HO and TII models, the
cardiac tissue relaxes in the repolarization phase, in which the
exponential-type stress-strain relation of the HOmodel responds
to the decreasing active fiber tension with a smaller change in
fiber stretch compared to the TII model. Finally, this leads to a
high MEF current in certain regions, which almost reached their
resting potential.

Transversely Isotropic vs. Orthotropic
As we discussed in the previous paragraph, the main difference
in the AP and displacement for the HO and TII models
originate in the representation of the material law. Nevertheless,
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FIGURE 13 | Section view of the LV during the contraction phase at t = 90 ms for the three different passive material models. The snapshots show the transmural

fiber stretch λ. The color code is limited to the maximum fiber stretch of 1 and thus all dark red regions show fiber stretch λ ≥ 1. The maximum global fiber stretch for

the three different models reads as: λmax
HO
= 1.188, λmax

TII
= 1.204, λmax

TIC
= 1.024. (Left): transmural fiber stretch—HO, (Middle): transmural fiber stretch—TII,

(Right): transmural fiber stretch—TIC.

the incompressibility condition with the associated stretches
along the sheet and sheet normal direction at the boundaries
[see Figure 13 (left, center), fiber stretch λ < 1, and thus the
compression in fiber direction has to be compensated by stretch
in the sheet and sheet normal direction] leads to a stretch
in fiber direction in the middle layers. As the fiber stretch λ

depends on the material properties in sheet and sheet normal
direction, there also exists a difference between a transversely
isotropic and an orthotropic material law concerning the MEF
behavior. To further investigate the difference, one would
have to vary the passive material properties in sheet or sheet
normal direction for the same material model (note that for
the special case of transversal isotropy, the properties in sheet
and sheet normal direction are the same) in order to eliminate
the influence of the type of material model (polynomial and
exponential). However, this goes beyond the scope of this study.
In our case, the difference between the orthotropic material
model HO and the transversely isotropic material model TII
seems to be rather small as the overall fiber stretch levels
are similar.

4.1. Limitations of the Work
In the following, we want to briefly discuss the limitations
and assumptions for this study. Firstly, we ignore the possible
influence of the right ventricle and other components which
also contribute to the overall model behavior. Secondly, the
electromechanical model uses several parameters, which are
directly adapted or come from other studies on human and
porcine hearts. Furthermore, the electrophysiological model is
an obvious simplification of the actual electrophysiology of the
heart. There exist different kinds of cardiac cells in the heart
with different contractility and conductivity. In particular, the
fast conducting Purkinje fibers need to be included in order to
improve the choreographed depolarization and repolarization
of the heart. However, the simple electrophysiological model
is to be preferred for our application whereby a complex
rat heart support system will be developed in order to
compensate the function of the pathological heart. Further,
more detailed experimental data, especially for rats, about
the electrical and active model including the determination
of the active muscle tension, transmembrane potential and
maximum conductance, Gs are required. Measurements to
identify the passive material parameters for rats would be

desired to further improve the accuracy of the model. Moreover,
the fixed base in the simulation model simplifies the actual
support of the heart in the body (e.g., connective tissue,
atria) and an advanced boundary condition should be applied
for future studies. Further investigations are necessary to
evaluate the influence of the specific morphology of the heart
(different fiber distributions). Additionally, to more precisely
describe the exact influence and differences of transversely
isotropic and orthotropic material laws concerning the MEF
behavior, a parameter study about the level of orthotropy
is necessary.

5. CONCLUSION

In this paper, we focus on the interaction of passive mechanical
models with the MEF and how different types of material
laws (compressible, incompressible, polynomial, exponential,
transversely isotropic, and orthotropic) influence the overall
MEF characteristics. We employ a transversely isotropic and
nearly incompressible model (TII), a transversely isotropic
compressible model (TIC) (Göktepe and Kuhl, 2010) and the
orthotropic and nearly incompressible Holzapfel-Odgen model
(HO) (Holzapfel and Ogden, 2009). We investigate the variation
in AP evolution and mechanical deformation due to the
interaction between the passive mechanical models and the MEF.

The interaction between the passive models and the MEF is
discussed through a computational study of a rat LV, whereby
the following findings are obtained: (i) compressibility: the
transversely isotropic material law (TIC) predicts a significantly
smaller fiber stretch (compression almost everywhere in the
LV) and thus leads to a nearly unrecognizable change in
the overall MEF behavior (change in electrophysiology and
mechanical contraction); additionally, for the incompressible
models, we observe a residual deformation caused by a non-
relaxed equilibrium; (ii) polynomial vs. exponential material
laws: due to the exponential strain energy function, the HO
model shows a faster temporal change of the fiber stretch
in the depolarization phase (leading to a faster depolarization
compared to the TII model; higher MEF current) and at
the same time slower temporal change of the fiber stretch
in the late repolarization phase; (iii) transversely isotropic vs.
orthotropic: the incompressibility condition with the associated
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stretches along the sheet and sheet normal direction on the
boundaries [see Figure 13 (left, center), fiber stretch λ < 1 and
thus the compression in fiber direction has to be compensated
by stretch in the sheet and sheet normal direction] leads to
a stretch in fiber direction in the middle layers. As the fiber
stretch λ depends on the material properties in the sheet and
sheet normal direction, there also exists a difference in the
electromechanical behavior and the MEF between a transversely
isotropic and an orthotropic material law concerning the
MEF behavior.

Obviously, the type of passive material model plays a
key role in defining the MEF behavior in a fully coupled
electromechanical model. It has to be further investigated
which of the considered models reflect the cardiac tissue best
concerning the overall MEF behavior.
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A. APPENDIX

A.1. Kinematics and Finite Element
Approximation
The deformation gradient is defined as:

F =
∂ϕ(X, t)

∂X
= ∇ϕ(X, t) with J = det F > 0, (A1)

where the determinant of the deformation gradient J is also
known as the volume ratio and has to be positive as the
body is impenetrable. Further, the right Cauchy-Green tensor
C can be introduced as C = FTF. To enforce the material
incompressibility conditions (J = 1) in a framework of a finite
element setting, the deformation gradient can be split into two
parts F = (J1/3I)F̄, where I is the identity tensor. Specifically,
J1/3I describes purely volumetric deformation whereas F̄ denotes
the purely isochoric deformation (J̄ = det(F̄) = 1).

Employing the Galerkin procedure, the residuals (2) and (1)
are multiplied with the scalar- and vector-valued test functions
δΦ and δϕ which satisfy δΦ = 0 on ŴΦ and δϕ = 0 on Ŵϕ ,
respectively. These resulting expressions are further reformulated
by using integration by parts and the Gauss theorem over the
body �0 such that the weak forms are obtained as:

∫
�0

δΦΦ̇dV +

∫
�0

∇(δΦ) · QdV

−
∫
�0

δΦFΦdV−
∫
ŴQ

δΦQ̄da =̇ 0,∫
�0

∇(δϕ) : [F · S] dV −

∫
�0

δϕ · FϕdV −

∫
ŴT

δϕ · T̄da =̇ 0 .

(A2)

Further, the Dirichlet boundary conditions prescribe the state
of the respective surface points to be ϕ̄ and Φ̄ . The Neumann
boundary conditions prescribe the surface traction T̄ and the
surface flux term Q̄ = Q · N . FΦ . All quantities of the boundary
conditions are supposed to be given. In addition, in our problems
T̄, Q̄ and FΦ are independent of deformation and AP. In what
follows, the notations are introduced: thematerial time derivative
as {�̇} = d{�}/dt and the material divergence and gradient as
Div{�} = ∂{�}/∂X : I and ∇{�} = ∂{�}/∂X. The equation
of motion expresses the quasi-static force equilibrium and has to
hold for all points X in �0. In the following, we will review how
to derive the main terms in the (A2).

A.2. Mechanical Constitutive Models
A.2.1. Transversely Isotropic Compressible Model

(TIC)
The passive second Piola-Kirchhoff stress Spas can be derived
from the strain energy (5) as:

Spas(C) = 2
∂9

∂C
= Siso(C)+ Sani(C),

Siso(C) =
(
3 ln J − µ

)
C−1 + µI, (A3)

Sani(C) = +2ϑη(I4f − 1)f 0 ⊗ f 0.

A.2.2. Transversely Isotropic and Nearly

Incompressible Model (TII)
The passive second Piola-Kirchhoff stress Spas can be derived
from (8) as follows:

Spas(C) = 2
∂9

∂C
= Siso(C)+ Sani(C),

Siso(C) = µ

(
J−2/3I−

1

3
Ī1C
−1

)
, (A4)

Sani(C) = 2ϑη(Ī4f − 1)

(
f 0 ⊗ f 0 −

1

3
Ī4fC

−1

)
.

A.2.3. Orthotropic and Nearly Incompressible Model

(HO)
Based on (11), the passive second Piola-Kirchhoff stress is given
as Spas = Siso + Sani, where

Siso(C) =a exp
[
b(Ī1 − 3)

] (
J−2/3I− 1

3 Ī1C
−1

)
,

Sani(C) =
∑
i=f ,s

2(Ī4i−1)ai exp
[
bi(Ī4i−1)

2
] (

i0 ⊗ i0 −
1

3
Ī4iC
−1

)

+Ī8fsafs exp
(
bfs Ī

2
8fs

) [(
f 0 ⊗ s0+s0 ⊗ f 0

)
− 2

3 Ī8fsC
−1

]
.

(A5)

A.2.4. Transversely Isotropic Active Stress Response
Taking into account f 0 only, the active second Piola-Kirchhoff
stress is defined as follows:

Sact(f 0,Φ) = Tact(Φ)f 0 ⊗ f 0 . (A6)

The transversely isotropic characteristic is realized such that the
magnitude of the active fiber tension Tact(Φ), which is driven by
the AP, only has an effect along the material fiber orientation f 0.

A.2.5. Orthotropic Active Stress Response
When both f 0 and s0 are considered for active contraction, the
stress is written as:

Sact(f 0, s0,Φ) = Tact(Φ)

[
νff f 0 ⊗ f 0 + νsss0 ⊗ s0

]
, (A7)

where νff and νss are weighting factors. Furthermore, Tact(Φ) is

modeled via the evolution equation as Ṫact = T(Φ ,Tact) in Nash
and Panfilov (2004). According to the local ordinary differential
equation of the active muscle traction, Tact can be treated as an
internal variable and locally updated on the integration point
level. The evolution equation for the muscle traction is herein
used for both active tension models and reads:

Ṫact = ǫ(Φ)
[
kT (Φ −Φr)− Tact

]
(A8)

with its sensitivity with respect to the action potential.

∂Sact

∂Φ
= ∂ΦT

act(Φ)

[
νff f 0 ⊗ f 0 + νsss0 ⊗ s0

]
, (A9)

where kT specifies the saturated value of Tact(Φ), and Φr is the
resting potential, where no new tension is evoked. Usually for
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cardiac cells Φr = −80mV, and ǫ(Φ) represents the switch
function which creates the typical cardiac cell performance via:

ǫ(Φ) = ǫ0 + (ǫ∞ − ǫ0) exp
[
− exp

(
−ξ

(
Φ − Φ̃

))]
. (A10)

The special behavior can be adjusted by the parameters ǫ0 and
ǫ∞, which regulate the limitation values Φ̃ denoting the phase
shift and ξ controlling the transition rate from ǫ0 to ǫ∞. The
impact of the active fiber tension on the active stress along
the fiber direction and in sheet direction are controlled by νff
and νss, respectively. Equation (A8) is approximately solved for
the internal variable Tact . The temporal discretization of the

time derivative reads Ṫact ≈
Tact−Tact

n
1t . Here, Tact approximates

the active fiber tension at time tn+1, while Tact
n approximates

the active fiber tension at tn. Therefore, the residual is formed
as follows:

RT=Tact−Tact
n −1t ǫ(Φ)

[
kT (Φ−Φr)−T

act
]
=̇0. (A11)

This equation can directly be solved for Tact by restructuring into

Tact(Φ)=
1

1+1t ǫ(Φ)

[
Tact
n +1t ǫ(Φ)

[
kT (Φ−Φr)

] ]
. (A12)

The sensitivity ∂ΦT
act(Φ) of the active stress to the

transmembrane potentialΦ in (A9) results from its derivation as:

∂ΦT
act(Φ) =

1t

1+1t ǫ(Φ)

[
ǫ′(Φ)

[
(kT (Φ −Φr)− Tact

]

+ǫ(Φ)kT

]

(A13)

and the derivative of the switch function is calculated as:

ǫ′(Φ)=
∂ǫ(Φ)

∂Φ
= ξ

[
ǫ(Φ)−ǫ0

]
exp

[
−ξ

(
Φ−Φ̃

)]
. (A14)

The sensitivities of potential flux dCQ and the stress tensor with
respect to the deformation dCS can be evaluated as

dCQ = {Diso
1

2
[C−1⊗̄C−1]+ DaniI

−2
4f

(f 0 ⊗ f 0)⊗ (f 0

⊗f 0)} · ∇Φ . (A15)

A.3. Electrophysiological Model
In (16), r is the recovery variable, whose evolution is
governed by the local ordinary differential equation
known as the Aliev-Panfilov (Aliev and Panfilov, 1996)
model, which can capture all major characteristics of the
cardiac electrophysiology.

ṙ= f r =

[
γ +

µ1r

µ2 + φ

]
[−r − cφ(φ − β − 1)], (A16)

where f r is the source term for r and the variables µ1,
µ2, β and γ are additional material parameters. While

the coefficient term [γ + µ1r
µ2+φ

] is a weighting factor,

β controls the AP duration or effective refractory period
(Costabal et al., 2016).

Considering the boundary value problem (A2), r can be
also treated as an internal variable. In order to solve the
internal evolution equation (29), the implicit Euler method
is used. This requires a temporal discretization of the
time derivative ṙ ≈

r−rn
1t . Hence, the residual can be

introduced as:

Rr = r − rn −1tf r(φ, r) =̇ 0. (A17)

Using its linearization the local update equation for variable r can
be achieved as:

r← r − (∂rR
r)−1Rr

with ∂rR
r = 1+1t

[
γ +

µ1

µ2 + φ
[2r + cφ(φ − β − 1)]

]
.

(A18)

This is solved iteratively using the Newton-Raphson method.
In Figure A1 (left), we carry out a parameter study to find

the right parameter β for the rat electrophysiology and the
curves show the AP Φ (solid) evolution displayed alongside the
recovery variable r (dashed) over time t. Another way to derive
the same electrophysiological behavior for the rat is to adapt
the conversion coefficient of time kt . The obtained parameter
is then used to compute the normalized AP and the recovery
variable, which are plotted over the normalized time t̄ with
initial values (φ = 0, r = 0) in Figure A1 (right). Roughly,
the rat heart beats about four times faster than the human
heart. To trigger the AP excitation, a stimulus I is required. As
illustrated in Figure A1 (right), the AP then increases steeply
in the depolarization phase. After reaching its maximum value
of 1.0, the repolarization follows and it smoothly returns to
its resting potential φr = 0. Apart from the non-pacemaker
cells, there exist self-oscillating pacemaker cells, which can be
modeled, e.g., by the FitzHugh-Nagumo model (Fitzhugh, 1961).
In Figure A2 (left), for the choice of β = 0.55, the phase
plane of the two variables φ, r is shown with the steady state of
equilibrium at φ = φ̇ = r = ṙ = 0 (red dot •). Trajectories
of nine starting points of the model (black dot •) finally run
into the stable equilibrium point. Four dashed nullclines, which
are solutions of φ̇ = f̄ φ(φ, r) = 0 (red-dashed lines) and
ṙ = f̄ r(φ, r) = 0 (green-dashed lines), pilot the solution
trajectories of the model to the equilibrium point. This means
that the parameters yield a stable model and the potential is
only triggered by a stimulus. In Figure A2 (right), the correlation
between AP Φ and active fiber tension Tact computed using
(16) is illustrated. The two curves are similar since their relation
is linear.

A.4. Mechano-Electrical Feedback
For the electrical source term FΦ

m , its tangent terms with respect
to AP and deformation are:

∂ΦF
Φ
m =−ϑGs (λ− 1) , dCF

Φ= 1
2ϑGs (Φs −Φ)λ−1f 0 ⊗ f 0.

(A19)
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FIGURE A1 | Left: parameter study for rat electrophysiology AP (solid) and recovery variable (dashed); Right: evolution of normalized AP φ and recovery variable 0.5r

over normalized time t̄. Parameters α = 0.01, γ = 0.002, β = 0.55, c = 8, µ1 = 0.2 and µ2 = 0.3 and an external excitation I = 30 at t̄ = 30 to trigger cardiac cells.

FIGURE A2 | Left: phase plane; the nullclines f̄ r and f̄φ (dashed lines) are functions of φ and t̄ and guide all the solution trajectories (solid lines) to the equilibrium point

from different starting points (•); Right: Active fiber tension Tact (Φ). Parameters: ǫ0 = 0.1 ms−1, ǫ∞ = 1.0 ms−1, Φ̃ = 0.0 mV, ξ = 0.5 mV−1, kT = 0.40 kPa and

Φr = −80 mV. Electrical characteristics as in Figure A1.

A.5. Material Parameters

TABLE A1 | Material parameters for simulation of rat cardiac muscles.

Mechanical

Passive stress (TIC) λ = 0.5 MPa, µ = 0.2 MPa, η = 0.1 MPa (Göktepe and Kuhl, 2009)

Active stress kT = 0.005 MPa mV−1, Φr = −80 mV

Passive stress (TII) µ = 0.5 MPa, η = 0.2 MPa, κ=104 kPa (model fit)

Active stress kT = 0.005 MPa mV−1, Φr = −80 mV

Passive stress (HO) a = 0.144 kPa, b = 9.758 [-], af = 9.664 kPa, (model fit)

bf = 14.791 [-], as = 1.687 kPa, bs = 7.336 [-],

afs = 0.209 kPa, bfs = 11.089 [-], κ=104kPa

Active stress kT = 0.49 kPa mV−1, Φr = −80 mV, νff = 1.0, νss = 0.0 (Niederer et al., 2009)

Switch function ǫ0 = 0.1 mV−1, ǫ∞ = 1.0 mV−1 (Göktepe and Kuhl, 2010)

ξ = 1.0 mV−1, Φ̃ = 0 mV

Electrical

Conduction diso = 0.1 mm2/mm−1, dani = 0.3 mm2/ms−1

Excitation α = 0.01 [-], β = 0.55 [-], c = 8 [-] (parameter study)

γ = 0.002 [-], µ1 = 0.2 [-], µ2 = 0.3 [-],

Gs = 10 [-], φs = 0.6 [-]

Conversion kφ = 100 mV, δφ = 80 mV, kt = 12.9 ms (Aliev and Panfilov, 1996)
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