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Earth’s atmosphere and oceans play individual and interconnected roles in regulating 
climate and the hydrological system, supporting organisms and ecosystems, and 
contributing to the well-being of human communities and economies. Recognizing 
the importance of these two geophysical fluids, NASA designed the Plankton, Aerosol, 
Cloud and ocean Ecosystems (PACE) mission to bring cutting edge technology to 
space borne measurements of the atmosphere and ocean. PACE will carry the Ocean 
Color Instrument (OCI), a radiometer with hyperspectral capability from the ultraviolet 
through the near-infrared, plus eight discreet shortwave infrared bands. Thus, OCI 
will measure the broadest solar spectrum of any NASA instrument, to date. PACE’s 
second instrument will be a Multi-Angle Polarimeter (MAP). MAP will be NASA’s first 
imaging polarimeter on board a comprehensive Earth science mission.

These instruments bring new capability to the science community, but also new 
challenges. Fundamentals, such as basic radiative transfer models, require review, 
enhancements and benchmarking in order to meet the needs of the atmosphere-
ocean communities in the PACE era. Both OCI and MAP will bring opportunities 
to continue heritage climate data records of aerosols and clouds and to advance 
characterization of these atmospheric constituents with new macrophysical and 
microphysical parameters. The ability to better characterize atmospheric constituents 
is a necessity to better separate ocean and atmosphere signals in order to fully realize 
the potential of PACE measurements for oceanic observations. Atmospheric correction 
in the PACE era must address the expanded wavelength range and resolution of OCI 
images, requiring new approaches that go beyond heritage algorithms.

This Research Topic encompasses fundamental radiative transfer studies, with 
application to the atmosphere, ocean or coupled atmosphere-ocean system. It 
includes remote sensing of aerosols, clouds and trace gases, over ocean or over land, 
but with particular focus on algorithms that take advantage of OCI’s new capabilities 
or multi-angle polarimetry. The Research Topic embraces studies of atmospheric 
correction over ocean including addressing issues of aerosols, cloud masking, foam, 
bubbles, ice etc., as well as ocean bio-optics and biogeochemical studies taking 
advantage of the PACE and polarization spectral capabilities.
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Breaking waves are highly reflective features on the sea surface that change the

spectral properties of the ocean surface in both magnitude and spectral shape. Here,

hyperspectral reflectance measurements of whitecaps from 400 to 2,500 nm were taken

in Long Island Sound, USA of natural and manufactured breaking waves to explore

new methods to estimate whitecap contributions to ocean color imagery. Whitecap

reflectance was on average ∼40% in visible wavelengths and decreased significantly

into the near infrared and shortwave infrared following published trends. The spectral

shape was well-characterized by a third order polynomial function of liquid water

absorption that can be incorporated into coupled ocean-atmospheric models and

spectral optimization routines. Localized troughs in whitecap reflectance correspond

to peaks in liquid water absorption and depths of the troughs are correlated to the

amount and intensity of the breaking waves. Specifically, baseline-corrected band depths

at 980 and 1,200 nm explained 77 and 90% of the whitecap-enhanced reflectance

on a logarithmic scale, respectively. Including these wavebands into future ocean

color sensors could potentially provide new tools to estimate whitecap contributions

to reflectance more accurately than with wind speed. An effective whitecap factor

was defined as the optical enhancements within a pixel due to whitecaps and foam

independent of spatial scale. A simple mixed-pixel model of whitecap and background

reflectance explained as much of the variability in measured reflectance as more complex

models incorporating semi-transparent layers of foam. Using an example atmosphere,

enhanced radiance from whitecaps was detectable at the top of the atmosphere and a

multiple regression of at-sensor radiance at 880, 1,038, 1,250, and 1,615 nm explained

99% of the variability in whitecap factor. A proposed model of whitecap-free reflectance

includes contributions from water-leaving radiance, glint, and diffuse reflected skylight.

The epsilon ratio at 753 and 869 nm commonly used for aerosol model selection is nearly

invariant with whitecap factor compared to the ratio at shortwave infrared bands. While

more validation data is needed, this research suggests several promising avenues to

retrieve estimates of the whitecap reflectance and to use ocean color to further elucidate

the physics of wave breaking and gas exchange.

Keywords: whitecap, hyperspectral, foam, reflectance, ocean color, sea surface, atmospheric correction
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INTRODUCTION

Breaking wind-waves or whitecaps are highly reflective features
on the sea surface that change the spectral properties of the ocean
surface in both magnitude and spectral shape. Whitecaps are
weakly absorbing, highly light-scattering media (Kokhanovsky,
2004). At wind speeds of around 3m s−1 and higher, waves can
break and entrain air in the water which subsequently breaks up
into bubbles which rise to the surface (Thorpe, 1982; Monahan
and O’Muircheartaigh, 1986). The presence of breaking waves or
whitecaps serves to significantly enhance the reflectance of the sea
surface measured by aircraft or satellites. Since the seminal work
by Gordon andWang (1994), atmospheric correction approaches
for ocean color imagery have included models to account for
elevated reflectance of whitecaps. This study builds off of the
research from the last few decades to provide new insights into
hyperspectral approaches for estimating whitecap contributions
for satellites of varying spatial resolutions.

The amount of whitecaps on the sea surface is commonly
characterized as a fractional coverage of the sea with actively
breaking waves. The fractional whitecap coverage is relatively
small across the global ocean (<1%), but can be up to 10% in
very active seas (Zhao and Toba, 2001; Brumer et al., 2017). This
fractional component includes Stage A whitecap representing
the actively breaking wave or bright white portion of the wave
(Monahan, 1993). Elevated reflectance also occurs due to the
residual plume of foam and subsurface bubbles that is referred
to as a Stage B whitecap. Differentiating between these two stages
is challenging and it is unclear as to how much of the Stage B
plume is included in different methods of estimating whitecap
fraction. With image analysis methods, the foam portion of Stage
B is generally included in the estimate of whitecap fraction, but
elevated reflectance from the submerged bubble plume is not
often visible in photography (Brumer et al., 2017). A recent study
taken in high wind conditions of the Southern Ocean suggests
fractional whitecap coverage retrievals from a radiometer were
consistently higher than estimates from high-resolution digital
photographs due to the enhanced sensitivity of the radiometer
and the ability to detect more of the decaying bubble plume area
(Randolph et al., 2017).

The use of a whitecap fraction is appropriate for sensors with
a 1-km pixel, which is the footprint of most ocean color missions
like the proposed hyperspectral mission PACE. However, higher
spatial resolution satellites have smaller pixels ranging from
30m down to 1m that can resolve individual whitecap features.
For example, the proposed hyperspectral missions Enmap and
HyspIRI aim to have 30-m pixel resolution (Guanter et al., 2015;
Lee et al., 2015). Hence, the fraction of whitecaps within a pixel
can bemuch higher than the average fractional whitecap coverage
and can vary from 0 to 1 within a given scene. For example, a
pan-sharpened Landsat-8 image (15-m pixels) off the coast of
Normandy where winds were 12.5m s−1 illustrates how ocean
swell and the contribution of breaking waves can vary on a pixel-
by-pixel basis (Figure 1A). The imagery also highlights how the
impact of a ship wake, observed as the larger “white” feature
centered in the image, can also impact the observed ocean color
in high resolution imagery (Vanhellemont and Ruddick, 2014).

FIGURE 1 | (A) Pseudo-true color image from a 15-m pan

sharpened Landsat-8 OLI image from the coast of Normandy with winds

estimated at 12.5m s−1 illustrating whitecap features and a boat wake. (B)

Estimate of the average whitecap fraction for 2006 calculated from a

parameterization of wind speed and satellite-derived whitecap fraction from

microwave brightness temperature. Modified from Albert et al. (2016) with

permission from M. Anguelova.

Some of the first measurements of whitecap reflectance were
made in the 1980’s (Whitlock et al., 1982; Koepke, 1984).
While most optical studies dealing with whitecaps and bubbles
focus on the visible and near infrared (NIR) wavelengths,
limited studies suggest that whitecaps can reflect significantly
in the short wave infrared (SWIR) and would interfere with
atmospheric correction routines that use SWIR bands (e.g.,
1,240 and 1,640 nm) (Whitlock et al., 1982; Frouin et al., 1996;
Wright et al., 2012). The reflectance of whitecaps has been
modeled using parameterizations of the absorption coefficient
of water (Whitlock et al., 1982; Kokhanovsky, 2004). However,
as discussed further in this contribution, there were errors in
the Whitlock et al. (1982) study, including the water absorption
values used in visible wavelengths and the reflectance standard,
that make these values inaccurate.

Although technically not a constituent of the atmosphere,
corrections for whitecaps, foam, and bubbles are included in the
current atmospheric correction routines. Whitecap reflectance
is often modeled using an empirical cubic relationship to wind
speed and an approximate reflectance value for an individual
whitecap (Gordon and Wang, 1994; Ahn et al., 2012). However,
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such models are overly simplistic and presume that whitecap
coverage at an individual daily pixel can be estimated as a
simple function of wind speed throughout the world ocean. As
shown in many different studies (Anguelova and Webster, 2006;
Brumer et al., 2017), instantaneous whitecap coverage can vary
by several orders of magnitude at the same wind speed. The
fraction of whitecaps can be influenced by the fetch and duration
and the wind, water temperature, air temperature and stability
of the lower atmosphere defined by the air/water temperature
differential, salinity, current shear, and long wave interaction,
wave age, and the presence of surfactants such as organic films
(reviewed in Scanlon and Ward, 2016). “At different locations
in the world ocean, various environmental and meteorological
factors act in concert but with different strengths and form a
composite effect that either enhances or suppresses the effect of
wind alone” (Anguelova and Webster, 2006). Hence, any wind
speed parameterization of whitecaps is meant to be climatological
rather than instantaneous.

Whitecaps on the sea surface are relevant to air-sea gas
exchange, generation of sea spray aerosols and the climate
cycle (Blanchard, 1985; Asher andWanninkhof, 1998; Monahan,
2008). They are especially critical in retrieving accurate ocean
color in regions like the Southern Ocean which are characterized
by persistent high winds and breaking waves (Figure 1B). Here,
new measurements are presented of natural and manufactured
whitecaps and foam from the ultraviolet through the shortwave
infrared. These data are used to address whether whitecaps
can be well-approximated in shape and magnitude by an
average whitecap reflectance, what parameterizations can be
used to model mixed pixels of varying fractions of whitecaps,
and whether more accurate algorithms can be developed to
approximate whitecap reflectance for hyperspectral remote
sensing applications based on themeasured spectrum itself rather
than ancillary wind speed.

METHODS

The experiments were conducted in Long Island Sound in
surface waters near the University of Connecticut Avery Point
campus, U.S.A. Sampling included the region known as the
Race which spans 5.6 km between Fishers Island and Little Gull
Island and serves as the main entrance into Long Island Sound
(41◦14′36.6′′N 72◦2′49.2′′W). This region is known for a large
rip line and large waves due to the depth range from 15 to
75m coupled with the massive water exchange in and out of
Long Island Sound. The water color in this region is peaked in
green wavelengths and there are higher amounts of suspended
material causing higher backscattered light compared to many
other regions of the world ocean (Aurin et al., 2010; Aurin and
Dierssen, 2012). However, the waters are not considered turbid
(total suspended matter <2 g m−3) and water-leaving reflectance
is negligible in NIR and SWIR wavelengths.

Data Collection
Whitecap reflectance was measured using a PANalytical Boulder
ASD FieldSpec 4 spectroradiometer with a wavelength range
from 350 to 2,500 nm interpolated to a 1 nm resolution under

ambient sunlight during clear sky conditions. The sensor was
equipped with an 8.5◦ fore-optic and was optimized for the
light field with dark current. The sensor was pointed to a 99%
white Spectralon plaque held horizontally to the sea surface
at a distance of ∼2 cm from the plaque. The plaque was held
in a relative azimuth orientation toward the sun to avoid user
shading on the measurement. The plaque measurement provided
an estimate of downwelling irradiance during the experiment
and was taken periodically to normalize the measurement as
described further below. After the measurement was taken
over Spectralon, the sensor was extended over the target at
∼0.5–1.5m above the sea surface depending on the size of
the swell and motion of the boat at an azimuth angle of
∼145◦ from the sun to minimize sun glint. This translates to
a field of view covering a 7.5–22-cm diameter circle on the
sea surface.

For the natural breaking waves, measurements were made
from the side of the R/V Lowell Weicker on 19 January 2016
pointing with a heading into the wind in order to maintain
position with the wave field. On this day, wind speed varied from
10 to 12m s−1 measured at 3m height at the Eastern Sound Buoy
in Long Island Sound (41◦ 15.48′N, 72◦ 04.00′W) and significant
wave heights estimated to be 1.5–2m using measurements from
the Central Sound Buoy (lisicos.uconn.edu). The background
reflectance followed standard NASA protocols where 5-replicates
were taken of a sequence of measurements from a 12% spectralon
reference panel, water, and sky while maintaining a 45◦ zenith
angle of the sensor. The sensor was positioned at an azimuth
angle of ∼145◦ from the sun to minimize sun glint. Whitecap
measurements were taken in a time-seriesmode at 8ms over a 20-
min interval with the radiometer pointing down at a nadir angle
at the sea surface for roughly 75,000 samples. Measurements were
taken of the 99% spectralon reference panel at the beginning and
end of sampling and after every whitecap event in an azimuthal
angle facing the sun with the sensor at a nadir angle to the
plaque. The time series of measurements taken over rolling
breakers were considered to be spectral mixtures of whitecap,
foam and undisturbed water. Four different breaking events
were measured with varying intensities and contributions of
breaking waves.

Measurements were also taken over manufactured breaking
waves and foam from various sources including boat wakes
and an outflow pipe. During these experiments, the field of
view of the sensors was focused on the breaking feature and
these measurements are considered to be spectral endmembers
of breaking waves/foam without undisturbed water. Forward
motion of the 23-m long R/V Connecticut produced a boat wake
with a large breaking wave on the side of the ship on 29 June
2017 16:01–16:15 UTC at Race Point Long Island Sound (41◦

14.62′N, 72◦ 02.52′W) with clear skies and a 20◦ solar zenith
angle. In addition, measurements were taken of the boat wake
and multiple layers of foam produced by circular motion of a
small Carolina Skiff on 25 June 2015. Measurements were also
taken of layers of foam produced on the sea surface by an outflow
pipe from the high-flow pressurized seawater distribution system
at the Rankin Seawater Laboratory, University of Connecticut 27
January 2015.
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Data Analysis
Lambertian-equivalent reflectance of the sea surface was
calculated as ratio of the measurement obtained of a breaking
wave and measurement of the lambertian Spectralon plaque.
Normalization was conducted using a recent calibration of the
white plaque which varied from 97% in ultraviolet, 99% in visible,
and 93% reflective in SWIR wavelengths out to 2,500 nm. No
corrections were conducted for reflection of glint or skylight from
the sea surface when estimating the reflectance from background
water or water enhanced by foam and whitecaps. From a satellite
perspective, the removal of sun/sky glint is a separate step from
removing whitecap reflectance. Hence, the methods developed
here included the sun/sky glint in the background reflectance in
order to differentiate the contribution from the whitecap signal
from the remaining signal.

Reflectance from breaking waves, foam, and bubbles is treated
with different methods in the literature and these different
methods are considered in the results section. Because whitecaps
are so bright, the signal is commonly thought to dwarf the
contributions from water-leaving radiance and reflected skylight
or glint and is treated as a “white” patch on the sea surface.
For atmospheric correction approaches, the estimated whitecap
reflectance is generally considered invariant of the water-leaving
signal, sky conditions, and wind speed (Gordon and Wang,
1994). Whitecaps, and particularly bubble plumes, can also be
treated as an augmentation above a background reflectance
(Moore et al., 2000). The total reflectance (Rt) is considered
to be the background water-leaving reflectance (Rb) plus some
additional amount due to whitecaps (Raug), such that:

Raug = Rt − Rb (1)

A recent study defined an “augmented reflectance ratio” as
the fractional augmentation of a whitecap above a background
reflectance (Xu et al., 2015). This definition is not used in
this manuscript because it is felt that an augmentation ratio
does not properly reflect the physics of the system. A more
nuanced approach is to treat whitecaps as a two-layered system
where a semi-transparent layer of foam and bubbles overlays a
background water reflectance (Frouin et al., 1996), as described
further in the results. Radiative transfer modeling based on the
theoretical work of Kokhanovsky (2004) and Zege et al. (2006) is
presented in the Results. Radiative modeling of whitecaps bridges
the measured reflectance to the optical properties of foam.

Whitecap measurements were compared to the absorption
coefficient of seawater, aw . The aw (m−1) used in this analysis
were calculated for standard ranges of salinity (30–34 ppt) and
temperature (0–20◦C) encountered in the world ocean using
the Water Optical Properties Processor (Rottgers et al., 2011).
Differences in aw with temperature and salinity are insignificant
to the results presented here out to 2,500 nm, but water properties
of 20◦C 34 ppt are used for analyses.

Propagation of Sea Spectral Reflectance
to the Top of the Atmosphere
Sea surface reflectance is converted to radiance and propagated
through the atmosphere to estimate the radiance due to

mixed pixels of whitecaps and background at the satellite.
First, the reflectance is converted from water-leaving reflectance
(Rw =Eu(0

+)/Ed(0
+)) to an estimate of the upwelling radiance

leaving the sea surface in the nadir direction, Lw (note that
this definition includes mixed pixels of radiance from foam
and bubbles, as well as water-leaving radiance and sea surface
reflected diffuse and direct irradiance). This conversion is
conducted assuming the sea surface reflectance is lambertian
and the downwelling irradiance reaching the sea surface can be
approximated by the solar constant, Fo, adjusted by the cosine of
the solar zenith angle (θs), the transmission of diffuse irradiance
between the sun and earth, tds, and the mean distance between
the Sun and Earth, fs, such that for each wavelength:

Eu
(

0+
)

= Lw π (2)

Ed
(

0+
)

= F0 cos (θs) tdsfs (3)

Lw = Rw F0 cos (θs) tdsfs/π (4)

Finally, this estimate of radiance at the sea surface is attenuated by
the intervening atmosphere according to the diffuse transmission
factor in the direction of the satellite, tdv. For purposes of
this investigation, an experimental atmosphere was used to
investigate whether the water impacted by different amounts
of foam and whitecap could be detected with an intervening
atmosphere containing water vapor and other constituents that
could obscure the signal. Hence, experimental values of at-
sensor radiance due to Rayleigh scattering (Lr) and aerosols
(La) were added to the spectra to create a typical top of the
atmosphere radiance spectrum (LTOA). An atmosphere typical
to the MOBY buoy (157◦11′36′′W, 20◦49′07′′N) was used with
a solar zenith angle of 42◦, humidity of 72.8%, water vapor
of 1.737 g cm−2, and pressure of 1,015.19mb. No sun glint
contribution is considered at TOA because the direct and diffuse
reflected skylight was included in the fieldmeasurements of water
reflectance and propagated through the atmosphere with Lw. This
approach neglects any atmospheric effects that may occur due
to enhanced reflectance of the sea surface from whitecaps and
aerosol-molecular coupling.

The observed epsilon, ε
obs, is used to assess spectral

dependence of aerosols from the TOA radiance and is estimated
here for water surfaces with different levels of foam. The observed
aerosol reflectance for a given wavelength Robsa (λ) was estimated
as the difference between the total and Rayleigh radiance
components adjusted by an estimate of downwelling irradiance
using Fo(λ), such that:

Ra
obs =

(LTOA − Lr) π

Focos(θs)
(5)

The ratio of this parameter with different combinations of
wavebands provides the ε

obs as:

εobs =
Ra

obs(λ1)

Ra
obs(λ2)

(6)

The Lw contribution is presumed to be 0 in NIR and SWIR
wavelengths rather than running a bio-optical model to estimate
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the contribution of Lw(NIR) (Bailey et al., 2010). The addition
of whitecaps, however, could impact the radiance at 670 nm
and implementation of the bio-optical model. The wavelengths
used to estimate this parameter are typically from the MODIS
Ocean Color Sensor 748, 869, 1,240, 1,640, and 2,130 nm (Wang
and Shi, 2007). Here the analysis was conducted with 753, 869,
1,253, 1,617, and 2,132 nm, similar to the bands proposed for the
PACE mission.

Statistical Analyses
Arithmetic means were calculated and shown with plus or minus
the standard deviation. The average spectral whitecap model was
developed using a dataset of measured bright white foam data.
This average spectrum was used to model the fractional whitecap
coverage from a different dataset of field measurements of mixed
pixels of whitecap, foam, and background.

Performance of various models to retrieve the whitecap
fraction of mixed pixels were considered using mean average
error (MAE), mean average percent error (MAPE), coefficient
of variation, bias, and R2 and slope (Seegers et al., 2018).
These metrics were done in logarithmic space and are reported
transformed back from logarithmic space, since whitecap fraction
followed a lognormal distribution. Bootstrapping was not
conducted for the proposed algorithms using the mixed pixel
dataset, as the data was collected over similar water types and the
number of data points was considered too limited to divide into
algorithm development and validation subsets.

The whitecap reflectance spectrum was fit to water absorption
with nonlinear regression using least squares. A p < 0.05 is
considered to be statistically significant. For the radiative transfer
and fractional whitecap estimates, model parameters were fit to
the data with a non-linear regression function using least squares
estimation. Spectral weights were not applied, but the spectrum
was constrained between 400 and 1,800 nm. For some of the
spectral matching modeling, the parameter fits were constrained
within a range of realistic values (e.g., 0–1 for whitecap factor).
Reflectance of mixed pixels measured from 1800 to 2,500 nm
had low signal to noise and were excluded in the spectral
fitting analysis.

RESULTS AND DISCUSSION

The results and discussion are divided into a section presenting
the new whitecap measurements and comparisons to historic
data followed by sections focused on different parameterizations
and algorithms to estimate whitecap fraction using spectral
reflectance.

Natural Breaking Waves
Whitecap reflectance varies depending on the layers of foam
on the sea surface and the amount of submerged bubbles.
Examples of reflectance measured with different manifestations
of whitecap, foam and bubbles from Long Island Sound are
shown in Figure 2A. These examples and their corresponding
pictures illustrate how the highest reflectance across the spectrum
occurs with multiple layers of foam at the sea surface from a wave
breaking (Figure 2A, magenta). The color in visible wavelengths

can be nearly spectrally flat or “white” with high reflectance
∼0.50 for Stage A whitecaps with many layers of foam, and is
considerably higher than background (black line). The spectrum
decreases into the NIR and SWIR wavelengths with several
apparent peaks and troughs. Gaps in the spectrum centered at
1.5 and 1.9µm occur in regions where the atmosphere is highly
absorbing and downwelling irradiance is too low for ameasurable
signal in the field.

High reflectance can also occur when considerable amounts
of bubbles are produced at depth (Figure 2A, green lines). In
comparison to breaking waves, however, the spectral shape in
visible wavelengths is different likely due to multiple scattering
within the water. The waters of Long Island Sound have
considerable blue-absorbing colored dissolved organic matter
and detritus causing waters with submerged bubbles to be less
“white” in visible wavelengths and have a more green-peaked
reflectance spectrum (Figure 2A, green lines). The spectra
appear as amplifications of the background water reflectance
(Stramski and Tegowski, 2001). However, these spectra from
deep bubbles produced from a submerged engine are not
necessarily representative of normal surface wave breaking and
are not considered further in this analysis.

Reflectance of thin layers of foam and residual bubble plumes
diminish with similar spectral shapes to the breaking waves
(blue lines, Figure 2A). Of note, our field measurements of thin
foam produced by whitecaps had∼18% reflectance in the visible
wavelengths was nearly equivalent to 22% in visible wavelengths
used as an average whitecap reflectance in current atmospheric
correction algorithms. This value was estimated by Koepke
(1984) who showed that reflectance varied from 20 to 55% upon
initial wave breaking to 3–10% after 10 s and an time-averaged
effective reflectance of whitecaps of 22% was derived. However,
there is considerable uncertainty in those values because a
radiometer was not used to measure reflectance but rather a
measure of film density was used assuming that the maximum
reflectance was 55% (Whitlock et al., 1982) and presuming
background water reflectance was equal to Fresnel reflectance
of sun glint. Moreover, simply averaging the reflectance over
the time-course of a breaking wave may not accurately reflect
the physics of wave breaking. The spectral shape of the wave
can change as the wave transitions to Stage B with more bubble
plumes andmore of the underlying water color contributes to the
color (Moore et al., 2000).

Our measurements of both natural and manufactured foam
are compared to other published measurements of spectral
reflectance. Past studies reveal considerable variability in
whitecap reflectance varying from 75 to 40% in the visible
wavelengths (Figure 2B). Many of the past measurements were
conducted with multi-spectral instruments that covered discreet
bands within the visible and near-infrared (NIR). Frouin et al.
(1996) studied the visible and NIR of sea foam found in
the turbulent surf zone. As shown in Figure 2B, sea foam
reflectance was found to monotonically decrease into the near
infrared wavelengths due to enhanced water absorption in these
wavelengths decreasing by 40% at 850 nm, 50% at 1020 nm, and
85% at 1650 nm (Frouin et al., 1996). Measurements by Moore
et al. (1998) of foam produced by the bow of a large ship have

Frontiers in Earth Science | www.frontiersin.org 5 February 2019 | Volume 7 | Article 148

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Dierssen Whitecap Reflectance

FIGURE 2 | (A) Select examples of manufactured whitecap reflectance and the associated pictures of the sea surface. (B) Historic whitecap reflectance measured

over the last 25 years from an indoor tank (Whitlock et al., 1982), bow wake from a research vessel (Moore et al., 2000) and natural breaking in the surf zone (Frouin

et al., 1996). The Whitlock et al. (1982) spectrum was modeled using the published relationship to absorption by waters spectrum for wavelengths >800 nm (black

line) and corrected for the reflectivity of the barium sulfate standard (dashed black line). (C) Reflectance measured in Long Island Sound, USA of intense wave

breaking from a ship bow (cyan) and mixed pixels of natural waves breaking (blue) in relationship to published studies. Average whitecap reflectance is shown as the

thick black line overlying the cyan measurements with ±1 standard deviation.

higher reflectance values (50–75%) and a more green-peaked
spectrum in visible wavelengths. However, a similar decay in
reflectance out to 860 nm near infrared wavelengths was found
by Moore et al. (1998), as well as a decrease at 670 nm compared
to blue-green wavelengths. These peaked spectra are closer to the
ones produced by deep submerged bubbles in Figure 2A and this
may be a result of the type of foam and deeper bubbles produced
by the wake of a large ship.

Whitlock et al. (1982) was the first to measure the full
spectral reflectance of different layers of foam from 350 to
2700 nm. The reflectance profiles are generally spectrally flat

in visible wavelengths with a maximum of 60% and higher
reflectance into the NIR and SWIR than observed in other
studies (Whitlock et al., 1982). Reflectance from 500 to 800 nm
shown in Figure 2B (black line) are from Whitlock et al.
(1982 Figure 2A) and derived from the polynomial fit with
absorption by water at wavelengths >800 nm (Whitlock et al.,
1982, Equation 1). Whitlock et al. (1982) also found a strong
relationship between the absorption by pure water at >800 nm
and the measured whitecap spectrum and noted reflectance
minima at 1,500 and 1,900 nm that correspond to absorption
peaks of clean water. A fourth order polynomial model was
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developed to model the whitecap reflectance from absorption
by water. A similar approach was used in this study, as
developed below.

While the work was seminal, several problems are evident
in the Whitlock et al. (1982) study. First, the values of water
absorption from 400 to 800 nm, shown in Figure 2B of Whitlock
et al. (1982), are roughly an order of magnitude higher than
the cited values (Smith and Baker, 1981). This could explain
why the polynomial model of Whitlock does not extend into
visible wavelengths. Secondly, the values are quite high in NIR
and SWIR compared to other datasets. A reference standard of
barium sulfate (EASTMAN 6080 paint) reference surface was
used and reported to have 94–99% reflectivity out to 2,000 nm
with no correction. While this non-luminescent coating yields
reflectance values of 95–98% over the wavelength region from
300 to 1,200 nm, it is spectrally varying from 60 to 80% out
to 2,500 nm. Hence, the Whitlock et al. (1982) values are
too high and these were “corrected” based on the estimated
spectral reflectance of this coating (Figures 2B,C dotted line),
although the amount and condition of the coating are not
known. However, even with this correction, the Whitlock values
are much higher in the NIR and SWIR compared to field
measurements made in natural seawater, which could also be due
to artifacts in the tank setup that lead to further uncertainty in
the NIR and SWIR values of Whitlock et al. (1982).

Two different datasets are provided in Figure 2C and
compared to the Whitlock and Frouin measurements. The blue
lines in Figure 2C represent measurements of mixed pixels of
naturally produced foam, bubbles and background water from
rolling breakers obtained close to the water surface from a small
boat. The cyan lines represent a compilation of measurements
made over bright thick foam at the sea surface mostly generated
from a boat wake produced by the shallow-draft 11-m long R/V
Lowell Weicker. These waves have considerably larger reflectance
than the 22% average used in the standard algorithm for average
open ocean waves and average reflectance of ∼40% in visible
wavelengths. Reflectance dips are prominent particularly at 750,
980, and 1,150 nm which have enhanced liquid water absorption,
a result of multiple scattering in and around the bubbles and
foam. The cyan lines tend to follow the range measured by
Frouin et al. (1996) despite the fact that the measurements were
taken over very different types of water and generated foam (i.e.,
Long Island Sound vs. San Diego surf zone). A mean from our
spectrum is highlighted in the thick blue line (Figure 2C) and
reveals a similar decay in NIR wavelengths to Frouin et al. (1996)
but with more spectral features in the NIR and SWIR.

Model of Average Whitecap Reflectance
From Water Absorption
Similar to the approach followed by Whitlock et al. (1982),
we modeled the average whitecap spectrum (Figure 2C thick
black line) using a polynomial fit to water absorption. The
relationship between liquid water absorption and whitecap
reflectance is predicted from visible to SWIR wavelengths. The
high reflectance corresponds to lowwater absorption primarily in
visible wavelengths and the low reflectance corresponds to high

water absorption in NIR and SWIR. A second order polynomial
fit to the data explains much of the inverse relationship
(Figure 3A, R2 = 0.975), but misses the complexity of the shape.
A simple third order polynomial on the log-transformed water
absorption is a near match to the average whitecap reflectance
spectrum across the visible to SWIR wavelengths (Figure 3B):

Rf = 0.47x3 − 1.62x2 + 8.66x+ 31.81 (7)

where: x = log (aw)

For wavelengths <400 nm, there is a slightly lower reflectance
spectrum than that predicted by water absorption (Figure 3B).
This is likely due to absorbing constituents within the water
like colored dissolved organic matter and more investigation
is needed to accurately explore whitecap reflectance in the
ultraviolet wavelengths.

The whitecap reflectance reveals troughs that occur in local
liquid absorption maxima evident in the water absorption
spectrum (Figure 4). These troughs are centered around 600, 756,
970, 1,198, 1,448, and 1,932 nm and are specific to water in the
liquid form, as the maxima shift when water is in solid or vapor
form. For example, the snow community uses the shift from
1,030 nm of the imaginary index of refraction (i.e., absorption)
of pure ice to 970 nm for liquid water in algorithms to estimate
the liquid water content of melting snow (Green et al., 2002).
This same absorption feature is shifted to 940 nm for water vapor
and is often a channel used for estimating perceptible water vapor
and other atmospheric remote sensing applications (Ningombam
et al., 2016; Ibrahim et al., 2018). Hence, the liquid absorption
features detectable in the whitecap reflectance measured at the
sea surface may wholly or in part be obscured by water found in
various forms in the atmosphere due to the close and overlapping
absorption bands of water in its various forms (see analysis in
Section Whitecap Modeling for the PACE sensor below).

Radiative Transfer Modeling of Whitecaps
The close relationship between whitecaps and liquid water
absorption implies that these can be tied within the theoretical
framework of radiative transfer modeling. Indeed whitecaps
belong to a broad class of strongly multiple-scattering media
where the volumetric concentration of bubbles is >70%
(Kokhanovsky, 2004). Radiative transfer modeling typically
applies to media with a low concentration of scatterers (<1% by
volume), but progress has been made in the development of the
phenomenological optics of whitecaps (Kokhanovsky, 2004; Ma
et al., 2015). Zege et al. (1991) provide a radiative transfer model
of closely packed optical foam. Kokhanovsky (2004) furthered
this work to provide a simple model semi-infinite foam, but
notes this can extend to the case of finite foamed media having a
large optical thickness (which is similar to a whitecap). Whitecap
reflectance has been related to the liquid bulk water absorption
(aw), the reflectance function for a single scattering albedo of
1 (i.e., a non-absorbing media) (Ro), and a spectrally neutral
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FIGURE 3 | Relationship between absorption by seawater on a logarithmic scale (Rottgers et al., 2011) and the average whitecap reflectance measured here fit with a

(A) second order and (B) third order polynomial.

FIGURE 4 | (A) Average whitecap reflectance measured for intense breaking waves with ± 1 standard deviation reveals local reflectance troughs corresponding to (B)

Local maxima in liquid water absorption (Rottgers et al., 2011).

constant (h) through the following relationship valid for a semi-
infinite foam layer (Kokhanovsky, 2004):

R = Ro exp
(

−
√

awh
)

(8)

h = Q2B
2
d
√
l (9)

The values for b and Ro can be fit to experimental data
or solved based on the physics using the liquid fraction
(l), the average diameter of the bubbles (d), the constant
B related to the real part of the index of refraction of
liquid water, and Q related to the illumination conditions and
observation geometry.
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FIGURE 5 | Radiative transfer theory of whitecaps (Kokhanovsky, 2004) was

modified from the high published values (blue line) to fit the average whitecap

reflectance (black line) by tuning the parameters in Equation 8. The best fit

(dotted red line) had an Ro=0.36 with a spectrally neutral constant b of

10.3mm that translates to an equivalent water thickness of ∼0.01mm and a

mean bubble size range from 0.16 to 1mm.

However, more research is needed to fully interpret these
parameters in the scope of breaking waves and foam on the sea
surface. Kokhanovsky (2004) was able to match the Whitlock
et al. (1982) spectrum at wavelengths >800 nm only by adding
a component to water absorption equivalent to 0.000270 µm−1,
three orders of magnitude higher than values found in the ocean
(e.g., ∼0.270 m−1). If typical values of water absorption are used
in Equation (8), then the modeled spectrum is much higher in
magnitude and the water absorption features are much more
dramatic than that of a typical whitecap (Figure 5, blue line). To
achieve the appropriate magnitude of whitecap reflectance, the
Ro parameter can also be tuned to <1.0, which may account for
some loss of energy as light passes through the air-water interface
(Kokhanovsky pers. comm.). If we fit our whitecap spectrum
(Figure 5 black line) with Equation (8) using non-linear least
squares, we arrive at Ro= 0.36 and b = 10.3mm (Figure 5 red
dotted line, R2= 0.97, RMSE= 0.0311).

This h can be deconstructed to estimate the amount of
liquid water and size of bubbles using (Equation 9) above. The
parameter B was assumed to∼2.3 for media similar to whitecaps
following from Kokhanovsky (2004). The parameter Q can be
calculated as follows (Zege et al., 1991):

Q = q (θ) q (θo) /Ro (10)

q (θ) = 3 (1+ 2cos (θ)) /7 (11)

Given an incidence angle of 20◦ equivalent to the solar zenith
angle and a nadir observation angle and presuming Ro is
0.36 (modeled), Q is 4.40 for our measurement. With these
assumptions, we can solve for the equivalent water thickness
(

d
√
l
)

of 0.099mm for our average whitecap reflectance.

FIGURE 6 | High resolution cross-section of a breaking wave in a laboratory

setting and the corresponding void fraction measured using an optical fiber

detection probe (Blenkinsopp and Chaplin, 2007). As it is difficult to define the

free surface in a turbulent aerated flow, the 50% void fraction contour is used

to approximate the position of the free surface. Published with permission from

C. Blenkinsopp.

The question arises whether this parameter can be further
decomposed into realistic liquid water content and bubble size
distributions of a breaking wave.

Bubble clouds near the surface may be crudely separated into
short-lived high void-fraction plumes of large bubbles close to
the surface embedded in a more slowly varying low-void fraction
background field of smaller bubbles extending to greater depths
(Melville, 1996). Technology has allowed for better visualizations
of breaking wave processes at small scales within the surface
ocean (Blenkinsopp and Chaplin, 2007, 2011). As highlighted in
Figure 6, modified from Blenkinsopp and Chaplin (2007, 2011),
the fraction of air or “void fraction” is much larger in the above
water whitecap compared to the underlying submerged bubble
plumes. If we infer that the reflectance of the whitecap is largely
from the above-water portion of bubbles, the void fractions
range from 60 to 99%. The liquid water fraction is the non-
air fraction and would then range from ∼1 to 40% (Melville,
1996; Blenkinsopp and Chaplin, 2007). Using this range for l in
Equation (9), the average bubble diameter, d, contributing to the
measured whitecap reflectance would range from 0.16 to 1mm.

Bubble size distributions are generally measured on the
submerged plume within the water column. They generally
follow a power law distribution (Blenkinsopp and Chaplin, 2010;
Randolph et al., 2014; Deane et al., 2016). However, determining
an average bubble diameter is dependent on the size range of
bubbles under consideration and the technology used to assess
their sizes. For example, acoustics tend to measure a larger
size range than afforded by optical methods (Randolph et al.,
2014). Most of these approaches are designed to measure bubbles
plumes within the water and not surface expressions of foam.
However, the larger range of diameter (1mm) found here is
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consistent with measurements of bubbles sizes in plumes of
breaking waves (e.g., Deane et al., 2016). More experimental
research is needed to further constrain the radiative transfer
model and underlying assumptions. The ultimate objective
would be to use optical measurements of whitecaps from satellites
to further elucidate the physics of wave breaking and gas
exchange under different environmental conditions across the
world ocean.

Estimation of Whitecap Coverage With
Known Background Reflectance
Various components of breaking waves can contribute to the
reflectance (Frouin et al., 1996). The simplest formulation and the
one currently employed by ocean color correction algorithms is
to treat the ocean as amixed pixel where the whitecap component
has a constant reflectance, Rf , and covers a fraction of the sea
surface, A, and the remaining fraction of sea surface is comprised
of a constant backgroundwater-leaving reflectance,Rw, such that:

Rt = ARf + (1− A)Rw (12)

Even though area-weighted averages should be used for
the whitecap and white-cap free areas in atmospheric
correction routines (Gordon, 1997), the (1-A) term is not
explicitly incorporated in retrievals of water-leaving reflectance.
Presumably this introduces little error under most wind regimes
where whitecap fraction, A, is very low and when considering
standard 1-km ocean color pixels that average over a large
ocean footprint. However, as satellite spatial resolution becomes
smaller, the fraction of whitecap within a pixel can become
higher and this error would need to be rectified. The fractional
whitecap coverage in pan-sharpened Landsat or Sentinel 2
images (e.g., Figure 1A) can vary from 0 to nearly 1 within
a given scene. For this modeling, A is derived as a “whitecap
factor” rather than a whitecap fraction since it can be applied to
an individual pixel and has no spatial dependence.

A whitecap can also be treated as semi-transparent where
there is a contribution from the water layer below. Such a two-
layer system can be modeled by the following equation which
considers reflectance from the foam layer and an approximation
of the water layer which has been attenuated by the overlying
foam layer. The optical properties of diffusingmaterials (Duntley,
1942) can be used to consider a layered whitecap system water
the water-leaving reflectance is attenuated by the overlying foam
layer (Frouin et al., 1996), such that:

Rt = A
(

Rf + R
W

(

1− Rf
)2

/
(

1− RWRf
)

)

+ (1− A)Rw (13)

However, it should be noted that the contribution of the water-
leaving radiance is negligible when overlain by a thick surface
foam, as measured here. The utility of this formulation would
only be significant when there is a thin foam and the presumed
Rf is low.

Hence, another way to consider the problem is to
specify separate contributions from thick foam, as well as
a semitransparent thin foam/bubble layer overlying the
background water, which can also contain submerged bubbles,

and potentially submerged bubbles without surface foam (Zege
et al., 2006; Randolph et al., 2014). This would imply a fraction
covered by the opaque whitecaps (A1) and another fraction that
may be covered by semitransparent layer (A2). If we presume
that the thinner foam has the same spectral shape but reduced
magnitude when compared to thick foam (e.g., Figure 2A), then
the thin foam could be written as a fraction, F, of Rf and the
formulation would look like:

Rt = A1Rf + A2

(

FRf + R
W

(

1− FRf
)2

/
(

1− RWFRf
)

)

+ (1− A1 − A2)RW (14)

These 3 different models (Equations 10–12) were tested using
a time series of reflectance measurements made over natural
mixed pixels of background, bubbles, and whitecaps (e.g.,
rolling breakers) (blue lines in Figure 2C). Model parameters
were fit to 88 different spectra using non-linear least squares
to the total reflectance measured between 400 and 1,800 nm
presuming a known background reflectance of water, Rw, and
the average whitecap reflectance from Equation (7) (Figure 4A).
The simplest model was able to capture the spectral shape
from mixed pixels with lots of foam to those just above the
background, as illustrated by a range of selected spectra shown
in Figure 7A. The modeled retrieval of total reflectance showed
good correspondence across all wavelengths (Figure 7B) with
and R2 of 0.96 and a slope of 0.98. The MAPE estimate for each
wavelength (Figure 7C) shows that themodel achieves an average
of 18.5% across the spectrum and 9.0% in visible wavelengths
(400–700 nm). Application of the second model (Equation 13)
which includes a term for semi-transparent whitecap provided
little improvement in fit with an average MAPE of 18.69% and
8.27% in visible wavelengths. As mentioned earlier, this is likely
because the whitecap reflectance is high and the contribution
of the water-leaving radiance is negligible when overlain by a
thick surface foam. The third model (Equation 14) allows for a
thinner foam layer, but has more free parameters to fit (F, A1, and
A2) and unique solutions were difficult to constrain. The model
seemed to overfit either A1 or A2 with either fractions of 0 or 1.0.
Additionally, the complexity of this model did not significantly
improve the fit to the measured spectra and the MAPE was 18.20
and 8.85% in visible wavelengths. Hence, the simplest model
(Equation 13) captured the large range in reflectance frommixed
pixels, particularly at higher whitecap factors. This provides
further evidence that the mixed pixel behaves in a linear manner
and the retrieved effective whitecap factor is able to account for
different thicknesses of foam on the sea surface.

Estimating Whitecap Coverage With
Unknown Background Reflectance
The above exercise illustrates that a simple model is capable of
reproducing the total reflectance from a mixed pixel of foam and
background reflectance using the average whitecap reflectance
spectrum (Equation 7). The retrieved whitecap factor is an
“effective” whitecap coverage that incorporates different levels
of foam and bubbles within the pixel varying from 0.01 to
1. With this parameter, the contribution of whitecaps can be
removed from the mixed pixel in order to retrieve an estimate
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FIGURE 7 | (A) Reflectance measurements of selected mixed pixels (blue

lines) of whitecaps and background reflectance (black line) measured in Long

Island Sound, USA and a modeled fit using the average whitecap reflectance

(Continued)

FIGURE 7 | (Equation 7) and a simple mixed pixel model (Equation 12). The

gray regions highlight spectral bands proposed for the PACE mission. (B)

spectral fit of the mixed pixel model (Equation 12) showing measured and

observed reflectance colored by wavelength for 88 spectra. (C) mean

percentage error and ± 1 standard deviation by wavelength varied from 8% in

visible wavelengths to 20% in shortwave infrared wavelengths.

of the background water-leaving reflectance that is needed for
implementation of ocean color products. In this section, we
consider different algorithms that could be used to retrieve
to the effective whitecap factor assuming that the background
reflectance is not known.

Following from the previous section, an iterative procedure
could be implemented to retrieve both the fractional
whitecap coverage and the background reflectance with
a constant whitecap reflectance by adjusting the shape of
background reflectance and fractional whitecap coverage with
an optimization routine. Constraints could be applied such that
background reflectance is retrieved within the scope of known
water-leaving reflectance shapes. Such an optimization, however,
may be sensitive to other components of atmospheric correction,
such as the choice of aerosol models and removal of diffuse and
direct sea surface reflected solar radiance. Hence, the average
whitecap reflectance (Equation 7) could be straightforwardly
incorporated into existing models that solve both the water and
atmospheric components simultaneously (Stamnes, 2003; Fan
et al., 2017) or atmospheric correction schemes that rely on
spectral matching and optimization (Steinmetz et al., 2011).

Other atmospheric correction algorithms from ocean
color satellites are stepwise and incorporate an independent
determination of the contribution of whitecaps to the total
radiance at the top of the atmosphere (Gordon, 1997; Bailey
et al., 2010; Ibrahim et al., 2018). To assess the parts of the
spectrum most useful for discrimination of whitecap factor, a
correlation matrix was constructed to assess how combinations
of different wavelengths could be used to predict whitecap
factor, A. A Normalized Difference Index (NDI) was used which
is the difference between two wavelengths normalized by the
sum of the wavelengths (Figure 8; Dierssen et al., 2015). The
normalization constrains the index to values between −1 and
1 with 0 indicating no difference and can be used to isolate
narrowband features within a hyperspectral signal. Using this
index, regions of highest correlation are localized in discrete
wavebands and primarily include water absorption bands at
750 nm, 900–980 nm, and 1,100–1,300 nm. Specifically, a higher
effective whitecap factor resulting either from more whitecaps
in a pixel or more intense breaking waves are expressed as
greater reflectance troughs in the liquid water absorption bands
highlighted in Figure 4 (600, 756, 980, 1,198, 1,448 nm).

The initial correlation was done on a linear scale, but a
logarithmic scale is more appropriate given the distribution
of whitecap factor and the radiance values (Figure 9). Areal-
averaged whitecap factors can range over three orders of
magnitude roughly from 0.001 to 0.1 (Brumer et al., 2017).
Using a logarithmic distribution in the correlation analysis
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FIGURE 8 | Correlation matrix of normalized difference index calculated using

pairs of wavelengths from near infrared through the shortwave infrared in

relationship to the derived effective whitecap factor (A) from Equation 12. The

colors represent the correlation coefficients derived on a (A) linear scale with

NDI vs. A; (B) logarithmic scale with log(NDI) vs. log(A). Selected wavelengths

proposed for the PACE mission are highlighted in white.

(Figure 8B), the correlation coefficients are higher and the SWIR
features are more prominent compared to the linear fit. The
amount of reflectance in SWIR bands (1500–1800 nm) is found
to be highly correlated to the whitecap factor with R2 > 0.90
for some combinations of wavebands (Figure 8B). While these
SWIR bands are not specific liquid water absorption features,
the enhanced reflectance in SWIR wavelengths can be important
predictors of whitecap contribution and can potentially interfere
with aerosol and glint atmospheric correction methods (see
Section Whitecap Modeling for the PACE sensor below).

Whitecap Modeling for the PACE Sensor
This analysis focuses on the proposed bands for incorporation
in the PACE OLI sensor which include hyperspectral bands

FIGURE 9 | Histogram of the derived effective whitecap factor (A) from mixed

pixels of natural breaking waves using Equation 12 reveals the logarithmic

distribution of A ranging from −2 to 0 in logarithmic space or 0.01 to 1.

from 350 to 890 nm in 5 nm increments with additional largely
heritageNIR/SWIR bands at 940, 1,038, 1,250, 1,378, 1,615, 2,130,
2,260 nm. The 1,378 nm channel is not included further in this
analysis, because the atmosphere highly attenuates radiance in
this band and reflectance at the sea surface is not measurable
under most conditions. The PACE OLI sensors misses many
of the NIR/SWIR bands related to liquid water absorption
such as features around 980 and 1,200 nm. However, PACE
is poised to be hyperspectral into the NIR and this analysis
shows narrowband information in the 730–800 nm region that
are related to the liquid water absorption features at 756 nm. In
addition, the 1,038 nm band also may provide information on
whitecap, although this region is likely also used for aerosols and
sun glint extrapolations.

If we presume that the sea surface is a mixture of pure
whitecap with whitecap-free background reflectance, then a
simple linear mixing model could be developed to quantify
the depth of the reflectance trough for different liquid water
absorption bands. For the data collected here, the depth of the
trough related to liquid water absorption is related to the derived
whitecap factor for the 980 and 1,200 nm features. A baseline
subtraction approach (also referred to as continuum removed)
has proven to be robust for many environmental remote sensing
applications (Clark, 1999; Dierssen et al., 2015; Khan et al., 2017;
Garaba andDierssen, 2018) and is explored here (Figure 10). The
water absorption features at ∼750 nm is not a robust indicator
when the whitecap factor is low. However, the absorption
features at 980 nm and 1,200 nm are well-correlated to whitecap
factor across several orders of magnitude (0.02–1) and have
little bias and fairly low error (Figure 10). Similar results are
found for a simple band difference algorithm (Table 1). The
NDI does not perform as well in predicting whitecap factor
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FIGURE 10 | Various models to derive effective whitecap factor (A) from baseline corrected band-depths calculated using different combinations of 3 wavelengths

(see Table 1 for additional statistics). Band depths at the liquid water absorption features centered at 980 and 1,200 nm are highly correlated to the whitecap factor

on a logarithmic scale. These bands are not proposed to be part of the PACE mission.

TABLE 1 | Statistical results from various algorithms to estimate the whitecap factor, A, from spectral reflectance at the sea surface and at sensor radiance.

Algorithm a0 a1 n Bias MAE MAPE r2

Baseline subtraction log(A) = a0 + a1 log(bd), bd = (λ2 − λ1)*(R3 − R1)/(λ3 − λ1) + R1 – R2

709, 750, 810 2.59 1.48 87 0.058 0.134 0.891 0.35

880, 980, 1038 0.822 0.716 86 0.0020 0.034 0.225 0.77

1038, 1190, 1250 1.50 1.04 87 0.0046 0.027 0.179 0.90

Band difference log(A) = a0 + a1 log(bd) , bd = R1 − R2

756, 800 2.01 0.861 681 −0.0031 0.060 0.523 0.13

880, 980 1.18 0.934 87 0.0120 0.059 0.395 0.80

1038, 1190 0.884 1.04 87 0.0022 0.028 0.184 0.87

Multiple regression PACE RT A = −0.0237 + 4.003 R(880) + 1.6657 R(1038) − 3.750 R(1250) + 3.424 R(1615)

880, 1038, 1250, 1615 87 <0.0001 0.0068 0.0068 0.99

Multiple regression PACE LTOA A = − 0.443 + 0.183 L(879) + 0.111 L(1038) − 0.366L(1253) + 0.600L(1617)

879, 1038, 1253, 1617 87 <0.0001 0.0067 0.0443 0.99

1Lower number of samples due to negative band depths.

for any of these spectral regions because the normalization to
the sum of the reflectance values tends to obscure the relative
differences (Table 1).

While these liquid water absorption bands are not currently
part of the PACE mission, this analysis suggests their addition,
particularly 980 and 1,200 nm, could be valuable for predicting
whitecap factor and other sea surface applications. High
correlations can also be found with a multiple linear regression
for select bands in the far NIR/SWIR including 880, 1,038,
1,250, and 1,615 nm (Table 1). As discussed earlier, whitecaps
elevate the reflectance in the NIR/SWIR above background
and the amount of signal within these bands is a good
predictor of the fractional whitecap coverage. The 940 nm
band was excluded from the regression analysis because this
band varies with atmospheric water vapor absorption. The
generality and applicability of these algorithms broadly across
different oceanic regimes and atmospheric conditions remains to
be tested.

Many of the features unique to whitecaps may be part or
wholly obscured by the intervening atmosphere. Hence, a simple
transformation was conducted to determine whether the signal
observed at the sea surface could “potentially” be observed at
the Top of the Atmosphere (TOA). This transformation is for
a single atmospheric condition with a realistic set of aerosols
and atmospheric gases and does not consider the impact of
highly scattering waters on atmospheric processes (e.g., multiple
scattering). It provides a glimpse of what a satellite might observe
over whitecap-enhanced waters in the bands expected on PACE.
The TOA radiance is nearly an order of magnitude higher
in visible wavelengths, but the two datasets become closer in
magnitude into the NIR and SWIR wavelengths (Figure 11A).
The separate contribution of Rayleigh (Lr) and aerosols (La) are
shown in comparison to a whitecap pixel (Lw maximum) and
an unimpacted background pixel (Lw minimum) (Figure 11B).
Pixels completely covered by whitecaps (A = 1) contribute more
radiance than aerosols at the TOA from visible to 1,615 nm.
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FIGURE 11 | (A) An example of radiance (W m-2 µm−1 sr−1) at the sea surface and the top of the atmosphere in bands similar to those proposed to be on the PACE

mission estimated from 88 spectra measured over different mixtures of whitecap and background including direct and diffuse reflected skylight for a single marine

atmosphere. (B) Individual contributions to the top of the atmosphere radiance (LTOA) from Rayleigh (Lr ), aerosol (La), and the water signal (Lw ) over background (min)

and whitecap-covered (max) sea surfaces. (C) Relationship between the logarithm of LTOA (from Panel A) and the effective whitecap reflectance for the near infrared

(NIR) and shortwave infrared (SWIR) bands. (D) Same analysis as in (C) But for total reflectance measured at the sea surface.

This would not be observed on PACE, however, given the large
spatial footprint of 1 km and typical values of A < 0.1. Another
feature of note is that the changes in radiance are less sensitive
to whitecap factor at the top of the atmosphere having steeper
slopes (Figure 11C) compared to reflectance at the sea surface
(Figure 11D). This could impact the ability to retrieve low
whitecap factors common to open ocean conditions from TOA
radiance. The impact of different atmospheric conditions will
also need to be explored.

Gordon (1997) writes that “area-weighted averages” of the
whitecap-covered and whitecap-free areas of the surface should
be considered in the formulation for atmospheric correction
(Gordon, 1997). However, current correction routines do not
incorporate the (1-A) fraction for the remaining signal emanating
from the sea. This may not introduce much error in the current
implementation of the whitecap correction routine, which only
considers low fractions of whitecaps (A < 0.02). The formulation
by Gordon (1997) also presumes that reflection of the direct
and diffuse skylight would be the same over whitecap-covered
and background waters; however, seas with breaking waves and
foam do not reflect light in the same way as flat or wind-ruffled
seas. Hence, the area-weighted average of whitecap-free sea
surface should potentially include the direct beam (sun glint,

Lg) and diffuse skylight (Ld) in addition to the water-leaving
component. A modification of the traditional algorithm for
conducting atmospheric correction (Gordon, 1997) is proposed
that explicitly incorporates the fraction of whitecap-covered and
whitecap-free areas following:

Lt = Lr−d + La+ra + AtLf + (1− A)(tLw + TLg + tLd) (15)

where t is the diffuse and T is the direct transmittance of
the atmosphere. This equation separates the component of
the diffuse reflected skylight, Ld, from the computed Rayleigh
radiance and includes it as part of the water signal. This allows
for true validation of the atmospheric correction approach,
whereby values of Lg , Ld, Lw, and Lf can be individually
measured and compared to those derived from the atmospheric
correction algorithm.

The ε
obs used to estimate the aerosol model for atmospheric

correction purposes was evaluated at different combinations
of NIR and SWIR wavelengths (Figure 12). As shown in
Figure 12A, ε

obs is quite insensitive to whitecap factor using
the NIR wavebands of 753 and 869 nm. The liquid water
absorption feature at 753 nm compensates for the enhanced
reflectance due to the whitecaps. However, the SWIRwavelengths
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FIGURE 12 | Estimates of the observed epsilon ε
obs for the two specified wavelengths (Equation 5,6) used in the selection of aerosol models is shown in relationship

to the logarithm of effective whitecap factors. The ε
obs calculated using the near infrared (753 and 869 nm) is nearly invariant of whitecap factor (A) compared to the

ratios calculated with shortwave infrared wavelengths (1,253, 1,617, and 2,132 nm) (B,C).

at 1,253, 1,617, and 2,132 nm do not incorporate the liquid
water features and ε

obs is dependent on the whitecap factor
with different combinations of SWIR bands. No correlation
is found between whitecap factor and εobs(753,869), while the
correlation coefficients are 0.54 and 0.36 for εobs(1,253,1,617)
and εobs(1,617,2,132), respectively. The range in εobs is large
for Figures 12B,C and would result in different aerosol spectral
models and variable amounts removed from visible wavelengths,
even though the atmospheric properties and water-leaving
reflectance were the same.

CONCLUSIONS AND OUTLOOK

Field measurements of the spectral reflectance of whitecaps are
challenging to collect due to the many types and stages of
whitecaps, the rapid time scale on the order of seconds, the
changing contributions of foam and still water, and potential
contamination from reflectance of sun and skylight. Reflectance
of whitecaps also varies with the type of breaking wave
(e.g., rolling breakers and plunging breakers) and the layers
of foam and bubbles produced (Frouin et al., 1996; Moore
et al., 2000). This was evident in the early measurements
of Koepke (1984) who demonstrated the time dependent-
variability of the reflectance of breaking waves averaging around
22%. However, that study was limited to simple photography
and the spectral shape was presumed to be flat, with later
studies highlighting the reduction in reflectance in the NIR
(Frouin et al., 1996). Few studies have evaluated whitecap
reflectance into the SWIR and at the spectral resolution necessary
for atmospheric correction of hyperspectral sensors (e.g., the
proposed PACE).

This study builds upon past research to present new whitecap
measurements from 350 to 2,500 nm that are useful not only
for atmospheric correction, but for sensor design in terms
of waveband selection in NIR and SWIR wavelengths. Our
measurements in visible and NIR wavelengths are consistent in
magnitude with several of the past multi-spectral measurements

of whitecaps from vastly different water conditions (Frouin
et al., 1996). This consistency in measurements may be a
further indication of a phenomena called “turbulence saturation,”
whereby the time- and space-averaged fluid turbulence in actively
breaking wave crests is proposed to remain approximately
constant (Deane et al., 2016). As highlighted in the radiative
transfer section above, bridging the physics of wave breaking
and radiative transfer (Kokhanovsky, 2004; Ma et al., 2015) is
a subject requiring more intensive research and could lead to
new predictive capabilities from ocean color data that include
estimates of whitecap factor and the intensity of breaking wave
features on the sea surface.

Similar to the pioneering work of Whitlock et al. (1982),
the average whitecap spectrum is empirically related to the
liquid water absorption coefficient from visible to SWIR using
a third order polynomial (Equation 7). However, the new
hyperspectral parameterization is proposed to be more accurate
for natural breaking waves across all wavelengths compared
to the laboratory study of Whitlock et al. (1982) and is now
consistent from 400 to 2,500 nm. This whitecap parameterization
can be easily input into radiative transfer models and various
atmospheric correction schemes for ocean color imagery. In
particular, the new whitecap parameterization could be input
as a spectral shape in spectral matching and optimization
algorithms (Steinmetz et al., 2011), which could result in
improved atmospheric correction over whitecap-prone seas
like the Southern Ocean. Prominent reflectance troughs in
the whitecap spectrum correspond to liquid water absorption
features at ∼750, 980, and 1,200 nm. These absorption features
are related to the intensity of breaking wave features whereby
more intense foam production leads to enhanced multiple
scattering by the medium (Zege et al., 1991; Kokhanovsky, 2004)
and enhanced absorption in these localized bands. As shown
here, the depths of the reflectance trough at 980 and 1,200 nm
are highly related to the effective whitecap factor from 0.01 to 1
and could provide new means to estimate this parameter from
the ocean color image.
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The liquid water absorption features highlighted here are
not unique to reflectance features of whitecaps and can occur
from other types of floating or suspended constituents at the
sea surface. For example, various types of floating vegetation
including the macroalgae Sargassum sp. and floating leaf debris
of seagrass (i.e., seagrass wrack) can contain these same water
features out to nearly 2,500 nm (Dierssen et al., 2015; Hu
et al., 2015). For example, the liquid water absorption feature
at ∼980 nm has been used for terrestrial applications to map
drought within plant communities (Peñuelas et al., 1997; Roberts
et al., 2016). Dierssen et al. (2015) related the dip in reflectance
at 980 nm to the age of floating seagrass wrack advected from
coastal seagrass beds to the oligotrophic ocean. Highly turbid
sediment plumes also have similar dips in reflectance at these
same liquid water absorption bands up until 1,150 nm (Knaeps
et al., 2015). Differentiating highly scattering media at the sea
surface, such as sediments, floating vegetation and whitecaps,
is possible using spectral characteristics that are unique to each
constituent (e.g., red edge of vegetation) (Dierssen et al., 2006)
and will be considered in future research.

The “effective” whitecap factor, A, derived here is based
on optical reflectance rather than the traditional interpretation
of whitecap fraction as an aerial average of bright features
observed over a large area of the sea surface. In photographic
methods commonly used to estimate whitecap fraction, the
threshold of what is considered a “bright feature” is not easy
to standardize and large uncertainty exists in derivation of
whitecap fractions (Brumer et al., 2017). The “effective” whitecap
factor (Equation 12) is the fraction of a standard whitecap
reflectance (e.g., Equation 7) that accounts for enhancements
in spectral reflectance of the sea surface above the background
reflectance. Since A is optically derived, it is better suited
for atmospheric correction techniques because it specifically
incorporates different levels of foam and bubbles associated
with breaking waves and can incorporate small enhancements
in reflectance that may not be observable with the eye
or photographic systems (Randolph et al., 2017). Moreover,
unlike the whitecap fraction parameterized with wind speed
measurements, no spatial extent is implicit to A and “effective”
whitecap factor can apply to reflectance measurements at
any spatial scale on the sea surface. For a large pixel, A
can be related directly to the whitecap fraction on the sea
surface. For a small pixel, A can be higher than 1.0, if
reflectance is greater than the average whitecap reflectance used
in the model, and A can be lower than the limit used here
of 0.01.

The simple whitecap model (Equation 12) is consistent
with the standard model used in most atmospheric correction
routines where the sea is treated as a mixed pixel comprising
both whitecap and background reflectance (Gordon and Wang,
1994). Gordon (1997) specifically states that “area-weighted
averages” of the whitecap-covered and whitecap-free areas of
the surface should be considered, but the terms describing the
area-weighted averages, specifically A and (1-A), are missing
from the standard equation (Gordon, 1997, Equation 5).
Without explicitly including these terms, the standard model is
commonly misinterpreted as enhancements or augmentations

in reflectance above a background reflectance (Equation 1). To
clarify this misconception, these terms are explicitly added to the
atmospheric correction equation in Equation (15). Incorporating
these terms is especially important for satellites with smaller
footprints and when considering an “effective” whitecap factor
as described above (Thompson et al., 2015; Bender et al.,
2018). In addition, the new formulation considers the reflectance
from whitecap-free areas of the sea surface to include all
contributions of sea spectral reflectance, including sun glint,
and diffuse reflected skylight. Current models include a wind-
roughened estimate of the diffuse reflected skylight in the
Rayleigh component of atmospheric correction (Gordon, 1997;
Ibrahim et al., 2018), which is challenging to validate. Enhanced
surface roughness, which is directly linked to the generation of
whitecaps and air bubble entrainment and to the formation of sea
spray as significant aerosol contribution in the lower atmospheric
layer, will challenge the atmospheric correction performance and
in turn will affect the estimates of whitecap factor (Hieronymi,
2016).

Errors in treating whitecap reflectance for atmospheric
correction of satellite imagery, particularly at high winds, are
generally accounted for in the aerosol model. Specifically, any
enhancement that is not removed as a whitecap is added to
the aerosol reflectance in the NIR/SWIR and can impact the
retrieved spectral dependence of the selected aerosol model.
Even though the selected aerosol concentration and type may
be inaccurate, the amount of reflectance that is subtracted may
still be approximately correct to retrieve accurate water-leaving
reflectance across the visible. If the PACE mission aims to
improve retrievals of both aerosols and water-leaving reflectance,
however, then better treatment of whitecaps is needed to ensure
that errors are not propagated into the retrieved aerosol or
water-leaving reflectance values. Here, the ε

obs used for aerosol
model selection was calculated using NIR wavelengths of 753
and 869 nm and found to be quite invariant to changes in the
effective whitecap factor. In contrast, ε

obs calculated for SWIR
wavebands (i.e., 1,253, 1,617, and 2,132 nm) was highly variable
with whitecap factor. Amore thorough analysis of howwhitecaps
impact top of the atmosphere radiance and aerosol modeling
under a variety of environmental conditions will be important
for estimating uncertainties of parameters derived from future
satellite missions, particularly in whitecap-prone regions like the
Southern Ocean. Alternative methods for estimating whitecaps
may also be feasible such as using depolarization characteristics
of whitecaps or the use of space-based lidars (Hu et al., 2008;
Hieronymi, 2016)

Rather than considering whitecaps a contamination to ocean
color imagery, these results point the way forward to new avenues
of research and ocean color products that could have important
implications to physical oceanographers, atmospheric scientists,
and climate modelers. Wave breaking leads to enhanced air-
sea transfer of gases through additional turbulence and bubble-
mediated transfer (Asher and Wanninkhof, 1998). Bursting of
surface bubbles injects sea spray aerosols into the atmosphere and
the aerosol production flux is thought to be directly proportional
to the whitecap coverage. Sea salt aerosols play an important role
in the earth’s radiation budget through scattering of and serve
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as cloud condensation nuclei influencing the microphysical and
radiative properties of clouds. They are also direct scatterers of
solar radiation (Andreae and Rosenfeld, 2008). Including new
wavebands specific to liquid water absorption features could
open the door for new applications to sea surface processes with
potential ecological and climatological applications.
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The Earth science community seeks to develop climate data records (CDRs) from

satellite measurements of ocean color, a continuous data record that now exceeds 20

years. Space agencies will launch additional instruments in the coming decade that

will continue this data record, including the NASA PACE spectrometer. Inherent optical

properties (IOPs) quantitatively describe the absorbing and scattering constituents of

seawater and can be estimated from satellite-observed spectroradiometric data using

semi-analytical algorithms (SAAs). SAAs exploit the contrasting optical signatures of

constituent matter at spectral bands observed by satellite sensors. SAA performance,

therefore, depends on the spectral resolution of the satellite spectroradiometer. A

CDR spanning SeaWiFS, MODIS, OLCI, and PACE, for example, would include IOPs

derived using varied wavelength suites if all available wavelengths were considered.

Here, we explored differences in derived IOPs that stem simply from the use of (eight)

different wavelength suites of input radiometric measurements. Using synthesized data

and SeaWiFS Level-3 mission-long composites, we demonstrated equivalent SAA

performance for all wavelength suites, but that IOP retrievals vary by several percent

across wavelength suites and as a function of water type. The differences equate to

roughly ≤ 6, 12, and 7% for adg(443), aph(443), and bbp(443), respectively, for waters

with Ca ≤ 1mg m−3. These values shrink for sensors with similar wavelength suites

(e.g., SeaWiFS, MODIS, and MERIS) and rise to substantially larger values for higher Ca

waters. Our results also indicate that including 400 nm (in the case of OLCI) influences

the derived IOPs, using longer wavelengths (>600 nm) influences the derived IOPs when

there is a red signal, and, including additional spectral information shows potential for

improved IOP estimation, but not without revisiting SAA parameterizations and execution.

While modest in scope, we believe this study contributes to the knowledge base for

CDR development. The implication of ignoring such an analysis as CDRs continue to be

developed is a prolonged inability to distinguish between algorithmic and environmental

contributions to trends and anomalies in the IOP time-series.

Keywords: ocean color satellites, ocean remote sensing, bio-optics, semi-analytic inversion algorithms, inherent

optical properties, remote-sensing reflectance
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INTRODUCTION

The oceanographic community seeks to develop biogeochemical
climate data records (CDRs) from satellite measurements of
ocean color (NRC, 2011). The U.S. National Research Council
defines a CDR as “a time series of measurements of sufficient
length, consistency, and continuity to determine climate
variability and change” (NRC, 2004). The continuous global
data record from ocean color satellites now exceeds 20 years,
including (but not limited to) the following instruments: the
NASA Sea-viewing Wide Field of View Sensor (SeaWiFS;
1997–2010), the NASA Moderate Resolution Imaging
Spectroradiometers (MODIS; 1999-present onboard Terra
and 2002-present onboard Aqua), the ESA Medium Resolution
Imaging Spectrometer (MERIS; 2002–2012), the Visible Infrared
Imaging Radiometer Suite (VIIRS; 2012-present onboard
Suomi NPP and 2018-present onboard JPSS-1), the ESA Ocean
and Land Color Instrument (OLCI; 2016-present onboard
Sentinel-3A and 2018-present onboard Sentinel-3B), and the
JAXA Second generation GLobal Imager (SGLI; 2017-present).
NASA and several international space agencies plan to launch
additional ocean color instruments in the coming decade,
including the NASA Plankton, Aerosol, Cloud, ocean Ecosystem
(PACE; 2022 launch) ocean color instrument. To facilitate
CDR development, the community invests substantially into
ensuring the characterization of the space-borne radiometric
measurements (e.g., Meister et al., 2012; Zibordi et al., 2014;
Meister and Franz, 2014) and the consistency of their derived
data products (e.g., Franz et al., 2005; Werdell et al., 2009;
Melin and Sclep, 2015; Barnes and Hu, 2016; Mélin et al., 2016).
Sathyendranath et al. (2017) provides a useful exploration of
desired characteristics of satellite-derived ocean color products
for CDR development, including, and perhaps more importantly,
analyses to support discussion of the implications potentially
realized when these characteristics are not met.

Ocean color satellite instruments provide estimates of spectral

remote-sensing reflectance [Rrs(λ); sr
−1], the light exiting the

water normalized to the hypothetical condition of a non-

attenuating atmosphere with an overhead Sun, after atmospheric

correction (Mobley et al., 2016). Bio-optical algorithms are
applied to the Rrs(λ) to produce estimates of geophysical and
optical quantities, such as the near surface concentration of the
phytoplankton pigment chlorophyll-a (Ca; mg m−3) (O’Reilly
et al., 1998) and spectral marine inherent optical properties
(IOPs) (Werdell et al., 2018). Time-series of remotely-sensed
IOPs provide valuable data records for studying long-term
changes in ocean ecosystems. IOPs, the spectral absorption and
scattering properties of seawater and its particulate and dissolved
constituents, can be used to infer the contents of the upper ocean.
This information is critical for advancing our understanding
of biogeochemical oceanic processes such as carbon exchanges
and fluxes, phytoplankton community dynamics, and ecosystem
responses to disturbances (e.g., Behrenfeld et al., 2005; IOCCG,
2009, 2014, 2018; Siegel et al., 2014).

Semi-analytical algorithms (SAAs) provide one mechanism
for estimating marine IOPs from Rrs(λ) using a combination

of empiricism and radiative transfer theory (Werdell et al.,
2018). Most SAAs attempt to simultaneously estimate the
magnitudes of spectral backscattering by particles [bbp(λ); m

−1],

absorption by phytoplankton [aph(λ); m
−1], and the combined

absorption by non-algal particles and colored dissolved organic
material [adg(λ); m−1]. This is typically accomplished by
assigning constant spectral values for seawater absorption
and backscattering, assuming spectral shape functions for the
remaining constituent absorption and scattering components,
and retrieving the magnitudes of each remaining constituent
required to match the spectral distribution of Rrs(λ). Such
spectral-matching algorithms require contrasting optical
signatures for adg(λ), aph(λ), and bbp(λ) within the spectral bands
detected by the satellite. The performance ofmost SAAs therefore
depends on the spectral resolution of Rrs(λ) used as input to the
algorithm, which is primarily driven by the spectral resolution
of the satellite radiometer (Lee et al., 2007; Werdell et al., 2014;
Wolanin et al., 2016; Vandermuelen et al., 2017). Conventional
wisdom now supports the inclusion of additional ultraviolet-
visible wavelengths into new satellite radiometers (relative to
historical instruments such as SeaWiFS) to enable the improved
discrimination of particulate and dissolved components within
seawater and of absorbing and non-absorbing atmospheric
aerosols (PACE Science Definition Team, 2018).

Semi-analytical algorithms continue to evolve rapidly,
and substantial focus has been placed on intercomparisons
(IOCCG, 2006; Brewin et al., 2015), reducing the number
of required assumptions [e.g., Zheng and Stramski, 2013;
and estimation of uncertainties (Werdell et al., 2018) and
references therein]. Uncertainties in SAA-derived IOPs
arise from multiple sources: uncertainties in input Rrs(λ)
(Maritorena et al., 2010), assumptions embedded into the
adopted Rrs(λ)-to-IOPs relationship (Lee et al., 2004, 2011),
the choice of spectral-matching method [see Appendix A of
Werdell et al. (2013a)], accounting (or not accounting) for
inelastic scattering (Lee et al., 1994; Westberry et al., 2013;
McKinna et al., 2016; Loisel et al., 2018), the ancillary data
sources used for various corrections (Werdell et al., 2013b),
and the assignment of spectral shape functions for adg(λ),
aph(λ), and bbp(λ) to name only a few. With regards to the
latter, for example, any single spectrum cannot unequivocally
represent all water masses at all times and Werdell et al. (2013a)
demonstrated that selecting alternate spectral shapes can vary
derived IOPs by up to ∼100%. Note also that most SAAs do
not currently include account for the polarization of light
(Ibrahim et al., 2012; Gilerson et al., 2014).

In concert with this ongoing refinement, time-series of data
products from SAAs continue to be developed, with the larger
goal of producing CDRs (Behrenfeld et al., 2005; Siegel et al.,
2013). Some focus has been placed on merging satellite IOP
data records (Maritorena et al., 2010), but fewer studies have
explored differences in derived products that stem simply from
the use of different suites of input Rrs(λ). For example, SeaWiFS
had a green wavelength centered on 510 nm, whereas the
MODIS instruments’ green wavelength is centered on 531 nm
and VIIRS does not include a green wavelength. A CDR from
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these instruments spanning 1997 to present would therefore
include IOPs derived using varied wavelength suites if all
available wavelengths were considered. It remains conceivable
that different combinations of input Rrs(λ) yield differences in
IOPs that exceed the magnitude of observable environmental
change in a CDR. Albeit modest in scope, the goal of this paper
is simply to use a controlled modeling environment to quantify
the magnitude of change in derived IOPs associated with the
use of different spectral suites of satellite Rrs(λ). The implication
of ignoring such an analysis as CDRs continue to be developed
is a prolonged inability to distinguish between algorithmic and
environmental contributions to trends and anomalies in the
IOP time-series.

METHODS

Data Acquisition
For the sensitivity analyses, we generated a synthesized dataset
of coincident Rrs(λ), adg(λ), aph(λ), bbp(λ), and Ca that closely
mimics the IOCCG Ocean Color Algorithms Working Group
synthetic dataset (IOCCG, 2006), but with expanded and finer
spectral resolution. Appendix A describes its development (see
the online article page to access the Appendix). This dataset
maintains a spectral resolution of 1 nm intervals from 350 to
800 nm. We targeted Rrs(λ) and IOPs at the following center
satellite wavelengths:

• SeaWiFS: 412, 443, 490, 510, 555, 670
• MODIS: 412, 443, 488, 531, 547, 667
• MERIS: 412, 443, 490, 510, 560, 620, 665
• VIIRS: 410, 443, 486, 551, 671
• OLCI: 400, 412, 443, 490, 510, 560, 620, 665
• PACE: 400, 412, 425, 443, 460, 475, 490, 510, 532, 555, 583, 617,

640, 655, 665
• 410–670 nm: 5 nm intervals from 410 to 670 nm
• 410–600 nm: 5 nm intervals from 410 to 600 nm

The latter three wavelength suites all represent possibilities for
PACE, with the first of these three (15 wavelengths) indicating
aggregated bands to be distributed by the mission (PACE Science
Definition Team, 2018) and the second and third representing
the full science resolution of the spectrometer (5 nm) spanning
two ranges for inversion (410–600 nm vs. 410–670 nm). While it
remains tempting to execute the inversion using the full spectrum
of the synthesized dataset, we opted to limit our 5 nm examples
to a SeaWiFS-like range to specifically compare differences in
performance when using contiguous (so called hyperspectral)
spectra vs. discrete heritage wavelengths. Furthermore, we feel
the extension of SAA inversions into the ultraviolet remains
sufficiently underdeveloped to warrant examination in separate
works. We explored a more limited hyperspectral range—to only
600 nm in lieu of 670 nm—to evaluate the impact of very low red
radiometric signals in the inversion. For comparative purposes
with heritage instruments, we also estimated IOP retrievals for
the two 5 nm cases (410–670 and 410–600 nm) at 443 nm using a
cubic spline fit on the retrieved adg(λ), aph(λ), and bbp(λ).

The native synthesized dataset defines its IOPs using four
orders of magnitude of Ca (20 values within the range 0.03 to

30mg m−3, N = 500) (IOCCG, 2006). In most cases (specifically
noted), we limited our analyses to 0.03 ≤ Ca ≤ 5mg m−3,
as the SAA became sufficiently unstable from instrument-to-
instrument above 5mg m−3 such that low retrieval sample sizes
confounded meaningful reporting of results (N ∼= 350). We
discuss the strengths and weaknesses of these synthesized data for
our analyses in section Discussion. For the satellite comparisons,
we acquired the mission-mean (1997–2010) SeaWiFS Level-
3 Rrs(λ) bin file at 9 km spatial resolution from the NASA
Ocean Biology Processing Group (OBPG; https://oceancolor.
gsfc.nasa.gov; reprocessing version 2018.0). For several analyses,
we stratified the results into three Ca ranges—Ca ≤ 0.1mg m−3

(intended to represent oligotrophic water), 0.1 < Ca ≤ 1mg
m−3 (mesotrophic), and Ca > 1mgm−3 (eutrophic)—to broadly
evaluate performance differences as a function of water type. We
note that shape and magnitude of synthesized Rrs(λ) spectra shift
from being blue-dominated to red-dominated as the water type
transitions from oligotrophic to eutrophic as shown in Figure 1.

Regarding our use of single center wavelengths for this
exercise, we acknowledge that different satellite instruments
maintain inherently different radiometric bandpasses. Standard
NASA processing applies an out-of-band correction using
instrument-specific spectral response functions that adjusts the
retrieved Rrs(λ) to the nominal band centers after atmospheric
correction (Wang et al., 2001; Patt et al., 2003). Given that this is
done prior to execution of an SAA, our use of center wavelengths
sufficiently mimics the satellite input Rrs(λ)—acknowledging, of
course, that the out-of-band adjustment carries uncertainties that
inevitably impact the final IOP retrievals.

Inversion Modeling
Our default SAA adopts the default generalized IOP (GIOP)
form described in Werdell et al. (2013a). Briefly, Rrs(λ) are first
converted to their subsurface values following (Lee et al., 2002):

rrs
(

λ, 0−
)

=
Rrs (λ)

0.52+ 1.7 Rrs (λ)
. (1)

Subsurface remote-sensing reflectances relate to marine IOPs
following (Gordon et al., 1988):

rrs
(

λ, 0−
)

= 0.0949 u+ 0.0794 u2, (2a)

u(λ) =
bb (λ)

a (λ) + bb (λ)
(2b)

where bb(λ) is the total backscattering coefficient (m−1) and a(λ)
is the total absorption coefficient (m−1). Total backscattering
can be expanded as the sum of all backscattering components.
Further, each component can be expressed as the product of its
mass-specific backscattering spectrum (spectral shape; b∗) and its
magnitude or concentration (M):

bb (λ) = bbw (λ) +Mbp b
∗
bp(λ). (3)

Similarly, total absorption can be expanded to:

a (λ) = aw (λ) +Mdga
∗
dg (λ) + Mpha

∗
ph (λ) . (4)
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FIGURE 1 | Characteristics of the simulated AOP-IOP dataset: Three example Rrs(λ) spectra selected from the synthesized AOP-IOP dataset for Ca of 0.05, 0.5, and

5mg m−3 (A); Ca and a(443) as a function of the ratio of Rrs(443):Rrs(555) (B); bbp(443) and a(443) as a function of Ca (C); and, anap(443), acdom(443), and aph(443)

as a function of Ca (D).

where the subscript w indicates contributions by water. Both
bbw(λ) and aw(λ) are known (Pope and Fry, 1997; Zhang et al.,
2009). Werdell et al. (2013a) describes in the detail the rationale
for the default choices of b∗

bp
(λ), a∗

dg
(λ), and a∗

ph
(λ). By default,

we expressed b∗
bp
(λ) as λSbp, where Sbp defines the steepness

of the power law and typically varies between −2 and 0 in
natural waters (Stramski et al., 2004). We dynamically assigned
Sbp to each station/pixel using the Rrs(λ) band-ratio method
described in Lee et al. (2002). We expressed a∗

dg
(λ) as exp(-Sdg λ),

where Sdg describes the rate of exponential decay and typically

varies between 0.01 and 0.02 nm−1 (Roesler et al., 1989), and
adopted a fixed Sdg of 0.018 nm−1. Finally, we expressed a∗

ph
(λ)

as the Ca-specific absorption spectrum of Bricaud et al. (1998)
seeded using each station/pixel-specific Ca and normalized to
0.055 m2 mg−1 at 443 nm. Broadly speaking, many alternatives
for such parameterizations exist (as explored in Werdell et al.,
2013a), but our choices in parameterization remain of secondary
importance for this paper given that we apply them consistently
across analyses.

Three unknowns remain in Equations (1–4) after assignment
of the eigenvectors, namely Mbp, Mdg , and Mph. Using Rrs(λ)
as input, the SAA estimates these eigenvalues via non-linear
least squares (Levenberg-Marquardt) inversion of Equation (2)
with minimization of a χ2 cost function [see Equation (11) of
Werdell et al., 2013a]. We retained only those solutions with
viable estimates of Mbp, Mdg , and Mph [for example, −0.005

≤ adg(λ) ≤ 5 m−1] that resulted in reconstructed Rrs(λ) that
differed from the input Rrs(λ) by < 33% in the range 400 to
600 nm. We reconstructed Rrs(λ) using the retrieved eigenvalues
as input into Equations (1–4) and defined failure as non-
convergence in the inversion. Werdell et al. (2013a) outlines
exclusion criteria used to determine viable estimates, as well as
the similarities in accuracy shared by this SAA configuration and
other common approaches.

Analyses
We ran the inversion model using the synthesized Rrs(λ) for
every satellite input wavelength suite listed in section Data
Acquisition. We then statistically compared the model-derived
IOPs (hereafter referred to by satellite to identify the input
wavelength suite) with the source synthesized IOPs. Our reported
statistics include the sample size (N), the Type I linear regression
slope, the median absolute error (MAE), and the bias. We
calculated MAE as:

MAE = 10∧

(

∑N
i=1

∣

∣log10
(

satellitei
)

− log10
(

synthesizedi
)
∣

∣

N

)

(5)

and bias as:

bias = 10∧

(

∑N
i=1 log10

(

satellitei
)

− log10
(

synthesizedi
)

N

)

. (6)
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TABLE 1 | Statistics for SAA-derived vs. synthesized IOPs at 443 nm.

Bias MAE Slope

SeaWiFS a 1.08 1.10 1.07

N = 356 adg 0.93 1.27 1.03

aph 1.24 1.50 1.05

bbp 1.10 1.15 1.01

MODIS a 1.07 1.09 1.05

N = 335 adg 0.92 1.27 1.03

aph 1.17 1.51 0.92

bbp 1.08 1.14 0.99

MERIS a 1.04 1.06 1.02

N = 354 adg 0.91 1.26 1.01

aph 1.14 1.47 0.92

bbp 1.05 1.12 0.96

VIIRS a 1.07 1.10 1.06

N = 345 adg 0.91 1.27 1.03

aph 1.24 1.52 0.99

bbp 1.09 1.16 0.99

OLCI a 1.04 1.07 1.02

N = 364 adg 0.89 1.26 1.01

aph 1.23 1.48 0.97

bbp 1.07 1.13 0.97

PACE a 1.03 1.05 1.01

N = 343 adg 0.89 1.25 1.00

aph 1.11 1.54 0.85

bbp 1.05 1.12 0.94

410–670 nm a 0.98 1.05 1.00

N = 332 adg 0.85 1.27 1.00

aph 1.00 1.53 0.84

bbp 1.01 1.10 0.94

410–600 nm a 0.98 1.05 1.01

N = 347 adg 0.86 1.27 1.01

aph 1.04 1.50 0.87

bbp 1.01 1.10 0.94

Note that observations are log-transformed such that MAE and
bias present multiplicative metrics (that is, a MAE of 1.5 indicates
that the satellite observations are 1.5 × (50% greater) on average
than the synthesized observations and a bias less than unity
indicates a negative bias). Note also that Table 1 reports bias
and MAE as calculated in Equations (5) and (6), but we discuss
these performance metrics using their more intuitive percentage
counterparts throughout the Results and Discussion sections.

Next, we compared derived IOPs from each satellite
wavelength suite with those from every other satellite wavelength
suite. This comparison included determination of unbiased
percent differences (UPD). We calculated UPD for two satellites
(satellite1 and satellite2) as:

UPD = 200%

(

satellite2 − satellite1

satellite2 + satellite1

)

(7)

and report the median UPD for the complete population of
match-ups. A negative UPD indicates that the IOP from satellite2
is biased low relative to satellite1.

To evaluate if the results varied with the configuration of the
inversionmodel (that is, if they varied with assignment of spectral
shapes), we ran the inversion model for each satellite input
Rrs(λ) wavelength suite an additional seven times, sequentially
re-assigning one variable per run as: (1) default Sbp from Lee
et al. (2002) + 33%; (2) default Sbp from Lee et al. (2002)−33%;

(3) default Sdg + 33% (= 0.024 nm−1); (4) default Sdg−33% (=
0.012 nm−1); (5) seed Ca to calculate a∗

ph
(λ) using Bricaud et al.

(1998)+ 50%; (6) seed Ca to calculate a
∗
ph
(λ) using Bricaud et al.

(1998)−50%; and, (7) replacing 0.0949 and 0.0794 in Equation
(2a) with 0.0895 and 0.1247 as in Lee et al. (2002).

Finally, we twice ran the default inversion model (as defined
in section Inversion Modeling) on the mission-long mean Level-
3 SeaWiFS Rrs(λ) to determine if results from our controlled
modeling environment were generally representative of real
satellite data. To do so, we used OBPG-supported satellite data
processing software (l3 gen) to run the inversion model via
the GIOP software framework, which allows assignment of
wavelengths to be used in the inversion, on the Level-3 SeaWIFS
Rrs(λ). The NASA SeaWiFS Data Analysis Software (SeaDAS;
https://seadas.gsfc.nasa.gov) package includes this software. The
first run used all six SeaWiFS wavelengths. The second run
served to mimic VIIRS and, as such, we only assigned the
five common SeaWiFS-VIIRS wavelengths. Given the known
differences between SeaWiFS and VIIRS Rrs(λ) (Eplee et al.,
2015; Barnes and Hu, 2016), using a narrower SeaWiFS band
set as a surrogate for VIIRS provided a more suitable controlled
environment to explore differences in band selection.

RESULTS

Data Product Validation
Broadly speaking, the satellite-to-synthesized IOP validation
analyses demonstrated equivalent performance across all
wavelength suites (Figure 2, Table 1), with performance metrics
that mirror those from previous studies that used equivalent
simulated datasets (e.g., IOCCG, 2006; Lee et al., 2010; Werdell
et al., 2013a). All runs reported very similar MAE, ranging
from 5 to 10% for a(443) and 10 to 16% for bbp(443) and from
5 to 8% for a(555) and 8 to 14% for bbp(555). In general, we
achieved comparable results across blue-green wavelengths
for all analyses and, thus, our tables and figures focus only
on 443-nm for clarity in presentation of results. MAEs for
the absorption subcomponents ranged from 25 to 27% for
adg(443) and 47 to 54% for aph(443). Every wavelength suite
carried its lowest MAEs for a(443) and the highest MAE for
aph(443). The regression slopes behaved similarly. All runs
reported very similar values for a(λ), adg(λ), and bbp(λ), ranging
from 1.00 to 1.07 for a(443), 1.03 to 1.06 for adg(443) and
0.94 to 1.01 for bbp(443). Across IOPs for each wavelength
suite, aph(443) deviated most substantially from unity. It
also exhibited the broadest range across wavelength suites,
ranging from 0.72 to 1.05. Interestingly, the runs with the most
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FIGURE 2 | Synthesized-vs.-satellite IOPs at 443 nm for SeaWiFS (A–D), VIIRS (E–H), and 410–670 nm (I–L). IOPs include a(443) (A,E,I), adg(443) (B,F,J), aph (443)

(C,G,K), and bbp(443) (D,H,L). The solid line represents a 1:1 relationship. The colors indicate chlorophyll-a ranges, with the oligotrophic range presented in red (Ca ≤
0.1mg m−3), the mesotrophic in green (0.1 < Ca < 1mg m−3), and the eutrophic in red (Ca ≥ 1 mg m−3).

wavelengths (PACE, 410–670 nm, and 410–600 nm) reported
the aph(443) regression slopes that deviated most from unity.
The satellite-to-synthesized biases diverged more across runs
than either MAE or regression slope. While a(443) biases
spanned across unity, all adg(443) biases fell below unity (recall
that a bias less than unity indicates a negative bias), ranging
from 7% for SeaWiFS to 15% for the 410–670 nm run, and all
aph(443) biases fell either very close to unity or were positive,
ranging from exactly unity for the 410–670 nm run to 24%
for SeaWiFS and VIIRS. All bbp(443) biases exceeded unity

(were positive), ranging from 1% for the two 5 nm runs to 10%
for SeaWiFS.

These results predominantly encompass simulations with
Ca ≤ 5mg m−3, as 85% of SAA failures occurred for those
simulations with higher Ca values (reducing the viable N to
∼=350 as previously mentioned). Few failures resulted from non-
convergence in the inversion. Rather, most occurred because
of quality assurance metrics applied to the IOP retrievals,
including requiring them to fall within predefined acceptable
ranges (for example, −0.005 ≤ adg(λ) ≤ 5 m−1) and requiring
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FIGURE 3 | Satellite-to-satellite median UPD for a(443) at each Ca interval. Each panel title refers to the reference satellite to which the others are compared (satellite1
in Equation 7). Each comparative satellite (satellite2 in Equation 7) maintains a unique color: SeaWiFS (violet), MODIS (blue), MERIS (cyan), VIIRS (green), OLCI

(yellow), PACE (orange), 410-670 nm (red), and 410-600 nm (black).

that reconstructed Rrs(λ) differ from input Rrs(λ) by < 33% at
every wavelength in the range 400 to 600 nm. While relaxing

or modifying these quality assurance metrics would enable

extending our analyses into more complex water, we opted to not

do so to: (a) ensure that our results encompassed only the highest

quality SAA retrievals; (b) limit the introduction of results biases
that emerge from global SAA parameterizations that do not
properly represent complex waters; and, (c) acknowledge that
the simulated dataset itself may be the least representative of
natural conditions in this Ca range. Moreover, as simulations

with Ca > 5mg m−3 realized so few results (low sample sizes),
we opted to exclude them from subsequent analyses and data
product intercomparisons. Follow-on analyses will benefit from
additional attention to SAAs and datasets that better represent
optically complex water.

Data Product Inter-comparisons
IOP retrievals for the synthetic dataset varied across wavelength
suites and as a function of water type as defined by Ca

(Figures 3–6, Tables 2–4). UPDs in a(443), adg(443), aph(443),
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FIGURE 4 | As for Figure 3, but for adg(443).

and bbp(443) across all wavelength suites ranged from −3.83 to
2.91%, −3.14 to 5.27%, −11.57 to 6.33%, and −6.09 to 4.74%,
respectively, for the lowest Ca waters (Table 2). For comparison,
UPDs in a(555), adg(555), aph(555), and bbp(555) for SeaWiFS,
PACE, and the two 5 nm wavelength suites (the only four suites
with 555 nm) ranged from −0.51 to 0.35%, −0.74 to 3.13%,
−6.65 to 1.47%, and −2.78 to 1.52%, respectively. Generally
speaking, the differences between any two wavelength suites
remained constant for all Ca ≤ 0.1mg m−3 (Figures 3–6).
Retrievals for the wavelength suites we consider most similar,
SeaWiFS, MODIS, and MERIS, generally differed the least—by

≤ 0.92, 0.40, 1.11, and 1.25% for a(443), adg(443), aph(443),
and bbp(443), respectively, in absolute terms. OLCI retrieved low
adg(443) and high aph(443) relative to all other wavelength suites,
perhaps due to the inclusion of a 400 nm band that altered the
separation of the two absorption subcomponents. The two 5 nm
wavelength suites retrieved high adg(443), low aph(443), and low
bbp(443) relative to all other wavelength suites. With only several
exceptions, they also realized the highest magnitude UPDs.

For the mesotrophic Ca range, UPDs in a(443), adg(443),
aph(443), and bbp(443) across all wavelength suites ranged from
−1.66 to 1.80%, −3.18 to 4.79%, −10.46 to 4.50%, and −2.27
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FIGURE 5 | As for Figure 3, but for aph(443).

to 2.60%, respectively (Table 3). These ranges for adg(443) and
aph(443) generally match those for the oligotrophic Ca range,
whereas these ranges for a(443) and bbp(443) compress closer
to unity. For comparison, UPDs in a(555), adg(555), aph(555),
and bbp(555) for SeaWiFS, PACE, and the two 5 nm wavelength
suites ranged from −1.50 to 0.21%, −1.74 to 3.99%, −7.47 to
1.34%, and −1.32 to 0.24%, respectively. Generally speaking,
the differences between any two wavelength suites remained
invariant for 0.1 ≤ Ca ≤ 0.5mg m−3, above which they
started to diverge (Figures 3–6). SeaWiFS, MODIS, and MERIS
differed by ≤ 1.50, 2.32, 0.75, and 2.59% for a(443), adg(443),

aph(443), and bbp(443), respectively, in absolute terms. Like
the oligotrophic subset, OLCI retrieved low adg(443) relative
to all other wavelength suites. Unlike that subset, however, its
aph(443) retrievals exceeded all other wavelength suites. As for
the oligotrophic subset, the two 5 nm wavelength suites retrieved
high adg(443), low aph(443), and low bbp(443) relative to all other
wavelength suites. Their UPD magnitudes, however, fell more in
line with the others.

The eutrophic Ca range (capped at 5mg m−3) realized
the most diversity and highest magnitudes in UPDs across all
wavelength suites [noting that: (a) SAA retrievals often realize
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FIGURE 6 | As for Figure 3, but for bbp(443).

instabilities in such ranges (Werdell et al., 2009, 2018); and
(b) the synthesized dataset represents the widest diversity in
water in this range (IOCCG, 2006)]. UPDs in a(443), adg(443),
aph(443), and bbp(443) across all wavelength suites ranged from
−16.07 to 12.70%, −19.69 to 17.67%, −53.92 to 12.01%, and
−19.50 to 12.99%, respectively (Table 4). For comparison, UPDs
in a(555), adg(555), aph(555), and bbp(555) for SeaWiFS, PACE,
and the two 5 nm wavelength suites ranged from −17.00 to
5.33%, −0.24 to 11.23%, −42.26 to 9.31%, and −10.60 to 3.54%,
respectively. The differences between any two wavelength suites
varied considerably for Ca > 1mg m−3 (Figures 3–6). Even

SeaWiFS,MODIS, andMERIS differedmore substantially than in
other Ca ranges—by≤15.74, 15.03, 18.64, and 17.12% for a(443),
adg(443), aph(443), and bbp(443), respectively, in absolute terms.
Like the oligotrophic subset, OLCI retrieved low adg(443) and
high aph(443) relative to all other wavelength suites, with the
exception of MERIS. As for the other two subsets, the two 5 nm
wavelength suites retrieved high adg(443), low aph(443), and low
bbp(443) relative to all other wavelength suites. Their UPDs for
aph(443) far exceeded those for the other suites.

Differences in IOPs from SeaWiFS and SeaWiFS-modified-
to-look-like-VIIRS largely demonstrated similar patterns. For
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TABLE 2 | Satellite-to-satellite median UPD for IOPs at 443 nm for oligotrophic water (Ca ≤ 0.1mg m−3). Relative to Equation (7), columns represent satellite1 and rows

represent satellite2 (e.g., MODIS a(443) is 0.49% lower (thus, negative) on average than that for SeaWIFS).

SeaWiFS MODIS MERIS VIIRS OLCI PACE 410–670 nm

a(443)

MODIS −0.49

MERIS 0.30 0.92

VIIRS 2.30 2.91 2.08

OLCI 1.41 2.13 1.05 −0.44

PACE 0.56 1.10 0.35 −1.35 −0.71

410–670 nm −1.30 −0.84 −1.76 −3.78 −3.15 −1.97

410–600 nm −1.31 −0.88 −1.75 −3.83 −3.15 −1.95 0.00

adg(443)

MODIS −0.40

MERIS −0.13 0.28

VIIRS 0.19 0.60 0.20

OLCI −2.61 −2.42 −2.67 −3.14

PACE −0.74 0.10 −0.75 −0.62 2.38

410–670 nm 2.43 2.94 2.55 2.08 5.27 3.13

410–600 nm 2.43 2.93 2.56 2.08 5.27 3.13 0.00

aph(443)

MODIS −0.42

MERIS 0.64 1.11

VIIRS 4.37 5.04 3.50

OLCI 5.60 6.33 4.82 2.25

PACE 1.47 2.11 0.89 −1.72 −3.22

410–670 nm −5.15 −5.03 −5.99 −9.85 −11.57 −7.46

410–600 nm −5.15 −5.14 −6.08 −9.79 −11.56 −7.59 0.01

bbp(443)

MODIS −0.75

MERIS 0.48 1.25

VIIRS 4.13 4.74 3.55

OLCI 1.70 2.50 1.15 −1.68

PACE 1.52 2.21 1.00 −1.65 0.01

410–670 nm −1.22 −1.00 −1.64 −6.09 −3.63 −2.99

410–600 nm −1.18 −0.94 −1.65 −6.08 −3.61 −2.98 0.01

Sample sizes follow those presented in Table 1.

context, Figure 7 shows SeaWiFS-derived Ca (Hu et al., 2012)
and the spatial distribution of olig-, meso-, and eutrophic waters,
and Figure 8 shows the SeaWiFS-derived adg(443), aph(443), and
bbp(443). Naturally, the cumulative distribution of observations
falling into each of the trophic levels differs widely in comparison
to the synthesized data set, which might be considered in the
interpretation of these results. The median SeaWiFS-derived Ca

for its olig-, meso-, and eutrophic regions were 0.066, 0.19, and
1.6mg m−3, respectively. The corresponding median UPDs for
adg(443) for these regions were 1.7, 1.8, and 4.2%, respectively,
which approximately track the magnitude of the UPDs at these
Ca values in Figure 4 (upper left panel, green line). Note,
however, that VIIRS adg(443) falls below that for SeaWiFS by
∼2% on average across the synthesized mesotrophic subset.
Note also that the mesotrophic subset dominates globally and
represents a great diversity in water type (Figure 7). The median

UPDs for aph(443) for the three trophic regions were 9.8, 7.7, and
−3.4%, respectively. These also roughly track the UPDs at the
corresponding Ca shown in Figure 5, with the exception of the
eutrophic subset, which also has a sign difference. Finally, the
median UPDs for bbp(443) for these regions were 8.9, 8.0, and
2.3%, respectively. These UPDs match those shown in Figure 6

for the oligo- and eutrophic subsets. Geographically, adg(443)
differ the least between SeaWiFS and surrogate VIIRS, with UPDs
that hover around unity (Figure 8B). Both aph(443) and bbp(443)
show some latitudinal dependence in their UPDs and surrogate
VIIRS-derived values almost unequivocally exceed those from
SeaWiFS (Figures 8D,F).

As an additional thought experiment to loosely begin to tie
our results to marine particle size distributions (PSDs) and, thus,
phytoplankton functional types (PFTs), we applied the approach
of Hirata et al. (2011) to locate pixels in this SeaWiFS imagery
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TABLE 3 | As in Table 2, but for mesotrophic water (0.1 < Ca ≤ 1.0mg m−3 ).

SeaWiFS MODIS MERIS VIIRS OLCI PACE 410-670 nm

a(443)

MODIS −0.97

MERIS 0.44 1.50

VIIRS −1.09 −0.99 −1.66

OLCI 0.53 1.37 0.05 1.80

PACE −0.69 0.57 −0.58 0.77 −0.67

410–670 nm −1.20 −0.36 −1.06 0.07 −1.00 −0.53

410–600 nm −0.71 −0.15 −0.57 0.56 −0.74 −0.29 0.22

adg(443)

MODIS −1.83

MERIS 0.50 2.32

VIIRS −2.19 0.22 −2.39

OLCI −2.79 −1.08 −3.18 −0.94

PACE −1.74 0.08 −2.08 0.12 0.79

410–670 nm 1.82 3.31 1.31 4.01 4.50 3.73

410–600 nm 1.94 3.31 1.57 4.55 4.79 4.00 0.04

aph(443)

MODIS 0.75

MERIS 0.15 −0.50

VIIRS −0.25 −1.93 −0.67

OLCI 4.31 3.11 4.50 4.46

PACE 1.34 0.31 1.35 1.38 −2.55

410–670 nm −6.14 −6.84 −5.13 −6.29 −10.46 −7.37

410–600 nm −4.61 −6.50 −4.24 −5.81 −8.95 −6.26 0.45

bbp(443)

MODIS −1.53

MERIS 0.65 2.59

VIIRS −1.37 −1.08 −2.10

OLCI 0.94 2.60 0.40 2.45

PACE −0.55 1.50 −0.78 1.29 −1.17

410–670 nm −2.27 −0.41 −2.18 −0.30 −2.71 −1.66

410–600 nm −1.64 −0.18 −1.74 0.00 −2.21 −1.22 0.24

dominated by pico-, nano-, and microplankton (with dominance
defined as >50%). On average, SeaWiFS and surrogate VIIRS-
derived adg(443) differed by 1.7, 1.7, and 2.1% for these size
classes, whereas aph(443) and bbp(443) differed by 8.4, 7.6, and
7.8% and 8.0, 7.4, and 8.0%, respectively. These values do
not differ substantially from those of the previous exercise as
expected, given that Hirata et al. (2011) seeds with Ca, but they
offer a modest confirmation of the spatial patterns realized in
our analyses. While evaluating the impact of our findings on
PSD and PFT retrievals extends beyond the scope of this paper,
we feel it remains an obvious follow-on to this work. Many
options for estimation of PSDs and PFTs exist and follow-on
activities could: (a) build upon our brief example using model-
derived distributions of phytoplankton (e.g., Dutkiewicz et al.,
2009; Rousseaux and Gregg, 2015); (b) quantify the impacts
of varied SAA retrievals within PSD and PFT algorithms that
use IOPs as input (see, e.g., IOCCG, 2014; Bracher et al., 2017;
Mouw et al., 2017); or; (c) explore in more detail how differences

in SAA retrievals for multiple sensors compare to spectral
changes in marine IOPs that occur across natural variations in
phytoplankton community composition (Alvain et al., 2012).

Sensitivity of the SAA Parameterization
Our choice in SAA parameterization made little difference in
results achieved from the synthesized dataset. Figures 9–12
follow Figures 3–6 with the exception that the reported UPDs
represent the average for eight SAA parameterizations. At Ca

≤ 0.5mg m−3, the patterns in satellite-to-satellite UPDs for
the ensemble of runs almost exactly mimicked those for the
default SAA runs. This Ca range represents roughly 86% of the
retrieved ocean in Figure 7. The most obvious difference in UPD
patterns emerge at Ca > 2mg m−3, which represents roughly
1.5% of the retrieved ocean. Interestingly, when Ca exceeded
2mg m−3, UPD values for bbp(443) remained reasonably steady
(Figure 12) for wavelength suites that included one or more
orange/red bands placed between 550 and 670 nm (e.g., 620 nm
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TABLE 4 | As in Table 2, but for eutrophic water (1.0 < Ca ≤ 5.0mg m−3 ).

SeaWiFS MODIS MERIS VIIRS OLCI PACE 410–670 nm

a(443)

MODIS 9.07

MERIS −8.60 −15.74

VIIRS 6.58 −0.99 12.70

OLCI −9.15 −15.84 −0.18 −13.31

PACE −8.82 −16.05 −0.92 −13.91 −0.54

410–670 nm −8.24 −16.07 −0.36 −13.59 0.08 −0.17

410–600 nm −3.43 −12.72 3.12 −9.58 3.54 3.08 3.36

adg(443)

MODIS 13.14

MERIS −2.56 −15.03

VIIRS 2.79 −10.08 5.70

OLCI −8.78 −19.69 −5.85 −10.17

PACE −0.03 −13.52 2.04 −3.02 6.58

410–670 nm 9.53 −2.89 12.17 5.85 17.67 11.65

410–600 nm 9.62 −3.21 12.44 5.80 17.17 11.23 −0.24

aph(443)

MODIS 5.88

MERIS −18.64 −10.67

VIIRS 11.83 12.01 23.45

OLCI −8.67 −6.21 7.98 −19.08

PACE −21.02 −14.05 −3.60 −26.31 −12.40

410–670 nm −41.96 −32.87 −28.56 −53.92 −36.99 −25.70

410–600 nm −30.47 −22.87 −15.93 −41.08 −21.52 −15.05 9.31

bbp(443)

MODIS 9.33

MERIS −9.20 −17.12

VIIRS 6.34 −2.68 12.99

OLCI −8.38 −16.15 0.69 −12.02

PACE −8.40 −16.89 −0.47 −13.85 −1.56

410–670 nm −10.83 −19.50 −2.85 −15.52 −3.59 −2.58

410–600 nm −6.13 −15.51 1.35 −11.57 0.30 1.44 3.54

on MERIS, OLCI, PACE, and the two 5 nm suites). This may be
explained, in part, as due to eutrophic Rrs(λ) spectral features
being more distinct in the red and less so in the blue. While
differences in SAA retrievals almost certainly increase when
directly comparing two parameterizations (vs. comparing one
SAA to an ensemble of SAAs), this analysis serves to confirm
that our default parameterization sufficiently represents a global
average to reinforce that, in general, our results apply universally
and do not depend on our choice in SAA parameterization.

DISCUSSION

We set out to use a controlled modeling environment to reveal
and quantify the magnitude of change in derived IOPs associated
with the use of eight different suites of satellite Rrs(λ). Ignoring
such an analysis as CDRs continue to be developed will result
in a prolonged inability to distinguish between algorithmic

and environmental contributions to trends and anomalies in
the IOP time-series. We believe we chose a sufficiently robust
SAA (and parameterization) to execute this analysis, as we
achieved respectable validation results across varied satellite
wavelength suites and demonstrated that variations in algorithm
parameterization do not affect the final results. Our results
ultimately indicated, however, that different suites of satellite
Rrs(λ) do indeed result in divergent IOP retrievals and that these
divergences vary with global geography and water type.

Knowledge of these divergences carries implications and
provokes additional questions about remediation strategies and
paths forward. A comprehensive evaluation of the implications
of our results on trend analyses or CDR development exceeds
the scope of this paper. Suffice it to say, however, several of
the differences we report will exceed the IOP trends one might
wish to reveal, even for sensors with near common wavelengths.
These differences will potentially translate into differences in
downstream data products (e.g., PSDs, PFTs, and carbon and
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FIGURE 7 | SeaWiFS Ca calculated using mission-long Rrs (λ) as input into the OCI algorithm (Hu et al., 2012) (A) and the global spatial distribution of oligotrophic

(cyan), mesotrophic (green), and eutrophic (orange) waters (B). Black and white indicate land and SAA algorithm failure, respectively.

FIGURE 8 | Global IOPs calculated using SeaWiFS mission-long Rrs(λ) and the UPD between IOP values calculated using SeaWiFS and VIIRS wavelength suites

(SeaWIFS = satellite1 and VIIRS = satellite2 in Equation 7). Geophysical values and UPD for adg(443) shown in (A,B), for aph (443) in (C,D), and for bbp(443) in (E,F).
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FIGURE 9 | Satellite-to-satellite median UPD for a(443) at each Ca interval as for Figure 3, but cumulatively considering all eight SAA parameterizations introduced in

section Analyses.

primary production data products) that use IOPs as inputs. We
devote the remainder of this paper to brief discussions of what we
learned, the limitations of our analyses, other confounding issues,
and potential remediation strategies that might merit community
attention in the future.

As previously stated, we revealed that differences in
wavelengths in input Rrs(λ) lead to several percent differences
in derived IOPs when using SAAs (and spectral matching
approaches). We contend that this is critical to understand
when developing CDRs across satellite platforms. But, we also
acknowledge that, while the realized differences occasionally

exceeded several percent, the absolute differences may be small.
For example, a 5% window around an absorption value of
0.1 m−1 corresponds to ±0.005 m−1, which approaches the
detection limit of in situ absorption meters. With this in mind,
we offer that our results contribute to the knowledge base
for CDR development, but should not necessarily be cause
for enduring alarm. Perhaps more importantly—at least in the
context of identifying needs for future studies—our results also
suggest that: (a) validation exercises alone cannot unequivocally
identify the differences that will be realized across varied satellite
instrument wavelength suites; (b) including 400 nm (in the
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FIGURE 10 | As for Figure 9, but for adg(443).

case of OLCI) influences the derived IOPs and UPDs relative
to other wavelength suites; (c) using longer wavelengths (>
600 nm) influences the derived IOPs when there is a red signal
(e.g., eutrophic conditions); and (d) including additional spectral
information shows potential for improved IOP estimation [e.g.,
those suites with greater spectral resolution reported the lowest
combined biases in derived aph(443) and bbp(443)], but not
without revisiting SAA parameterizations and execution [e.g.,
they often also carried the highest biases in derived adg(443)].

What points (b)–(d) above really indicate is the need for
additional consideration of SAA behavior as the community

moves toward increased spectral information. This could
involve revisiting the use of alternate Sdg parameterization
when considering additional shorter wavelengths, improved
consideration of band-to-band covariances within the inversion
strategy, the use of alternate cost functions that exploit
additional spectral information (e.g., through weighting or
consideration of instrument noise and uncertainties), additional
evaluation of the AOP-to-IOP relationship expressed in Equation
(2), and the development of schemes that switch between
parameterizations under different regions, trophic levels, or bio-
optical, hydrological, or environmental conditions, to name
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FIGURE 11 | As for Figure 9, but for aph(443).

only a few (Werdell et al., 2018). Within the paradigm of
CDR development, the need also exists for robust datasets
to explore, train, and evaluate SAAs for application to varied
satellite instruments.

We considered two independent datasets, but neither perfectly
encapsulate or represent all marine conditions at all times.
Despite not being perfectly aligned in composition, the two
datasets revealed the existence of differences in derived IOPs
that generally matched each other in direction and magnitude.
Their differences in composition, however, should be considered
while interpreting our results. While the synthesized dataset

represents a wide dynamic range of water types, it only represents
those conditions that follow its inherent bio-optical assumptions
(and, recall, that all bio-optical relationships within this dataset
begin with Ca). Note that bio-optical relationships within our
SAA differ from those in the synthesized dataset. Furthermore,
the cumulative distribution of stations within the synthesized
dataset do not numerically represent natural global oligo-, meso-,
and eutrophic distributions of seawater. While the mission-
long Level-3 SeaWiFS data provided a representation of global
distributions of data, they offered long-term averages without
explicit consideration of seasonal and geographic variations that
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FIGURE 12 | As for Figure 9, but for bbp(443).

emerge in time-series analyses. All this said, we believe our
two datasets adequately complemented each other and offered
a broad dynamic range of conditions for this initial study.
They successfully indicated similar differences in IOP retrievals,
but future results will likely vary depending on the dataset
under consideration.

Our analyses used common and consistent input Rrs(λ) across
all eight wavelength suites, which we well known does not
represent real life in multi-mission CDR development (e.g.,
Franz et al., 2005, 2018). Space agencies invest substantial
effort into absolute and temporal radiometric characterization

of ocean color satellite instruments that minimizes cross-
instrument biases in Rrs(λ), but differences inevitably remain
(Zibordi et al., 2014; Barnes and Hu, 2016; Mélin et al., 2016).
Such differences will certainly further confound the compatibility
of derived IOPs across satellite instruments, although whether
they amplify or dampen our results will vary instrument-to-
instrument based on the relative consistencies of the Rrs(λ).
Naturally, relative temporal stability across satellite instruments
presents the greatest concern and challenge in long-term
CDR development. Other confounding issues include variations
in instrument design (e.g., pushbroom vs. whiskbroom and
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the resulting number of detectors providing science data),
differences in pre-launch instrument characterization activities
and methods, differences in protocols and data sources for on-
orbit instrument calibration, and variations in algorithms applied
prior to executing an SAA, all of which contribute in some way to
varied instrument-to-instrument uncertainties in Rrs(λ).

Once again ignoring the latter for the moment, several
proposed strategies exist to mitigate the use of differing Rrs(λ)
as input into bio-optical algorithms. The first, and perhaps
least satisfying, simply reduces the number of input wavelengths
to the lowest common suite (e.g., limiting SAA execution to
roughly 412, 443, 490, 547-555-560, and 667-670-665 nm for
MODIS-SeaWiFS-MERIS/OLCI for comparison with VIIRS).
Werdell et al. (2009) provides a relevant example of doing so in
Chesapeake Bay to retrieve Ca using an SAA. Approaches to shift
bands, say from Rrs(547) to Rrs(555), also exist. Several of the bio-
optical algorithms under theOBPGpurview, for example, require
such adjustment (e.g., Stramski et al., 2008; Hu et al., 2012),
which they perform using simple linear statistical relationships
developed using in situ data (Werdell and Bailey, 2005). Melin
and Sclep (2015) developed a more sophisticated band-shifting
approach that employs bio-optical models to adjust band centers.
Their approach uses preliminary estimates of IOPs such that its
use within the context of this analyses would ultimately results in
an iterative scheme.

Ultimately, none of these remediation strategies assist with
moving from multispectral heritage instruments to future
hyperspectral instruments (e.g., PACE). While degrading PACE’s
spectral resolution to mimic heritage instrumentation remains
possible, doing so discards the advances of its instrumentation
that we ultimately expect to improve SAA performance and
IOP estimation in general, such as inclusion of ultraviolet
bands. In the end, this may be unavoidable, with multi-
decade IOP-based CDRs in the PACE era reduced to the best
available approach across heritage instruments. While we expect
novel approaches to emerge that include additional ancillary
(environmental) information or spectral weighting/balancing
that somewhat mitigate differences in input wavelength suites,

the promise of the emerging era of satellite spectroscopy is that
additional wavelengths will result in superior data products.
Intuitively, we therefore expect two parallel paths forward in

SAA development: one that continues to push the boundary of
what is possible with heritage, existing, and plannedmultispectral
instruments (e.g., VIIRS and OLCI) and one that exploits
spectroscopy and contiguous spectral resolution. The challenge
to the community will then become tracking and understanding
differences between the two paths such that the presumably
advanced approaches (through spectroscopy) can inform on the
underlying limitations and additional uncertainties associated
with the long-term (multispectral) data record.

DATA AVAILABILITY

The synthetic dataset generated for this study can be found
on PANGAEA (https://doi.pangaea.de/10.1594/PANGAEA.
899407). The satellite imagery can be found on the NASA
OceanColor Web site (https://oceancolor.gsfc.nasa.gov).

AUTHOR CONTRIBUTIONS

PW: conceptualization, methodology, and data analysis. LM:
synthetic dataset development. PW and LM: original draft,
reviewing, editing, and revision.

FUNDING

This research was funded by the NASA Ocean Biology and
Biogeochemistry Program via an award under the solicitation
The Science of Terra, Aqua, and Suomi NPP.

ACKNOWLEDGMENTS

We thank the NASA Ocean Biology Processing Group staff for
their advice during the preparation of this manuscript. We also
thank our two reviewers for their highly constructive comments
and recommendations.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/feart.
2019.00054/full#supplementary-material

REFERENCES

Alvain, S., Loisel, H., and Dessailly, D. (2012). Theoretical analysis of ocean color

radiances anomalies and implications for phytoplankton groups detection in

case 1 waters. Opt. Express 20, 1070–1083. doi: 10.1364/OE.20.001070

Babin, M., Morel, A., Fournier-Sicre, V., Fell, F., and Stramski, D. (2003). Light

scattering properties of marine particles in coastal and open ocean waters as

related to the particle mass concentration. Limnol. Oceanogr. 48, 843–859.

doi: 10.4319/lo.2003.48.2.0843

Barnes, B. B., and Hu, C. (2016). Dependence of satellite ocean color data products

on vie wing angles: a comparison between SeaWiFS, MODIS, and VIIRS.

Remote Sens. Environ. 175, 120–129. doi: 10.1016/j.rse.2015.12.048

Behrenfeld, M. J., Boss, E., Siegel, D. A., and Shea, D. M. (2005). Carbon-

based ocean productivity and phytoplankton physiology from space. Glob.

Biogeochem. Cycles 19:GB1006. doi: 10.1029/2004GB002299

Bracher, A., Bouman, H. A., Brewin, R. J. W., Bricaud, A., Brotas, V., Ciotti,

A. M., et al. (2017). Obtaining phytoplankton diversity from ocean color:

a scientific roadmap for future development. Front. Mar. Sci. 4:e00055.

doi: 10.3389/fmars.2017.00055

Brewin, R. J. W., Sathyendranath, S., Muller, D., Brockmann, C., Deschamps,

P.-Y., Devred, E., et al. (2015). The Ocean colour climate change

initiative: III. A round-robin comparison on in-water bio-optical

algorithms. Remote Sens. Environ. 162, 271–294. doi: 10.1016/j.rse.2013.

09.016

Bricaud, A., Babin, M., Morel, A., and Claustre, H. (1995). Variability in

the chlorophyll-specific absorption coefficients of natural phytoplankton:

analysis and parameterization. J. Geophys. Res. 100, 13321–13332.

doi: 10.1029/95JC00463

Bricaud, A., Morel, A., Babin, M., Allali, K., and Claustre, H. (1998). Variations

of light absorption by suspended particles with chlorophyll a concentration

Frontiers in Earth Science | www.frontiersin.org 19 March 2019 | Volume 7 | Article 5440

https://doi.pangaea.de/10.1594/PANGAEA.899407
https://doi.pangaea.de/10.1594/PANGAEA.899407
https://oceancolor.gsfc.nasa.gov
https://www.frontiersin.org/articles/10.3389/feart.2019.00054/full#supplementary-material
https://doi.org/10.1364/OE.20.001070
https://doi.org/10.4319/lo.2003.48.2.0843
https://doi.org/10.1016/j.rse.2015.12.048
https://doi.org/10.1029/2004GB002299
https://doi.org/10.3389/fmars.2017.00055
https://doi.org/10.1016/j.rse.2013.09.016
https://doi.org/10.1029/95JC00463
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Werdell and McKinna IOP Sensitivity to Input Wavelengths

in oceanic (case 1) waters: analysis and implications for bio-optical models. J.

Geophys. Res. Oceans 103, 31033–31044. doi: 10.1029/98JC02712

Dutkiewicz, S., Follows, M. J., and Bragg, J. G. (2009). Modeling the coupling

of ocean ecology and biogeochemistry. Glob. Biogeochem. Cycles 23:GB4017.

doi: 10.1029/2008GB003405

Eplee, R. E., turpie, K. R., Meister, G., Patt, F. S., Franz, B. A., and Bailey, S.W.

(2015). On-orbit calibration of the suomi national polar-orbiting parnership

visible infrared imaging radiometer suite for ocean color applications. Appl.

Opt. 54, 1984–2006. doi: 10.1364/AO.54.001984

Franz, B. A., Karakoylu, E. M., Siegel, D. A., and Westberry, T. K. (2018). Global

ocean phytoplankton [in “State of the Climate 2017”]. Bull. Am. Meteorol. Soc.

99, S94–S96. doi: 10.1175/2018BAMSStateoftheClimate.1

Franz, B. A., Werdell, P. J., Meister, G., Kwiatkowska, E., Thomas, D., Werdell, J.

P., et al. (2005). The continuity of ocean color measurements from SeaWiFS to

MODIS. Proc. SPIE 58820W. doi: 10.1117/12.620069

Gilerson, A., Ibrahim, A., Foster, R., Carrizo, C., El-Habshi, A., and Ahmed,

S. (2014). Retrieval of water optical properties using polarization of light

underwater: case I and II waters, Proc. SPIE 92400R. doi: 10.1017/12.2067963

Gordon, H. R., Brown, O. B., Evans, R. H., Brown, J. W., Smith, R. C., Baker, K. S.,

et al. (1988). A Semianalytic Radiance Model of Ocean Color. J. Geophys. Res.

93, 10909–10924. doi: 10.1029/JD093iD09p10909

Hirata, T., Hardman-Mountford, N. J., Brewin, R. J. W., Aiken, J., Barlow, R.,

Suzuki, K., et al. (2011). Synoptic relationships between surface Chlorophyll-

a and diagnostic pigments specific to phytoplankton functional types.

Biogeosciences 8, 311–327. doi: 10.5194/bg-8-311-2011

Hu, C. M., Lee, Z., and Franz, B. (2012). Chlorophyll a algorithms for oligotrophic

oceans: a novel approach based on three-band reflectance difference. J. Geophys.

Res. Oceans 117:C01011. doi: 10.1029/2011jc007395

Ibrahim, A., Gilerson, A., Harmel, T., Tonizzo, A., Chowdhary, J., and

Ahmed, S. (2012). The relationship between upwelling underwater

polarization and attenuation/absorption ratio. Opt. Express 20, 25662–25680.

doi: 10.1364/OE.20.025662

IOCCG (2006). Remote Sensing of Inherent Optical Properties: Fundamentals, Tests

of Algorithms, and Applications. Dartmouth, NS: IOCCG.

IOCCG (2009). Remote Sensing in Fisheries and Aquaculture. Dartmouth,

NS: IOCCG.

IOCCG (2014). Phytoplankton Functional Types from Space. Dartmouth,

NS: IOCCG.

IOCCG (2018). Earth Observations in Support of GlobalWater Quality Monitoring.

Dartmouth, NS: IOCCG.

Lee, Z. P., Arnone, R., Hu, C. M.,Werdell, P. J., and Lubac, B. (2010). Uncertainties

of optical parameters and their propagations in an analytical ocean color

inversion algorithm. Appl. Opt. 49, 369–381. doi: 10.1364/AO.49.000369

Lee, Z. P., Carder, K., Arnone, R., and He, M. X. (2007). Determination of

primary spectral bands for remote sensing of aquatic environments. Sensors 7,

3428–3441. doi: 10.3390/s7123428

Lee, Z. P., Carder, K. L., and Arnone, R. A. (2002). Deriving inherent optical

properties from water color: a multiband quasi-analytical algorithm for

optically deep waters. Appl. Opt. 41, 5755–5772. doi: 10.1364/AO.41.005755

Lee, Z. P., Carder, K. L., and Du, K. P. (2004). Effects of molecular and particle

scatterings on the model parameter for remote-sensing reflectance. Appl. Opt.

43, 4957–4964. doi: 10.1364/AO.43.004957

Lee, Z. P., Carder, K. L., Hawes, S. K., Steward, R. G., Peacock, T. G., and Davis,

C. O. (1994). Model for the interpretation of hyperspectral remote-sensing

reflectance. Appl. Opt. 33, 5721–5732. doi: 10.1364/AO.33.005721

Lee, Z. P., Du, K. P., Voss, K. J., Zibordi, G., Lubac, B., Arnone, R., and

Weidemann, A. (2011). An inherent-optical-property-centered approach to

correct the angular effects in water-leaving radiance. Appl. Opt. 50, 3155–3167.

doi: 10.1364/AO.50.003155

Loisel, H., Stramski, D., Dessailly, D., Jamet, C., Li, L., and Reynolds, R. A. (2018).

An inverse model for estimating the optical absorption and backscattering

coefficients of seawater from remote-sensing reflectance over a broad range

of oceanic and coastal marine environments. J. Geophys. Res. 123, 2141–2171.

doi: 10.1002/2017JC013632

Maritorena, S., d’Andon, O. H. F., Mangin, A., and Siegel, D. A. (2010).

Merged satellite ocean color data products using a bio-optical model:

characteristics, benefits and issues. Remote Sens. Environ. 114, 1791–1804.

doi: 10.1016/j.rse.2010.04.002

McKinna, L. I. W., Werdell, P. J., and Proctor, C. W. (2016). Implementation of

an analytical Raman scattering correction for satellite ocean-color processing.

Opt. Express 24, A1123–1137. doi: 10.1364/OE.24.0A1123

Meister, G., and Franz, B. A. (2014). Corrections to the MODIS Aqua calibration

derived from MODIS Aqua ocean color products. IEEE Trans. Geosci. Remote

Sens. 52, 6534–6541. doi: 10.1109/TGRS.2013.2297233

Meister, G., Franz, B. A., Kwiatkowska, E. J., and McClain, C. R. (2012).

Corrections to the calibration of MODIS Aqua Ocean color bands derived

from SeaWiFS data. IEEE Trans. Geosci. Remote Sens. 50, 310–319.

doi: 10.1109/TGRS.2011.2160552

Melin, F., and Sclep, G. (2015). Band shifting for ocean color multi-

spectral reflectance data. Opt. Express 23, 2262–2279. doi: 10.1364/OE.23.

002262

Mélin, F., Sclep, G., Jackson, T., and Sathyendranath, S. (2016). Uncertainty

estimates of remote sensing reflectance derived from comparison of

ocean color satellite data sets. Remote Sens. Environ. 177, 107–124.

doi: 10.1016/j.rse.2016.02.014

Mobley, C. D., and Sundman, L. K. (2008). Hydrolight 5 Ecolight 5. Washington,

DC: Sequoia Scientific Inc.

Mobley, C. D., Werdell, J., Franz, B., Ahmad, Z., and Bailey, S. (2016).

Atmospheric Correction for Satellite Ocean Color Radiometry. NASA Technical

Memorandum, NASA/TM-2016-217551, 85.

Mouw, C. B., Hardman-Mountford, N. J., Alvain, S., Bracher, A., Brewin, R. J.

W., Bricaud, A., et al. (2017). A consumer’s guide to satellite remote sensing

of multiple phytoplankton groups in the global ocean. Front. Mar. Sci. 4:41.

doi: 10.3389/fmars.2017.00041

NRC (2004). Climate Data Records From Environmental Satellites: Interim Report.

Washington, DC: National Academies Press.

NRC (2011). Assessing Requirements for Sustained Ocean Color Research and

Operations. Washington, DC: National Academies Press.

O’Reilly, J. E., Maritorena, S., Mitchell, B. G., Siegel, D. A., Carder, K. L., Garver, S.

A., et al. (1998). Ocean color chlorophyll algorithms for SeaWiFS. J. Geophys.

Res. 103, 24937–24953. doi: 10.1029/98JC02160

PACE Science Definition Team (2018). Pre-Aerosols, Clouds, and Ocean Ecosystem

(PACE) Mission Science Definition Team Report. PACE Technical Report Series,

NASA/TM-2018-219027/Vol. 2, 316.

Patt, F. S., Barnes, R. A., Eplee, R. E. Jr, Franz, B. A., Robinson, W. D., et al. (2003).

“Algorithm updates for the fourth seawifs data reprocessing,” in Goddard Space

Flight Center, eds S. B. Hooker and E. R. Firestone (Greenbelt, MD: National

Aeronautics and Space Administration), 74.

Pope, R. M., and Fry, E. S. (1997). Absorption spectrum (380-700 nm) of

pure water. II. Integrating cavity measurements. Appl. Opt. 36, 8710–8723.

doi: 10.1364/AO.36.008710

Roesler, C., Perry, M. J., and Carder, K. L. (1989). Modeling In-situ phytoplankton

absorption from total absorption-spectra in productive inland marine waters.

Limnol. Oceanogr. 34, 1510–1523. doi: 10.4319/lo.1989.34.8.1510

Rousseaux, C. S., and Gregg, W. W. (2015). Recent decadal trends in

global phytoplankton composition. Glob. Biogeochem. Cycles 29, 1674–1688.

doi: 10.1002/2015GB005139

Sathyendranath, S., Brewin, R. J. W., Jackson, T., Melin, F., and Platt,

T. (2017). Ocean-colour products for climate-change studies: what

are their ideal characteristics? Remote Sens. Environ. 203, 125–138.

doi: 10.1016/j.rse.2017.04.017

Siegel, D. A., Behrenfeld, M., Maritorena, S., McClain, C. R., Antoine, D.,

Bailey, S. W., et al. (2013). Regional to global assessments of phytoplankton

dynamics from the SeaWiFS mission. Remote Sens. Environ. 135, 77–91.

doi: 10.1016/j.rse.2013.03.025

Siegel, D. A., Buesseler, K. O., Doney, S. C., Sailley, S. F., Behrenfeld, M. J., and

Boyd, P. W. (2014). Global assessment of ocean carbon export by combining

satellite observations and food-web models. Glob. Biogeochem. Cycles 28,

181–196. doi: 10.1002/2013GB004743

Stramski, D., Boss, E., Bogucki, D. J., and Voss, K. J. (2004). The role of seawater

constituents in light backscattering in the ocean. Progr. Oceanogr. 61, 27–56.

doi: 10.1016/j.pocean.2004.07.001

Stramski, D., Reynolds, R. A., Babin, M., Kaczmarek, S., Lewis, M. R., Rottgers,

R., et al. (2008). Relationships between the surface concentration of particulate

organic carbon and optical properties in the eastern South Pacific and eastern

Atlantic Oceans. Biogeosciences 5, 171–201. doi: 10.5194/bg-5-171-2008

Frontiers in Earth Science | www.frontiersin.org 20 March 2019 | Volume 7 | Article 5441

https://doi.org/10.1029/98JC02712
https://doi.org/10.1029/2008GB003405
https://doi.org/10.1364/AO.54.001984
https://doi.org/10.1175/2018BAMSStateoftheClimate.I
https://doi.org/10.1117/12.620069
https://doi.org/10.1017/12.2067963
https://doi.org/10.1029/JD093iD09p10909
https://doi.org/10.5194/bg-8-311-2011
https://doi.org/10.1029/2011jc007395
https://doi.org/10.1364/OE.20.025662
https://doi.org/10.1364/AO.49.000369
https://doi.org/10.3390/s7123428
https://doi.org/10.1364/AO.41.005755
https://doi.org/10.1364/AO.43.004957
https://doi.org/10.1364/AO.33.005721
https://doi.org/10.1364/AO.50.003155
https://doi.org/10.1002/2017JC013632
https://doi.org/10.1016/j.rse.2010.04.002
https://doi.org/10.1364/OE.24.0A1123
https://doi.org/10.1109/TGRS.2013.2297233
https://doi.org/10.1109/TGRS.2011.2160552
https://doi.org/10.1364/OE.23.002262
https://doi.org/10.1016/j.rse.2016.02.014
https://doi.org/10.3389/fmars.2017.00041
https://doi.org/10.1029/98JC02160
https://doi.org/10.1364/AO.36.008710
https://doi.org/10.4319/lo.1989.34.8.1510
https://doi.org/10.1002/2015GB005139
https://doi.org/10.1016/j.rse.2017.04.017
https://doi.org/10.1016/j.rse.2013.03.025
https://doi.org/10.1002/2013GB004743
https://doi.org/10.1016/j.pocean.2004.07.001
https://doi.org/10.5194/bg-5-171-2008
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Werdell and McKinna IOP Sensitivity to Input Wavelengths

Twardowski, M. S., Boss, E., Sullivan, J. M., and Donaghay, P. L. (2004). Modeling

the spectral shape of absorption by chromophoric dissolved organic matter.

Mar. Chem. 89, 69–88. doi: 10.1016/j.marchem.2004.02.008

Vandermuelen, R. A., Mannino, A., Neeley, A. R., Werdell, P. J., and Arnone, R.

(2017). Determining the optimal spectral sampling frequency and uncertainty

thresholds for hyperspectral remote sensing of ocean color. Opt. Express 25,

A785–A797. doi: 10.1364/OE.25.00A785

Wang, M., Franz, B. A., Barnes, R. A., andMcClain, C. R. (2001). Effects of spectral

bandpass on SeaWiFS-retrieved near-surface optical properties of the ocean.

Appl. Opt. 40, 343–348. doi: 10.1364/AO.40.000343

Werdell, P. J., and Bailey, S. W. (2005). An improved in-situ bio-optical

data set for ocean color algorithm development and satellite data product

validation. Remote Sens. Environ. 98, 122–140. doi: 10.1016/j.rse.2005.

07.001

Werdell, P. J., Bailey, S. W., Franz, B. A., Harding, L. W. Jr, Feldman, G. C.,

and McClain, C. R. (2009). Regional and seasonal variability of chlorophyll-a

in Chesapeake Bay as observed by SeaWiFS and MODIS-Aqua. Remote Sens.

Environ. 113, 1319–1330. doi: 10.1016/j.rse.2009.02.012

Werdell, P. J., Franz, B. A., Bailey, S. W., Feldman, G. C., Boss, E.,

Brando, V. E., et al. (2013a). Generalized ocean color inversion model for

retrieving marine inherent optical properties. Appl. Opt. 52, 2019–2037.

doi: 10.1364/AO.52.002019

Werdell, P. J., Franz, B. A., Lefler, J. T., Robinson, W. D., and Boss, E.

(2013b). Retrieving marine inherent optical properties from satellites using

temperature and salinity-dependent backscattering by seawater. Opt. Express

21, 32611–32622. doi: 10.1364/OE.21.032611

Werdell, P. J., McKinna, L. I. W., Boss, E., Ackleson, S. G., Craig, S. E., Gregg,

W. W., et al. (2018). An overview of approaches and challenges for retrieving

marine inherent optical properties from ocean color remote sensing. Progr.

Oceanogr. 160, 186–212. doi: 10.1016/j.pocean.2018.01.001

Werdell, P. J., Roesler, C. S., and Goes, J. I. (2014). Discrimination of

phytoplankton functional groups using an ocean reflectance inversion model.

Appl. Opt. 53, 4833–4849. doi: 10.1364/AO.53.004833

Westberry, T. K., Boss, E., and Lee, Z. (2013). Influence of Raman

scattering on ocean color inversion models. Appl. Opt. 52, 5552–5561.

doi: 10.1364/AO.52.005552

Wolanin, A., Soppa, M. A., and Bracher, A. (2016). Investigation of spectral

band requirements for improving retrievals of phytoplankton functional types.

Remote Sens. 8:871. doi: 10.3390/rs8100871

Zhang, X. D., Hu, L. B., and He, M. X. (2009). Scattering by pure seawater: effect

of salinity. Opt. Express 17, 5698–5710. doi: 10.1364/OE.17.005698

Zheng, G. M., and Stramski, D. (2013). A model based on stacked-constraints

approach for partitioning the light absorption coefficient of seawater into

phytoplankton and non-phytoplankton components. J. Geophys. Res. 118,

2155–2174. doi: 10.1002/jgrc.20115

Zibordi, G., Donlon, C., and Parr, A. (2014).Optical Radiometry for Ocean Climate

Measurements. Academic Press.

Conflict of Interest Statement: LM was employed by company Go2Q Pty Ltd.

The remaining author declares that the research was conducted in the absence

of any commercial or financial relationships that could be construed as a

potential conflict of interest.

Copyright © 2019 Werdell and McKinna. This is an open-access article distributed

under the terms of the Creative Commons Attribution License (CC BY). The use,

distribution or reproduction in other forums is permitted, provided the original

author(s) and the copyright owner(s) are credited and that the original publication

in this journal is cited, in accordance with accepted academic practice. No use,

distribution or reproduction is permitted which does not comply with these terms.

Frontiers in Earth Science | www.frontiersin.org 21 March 2019 | Volume 7 | Article 5442

https://doi.org/10.1016/j.marchem.2004.02.008
https://doi.org/10.1364/OE.25.00A785
https://doi.org/10.1364/AO.40.000343
https://doi.org/10.1016/j.rse.2005.07.001
https://doi.org/10.1016/j.rse.2009.02.012
https://doi.org/10.1364/AO.52.002019
https://doi.org/10.1364/OE.21.032611
https://doi.org/10.1016/j.pocean.2018.01.001
https://doi.org/10.1364/AO.53.004833
https://doi.org/10.1364/AO.52.005552
https://doi.org/10.3390/rs8100871
https://doi.org/10.1364/OE.17.005698
https://doi.org/10.1002/jgrc.20115
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


ORIGINAL RESEARCH
published: 31 May 2019

doi: 10.3389/feart.2019.00116

Frontiers in Earth Science | www.frontiersin.org 1 May 2019 | Volume 7 | Article 116

Edited by:

David Antoine,

Curtin University, Australia

Reviewed by:

Quinten Vanhellemont,

Royal Belgian Institute of Natural

Sciences, Belgium

Thomas Schroeder,

CSIRO Oceans and Atmosphere

(O&A), Australia

*Correspondence:

Amir Ibrahim

amir.ibrahim@nasa.gov

Specialty section:

This article was submitted to

Atmospheric Science,

a section of the journal

Frontiers in Earth Science

Received: 05 December 2018

Accepted: 06 May 2019

Published: 31 May 2019

Citation:

Ibrahim A, Franz BA, Ahmad Z and

Bailey SW (2019) Multiband

Atmospheric Correction Algorithm for

Ocean Color Retrievals.

Front. Earth Sci. 7:116.

doi: 10.3389/feart.2019.00116

Multiband Atmospheric Correction
Algorithm for Ocean Color Retrievals

Amir Ibrahim 1,2*, Bryan A. Franz 1, Ziauddin Ahmad 1,3 and Sean W. Bailey 1

1Ocean Ecology Laboratory, Goddard Space Flight Center, National Aeronautics and Space Administration, Greenbelt, MD,

United States, 2 Science Systems and Applications Inc., Lanham, MD, United States, 3 Science Application International

Corp., McLean, VA, United States

National Aeronautics and Space Administration’s (NASA’s) current atmospheric

correction (AC) algorithm for ocean color utilizes two bands and their ratio in the near

infrared (NIR) to estimate aerosol reflectance and aerosol type. The algorithm then

extrapolates the spectral dependence of aerosol reflectance to the visible wavelengths

based on modeled spectral dependence of the identified aerosol type. Future advanced

ocean color sensors, such as the Ocean Color Instrument (OCI) that will be carried on

the Plankton, Aerosol, Cloud, and ocean Ecosystem (PACE) satellite, will be capable of

measuring the hyperspectral radiance from 340 to 890 nm at 5-nm spectral resolution

and at seven discrete short-wave infrared (SWIR) channels: 940, 1,038, 1,250, 1,378,

1,615, 2,130, and 2,260 nm. To optimally employ this unprecedented instrument

capability, we propose an improved AC algorithm that utilizes all atmospheric-window

channels in the NIR to SWIR spectral range to reduce the uncertainty in the AC process.

A theoretical uncertainty analysis of this, namely, multiband AC (MBAC), indicates that the

algorithm can reduce the uncertainty in remote sensing reflectance (Rrs) retrievals of the

ocean caused by sensor random noise. Furthermore, in optically complex waters, where

the NIR signal is affected by contributions from highly reflective turbid waters, the MBAC

algorithm can be adaptively weighted to the strongly absorbing SWIR channels to enable

improved ocean color retrievals in coastal waters. We provide here a description of the

algorithm and demonstrate the improved performance in ocean color retrievals, relative to

the current NASA standard AC algorithm, through comparison with field measurements

and assessment of propagated uncertainties in applying the MBAC algorithm to MODIS

and simulated PACE OCI data.

Keywords: ocean color, atmospheric correction, PACE, aerosol, turbid waters

INTRODUCTION

Ocean color retrieval algorithms require an atmospheric correction (AC) process to separate
the radiometric contribution of the atmosphere from the ocean, given the radiance measured
at the top of atmosphere (TOA). The National Aeronautics and Space Administration (NASA)
standard approach to the AC is a two-step process: the atmosphere and surface contributions are
first removed using minimal assumptions about the water optical properties (Gordon and Wang,
1994; Franz et al., 2007; Ahmad et al., 2010; Bailey et al., 2010; Mobley et al., 2016), and the
resulting spectral water-leaving radiances are then used to infer water column optical properties and
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constituent concentrations (e.g., Gordon et al., 1988; O’Reilly
et al., 1998; Morel and Maritorena, 2001; Hu et al., 2012;
Werdell et al., 2013). AC involves finding a solution to a set of
deterministic models, enabling the removal of atmospheric path
and surface effects from the TOA signal. The primary challenge
is determining the contribution of aerosols (a primary source of
uncertainty in the AC) to the atmospheric path radiance, which
is highly variable and, thus, must be inferred from observation.
This approach takes advantage of the strong absorption of
water in the Near Infrared to Shortwave Infrared (NIR-SWIR)
(longward of 700 nm) to separate the atmospheric and oceanic
signals (Gordon and Wang, 1994; Wang et al., 2009; Ahmad
et al., 2010). This AC process aims for retrievals that meet
ocean color requirements (i.e., 5% uncertainty on water-leaving
radiance at 443 nm) over the open ocean and in the absence of
strongly absorbing aerosols (i.e., dust, organic, and black carbon)
(Gordon and Wang, 1994; Mobley et al., 2016). In coastal and
optically complex waters, the water-leaving radiance retrievals
often fail in meeting that requirement due to non-negligible
water-leaving radiance in the NIR bands used for the AC, with
water-leaving radiance often underestimated or even negative in
value. Iterative AC techniques have been developed to model
the ocean reflectance in the NIR, which mitigate the problem
effectively in moderately turbid and productive waters (Siegel
et al., 2000; Bailey et al., 2010). Although this iterative approach
has been used in the NASA standard processing (Bailey et al.,
2010), it has been shown that such methods can fail in highly
turbid waters (Wang et al., 2012; Goyens et al., 2013). Other
methods, based on the SWIR bands, have been shown effective
in separating the aerosol signal from the TOA signal over highly
turbid waters, due to the increased water absorption at these
longer wavelengths (Shi and Wang, 2007; Wang and Shi, 2007,
2012; Jiang and Wang, 2014; Vanhellemont and Ruddick, 2015;
Pahlevan et al., 2017). The SWIR-based methods has limitations,
however, for two reasons: (1) the signal-to-noise ratio (SNR)
on SWIR bands is low for current ocean color sensors [i.e.,
MODIS (Moderate Resolution Imaging Spectroradiometer) and
VIIRS (Visible Infrared Imaging Radiometer Suite)] and (2) the
approach generally requires discrete switching from the NIR
AC bands to SWIR bands over coastal waters, thus producing
spatial inconsistency or artifacts in the retrievals. For example,
Shi and Wang (2007) utilized 1,240 and 2,130 nm for MODIS
to perform the AC using the 2-band Gordon and Wang (1994)
AC approach. The algorithm switches from NIR to SWIR based
on a turbidity index threshold (Shi and Wang, 2007; Wang and
Shi, 2007; Wang et al., 2009). Werdell et al. (2010) have shown
the effectiveness of the 2-band SWIR AC approach, but with
increased uncertainties in the ocean color retrievals due to low
SWIR SNR of MODIS-Aqua. Still, other studies have shown
failure in the NIR-SWIR switching method due to the NIR sensor
saturation at moderate to high turbidity (i.e., >35 g m−3) where
the NIR bands on MODIS-Aqua saturate at TOA radiances
>2.8–3.45 mW cm−2

µm−1 sr−1 for 748 nm and >1.9–2.45
mW cm−2

µm−1 sr−1 for 869 nm and improper cloud masking
(Aurin et al., 2013). A recent study by Liu et al. (2019) indicated
that the turbidity index, responsible for the switching, varies
with the aerosol size distribution, optical depth, and observing

geometry, thus rendering the effectiveness of the NIR-SWIR
switching questionable.

One way for reducing the uncertainty in ocean color retrievals
using the SWIR bands is to use more spectral information to
reduce sensor random noise impact produced by low SNR. Gao
et al. (2000, 2007) used a spectral matching technique to fit the
measured TOA signal with an aerosol lookup table (LUT) for
bands >860 nm and demonstrated improved retrieval of ocean
reflectance in turbid and shallow waters from MODIS-Aqua
and Airborne Visible/Infrared Imaging Spectrometer (AVIRIS).
They also showed a sensitivity study indicating that SWIR bands
are sensitive to variations in aerosol size distributions including
some fine-mode dominant types, although the sensitivity is
weaker than that of the visible–NIR spectral regime. Other
methods that utilize more spectral information for the AC,
such as machine learning techniques (i.e., neural network) and
coupled atmosphere–ocean simultaneous retrievals, have shown
promising results (Gordon et al., 1997; Chomko and Gordon,
1998, 2001; Chomko et al., 2003; Stamnes et al., 2003; Jamet
et al., 2005; Brajard et al., 2006; Schroeder et al., 2007; Spurr
et al., 2007; Kuchinke et al., 2009; Steinmetz et al., 2011; He
et al., 2012; Frouin and Gross-Colzy, 2016; Fan et al., 2017;
Gossn et al., 2019). Some of these algorithms were more
successful over the open ocean, while others were specifically
tuned for coastal cases, and they often require the use of a bio-
optical ocean model with inherent assumptions about the marine
optical properties.

Cloud detection and masking in turbid waters can also be
challenging. Extremely turbid waters are masked as clouds when
a simple NIR threshold technique is used, as is the case for the
standard NASA processing. Wang and Shi (2006) proposed an
improved cloudmasking in coastal regions using SWIR channels.
Other cloud masking methods that utilize more spectral bands
have shown improved discrimination between clouds and water
in highly turbid conditions (Nordkvist et al., 2009).

NASA is planning to launch the Plankton, Aerosol, Cloud, and
ocean Ecosystem (PACE) satellite in 2022. The PACE satellite
will host a state-of-the-art hyperspectral ocean color sensor
(the Ocean Color Instrument, OCI). OCI will measure the
hyperspectral radiance at the TOA from 340 to 890 nm at 5-nm
spectral resolution and at seven discrete channels in the SWIR:
940, 1,038, 1,250, 1,378, 1,615, 2,130, and 2,260 nm, of which two
are water vapor bands (940 and 1,378 nm) and five are window
bands (i.e., no major gas absorption features). In fact, OCI will
host the first instrument with a set of SWIR bands primarily
designed for the ocean AC. The SWIR bands will have sufficient
radiometric performance (i.e., high SNR with low systematic
bias) to enable their use for AC over open oceans as well as coastal
water conditions (Ibrahim and McKinna, 2018). The analysis
throughout the manuscript assumed the following SNRs for OCI
(420 at 1,038 nm, 280 at 1,250 nm, 220 at 1,615 nm, and 76 at
2,260 nm, excluding 2,130 nm as cloud band), for the typical
ocean scene, which are based on current best estimates since the
design is currently subject to slight changes. The AC algorithm
proposed here attempts to exploit the unprecedented capabilities
of OCI to improve the quality of ocean color retrievals from the
PACE mission.
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MULTIBAND AC ALGORITHM

The heritage aerosol correction algorithm utilizes two bands
either in the NIR or SWIR spectral range by calculating a band
ratio of the Rayleigh (+ surface) and gas corrected reflectance,
namely, epsilon, as follows:

ε =
ρa(λs)

ρa(λl)
, (1)

where λs and λl correspond to the short and long wavelength
either in the NIR or SWIR range (e.g., for MODIS, λs = 748 nm
and λl = 869 nm) and ρa (λ) is the aerosol reflectance defined as:

ρa (λ) =
π × [La (λ) + Lra (λ)]

F0 × µ0
, (2)

F0 is the extraterrestrial solar irradiance and µ0 is the cosine
of the solar zenith angle. Since the aerosol radiance term is a
strong function of the viewing/illumination geometry, the LUT
is generated as a function of the solar and sensor zenith angle
and relative azimuth angle. NASA’s current approach to estimate
the aerosol reflectance term is by finding the best match of
the observed single scattering epsilon value to the model single
scattering epsilon value. Since the LUT is calculated for a set of
deterministic aerosol models based on Ahmad et al. (2010), the
algorithm interpolates the single scattering aerosol reflectance
from the LUT to match the observed reflectance. Accounting
for multiple scattering interactions between the aerosol and
molecules, is crucial when extrapolating the reflectance to
shorter wavelengths. Given the aerosol type estimated from
the single scattering epsilon in the longer wavelengths, the
multiple scattered aerosol radiance is then estimated through
a polynomial relationship derived through vector radiative
transfer simulations (Gordon and Wang, 1994), and this multi-
scattering estimate of aerosol path reflectance is then used in the
aerosol correction.

The process of deriving single scattering epsilon and then
converting it into multiple scattering radiance is unnecessary
since currently computationally feasible multiple scattering
tables can be easily generated and irreversible since there is
no 1–1 relationship between multiple and single scattering
when different aerosol types are mixed. Ahmad and Franz
(2018) proposed an alternative approach, where the aerosol
model and optical properties determination is done in multiple
scattering space. It is based on the Ahmad et al. (2010) aerosol
models, for which the TOA reflectance due to aerosols can be
described by three parameters: relative humidity (RH), Angstrom
exponent (α), or the analogous fine-mode fraction (f ), and
optical thickness of the aerosols (τ ) in the model atmosphere.
Briefly, for any relative humidity suite, the dependence of

multiple-scattering epsilon ε (λ) = ρ(λ)
ρ(869)

on ρ(869) would

look like the x–y plot shown in Figure 1. Here, ρ refers to
TOA aerosol reflectance and the subscript numbers refer to
wavelength bands.

In Figure 1, the aerosol optical depth (τ ) varies along
the “horizontal” axis, and the Angstrom exponent (α) and

FIGURE 1 | A graph of multiple-scattering epsilon (ε748 = ρ748/ρ869) vs.

ρ869 for solar zenith, θ0 = 36◦, view zenith, θ = 30◦, relative azimuth angle,

ϕ = 120◦, and relative humidity (RH) = 80% from MODIS LUT (Ahmad and

Franz, 2018).

extinction coefficients (ξ ) vary along the “vertical” axis. This
parametrization of the LUT allows one to readily calculate the
aerosol reflectance at any grid point. One advantage of this
approach over the current NASA standard algorithm is that it
provides a mathematical framework for the aerosol reflectance
determination that facilitates the application of standard error
propagation techniques.

The multiband AC (MBAC) algorithm is based on this multi-
scattering epsilon approach by Ahmad and Franz (2018), but
it utilizes all the spectral window channels (i.e., not affected
by strongly absorbing gases such as water vapor, oxygen, and
carbon dioxide) available at which the water absorption is high to
separate the aerosol signal (i.e., black-pixel). MBAC determines
the best aerosol model by fitting the magnitude and the spectrum
of the aerosol reflectance at all window NIR to SWIR bands
(e.g., excluding 940- and 1,378-nm channels for OCI). The
aerosol reflectance at each wavelength is stored in a LUT as a
polynomial function of the geometry (not shown in Equation
3 for simplicity), aerosol optical depth, relative humidity, and
fine-mode fraction:

ρa
(

λ, τa,RH, f
)

= a
(

λ,RH, f
)

+ b
(

λ,RH, f
)

× τa

+ c
(

λ,RH, f
)

× τa
2, (3)

where a, b, and c are the fitting coefficients stored in the
aerosol LUT. For any spectral band in the NIR-SWIR range at
which the water-leaving radiance can be assumed negligible, the
atmospheric path radiance can be derived from the observed
TOA radiance. Assuming a proper correction for absorbing gases
(discussed in the section Correction for Absorbing Gases) and
Rayleigh scattering has been done, aerosol reflectance can be
determined and the aerosol optical depth can then be estimated
by solving the quadratic equation, as
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τa
(

λ = 869 nm, RH, f
)

=
−b

(

λ869,RH, f
)

+
√

b
(

λ869,RH, f
)2 − 4× c

(

λ869,RH, f
)

×
(

a
(

λ869,RH, f
)

− ρobs
a (λ869)

)

2× c
(

λ869,RH, f
) , (4)

For consistency with the system vicarious calibration procedure,
which is performed relative to one wavelength in the NIR
(e.g., 869 nm for MODIS), the optical depth is estimated at
that wavelength.

For an observed aerosol reflectance, the optical depth can
be calculated for each aerosol model set (RH, f ) as shown
in Figure 2.

The algorithm then calculates the aerosol optical depth and
reflectance spectrally for all aerosol models as:

τa
(

λ,RH, f
)

=
ξ

(

λ,RH, f
)

ξ
(

λ869,RH, f
) × τa

(

λ869,RH, f
)

, (5)

where ξ
(

λ,RH, f
)

is the aerosol extinction coefficient for
each aerosol model. Then, the spectral aerosol reflectance
for each aerosol model set (RH, f ) is recalculated from the
polynomial equation.

The MBAC algorithm fits the aerosol reflectance in the NIR
and SWIR for all models calculated in the previous step. However,
since multiple solutions can exist, especially at low optical depth
over the open ocean, we constrain themodel selection to consider
only those models with the two relative humidities bracketing the
observed RH (as obtained from ancillary meteorological data).
The maximum likelihood method is used to find the closest
solution by minimizing the cost function:

χ
2
(

RH, f
)

=
1

DOF
×

λl
∑

λ=λs

[

ρobs (λ) − ρa
(

λ,RH, f
)]2

σ 2(λ)
× SW(λ), (6)

where ρobs (λ) is the observed aerosol reflectance and
ρa

(

λ,RH, f
)

is the aerosol reflectance from the LUT for each

FIGURE 2 | The aerosol reflectance as a function of the aerosol optical depth

at 869 nm for aerosol models with relative humidity RH = 75% and 80% and

for fine-mode fraction f = 30% and 50%.

relative humidity and fine-mode fraction. Note that the geometry
is omitted from Equation 6 for simplicity; however, it depends
on the solar and viewing zenith and relative azimuth angles.
DOF is the degree of freedom of the observed signal. Assuming
each band in the NIR and SWIR is an independent observations,
DOF is the number of bands from the shortest band in the NIR,
λs, to the longest band in the SWIR, λl. σ 2(λ) is the squared
measurement uncertainty (variance assuming gaussian random
noise) of the sensor, as determined from the sensor-specific noise
model for a given radiance level.

SW(λ) is a spectral weight (SW) that is set to change the
relative weighting in the cost function for the spectral bands in
different environmental conditions. For example, setting SW (λ)

to 1 in all bands will minimize the cost function to fit the aerosol
reflectance to all NIR/SWIR bands. The method will then be
skewed to bands with better radiometric performance (i.e., the
NIR). And when the weight is set 0 for NIR bands, the cost
function will be skewed toward longer wavelengths in the SWIR,
where the ocean signal is still negligible. In this implementation,
we vary the SW, adaptively, as a function of the number of
iterations in the iterative scheme of Bailey et al. (2010), which is
currently used in the standard NASA AC algorithm to estimate
any non-negligible water-leaving reflectance contribution in
the NIR bands. The Bailey algorithm works by modeling the
ocean reflectance in the NIR based on a bio-optical model for
productive waters. The algorithm is initiated by a first guess of
the NIR ocean reflectance [i.e., Rrs(NIR) = 0], where the AC
is performed, and then the Rrs(NIR) is estimated based on a
bio-optical model that is propagated to the TOA to perform
another AC and this process is repeated until the changes in
the retrieved ocean reflectance is <2%. Similarly, the MBAC
algorithm performs the AC at every iteration while bio-optical
model parameters and the SW are tuned until the convergence
criterion of 2% change in ocean reflectance is met. Thus, more
iterations indicate more difficulty in fitting the bio-optical model
possibly due to a higher optical complexity in turbid waters. The

SW is then calculated as SW (λ) = exp(−β̃ (λ) × [i−2]
[imax−2] ),

where i is the number of iterations in the current step and imax

is the maximum number of iterations set in the Bailey algorithm
(operationally imax = 11). Note that the actual number of
iterations is reduced by 2 since the algorithm always performs
at least two iterations in the AC: the first one with Rayleigh
correction only (to estimate glint), and the second one for the
aerosol correction. β̃ (λ) is an empirically estimated value that
determines the slope of the exponential function for a given
sensor by processing various scenes to inspect for image artifacts.
We adopted an exponential function for the SW to ensure a
quick transition toward the SWIR bands once non-negligible NIR
ocean signal is detected since the SWIR bands will have an effect
only when the weight on the NIR bands is largely reduced. This is
because measurement uncertainty on the NIR is nearly an order
of magnitude lower than the SWIR bands (at least for MODIS
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and VIIRS sensors). Higher value of the slope β̃ (λ) > 10 leads to
a quick switching to the SWIR bands in coastal waters, including
for low/moderate turbidity, while smaller values <5 give more
dependence on the NIR AC in the same water conditions. For
MODISA, β̃ (λ) = 7 for NIR bands and 0 for SWIR bands, as this
provides for a smooth transition from open ocean AC, where we
want an equal SW on all bands to a smaller weight on the NIR in
more turbid waters. In the open ocean, NIR bands will dominate
the cost function; thus, the AC will be similar to the standard
approach, while in turbid waters, the AC will dependmore on the
SWIR bands. The slope β̃ (λ) will primarily impact the number
of iterations required in the convergence; thus, it is not critically
important to have an exact optimal value. What really matters
is the bio-optical model used in the Rrs convergence in the first
few iterations where the AC is affected by the modeled NIR
reflectance. After three or four iterations, the bio-optical model
becomes irrelevant since the cost function will be mostly skewed
toward the SWIR bands.With every iteration, a new cost function
will be calculated with new aerosol models, and the NIR-SWIR
ocean radiance will be estimated until the convergence criteria
in Bailey et al. (2010) is met. If the bio-optical model does not
converge in sediment-dominant waters, the SW in those cases
will skew all of the cost function toward the SWIR bands, thus
improving the AC.

At each iteration of the AC, the following steps are performed.
Assuming a smooth unimodal shape to the cost function

χ2
(

RH, f
)

, the minimum of the function at which the best
solution exists can be calculated as:

∇χ
2
(

RH, f
)

= 0 (7)

For the sake of simplicity in the operational code
implementation, the 2-d partial derivate can be converted
into 1-d minimization problem by finding the minimum of the
cost function for a given RH set (i.e., RH1) fromNational Centers
for Environmental Prediction (NCEP). However, ideally, the cost
function minimization could be done for optical depth, fine-
mode fraction, and relative humidity [i.e., ∇χ2

(

τ ,RH, f
)

= 0].
The cost function will be minimized for a set of fine-mode
fractions of aerosols. The smallest two χ2 values in the set will be:

χ2
min 1

(

f
)

= min :{χ2
(

f
)

} (8)

χ2
min 2

(

f
)

= min :{χ2
(

f
)

∼ (χ2
min 1 ∈ χ2)} (9)

The observed aerosol reflectance typically falls in-between
the two closest aerosol reflectance, ρa

(

λ,RH1, fmin 1

)

and
ρa

(

λ,RH1, fmin 2

)

from the model set, and are chosen based on
the χ2

min 1

(

f
)

and χ2
min 2

(

f
)

, similar to the current operational
algorithm. Since the fine-mode fractions in the table are discrete
values with a relatively coarse step, an interpolation or a
smoothing scheme of the aerosol reflectance is necessary. One
way of doing this is to weight all of the aerosol models within
the set for all fine-mode fractions with the χ2.

ρa
(

λ,RH1, fmix

)

=
∑max

n=1 1/χ
2
n × ρa

(

λ,RH1, fn
)

∑max
n=1 1/χ

2
n

, (10)

where n is the number of models to be mixed such that n starts
from minimum χ2 and ends with the maximum χ2. However,
there is no strong justification to mix all models since a mixture
of all the models is not what happens in the atmosphere. A more
physical description is to find themost immediate models around
the observations, of which χ2

min 1 and χ2
min 2 can be used as a

weight to the aerosol reflectance, where n is 2.
This process is repeated for the second set of RH in the case

that the ancillary RH falls between two values in the aerosol LUT
to estimate ρa

(

λ,RH2, fmix

)

. Finally, a linear interpolation of the
two estimated aerosol reflectance is calculated as follows:

ρa
(

λ,RHobs, fmix

)

= (1− wRH)× ρa

(

λ,RH1, fmix

)

+ wRH × ρa

(

λ,RH2, fmix

)

(11)

The final ρa
(

λ,RHobs, fmix

)

should fit through the observed
aerosol reflectance in the NIR and SWIR channels, while the
extrapolated reflectance to the visible channels based on the
model mixtures are used for the aerosol correction.

To demonstrate how the fitting of the spectral information
improves the determination of the aerosol spectral dependence,
we show in Figure 3 an example of two retrievals of the
aerosol reflectance for a 50% fine-mode fraction case and coarse-
mode dominant aerosol case, 10% fine-mode fraction, at 77.5%
RH, using the 2-band and the 6-band MBAC algorithms. The
analysis is done by propagating an assumed ocean reflectance for
Chlor-a = 0.03mg m−3, from The International Ocean-Color
Coordinating Group (IOCCG) report 10 for MODIS bands, to
the TOA and adding the Rayleigh (+ glint) and the aerosol
reflectance at one geometry (solar zenith θ0 = 25◦, view zenith,
θ = 26◦, relative azimuth angle, ϕ = 90◦) (IOCCG, 2010). We
assume an optical depth of 0.2 at 869 nm for the two aerosol cases.
The summation of all these signals at TOA is the total radiance
(reflectance), of which we add sensor random + systematic
noise (as described in the section Error Assessment). This would
simulate the expected measurement uncertainty for these specific
observations. The Rayleigh (+ glint) reflectance is then removed
from the total signal, and the resultant signal is the noised
observed TOA reflectance (blue curve), which is the summation
of the water and aerosol reflectance at TOAneeded for the aerosol
correction algorithms. We also show the true (input) aerosol
reflectance that we aim to retrieve, shown as the black curve. The
red and green curves show the retrieved aerosol reflectance from
the observed (noised) reflectance, for the 2-band standard AC
and the 6-band MBAC algorithm, respectively.

Since the 2-band algorithm aims to match the spectral
dependence of the aerosol as a two-band ratio in the NIR,
extrapolating that information to the visible (and SWIR) will
depend on the radiometric quality of these two NIR bands and
the linear mixing of the aerosol types in the LUT necessary for
the visible correction. As can be seen from Figure 3, the spectral
dependence of the retrieved aerosol reflectance using the 2-band
algorithm (red curve) is similar to the observed reflectance (blue
curve) within the NIR range, which is expected. However, that
does not necessarily retrieve the correct reflectance in the visible
and SWIR, of which the retrieval departs from the input reference
reflectance (black curve) in both fine-mode fraction cases. On the
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FIGURE 3 | Example to demonstrate the aerosol reflectance retrievals for MODISA using the 2-band (red curve) and 6-band (green curve) algorithms. The input model

reflectance (black curve) is before adding noise; meanwhile, the observed reflectance (blue curve) is the noised reflectance after removing the Rayleigh + glint

reflectance (i.e., the observed reflectance is the aerosol + water signal). The left panel is for aerosol with 50% fine-mode fraction and the right panel is for 10%

fine-mode fraction, and in both cases for 0.2 optical depth at 869 nm. Solar zenith θ0 = 25◦, view zenith, θ = 26◦, relative azimuth angle, ϕ = 90◦.

other hand, the 6-band algorithm fits the spectral information for
the whole NIR-SWIR range and thus is less affected by the sensor
noise as more spectral information improves the chance to fit the
right model. This is also demonstrated as the 6-band algorithm
retrievals (green curve) overlap with the input reference model
reflectance (black curve) throughout the whole spectrum. This
demonstration, however, is qualitative; thus, a more thorough
analysis is shown in the section Error Assessment, including the
method to add noise to the reflectance.

CORRECTION FOR ABSORBING GASES

Ocean color bands are designed to avoid detection in spectral
regions contaminated by strongly absorbing gases such as
water vapor, oxygen, methane, and carbon dioxide. However,
due to the imperfect spectral response of the detectors (i.e.,
broad bandwidth and out-of-band response), the measured TOA
radiance is modulated by strongly absorbing gases. AC requires
a correction for strongly absorbing gases as well as broadly
absorbing gases, such as ozone and nitrogen dioxide that mostly
absorb in the visible. The current NASA algorithm uses the
method of Gordon (1995) that was implemented for SeaWiFS
and then extended to all ocean color sensors. The method
corrects for strongly absorbing gases, primarily for water vapor,
by correcting the epsilon ratio using an empirical polynomial
function for a given column gas (water vapor) concentration and
air mass. To avoid this step in our proposed AC algorithm, we
generate a LUT of transmittances of all strongly absorbing gases
that include oxygen, water vapor, methane, and carbon dioxide
using HITRAN 2012 LBL absorption database (Rothman et al.,
2013; Ibrahim et al., 2018). The water vapor LUT is a function
of column water vapor following the ATREM method of Gao
et al. (2000). The other gases are corrected based on ancillary
or climatology column concentrations, while the transmittance
is adjusted for air mass per pixel. MODIS and VIIRS sensors
have strong out-of-band effects from absorbing gases in the SWIR
range; thus, the LUT correction method allows for a proper
correction to utilize all window SWIR bands (i.e., excluding water
vapor bands) in the MBAC algorithm.

ERROR ASSESSMENT

Algorithm
The aerosol LUT in the MBAC algorithm is pre-computed
at discretized optical properties of the aerosols; thus, the
interpolation step between different fine-mode fractions and
relative humidity increases the uncertainty in the retrieval of
the remote sensing reflectance. To assess the algorithm error, we
introduce a set of aerosol optical properties that are not part of the
discretized LUT. We do so by simulating the aerosol reflectance
set for an RH of 77.5%, which falls between the 75% and 80% RH
in the operational LUT. The aerosol properties and reflectance
are then calculated using the model set of Ahmad et al. (2010)
(i.e., 10 fine-mode fractions), but with an RH of 77.5%. To define
the uncertainty in the AC, we estimate the root mean squared
error (RMSE) in 1ρw for the normalized water-leaving radiance.
We do so by assuming a reference ocean reflectance from IOCCG
report 10 for case I clear waters with chlorophyll concentration,
Chlor-a, 0.03mg m−3 (IOCCG, 2010). That reference reflectance
is then propagated to the TOA assuming different aerosol types
and optical thicknesses for different geometries to perform the
uncertainty analysis. The aerosol models are based on Ahmad
et al. (2010) operational LUTs. Figure 4 shows the polar plot of
1ρw at 443 nm for all view geometries in the LUT, where 0◦

relative azimuth is specular reflection plane, and for three solar
angles, 10, 20, 30, and 60◦.

The aerosol models encompass all aerosol types, as defined in
Ahmad et al. (2010), from fine-mode to coarse-mode dominant
cases with equal weights, and the aerosol reflectances were
calculated for optical depth ranging from 0.05 to 0.35 at
869 nm. The uncertainty level in the retrievals is generally
smaller than the scale midpoint at 0.0015 and increases with
increasing solar angle from 10 to 60◦. There are some hotspots
in the geometry plot that indicated a higher uncertainty in
the retrievals. These regions could be due to the decreased
sensitivity of the aerosol models, where the algorithm finds
it difficult to determine the type due to the ambiguity in
the phase function of aerosols at certain scattering angles, or
geometry midpoint interpolation errors, but further analysis is
needed. The uncertainty in the aerosol reflectance at 443 nm,

Frontiers in Earth Science | www.frontiersin.org 6 May 2019 | Volume 7 | Article 11648

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Ibrahim et al. Multi-Band Atmospheric Correction Algorithm

FIGURE 4 | (A–D) are the algorithm uncertainty in water reflectance, 1ρw, at 443 nm as a function of the viewing geometry for solar zenith angles of 10, 20, 30, and

60◦, respectively. The simulations are done for all aerosol models with relative humidity RH = 77.5% at optical depth at 869 nm from 0.05 to 0.35, and the retrieval is

done using models with RH = 75% and 80%.

FIGURE 5 | The normalized density histogram of the percentage difference for the aerosol reflectance and optical depth retrievals at 443 and 869 nm, respectively,

and the Angstrom coefficient for all cases of different aerosol types, optical depths, and geometries.

optical depth retrievals at 869 nm, and the Angstrom coefficient
expressed as a percent difference are shown in Figure 5

for all simulated cases of 1,037,400 (i.e., 12 solar angle ×
35 sensor angle × 19 azimuth angle × 10 models × 13
optical depth).

The mean bias in the aerosol reflectance at 443 nm is −0.04%
and the standard deviation is 3.5%, while optical depth retrieval
is 0.05% with a standard deviation of 1.35%, and the Angstrom

coefficient retrieval shows a mean bias of −1.9% with a standard
deviation of 15%. The small bias and standard deviation indicate
that the algorithm can well-retrieve the optical depth; however,
there is amore significant uncertainty in the Angstrom coefficient
retrievals with tendency to retrieve coarser aerosol types than
the input data. This could be an inherent error due to the
definition of the Angstrom coefficient that assumes a power
law relationship of the aerosol spectral dependence from 443 to

Frontiers in Earth Science | www.frontiersin.org 7 May 2019 | Volume 7 | Article 11649

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Ibrahim et al. Multi-Band Atmospheric Correction Algorithm

869 nm. Since we are including all cases of aerosol types with
equal representation, the uncertainty is overestimated. In the
cases at the extreme ends of the aerosol’s LUT, there could be large
errors in the retrievals because of the necessity to extrapolate to
models that are not in the table. However, these extreme ends of
the LUT are intentionally added to reduce that necessity for the
extrapolation since these aerosol conditions are rarely observed
based on AERONET data (Ahmad et al., 2010). Finally, note
that the uncertainty increases at the highest two values of fine-
mode fractions (i.e., f = 0.95 and f = 0.80). Since most of
the aerosol absorption is in the fine-mode aerosols, these two
models are more absorbing than others; thus, the difference in
the single scattering albedo is >0.05 in the blue wavelengths,
which can induce more than 3% errors in the aerosol reflectance
at TOA by linear mixing (Abdou et al., 1997; Ahmad et al., 2010).
Additionally, NIR and SWIR bands used in the cost function are
less sensitive to fine-mode aerosols; thus, fine-mode dominant
cases will be erroneously observed as coarser aerosols, which
is the case for the operational algorithm. The only method to
reduce that uncertainty is by inferring the aerosol properties at
shorter wavelengths while minimizing the impact of the marine
reflectance. For example, observations in the UV could improve
the MBAC algorithm when non-absorbing fine-mode aerosols
are present over coastal (absorbing) waters where the UV signal
is negligible. OCI will measure in the UV, which will be a subject
of future work.

Random Noise
The uncertainty in the TOA radiance measurements due to
sensor random noise will impact the retrieval uncertainty of
the ocean reflectance through influence on the AC process. The
uncertainty propagation of the sensor noise is simulated here
using the Monte Carlo method, where the sensor noise at a given
SNR value is generated for 300 iterations for all aerosol model sets
mentioned above. We performed the sensitivity analysis using
the NIR 2-band AC (standard approach) and a 6-band MBAC
(i.e., for MODIS 748, 859, 869, 1,240, 1,640, and 2,130 nm). The
theoretical analysis for MODIS-Aqua is done for the six bands;
however, we drop 1,640 nm in our real retrievals because of
defective detectors at that band. The noise model here is based
on the MODIS model with the noise-equivalent radiance of:

NE1L (λ) = [C0 (λ) + C1 (λ) × Lt (λ)]× S (λ) , (12)

where C0(λ) and C1(λ) are linear fit coefficients of the noise
model from Xiong et al. (2010), and S(λ) is the spectral-

dependent spatial weight to bring all bands to a common spatial
resolution since MODIS land bands have finer spatial resolution

than ocean bands. We also performed an analysis at PACE-OCI
radiometric performance levels, where the MODIS noise model
was scaled to OCI noise levels such that the noise equivalent
radiance, NE1L, response to the dynamic range is consistent for
both instruments.

The random noise for each iteration is generated as follows:

σ =
NE1L(λ)

Lt(λ)
, (13)

and the Gaussian random noise is generated as:

Lnoise = N (0, σ) , (14)

The result of the analysis shown in Figures 6A,B indicates that
the geometrically averaged uncertainty in reflectance, 1ρw, is
closer to 0.0016 levels for the 6-band MBAC algorithm, while
it is slightly higher near 0.0021 levels for the 2-band AC for
MODIS-Aqua noise levels. The improvement in the uncertainty
between the two algorithms is shown in Figure 6C as the ratio of
1ρw(6− band) to the 1ρw(2− band) AC. The average reduction
in uncertainty is nearly 24% using the 6-band MBAC for the
MODIS-Aqua sensor; however, when the same analysis for the
6-band MBAC is done using the expected OCI performance,
the average reduction in the uncertainty approaches 29% as
shown in Figure 6D. The relatively modest improvement for
MODIS-Aqua using the MBAC algorithm is attributed to the
reduced performance of the SWIR radiometric detection. The
high NEL(λ) for MODIS SWIR channels reduces the weight
in the cost function in determining the best aerosol models,
relative to the higher radiometric quality of the NIR bands. The
MBAC algorithm, however, shows more improvement for the
OCI type of radiometric performance due to the increased SNR
of the SWIR detectors relative to its NIR channels, although
the visible performance is kept the same as MODIS for relative
comparison. It is apparent that the merit of the MBAC algorithm
will prevail when the estimated aerosol reflectance at the NIR
bands is compromised. In fact, that is the case for nearly 10%
of the global ocean, where the non-negligible reflectance from
the turbid/coastal ocean leads to systematic underestimation and
often negative reflectance retrievals due to overcorrection for
aerosols. More details will be discussed in the section Application
to Ocean Color Instrument.

Systematic Errors
To have a complete understanding of the potential sources of
uncertainty for the MBAC algorithm, we also performed an
analysis to understand the impact of systematic uncertainty
on the retrievals. Systematic errors in measurements are very
difficult to characterize post-launch due to the lack of an accurate
absolute calibration apparatus on-orbit. Typically, a solar diffuser
is used as a calibration reference; however, due to the immediate
degradation of the diffuser, the absolute calibration with a high
degree of certainty cannot generally be achieved. Thus, the ocean
color community depends on a system vicarious calibration,
which aims to remove any systematic bias due to the sensor
or algorithm errors. For all ocean color sensors processed
by NASA GSFC, we use the vicarious calibration method by
Franz et al. (2007) using the MOBY in situ measurements as
ground truth. The vicarious calibration procedure reduces the
systematic uncertainty to 0.5% for all bands relative to the 869-
nm band for MODIS sensors. However, the absolute calibration
at 869 nm and SWIR bands is assumed to be 2%. Typically,
systematic errors will depend on the environment and geometry
at which the instrument is observing the Earth. Systematic bias
can be influenced by various observing conditions and sensor
characteristics, such as the operating temperature, instrument
polarization sensitivity, stray light, and optical or electronic
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FIGURE 6 | (A,B) are the algorithm + random uncertainty in water reflectance, 1ρw, at 443 nm as a function of the viewing geometry for solar zenith angles of 30◦,
using six bands MBAC and two NIR bands AC, respectively. (C,D) are the ratio between the reflectance uncertainty using six bands AC with MODIS-Aqua noise

levels, and PACE OCI noise levels. The simulations are done for all aerosol models with relative humidity RH = 77.5% at optical depth at 869 nm from 0.05 to 0.35,

and the retrieval is done using models with RH = 75 and 80%.

cross-talk. The behavior of the errors on a per-pixel basis cannot
be easily predicted; thus, it remains unknown; however, the
bias can be reduced through prelaunch characterization and
derived correction algorithms (e.g., polarization correction of the
instrument, correction for out-of-band response, estimation, and
correction for straylight). The spectral correlation of systematic
bias can play an important role in determining the uncertainty
of the retrievals. For example, the spectral correlation of the
two-band ratio algorithm will suffer when the systematic bias is
random and independent at the two bands. Since such a spectral
covariance in bias cannot be directly measured on-orbit, we
assume a conservative scenario in our analysis by assuming a
10% correlation inter-bands, although the spectral correlation
between bands could increase/decrease depending on the spectral
distance. We ran the MC analysis assuming a random bias at
the levels mentioned above for MODIS-Aqua observations. The
covariance matrix, Cov (λn, λm), of the system errors is equal
to 0.1 for off-diagonal elements and 1 for diagonal ones. The
correlated random bias is then calculated as follows:

Bias (iterations, λ) = U(−1, 1) · L (λn, λm) (15)

The bias is generated for the number of iterations in the
MC analysis for each band. U(−1, 1) is uniform distribution
of random numbers from −1 to 1, while L (λn, λm) is Lower
Cholesky factorization of the covariance matrix such that:

Cov (λn, λm) = L (λn, λm) D (λn, λm) L
∗
(λn, λm) (16)

L
∗ (λn, λm) is the conjugate value of the matrix and D(λn, λm) is

the diagonal matrix. The Cholesky matrix allows the generation
of random errors with inter-bands correlation specified in the
covariance matrix. The bias levels are then re-adjusted to match
the level of the instrument.

In Figures 7A,B, the uncertainty, 1ρw, at 443 nm is due to
algorithm + random + systematic errors for the 6-band MBAC
and NIR 2-band AC, respectively. The average uncertainty for
the 2-band AC is 0.0036, while for the 6-band MBAC algorithm,
the average uncertainty is 0.0024, with an improvement of 33%
over the 2-band standard algorithm as shown in Figure 7C.
For the OCI configuration, at higher SNRs, the improvement
is only slight at 37% relative to the MODIS-Aqua configuration
in Figure 7D. This can be attributed to the dominant impact of
systematic uncertainty over random noise; however, in practice,
OCI is expected to have lower systematic errors at 1.6% levels,

Frontiers in Earth Science | www.frontiersin.org 9 May 2019 | Volume 7 | Article 11651

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Ibrahim et al. Multi-Band Atmospheric Correction Algorithm

FIGURE 7 | (A,B) are the algorithm + random + systematic uncertainty in water reflectance, 1ρw, at 443 nm as a function of the viewing geometry for solar zenith

angles of 30◦, using six bands MBAC and NIR two bands AC, respectively. (C,D) are the ratio between the reflectance uncertainty using 6-bands AC with

MODIS-Aqua noise levels and PACE OCI noise levels. The simulations are done for all aerosol models with relative humidity RH = 77.5% at optical depth at 869 nm

from 0.05 to 0.35, and the retrieval is done using models with RH = 75 and 80%.

which is not simulated here. Additionally, the high SNR on OCI’s
SWIR will have a more significant impact when retrieving in
coastal waters, when the NIR signal is contaminated by non-
negligible water-leaving radiance.

APPLICATION TO OCEAN COLOR
INSTRUMENT

Unlike MODIS or VIIRS, the SWIR detection assembly on OCI
will include channels specifically tuned for good radiometric
performance over the relatively dark ocean. This significant
advancement will provide an opportunity to improve ocean
color observations in complex water environments (i.e., coastal
ocean) due to the increased sensitivity to the aerosols and less
to the water signal. With the MBAC algorithm, the combined
utilization of all SWIR channels (excluding water vapor bands)
and NIR channels will offer an improved AC over coastal waters
and open ocean by utilizing more spectral bands to reduce
the effect of sensor noise and with adaptive weighting toward
the bands that are less influenced by non-negligible water-
leaving radiance.

Figure 8 shows the spectral uncertainty, 1ρw, for proxy OCI
wavelengths from the UV to red wavelengths for open ocean

and coastal turbid waters (with high total suspended material,
TSM). The open ocean reflectance was simulated withHydrolight
assuming Chlor-a = 0.03 mg/m3 and TSM = 0 g m−3 while
turbid waters assume TSM = 10 g m−3 that has been propagated
to the TOA for each atmospheric composition and geometry
[more details are in Ibrahim and McKinna (2018)]. The retrieval
was done with the 2-band NIR-only algorithm and the SWIR-
only MBAC algorithm. The uncertainty is calculated for the
aerosol set as in the section Error Assessment except for one
specific geometry in the operational LUTs (i.e., solar zenith,
θ0 = 25◦, view zenith, θ = 26◦, relative azimuth angle, ϕ = 90◦).
For an OCI-like instrument, the SWIR MBAC algorithm shows
a slight reduction in the uncertainty as compared to the 2-
band NIR AC over open ocean conditions. In contrast, over
turbid waters, the non-negligible water-leaving radiance at the
NIR bands shows a large uncertainty (systematic bias) in
the reflectance retrievals from the 2-band NIR AC, which is
substantially reduced using the SWIR MBAC algorithm. As
previously discussed, the SW, SW(λ), in the cost function is based
on the NIR iteration scheme of Bailey et al. (2010) to reduce the
impact of contaminated NIR bands in the AC over productive
waters. The algorithm sequentially iterates over a bio-optical
model until a convergence criterion is met. The SW is directly
dependent on the convergence process such that the weight on
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FIGURE 8 | The spectral uncertainty, 1ρw, for a proxy OCI wavelengths from the UV to red wavelengths for open ocean and coastal turbid waters. The uncertainty is

calculated at one specific geometry (i.e., solar zenith θ0 = 25◦, view zenith, θ = 26◦, relative azimuth angle, ϕ = 90◦). The analysis assumes a 2% systematic bias at

NIR and SWIR bands.

the contaminated NIR bands is quickly (exponentially) reduced
with increasing difficulty in the bio-optical model fit. The SW
is proportional to the number of iterations; thus, it translates
linearly. At the maximum of the iterations range, the SW is set
to zero on the NIR bands; thus, the algorithm transitions into
a full SWIR MBAC. This adaptive weight allows for a smooth
transition in the processing between clear waters and productive
waters; thus, it does not require switching between two or more
algorithms. This allows for producing more consistent products,
while maximizing the information content from all observations
at all bands.

APPLICATION TO MODIS RETRIEVALS

The MBAC algorithm has been implemented into NASA’s
L2gen processing code. L2gen (Level-2 generator) within the
SeaDAS software package is the multi-sensor Level-1 to Level-
2 processing code developed and maintained by NASA’s Ocean
Biology Processing Group (OBPG) that is capable of retrieving
ocean color products from TOA radiances for a host of sensors.
L2gen supports multiple AC methods and variations that can be
applied to a variety of ocean color sensors (Gordon and Wang,
1994; Ruddick et al., 2000; Wang et al., 2009; Ahmad et al., 2010;
Bailey et al., 2010; Ibrahim et al., 2018).

Figure 9 shows the Chlor-a retrieval from MODISA
observations for both the operational algorithm and the MBAC
algorithm (748, 859, 869, 1,240, and 2,130 nm, excluding
1,640 nm for Aqua because of bad detectors), the average percent
difference (APD), and the SW at NIR over the East Coast of
the United States. Qualitatively, there is general agreement
between the two algorithms for the Chlor-a product and through
the APD histogram. This agreement confirms the feasibility of
implementation in an operational environment. Differences are
evident, however, in coastal waters such as the turbid Chesapeake
Bay (39.5◦-37◦ N, 75.5◦-76◦ W) or the shallow Pamlico Sound
(35◦ N, 76◦ W) as shown in the APD figure. There are some
apparent artifacts in the upper part of the scene from the MBAC
retrievals that could be due to strong NIR/SWIR calibration
artifacts at the edge of the scan; however, a further assessment of

SWIR calibration for MODIS is necessary for reliable retrievals.
The SW map shows lower values (i.e., closer to 0) near the coast
where the Bailey NIR iterative algorithm was triggered, thus
relying more on the SWIR bands with each increased iteration.
The SW is, however, higher over more clear water over the
open Atlantic waters; thus, the algorithm relies on both the
NIR and SWIR bands. We believe that the MBAC algorithm
should be validated in the more common moderate turbid
waters and highly productive waters. That scene includes regions
with high turbidity such as the upper bay regions and inland
rivers as well as shallow water regions such as Pamlico Sound,
highly productive waters such as middle Chesapeake Bay region,
highly absorbing waters such as Long Island Sound, and the less
productive to more clear waters in the open Atlantic waters.
Testing the MBAC algorithm over a large dynamic range of
water conditions and more complex atmospheric conditions
(i.e., including the large range of Angstrom coefficients from
coarse to fine aerosols) provides more insight.

We also show in Figure 10 the aerosol’s Angstrom coefficient
retrieval over these coastal regions for both the operational and
the MBAC algorithm.

The operational algorithm shows an increased Angstrom
over turbid or shallow regions near the coast that can be
attributed to the failure in the NIR iterative algorithm to mitigate
the non-negligible water-leaving radiance in the NIR bands.
This artifact in the aerosol properties typically leads to the
overcorrection of aerosol radiance and the potential retrieval
of negative radiances. However, using the adaptive SW in the
MBAC algorithm, it quickly damps that NIR contamination by
decreasing the weight of the NIR bands in the cost function,
and thus, the Angstrom coefficient is reduced to a range that
agrees better with the surrounding pixels. Notice that the
southwesternmost part of the scene shows an increase in the
Angstrom coefficient with the MBAC algorithm, which could
be a more realistic retrieval or an artifact due to a bias in the
SWIR calibration. However, this could indicate that the MBAC
algorithm is sensitive to fine-mode as much as coarse-mode
aerosols. Better quantitative evidence is further discussed in the
next section.
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FIGURE 9 | MODISA chlor-a retrieval of a scene over the east coast of the US using the operational 2-bands and the MBAC algorithm, the average percent difference

(APD), and the NIR Spectral Weight (SW) map used in the MBAC retrievals.

VALIDATION

Using NASA’s SeaBASS dataset of in situ Rrs measurements, we
performed match-up to MODIS retrievals at eight bands in the
visible spectral range near 412, 443, 488, 531, 547, 555, 667,
and 678 nm, using both the 2-band operation algorithm and the
MBAC algorithm for MODIS-Aqua. Many of the SeaBASS data
points are coastal, however less frequent than AERONET-OC

data. Table 1 below shows the spectral uncertainty, 1Rrs(λ),
R2, and the mean bias in the retrievals compared to in situ
observations for MODISA for both the operational and the
MBAC algorithm. The retrieval uncertainty, 1Rrs(λ), for the 6-
bandMBAC algorithm is reduced as compared to the operational
algorithm, especially in the green wavelengths at 531, 547, and
555 nm, where the uncertainty is reduced by 52, 55, and 29%,
respectively. There is a slight increase in uncertainty at 678 nm,
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FIGURE 10 | MODISA retrieval of the aerosols’ Angstrom coefficient of a scene over the east coast of the US using the operational 2-band and the MBAC algorithm.

TABLE 1 | A summary of statistical indicators to match-ups of MODISA retrievals with in situ Rrs from the SeaBASS dataset.

Wavelength

(nm)

N In situ Rrs range

(sr−1)

Operational Algorithm MBAC Algorithm

1Rrs (sr−1) R2 Mean Bias (sr−1) 1Rrs

(sr−1)

R2 Mean Bias (sr−1)

412 331 0.00078–0.01783 0.0020 0.74 −0.00089 0.0020 0.71 −0.000012

443 486 0.00126–0.02289 0.0014 0.73 −0.00044 0.0014 0.71 0.000029

488 506 0.00146–0.02587 0.0013 0.74 −0.00053 0.0011 0.76 −0.00017

531 95 0.00137–0.02759 0.0021 0.77 −0.00050 0.0011 0.91 −0.00013

547 51 0.00102–0.02799 0.0029 0.68 −0.00079 0.0013 0.90 −0.00018

555 353 0.00002–0.01196 0.0014 0.76 −0.00058 0.0010 0.83 −0.00040

667 380 0.00013–0.00286 0.0005 0.72 −0.00007 0.0003 0.85 −0.00008

678 12 0.00078–0.01783 0.0004 0.78 −0.00004 0.0005 0.69 −0.00006

which could be due to the lack of high-quality in situ observations
at longer wavelengths. The coefficient of determination, however,
is slightly lower for 412 and 443 for the MBAC algorithm
relative to the operational one. There is a more significant
correlation for the green channels, 531, 547, and 555, using the
MBAC algorithm. Overall, the uncertainty is reduced using the
MBAC algorithm due to the decreased mean bias in retrievals.
Because of the extrapolation of the aerosol information from the
NIR/SWIR to the visible, at shorter wavelengths, the retrievals
uncertainty will increase specifically in coastal waters where

the ocean blue reflectance is small. Thus, retrievals in the
blue bands are slightly noisier due to the impact of low-SNR
SWIR bands due to the spectral extrapolation of the selected
aerosol models.

A further investigation into a proper estimation of systematic
uncertainty and its spectral correlation is necessary to provide
uncertainties that are similar to in situ validation. It is important
to note that the validation analysis has been done with an initial
SWIR vicarious calibration following Franz et al. (2007). The
reduction of systematic bias is essential to provide reliable MBAC
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retrievals, which will require a thorough assessment of the SWIR
calibration in a future study.

CONCLUSION

TheMBAC algorithm shows several potential merits over NASA’s
current operational Gordon and Wang (1994) 2-band ratio
aerosols correction algorithm. The utilization ofmultibands from
the NIR to SWIR in the AC reduces the uncertainty in the
retrieval of ocean color reflectance due to sensor random and
systematic noise. The adaptive SW reduces the weight on the
NIR bands over turbid or highly productive waters; thus, the
contamination from bright ocean signal in the NIR is reduced.
This algorithm enables the production of spatially consistent
ocean color data in turbid and open ocean conditions. The
limitations of the algorithm are mainly tied to the radiometric
performance in the SWIR bands. A significantly decreased
performance in the SWIR for some sensors leads to noisy
retrievals in the coastal regions. For the OCI on PACE, the
SWIR bands are expected to have a much higher SNR compared
to MODISA within the radiance range observed over oceans;
thus, a significant improvement using the MBAC algorithm is
expected, especially in coastal regions. The sensitivity analysis
shows an overall reduction in the reflectance uncertainty by 33%
over open ocean conditions and over 300% over turbid water
conditions in the blue spectral region. In addition, the SeaBASS in
situ match-ups show an improvement in the retrievals using the

MBAC algorithm relative to the 2-band algorithm, especially in
the green spectral range where the reduction in the uncertainty is

nearly 50% at 531 nm. An improvement in the system vicarious
calibration of the SWIR bands for current ocean color sensors
shall increase the value of the MBAC algorithm in producing
more consistent products.
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The research frontiers of radiative transfer (RT) in coupled atmosphere-ocean systems
are explored to enable new science and specifically to support the upcoming Plankton,
Aerosol, Cloud ocean Ecosystem (PACE) satellite mission. Given (i) the multitude of
atmospheric and oceanic constituents at any given moment that each exhibits a
large variety of physical and chemical properties and (ii) the diversity of light-matter
interactions (scattering, absorption, and emission), tackling all outstanding RT aspects
related to interpreting and/or simulating light reflected by atmosphere-ocean systems
becomes impossible. Instead, we focus on both theoretical and experimental studies
of RT topics important to the science threshold and goal questions of the PACE
mission and the measurement capabilities of its instruments. We differentiate between
(a) forward (FWD) RT studies that focus mainly on sensitivity to influencing variables
and/or simulating data sets, and (b) inverse (INV) RT studies that also involve the
retrieval of atmosphere and ocean parameters. Our topics cover (1) the ocean (i.e.,
water body): absorption and elastic/inelastic scattering by pure water (FWD RT) and
models for scattering and absorption by particulates (FWD RT and INV RT); (2) the air-
water interface: variations in ocean surface refractive index (INV RT) and in whitecap
reflectance (INV RT); (3) the atmosphere: polarimetric and/or hyperspectral remote
sensing of aerosols (INV RT) and of gases (FWD RT); and (4) atmosphere-ocean
systems: benchmark comparisons, impact of the Earth’s sphericity and adjacency
effects on space-borne observations, and scattering in the ultraviolet regime (FWD RT).
We provide for each topic a summary of past relevant (heritage) work, followed by a
discussion (for unresolved questions) and RT updates.
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1 INTRODUCTION

1.1 The PACE Mission
Plankton, Aerosol, Cloud ocean Ecosystem (PACE; see Table 1
for a list of all acronyms used in this manuscript) is NASA’s
Plankton, Aerosol, Cloud, ocean Ecosystem mission1, currently
in the formulation phase of mission development. It is scheduled
for launch in 2022 into a Sun synchronous, 676.5-km-high
polar orbit with an inclination of 98◦ and a local equatorial
crossing time of 1 pm. The science goals for this mission are
(NASA, 2018a): (1) to extend past and current key systematic
ocean color, aerosol, and cloud data records for Earth system
and climate studies; and (2) to address new and emerging
oceanic and atmospheric science questions using advanced
instruments. To provide the requisite data for these goals, the
PACE platform will carry three satellite instruments: the Ocean
Color Instrument (OCI), the Spectro-Polarimeter for Planetary
Exploration (SPEXone) (Hasekamp et al., 2019), and the Hyper
Angular Rainbow Polarimeter (HARP2) (Martins et al., 2014).
Together, these instruments will be the most advanced in
NASA’s history for the combined observation of ocean color and
atmospheric aerosols, and will therefore provide unprecedented
research opportunities. At the same time, the advanced remote
sensing capabilities that these instruments offer places also
require stringent requirements for forward and inverse radiative
transfer (RT) modeling of light reflected by atmosphere-ocean
systems. Before describing the status and various updates for
such RT modeling, we summarize the measurement capabilities
of OCI, SPEXone and HARP2 for PACE.

The width of an OCI image will be 2,663 km (which leads
to a two-day ocean color coverage of the globe), and the spatial
resolution will be 1 km for nadir viewing pixels. OCI will make
single-view, hyperspectral radiance measurements for each pixel
at a spectral resolution of 5 nm that cover the ultraviolet (UV)
regime between 350 and 400 nm, the visible (VIS) between 400
and 700 nm, and the near infrared (NIR) regime between 700 and
885 nm. In addition, OCI will obtain single-view, narrow-band
radiance measurements for each pixel in the short-wave infrared
(SWIR) regime at nine wavelengths (940, 1038, 1250, 1378,
1615, 2130, and 2260 nm). The signal-to-noise ratio (SNR) for
a typical ocean scene will be 1000 and 600 for the hyperspectral
measurements in the UV-VIS and NIR regimes, respectively.
These SNR values adhere to one of the threshold measurement
requirements for PACE (NASA, 2018a), which is to retrieve the
water-leaving radiance (that typically contributes less than 10%
to space-borne radiance) with an accuracy in the VIS of the
maximum of either 5%, or 0.002 for water reflectance ρw (see
Table 2 for definition and unit of all parameters used in this
manuscript). Due to the high degree of empiricism present in
retrieval algorithms of ocean inherent optical properties (IOP),
the accuracy requirements for IOP retrievals are not defined for
PACE. However, it is well established that the addition of bands
and increase in SNR when compared to past ocean color missions
should improve the retrievals relative to the current state of
the art. The ultimate evaluation the IOP retrieval performance

1https://pace.gsfc.nasa.gov/

TABLE 1 | List of acronyms.

Acronym Description

3M Multi-angle, Multi-spectral, Multi-Stokes-parameter

3MI Multi-viewing Multi-channel Multi-polarisation Imager

AC Atmospheric Correction

AERONET Aerosol Robotic Network

AOS Atmosphere-Ocean System

AVIRIS Airborne Visible/Infrared Imaging Spectrometer

ARTS Atmospheric Radiative Transfer Simulator

ATREM Atmospheric Removal

AVHRR Advanced Very High Resolution Radiometer

BrC Brown Carbon

BRDF Bidirectional Reflectance Distribution Function

CALIPSO Cloud-Aerosol and Lidar Pathfinder Satellite Observation

CalNex California Research at the Nexus of Air Quality and Climate Change

CARES Carbonaceous Aerosols and Radiative Effects Study

CDOM Colored Dissolved Organic Matter

CDM Colored Detritus Matter

CWV Column Water Vapor

CUDA Compute Unified Device Architecture

CZCS Coastal Zone Color Scanning experiment

DM Detritus Matter

D-P Detritus-Plankton

DoLP Degree of Linear Polarization (see also Table 2)

DSCOVR Deep Space Climate Observatory

EOS Earth Observing System

EPIC Earth Polychromatic Imaging Camera

FDOM Fluorescence by Colored Dissolved Organic Matter

FWD Forward

FWHM Full Width at Half Maximum

GEOS-5 Goddard Earth Observing System Model, Version 5

GMAO Global Modeling and Assimilation

GIOP-DC Generalized Inherent Optical Properties – Default Configuration

GPU Graphics Processing Unit

GRASP Generalized Retrieval of Aerosol and Surface Properties

HARP2 Hyper Angular Rainbow Polarimeter 2

HICO Hyperspectral Imager for Coastal Ocean

HITRAN High-Resolution Transmission Molecular Absorption database

HSRL High-Spectral Resolution Polarimeter

INV Inverse

IOCCG International Ocean Color Coordinating Group

IOP Inherent Optical Properties

HULIS Humic-like substances

LBL Line-by-line

LOWTRAN Low Resolution Atmospheric Transmission

LUTs Look Up Tables

MASCOT Multi-Angle Scattering Optical Tool

MC Monte Carlo

MERIS Medium Resolution Imaging Spetrometer

MISR Multi-angle Imaging Spectroradiometer

MODIS Moderate Resolution Imaging Spectroradiometer

MODTRAN Moderate Resolution Atmospheric Transmission

MVSM Multispectral Volume Scattering Meter

NAAMES North Atlantic Aerosols and Marine Ecosystems Study

NAP Non-algae particles

NIR Near Infrared

(Continued)
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TABLE 1 | Continued

Acronym Description

NPQ Non-photochemical Quenching

OBPG Ocean Biology Processing Group

OCI Ocean Color Imager

OMI Ozone Monitoring Instrument

OPE Orientation of polarization ellipse

PACE Plankton, Aerosol, Cloud ocean Ecosystems

PAR Photosynthetically available radiation

POLDER Polarization and Directionality of the Earth’s Reflectances

PRISM Portable Remote Imaging Spectrometer

RMS Root-mean-square

RS Remote Sensing

RSP Research Scanning Polarimeter

RT Radiative Transfer

SABOR Ship-Aircraft Bio-Optical Research

SeaBASS SeaWiFS Bio-optical Archive and Storage System

SEAC4RS Studies of Emissions and Atmospheric Composition,
Clouds, and Climate Coupling by Regional Surveys

SeaWiFS Sea Viewing Wide-Filed-of-View Sensor

SML Surface Micro-Layer

SNR Signal-to-Noise ratio

SOS Successive Orders of Scattering

SPEXone Spectro-Polarimeter for Planetary Exploration

SRF Ocean Surface

SWIR Short-Wave Infrared

TCAP Two-Column Aerosol Project

TOA Top of Atmosphere

TOMS Total Ozone Mapping Spectrometer

TOO Top of Ocean

TSIS Total and Spectral Solar Irradiance Sensor

UV Ultra-Violet

VIIRS Visible Infrared Imaging Spectrometer

VIS Visible

VSF Volume Scattering Function (β in Table 2)

will take place by comparing with co-located independent
IOP measurement sets. More information on the measurement
requirements for OCI, as well as the threshold and goal science
questions targeted by these measurements, can be found in the
Science Definition Report prepared for PACE (NASA, 2018a).

Both SPEXone and HARP2 instruments have smaller swaths
and larger nadir-viewing pixel sizes, and they cover smaller
parts of the UV-NIR spectrum, than the OCI. However, in
addition to radiance measurements, SPEXone and HARP will
also provide measurements of the linearly polarized radiance.
Furthermore, both polarimeter instruments will look at each
of their own pixels from multiple directions and will therefore
capture angular features in the total and linearly polarized
radiance. The swath for a SPEXone and HARP2 image will
be 100 km and 1,556 km with a pixel resolution of ∼2.5
and ∼3.0 km, respectively. SPEXone will provide hyperspectral
measurements of the total radiance at 2-nm spectral resolution,
and of the Degree of Linear Polarization (DoLP) at 10–40 nm
resolution, for the VIS-NIR regime covering 385–770 nm. On

the other hand, HARP2 will provide measurements of the
total and linearly polarized radiance in discrete narrow-bands
(10–40 nm resolution) at four wavelengths in the VIS-NIR
regime (440, 550, 670, and 870 nm). The radiometric SNR for
an ocean scene in the VIS will be >800 and >200 at 10–
40 nm resolution for SPEXone and HARP2, respectively. The
corresponding DoLP accuracy for these instruments will be
≤0.3% and ≤1.0%. Each pixel of a SPEXone image will further
be viewed from 5 angles at ±57◦, ±20◦, 0◦ from the satellite
nadir view direction. HARP2 multi-angular measurements will
cover the same angular range as SPEXone views but for more
angles, i.e., for 60 angles at 670 nm and for 10 angles at the other
three wavelengths.

SPEXone and HARP2 will therefore provide polarimetric
data sets that have complementary strengths for better ocean,
aerosol and cloud retrievals (see NASA, 2018b). That is, they
complement each other in (i) swath coverage (ideally close
to that of OCI for atmospheric correction); (ii) number of
viewing angles (ideally ≥5 for atmospheric correction and
for retrieval of aerosol properties and ice cloud scattering
function, ≥10 for cloud thermodynamical phase retrievals, and
≥60 for water cloud droplet retrievals); (iii) spectral range
(ideally include deep-blue channel for aerosol and cloud-top
height retrievals) and spectral resolution (ideally matching OCI
spectral resolution); (iv) SNR values (ideally matching OCI SNR);
and (v) DoLP accuracy (ideally ≤ 0.5% for aerosol retrievals
and ≤2% for cloud retrievals and atmospheric correction).
Note that ideal polarimetric data sets could not have been
achieved with a single instrument design at a practical cost;
however, SPEXone and HARP2 will provide data sets that,
when combined with OCI data, will help address the science
goals for PACE well beyond its threshold requirements outlined
in NASA (2018a).

1.2 Complexity of Atmosphere-Ocean
Systems
Accurate calculations of the transport of solar radiant energy
entering the Earth atmosphere are important for remote sensing
of ocean color, aerosols, and clouds. They are needed to simulate
the signal measured by an optical sensor, which may be carried
onboard a satellite or deployed at any level in the ocean or
atmosphere, to estimate the radiant contributions by various
components in atmosphere-ocean systems, to characterize the
properties (angular, spectral, and polarized) of the light field,
and to develop inverse methods to retrieve the types and
concentrations of optically active constituents. Diverse processes
are involved and interact in various ways (e.g., elastic and inelastic
scattering, absorption, fluorescence, and Fresnel reflection),
which makes RT modeling of light in ocean-surface-atmosphere
systems (AOS) a difficult issue. Realistic, precise, and reliable
simulations depend on the proper treatment of the various
processes and their interactions, all at the required spectral
resolution (hyper-spectral in the case of PACE) and taking into
account spatial heterogeneity.

In the following sections, we will focus on RT topics relevant
to the work done by the 2014–2017 PACE Science Team for AOS
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TABLE 2 | List of parameters.

Parameter Description

Awc Albedo for whitecap, (dimensionless)

a, atot, acdm, Absorption coefficient, (m−1)

adm, aph, aw, ay (generic, total, CDM, DM, phytoplankton, water, and CDOM, respectively)

âph Specific absorption coefficient, (m−1 mg−1 m3), aph = âph × [Chla]

(phytoplankton)

αcdm, αy Absorption spectral slope, (dimensionless)

(CDM and CDOM, respectively)

b, bp Scattering coefficient, (m−1)

(generic and particulate, respectively)

bb, bb,p, bb,dm, bb,ph, bb,w, Backscattering coefficient, (m−1), bb = b̃× b

(generic, particulate, DM, phytoplankton, and water, respectively)

b̃, b̃p, b̃dm, b̃ph Backscattering efficiency, (dimensionless), b̃ = ∫
2π

β̃ d� = bb/b

(generic, particulate, DM, and phytoplankton, respectively)

β Volume scattering function for hydrosols, (sr−1 m−1), β = b× β̃

β̃, β̃p Normalized scattering (phase) function for hydrosols (scalar radiance operator), (sr−1)§†

(generic and particulate, respectively)

β̃ Normalized scattering matrix for hydrosols (4 × 4 vector radiance operator) (sr−1)§†

c Extinction coefficient, (m−1), c = a + b

[Chla] Chlorophyll a concentration, (mg m−3)

DoLP Degree of Linear Polarization, (dimensionless), DoLP = (Q2
+ U2)1/2/(I)

γ Power-law exponent for Junge-type size distribution n(r), (dimensionless),

dn(r)/dr = constant × r−γ

δm Molecular depolarization ratio for pure seawater β̃, (dimensionless),

δm =
{
β̃11 (2 = 90◦)+ β̃12 (2 = 90◦)

}
/
{
β̃11 (2 = 90◦)− β̃12 (2 = 90◦)

}
δL Lidar depolarization ratio for marine particulate β̃, (dimensionless),

δL =
{
β̃11 (2 = 180◦)− β̃22 (2 = 180◦)

}
/
{
β̃11 (2 = 180◦)+ β̃22 (2 = 180◦)

}
Ed Downwelling irradiance reaching a unit horizontal area, (W m−2 nm−1)

η Height in atmosphere, normalized by the Earth’s radius, (dimensionless)

2 Single scattering angle, (◦)

θ, θ0, θb Angle, (◦)

(viewing with respect to the surface normal, solar zenith, and local Brewster, respectively)

F Normalized scattering function for aerosols (scalar radiance operator), (dimensionless)§†

F Normalized scattering matrix for aerosols (4 × 4 vector radiance operator), (dimensionless)§†

fwc Spatial fraction of area covered by whitecaps, (dimensionless)

I, Q, U Stokes parameters, (W m−2 sr−2 nm−1)

(total intensity, and linear polarized intensity along 0◦ and 45◦ from reference plane, respectively)

Kd Diffuse attenuation coefficient of downwelling irradiance, (m−1)

L, Lw, Ltot Radiance, (W sr−1 m−2 nm−1)

(generic, water-leaving, and TOA, respectively)

Latm, LOC, LOC,dir, LOC,diff, LOC,rep,
Lsrf−atm

Radiance contribution to Ltot, (W m−2 sr−1 nm−1)

(atmosphere, ocean color, ocean color direct, ocean color diffuse, ocean color residual, and
atmosphere-surface, respectively)

λ Wavelength, (nm)

m Refractive index, (dimensionless)

µ, µ0 Cosine of θ and of θ0, (dimensionless)

n(r) Normalized particle size distribution, (m−3 µm−1)

Rrs Remote sensing reflectance, (sr−1), Rrs = Lw/Ed

re Effective radius of n(r), (dimensionless)

rwlr Scalar Lambertian reflector for water-leaving radiance, (dimensionless)

ρ, 1ρ Reflectance, (dimensionless)†, ρ = πL/Ed

(generic and absolute difference, respectively)

ρw Water reflectance, (dimensionless)†, ρw, = πLw/Ed

S Absolute Salinity, (g kg−1)

(Continued)
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TABLE 2 | Continued

Parameter Description

T Temperature, (Celsius)

tatm Scalar diffuse transmittance for atmosphere, (dimensionless)

τ, τaer Extinction optical depth, (dimensionless) (generic and aerosol, respectively)

ϕ Azimuth angle, (◦)

U10, U12.5 Wind speed above ocean surface, (m s−1) (at 10 and 12.5 m, respectively)

ve Effective variance of n(r), (dimensionless)

χ Linear polarization angle, (◦), tan(2χ) = U/Q

ω, ωaer Single scattering albedo, (dimensionless), ω = b/c (generic and aerosol, respectively)

Zaer Vertical distribution of aerosols, (dimensionless)

z Height above sea surface, (km)

§ Normalization of aerosol and hydrosol scattering functions differs by (4π)−1: see Chowdhary et al. (2006).
†Using the convention [sr] for the dimension of π.

models. The complexity of this work becomes apparent when
listing some of the properties that have to be taken into account
when performing RT computations in realistic AOS:

• Scattering and absorption by molecules, clouds and aerosols
in the atmosphere
• Reflection and refraction by the ocean surface including

the effects of surface roughness, shadowing, and
multiple scattering
• Scattering by white caps, streaks, and floating substances such

as oil slicks and biogenic films
• Scattering and absorption in the ocean by pure water,

dissolved substances, and suspended matter
• Inelastic radiative processes including Raman scattering by

ocean waters, fluorescence by dissolved organic matter, and
fluorescence by chlorophyll.

Furthermore, there are geometric concerns that play a role
such as the sphericity of the Earth, 3-dimensional variability
in scattering properties such as isolated clouds and plankton
blooms, azimuthal variability caused by e.g., oriented particles
and wind-directionality of the ocean roughness, and the vicinity
of land or sea-ice which leads to adjacency contamination
of pixels viewed from space. Finally, there are numerical
aspects that are important to consider for remote sensing
(RS) applications such as the speed and validation of RT
computations. The work done by our team touches upon many
of these topics, the organization of which is presented as
follows. In section “2 History of RT Methods for AOS: A Brief
Overview,” we provide a brief historical overview of the RT
methods applied to AOS during the last few decades. In section
“3 Current RT Topics and Models: Heritage Studies, Discussions,
and PACE Updates,” we focus on scattering in the ocean
(“3.1 Ocean Body” section), by the ocean surface (“3.2 Ocean
Surface” section), in the atmosphere (“3.3 Atmosphere” section),
and by the entire AOS (“3.4 AOS models” section). In
each of these subsections, we provide a brief overview of
heritage work, followed by (when applicable) updated work
performed by our team. For updated work, we differentiate
between forward (FWD) RT studies that focus mainly on
sensitivity analyses and/or simulating data sets, and inverse

(INV) RT studies that involve also retrieval of PACE mission
science products.

2 HISTORY OF RT METHODS FOR AOS:
A BRIEF OVERVIEW

In what follows, we provide a brief historical overview of some
of the RT studies performed on scattering of light in atmosphere-
ocean systems. The list of studies does not do justice to the vast
amount of work done on this topic by numerous researchers over
a time span of many decades. For example this list focusses only
on the progression of RT models and AOS models, i.e., models
that provided a basis for subsequent refinements in FDW and
INV RT models in other studies. Rather, the purpose of this list
is to provide broad context for the research done by our team on
RT methods and AOS properties to study PACE observations of
oceans. We provide detailed historical information in the heritage
overview part of each section. Methods and models that deal with
RT in the atmosphere alone are reviewed by Hansen and Travis
(1974), van de Hulst (1980), Lenoble (1985), and Stamnes (1986).

Chandrasekhar (1950) introduced methods to study reflected
light and skylight of an atmosphere above a Lambertian surface.
His methods were extended by Sekera (1961) to investigate
scattering of polarized light in a Rayleigh atmosphere above a
smooth ocean (see also Fraser and Walker, 1968). Later, Fraser
(1981) and Ahmad and Fraser (1982) used another (i.e., Gauss-
Seidel) method to study reflection of polarized light by a vertically
inhomogeneous atmosphere that was bounded from below by a
rough ocean surface.

A Monte Carlo approach was developed for an atmosphere
above a smooth water surface plus water body (Plass and
Kattawar, 1969, 1972), generalized later to include polarization
(Kattawar et al., 1973) and a rough water surface (Plass et al.,
1975, 1976; Tynes et al., 2001).

The method of successive orders of scattering without
polarization was used by Raschke (1972) and later by Quenzel
and Kaestner (1980) for RT computations in an atmosphere
with aerosols and molecules above a rough ocean surface and
ocean body. Chami et al. (2001) included polarization, but
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used a smooth ocean surface. (Chami et al., 2015) upgraded
their code to include a rough ocean surface. Zhai et al. (2009,
2010) developed a polarized RT code based on this method that
included both flat and rough ocean surfaces, which was later
upgraded to account for inelastic radiative processes in ocean
waters (Zhai et al., 2015, 2017a,b, 2018).

The adding method (van de Hulst, 1963) extended to
include polarization by Hansen (1971) and Hovenier (1971)
was used by Takashima (1974, 1975) for RT computations of
polarized light in an atmosphere-surface system. This work
was later updated to include an ocean body with a rough
interface (Takashima, 1985; Takashima and Masuda, 1985;
Masuda and Takashima, 1986, 1988).

Tanaka and Nakajima (1977) applied the matrix operator
method, which is a variant of the adding method, without
polarization for an atmosphere above a water body with a smooth
surface. This method was later generalized to include a rough
ocean surface by Nakajima and Tanaka (1983) and Fischer and
Grassl (1984). Polarization was included for such systems by He
et al. (2010) and Hollstein and Fischer (2012).

Dougherty (1989) used invariant imbedding techniques to
study reflection without polarization by an ocean body covered
by a smooth surface but no atmosphere. Mobley (1989, 1994)
included a rough ocean surface in his Hydrolight program, and
recently worked on including polarization for isolated rough
ocean surfaces (Mobley, 2015) and ocean bodies (Mobley, 2018).
Mishchenko and Travis (1997) employed a similar method
including polarization for an atmosphere above a rough surface
but no ocean body.

The Discrete-Ordinate RT method, introduced by Stamnes
et al. (1988) for RT computations without polarization, was
applied by Jin and Stamnes (1994) to an atmosphere above an
ocean body with a smooth surface. Jin et al. (2004) subsequently
included a rough ocean surface for such computations.
Meanwhile Schultz et al. (1999) expanded this method to include
polarization, which was applied by Sommersten et al. (2009, 2010)
to atmosphere-ocean systems albeit with a smooth ocean surface.

Other authors opted to use a combination of the above-
mentioned RT methods. For example, Chowdhary et al. (1995)
applied the invariant imbedding method for the ocean body
and used the adding method to include a rough ocean surface
and atmosphere. Ota et al. (2010) used the Discrete-Ordinate
RT method for homogeneous atmosphere and ocean layers,
and used the matrix operator method to combine these results
and to include a rough ocean surface. Xu et al. (2016) applied
the Markov chain method for inhomogeneous layers and the
adding method for homogeneous layers in the atmosphere and
ocean, and used again the adding method to couple these layers
and include a rough ocean surface. Polarization was taken into
account in all of these combined RT methods.

The RT methods and AOS models listed above show a gradual
trend from scalar computations for oceans with a smooth surface
toward including polarization of light and considering rough
ocean surfaces. However, most current RT methods still ignore
inelastic radiative processes in the ocean, and most current AOS
models still assume the atmosphere and ocean to be plane-parallel
and horizontally homogeneous. In addition, most current RT

methods apply (if not ignore altogether) simplified corrections
for whitecaps, shadowing effects, and multiple scattering in rough
ocean surfaces. Furthermore, much work still needs to be done
in linking robust RT computations for realistic atmosphere-
ocean systems to bio-optical modeling of ocean color. A driving
constrain for PACE is to retrieve water-leaving radiance to better
than 5% (10%) in the VIS (UV), and to retrieve properties of the
atmosphere and ocean from this radiance with better accuracies
than from heritage ocean color and atmosphere sensors. This
requires among others more flexible bio-optical models that
can also be applied to UV radiance, more realistic scattering
matrices for marine particulates, better estimates of (in)elastic
scattering and absorption by pure sea water, and less assumptions
made for AOS models. Finally, there are no extended, peer-
reviewed and accurate tabulated RT bench-mark results for
fully coupled atmosphere-ocean models to validate any of the
above-mentioned methods to accuracies consistent with PACE
measurements. The next section provides a summary of work
done by the 2014–2017 PACE Science Team that touches upon
many of these topics.

3 CURRENT RT TOPICS AND MODELS:
HERITAGE STUDIES, DISCUSSION, AND
PACE UPDATES

3.1 Ocean Body
3.1.1 Particulate Scattering
Heritage studies: particulate scattering functions and
scattering matrices
Radiative transfer models describing the angular distribution
of the total and polarized radiance that is singly scattered by
marine particulates can be classified into (A) those derived from
measurements, (B) those computed for predefined particulates,
and (C) those approximated with analytical expressions. Among
the most widely used RT models belonging to class A are the
early tabulated normalized scattering function (β̃) data provided
by Petzold (1972), and the early tabulated normalized scattering
matrix (β̃) data provided by Voss and Fry (1984). Such models
have the clear advantage of producing realistic bidirectional
reflectance distribution functions (BRDFs) for water-leaving
radiance in multiple scattering computations. However, due to
their limited coverage of water types and/or averaging over
data sets, they cannot replicate the variability in bidirectional
scattering by marine particulates seen in laboratory (e.g., Volten
et al., 1998; Witowski et al., 1998) or ocean (Mobley et al., 2002;
Sullivan and Twardowski, 2009; Zhang et al., 2011; Twardowski
et al., 2012) measurements. In addition, the Petzold volume
scattering function data appear to be affected by an error such
as stray light reflections in the near backward, which becomes
prominent/obvious in his clear water dataset which do not
agree with theory, other β̃ measurements, or satisfy closure with
simulated apparent optical properties (i.e., properties that depend
on the ambient light field). The work by Sullivan and Twardowski
(2009) represents another example of Class A models. Here, the
focus is placed on approximating the shape of the scattering
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function in the backscattering hemisphere based on extensive
field measurements. Note that their results agree with the
analytical Fournier-Forand scattering functions discussed below
for Class C models.

Radiative transfer models belonging to class B typically
assume the particles to be spheres that follow a Junge-
type (power-law) size distribution with exponent γ (see
Table 2) ranging between 3 ≤ γ ≤ 5 (Stramski and Kiefer,
1991). Furthermore they typically assume such particles to be
homogeneous with real refractives index m that can be grouped
into two or more classes (Gordon and Brown, 1972; Zaneveld
et al., 1974), i.e., either falling between 1.02 ≤ m ≤ 1.10
for plankton-like organic particles (Spinrad and Brown, 1986;
Aas, 1996) or between 1.15 ≤ m ≤ 1.25 for mineral-like
inorganic particles (Woźniak and Stramski, 2004). Variations in
the distribution of singly scattered light can be replicated with
these models by varying γ and/or m for a single polydisperse
population (Twardowski et al., 2001), or by varying the mixing
ratio of two (or more) modes of polydisperse particles that each
have their own fixed set of (γ, m) values (Chowdhary et al., 2012;
Kopelevich, 2012). Because of their variation with γ and m, class
B models can be used to either mimic changes in particulate
scattering functions in (empirical) remote sensing studies (Morel
et al., 2002; Chowdhary et al., 2006; Ibrahim et al., 2016), or to
retrieve m and/or γ from remote sensing observations (Loisel
et al., 2008; Kostadinov et al., 2010). However, the goodness of
RT and retrieval results obtained with class B models depends on
the shape and internal structure assumed for marine particulates
(Stramski et al., 2004). For example assuming spherical shapes for
phytoplankton can create significant biases in the backscattering
direction (Clavano et al., 2007), which become even larger
when ignoring internal structures such as membrane walls and
organelles (Kitchen and Zaneveld, 1992; Matthews and Bernard,
2013; Sun et al., 2016; Duforêt-Gaurier et al., 2018). Recently,
Twardowski et al. (2012), Zhang et al. (2012, 2013, 2014b),
Zhang and Gray (2015), and Xu G. et al. (2017) have started
addressing the first issue by incorporating non-spherical (i.e.,
hexahedral) shapes for marine particulates in their retrieval
studies of scattering functions. Other efforts to account for
particle non-sphericity in RT simulations of underwater light are
described by Gordon et al. (2009) and Gordon (2011) for the
scattering properties of detached coccoliths, by Zhai et al. (2013)
and Bi and Yang (2015) for the scattering properties of whole
coccolithophores, and by Fournier and Neukermans (2017) and
Neukermans and Fournier (2018) for the scattering properties
of both detached coccoliths and whole coccolithophores. In
addition, Organelli et al. (2018) started using coated spheres in RT
computations to force closure with underwater light particulate
backscattering and attenuation measurements, whereas Poulin
et al. (2018) compared the performance of coated spheres and
hexahedral shapes in closure studies of phytoplankton cultures.

Radiative transfer models belonging to class C use simple
analytical expressions, instead of rigorous computations, to
obtain scattering functions for marine particulates. Among
the earliest and simplest models belonging to this class are
(linear combinations of) Henyey-Greenstein functions (Henyey
and Greenstein, 1941). These functions can be parameterized

(Plass et al., 1985; Haltrin, 2002) in terms of the particulate
backscattering efficiency b̃p (defined in Table 2), but typically
are not representative over the full angular range. Another, more
widely used model belonging to this class is the Fournier-Forand
scattering function (Fournier and Forand, 1994; Fournier and
Jonasz, 1999; Mobley et al., 2002). This function is based on
fundamental physical principles instead of empirical fitting, can
be parameterized in terms of γ and m, and therefore retains
the link to physical properties of marine particulates just like
class B models. Mobley et al. (2002) further developed an
approach to parameterize Fournier-Forand phase functions in
terms of b̃p, where γ and m are effectively assumed to covary.
Fournier-Forand phase functions are exceptionally accurate for
a broad range of particle types. Sullivan and Twardowski (2009)
showed a remarkably consistent shape for the particulate fraction
in volume scattering function measurements collected in ten
disparate field sites around the globe, including both Case I
and II type waters. The observed phase function shape was
consistent with analytical Fournier-Forand phase function shapes
when the Mobley et al. (2002) approach was followed over
the full natural range for polydispersions, i.e., b̃p ranging from
0.003 to 0.03. The Sullivan and Twardowski (2009) phase
functions shape has recently been shown to be applicable even
in massive cyanobacterial blooms in Lake Erie (Moore et al.,
2017). Simulations of BRDFs based on this single shape perform
as well or better than more complex functions when compared
to direct BRDF measurements, particularly in complex Case II
waters (Gleason et al., 2012). This is consistent with previous
works showing the BRDF for ocean color remote sensing is,
to first order, controlled by the shape of scattering in the
backward direction (Morel and Gentili, 1991, 1993; Gordon,
1993; Zaneveld, 1995; Morel et al., 2002). However, with the
notable exception of Kokhanovsky (2003), class C models
do not provide such parameterizations for the full (4 × 4)
scattering matrix for representative polydispersions that are
needed to perform RT computations of polarized underwater
light. We remark that many models belonging to class A or
B do provide scattering matrices, albeit not parameterized in
terms of b̃p, γ or m.

Finally, there are hybrid RT models that use the scattering
matrices of class A models except for first normalizing them
by their scattering function, and then multiplying them by the
parameterized functions of class C models (e.g., Adams and
Kattawar, 1993; Zhai et al., 2010; You et al., 2011; Gu et al., 2016;
Xu et al., 2016). Such hybrid models combine the advantages of
class A for realistic scattering matrices and of class C models
for variations in the scattering function. However, they still lack
variability for the other scattering matrix elements. A potential
solution to mitigate this problem is to adopt the parameterization
provided by Kokhanovsky (2003) for the other scattering matrix
elements. In this approach, taken by Zhai et al. (2015), the
parameterization of the other scattering elements occurs in terms
of the underwater light DoLP instead of b̃p, γ and m. But to make
this approach completely self-consistent for all scattering matrix
elements, one still needs to relate variations in DoLP to variations
in b̃p, γ and m.
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PACE updates (INV RT studies): plankton scattering matrices
To investigate the relative importance of plankton shapes
and internal structures in INV RT studies of underwater
light scattering, computations were initialized to compare the
scattering matrices for four classes of particles: (I) homogeneous
and spherical; (II) homogeneous and non-spherical; (III)
inhomogeneous and spherical; and (IV) inhomogeneous and
non-spherical (Chowdhary, Liu et al., unpublished). Class I
particles are known to scatter less light in the backward
direction than class II, III, and IV particles. It has been
suggested that this plays a role in explaining the so-called
missing backscattering enigma in underwater light scattering
computations for micrometer-sized marine particles when
compared to underwater light measurements (Stramski and
Kiefer, 1991; Stramski et al., 2004). While scattering by sub-
micron particles is favored by some to explain this enigma
(Stramski and Wózniak, 2005) even when taking non-sphericity
into account (Zhang and Gray, 2015, but see Clavano et al.,
2007), one cannot ignore the large increase in backscattered
light when taking internal structures such as wall membranes
and organelles into account (Meyer, 1979; Bernard et al., 2009;
Dall’Olmo et al., 2009; Sun et al., 2016; Duforêt-Gaurier et al.,
2018; Organelli et al., 2018).

Details of the four classes of particles considered thus far are
illustrated in Figure 1A. In this panel, chloro, cyto, mito, nucl, and
vac stand for chloroplast, cytoplasma, mitochondria, nucleus, and
vacuole, respectively. The surface-equivalent diameter of each
particle is kept at 1 µm. The diameter of the organelles varies
between 0.3 (mito), 0.4 (nucl, vac) and 0.5 µm (chloro), and
thickness of the membrane wall (if present) is 0.1 µm. Also shown
are scattering matrix examples in Figure 1B that were computed
for some of these particles for a wavelength of 0.55 µm. These
initial computations show that (i) internal structures increase the
radiance scattered in the backward direction by several factors
compared to variations in particle shape; and (ii) only variations
in particle shape can create the magnitude of deviations from
unity in the (2,2) scattering matrix element seen by Voss and Fry
(1984). Observation (i) is consistent with the scattering matrix
analyses by Quinby-Hunt et al. (1989). It strongly suggests that,
in addition to colloid particles, one needs to consider internal
structures of plankton-like particles when comparing underwater
light scattering computations with backscattering efficiency b̃p
data for particulate scattering [this is also supported by the
bb,p (given in Eq. 1) data analyses in Dall’Olmo et al. (2009)].
Observation (ii) further suggests that ocean depth profiles of
Lidar Depolarization Ratio δL (defined in Table 2) obtained
from airborne observations (Hu et al., 2016) such as the one
shown in Figure 1C are more sensitive to particle shape than
to particle inhomogeneity. In addition, computations of b̃p and
δL performed for an ensemble of Class II particles with an equi-
probable distribution of spheroid shapes show (see Figure 1D)
that they exhibit quasi-orthogonal sensitivities to variations in
the size and bulk composition of large marine particulates.
Note also from Figures 1C,D that HSRL retrievals of δL are
consistent with γ > 4 when assuming equi-probable distributions
of spheroid shapes. The next steps in this line of research consist

of obtaining representative and optically relevant shapes and
internal structures of plankton particles that can be used in
INV RT studies to retrieve b̃ and δL from in situ and lidar
measurements, respectively. Emerging particle characterization
methods such as in situ holographic imaging (Talapatra et al.,
2013; Nayak et al., 2017) are also expected to aid in development
and validation of such a model.

PACE updates (INV RT studies): particulate scattering
functions, I
Recent work has verified the excellent accuracy of the Fournier-
Forand analytical phase function in describing shapes of β̃ across
the angular range near zero to 170◦. Field measurements of
the quantity β ≡ b× β̃, i.e., of the volume scattering function
(VSF), have been made using a combination of a custom
Multi-Angle SCattering Optical Tool (MASCOT) resolving the
VSF from 10◦ to 170◦ in 10◦ increments, and the Sequoia
Type-B LISST resolving the near-forward VSF from 0.079◦
to 12.9◦ in 32 log-spaced increments. Fournier-Forand phase
functions can be least-squares fit directly to these measured
VSFs. When doing this, root-mean-square (RMS) errors <10%
are typically observed over the full 6 order of magnitude
VSF range. Despite the excellent accuracy of the Fournier-
Forand analytical model, a systematic underestimation can
still be observed in some cases in the ∼1◦ to 70◦ range.
This underestimation was also recently noted by Harmel
et al. (2016) in measurements of polydisperse Arizona Road
Dust suspensions. The systematic nature of the bias indicated
there may be the possibility of invoking a fitting method
that may yet enhance accuracy. In collaboration with Dr.
Tim Moore (UNH), a two cluster model was developed
to fit VSFs that was able to effectively fit the mid-angle
range, reducing RMS errors relative to fitting the Fournier-
Forand function, with RMS errors in some cases decreasing
from 17–18% to 3–7% (Twardowski et al., in preparation)
(Figure 2). For INV RT models dependent on VSF shape
(Zaneveld, 1995; Twardowski and Tonizzo, 2018), such a
statistical model introduces one additional variable describing
the mixing of the two clusters to reproduce the shape
of the complete VSF, or it can be used to extrapolate
or interpolate phase function shape from limited ancillary
scattering measurements.

The two clusters are purely statistical quantities, i.e., they are
two functions that, when mixed, minimized errors in describing
the shapes of VSFs. Applying these functions to a much larger
MASCOT VSF data set resulted in very low RMS errors,
<10% in all cases except Hawaii, where signal-to-noise issues
in very clear water are also significantly impacting RMS error
(Table 3). Results suggest naturally observed VSFs in the 10◦ to
170◦ range may be represented with excellent accuracy with a
function having only two degrees of freedom, with one variable
being essentially a concentration metric and the other a mixing
(shape) metric. While the two cluster fitting method provided
optimal fits, a drawback is the loss of any physical meaning
of the fit. The result of the two cluster fitting method are two
amplitudes, one for each cluster, whereas the Fournier-Forand
fits result in physically meaningful bulk refractive indices m and
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FIGURE 1 | (A) Particulate classes considered for plankton particles. Class I = spherical and homogeneous; Class II = non-spherical and homogeneous; Class
III = spherical and inhomogeneous, Class IV = non-spherical and inhomogeneous. Class III and IV models contain a membrane wall and are filled with cytoplasm
(“cyto”). Class III models contain one or more of the following organelles: chloroplast (“chloro”), mitochondria (“mito”), nucleus (“nucl”), vacuole (“vac”). (B) Scattering
matrix element (1,1) (left diagram: a1) and normalized scattering matrix element (2,2) (left diagram: a2/a1) computed for Class I, II, and III particles. (C) Ocean depth
profile of lidar depolarization ratio δL example obtained by HSRL at λ = 532 nm during the NAAMES field campaign. The lower white curve marks the physical ocean
bottom. (D) Lidar depolarization ratios and backscattering efficiencies computed at λ = 550 nm for randomly oriented Class II particles as a function of Junge size
distribution exponent and refractive index.

FIGURE 2 | (A) Fifteen, 1-m binned VSFs (green) from a single profile collected in the New York bight 11/2007, highlighting the ∼1◦ to 70◦ range where
Fournier-Forand phase function fits (black) systematically underestimate. Inset shows semi-log scale over full range. RMS error for the profile was 17.5%. (B) Two
fitting clusters for data collected in the New York bight, derived using the method of Moore et al. (2009, 2014, see text). The vertical axis (i.e., relative weight)
corresponds to β normalized by its integrated value over available scattering angles. One cluster exhibits about twice the amount of scattering in the backward
direction relative to the other. There is also a cross-over point at 7◦ (see inset). Fitting the same profile data from panel (B) with the 2 clusters model results in an
improved RMSE of 7%.
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particle size distribution slopes γ, along with a scaling factor
representing concentration.

PACE updates (INV RT studies): particulate scattering
functions, II
Different from the idealized Fournier-Forand phase function
(Fournier and Forand, 1994), simplified two-parameter models
(Chowdhary et al., 2012; Kopelevich, 2012), or statistical two
cluster approach described above, Zhang et al. (2011) and
Twardowski et al. (2012) developed a theoretical approach
to represent scattering functions using various particle
subpopulations, each of which corresponds to an optically
unique particle species that follows a log-normal size distribution
n(r). In Zhang et al. (2011), the particles assume spherical
shapes and in Twardowski et al. (2012), the particles assume
non-spherical shapes consisting of asymmetrical hexahedra
for inorganic mineral particles (Bi et al., 2010) and Lorenz-Mie
theory for coated bubbles (Czerski et al., 2011; Zhang et al., 2011).
Later, asymmetrical hexahedra shape was applied to organic
particles (Zhang et al., 2012). Through sensitivity analyses over
the ranges of published size distributions and composition
for oceanic particles, extensive libraries of distinctive particle
phase functions have been built to represent the angular
scattering and to serve as fingerprints for various oceanic
particle species through inversion (Zhang et al., 2011, 2012;
Twardowski et al., 2012).

With this particle phase function library, a measured VSF can
be inverted to identify and quantify the scattering coefficient
and the size distribution of the particle species (Figure 3A).
The particle subpopulations or species identified via inversion
represent the biogeochemical origin to the observed angular
scattering. This approach has been applied to VSFs measured by
the MASCOT mentioned above and another prototype volume
scattering function sensor, Multispectral Volume Scattering
Meter (MVSM), which resolves VSFs from 0.5◦ to 179◦ in
0.25◦ increments at eight wavelengths (Lee and Lewis, 2003).
The results have been successfully validated in several studies
with independent measurements. That is, the bulk particle size
distribution n(r) derived from the VSF-inversion is consistent
with the Laser in situ Scattering and Transmissometery (LISST)-
based estimates for particles of sizes greater than 2.5 µm,
with an overall agreement of within 10% evaluated in three
coastal waters (Chesapeake Bay, Monterey Bay, and Mobile Bay)

TABLE 3 | Percent (%) RMSE results after fitting two clusters to VSF data
collected around the globe.

Data set %RMSE n

NY bight, 11/2007 1.3 296

NY bight, 07/2008 3.9 62

San Diego coast, 01/2008 8.7 34

Ligurian Sea, 10/2008 6.9 649

Hawaii, 09/2009 11.0 1575

Lake Erie, 08/2014 5.1 8

NW Atlantic, 08/2014 6.4 2117

Results apply to only MASCOT VSF data. All data binned to 1 m.

(Zhang et al., 2012; also see Figure 3C). Czerski et al. (2011)
and Twardowski et al. (2012) estimated the dynamics of bubble
populations of sizes < 30 µm during active wave breaking, where
the optical volume scattering and acoustical determinations
agreed well. Using the filter pore size as a threshold, Zhang et al.
(2013) partitioned the inverted subpopulations into particulate
and “dissolved” fractions (see Figure 3B), and further extracted
phytoplankton particles using refractive indices m = 1.04 and
1.06 (Aas, 1996) from the particulate fraction. In support of their
VSF inversions, Zhang et al. (2013, Figure 2) used an observed
relationship between phytoplankton cell sizes and chlorophyll
concentration to estimate the total chlorophyll concentration
from their retrieved phytoplankton sizes and compared it
favorably (Pearson correlation coefficient r = 68%) with
chlorophyll estimates obtained from High-Performance Liquid
Chromatography (HPLC) measurements. Similarly, Zhang et al.
(2014b) estimated the mass for particulate inorganic matter and
particulate organic matter, with results comparing well with
the laboratory gravimetric determinations in both Monterey
Bay and Mobile Bay.

Over the entire angular range of the volume scattering, varying
particle composition can change the particle VSF in terms of its
shape. For example, the change of forward scattering VSF, when
normalized by the total scattering coefficient could vary over 3–4
orders of magnitude. However, within the angular range of 90◦

to 180◦, there are different findings regarding shape variability.
Sullivan and Twardowski (2009) found that the backscattering
shape as revealed from the MASCOT measurements was
relatively constrained. That is, they found errors of 5% or less
in fitting a single shape function from 90◦ to 170◦ for an
extensive, global VSF data set, suggesting a more or less invariant
backscattering shape. In contrast, Zhang et al. (2017) has recently
found that backscattering shape, i.e., VSFs from 90◦ to 180◦,
as measured by the MVSM in three coastal waters around
United States and in North Atlantic Ocean, varied up to a factor
of two (Figure 4B). These disparate findings, which are based
on measurements from two different prototype instruments over
different waters, have yet to be resolved. The backward shape
has a strong influence on the remote sensing BRDF, where about
97% of total variability observed in remote sensing reflectance
(Rrs – see Table 2) over different viewing angles is due to the
change in the detailed VSF shape over the backward angular
range (Xiong et al., 2017). On the other hand, only 27% variability
in the Rrs BRDF is attributable to the backscattering efficiency b̃b.
Therefore, to meet the 5% PACE retrieval requirement for water-
leaving radiance, we need to further improve our knowledge on
backward variability of VSF to constrain the estimate of BRDF,
which is particularly important for the PACE OCI instrument
that has a wide field of view. Both field observations and
theoretical studies have also found the backward shape of the
VSFs of oceanic particles, defined as βp (θ) /bb,p (where bb,p is
the particulate backscattering coefficient, cf. “3.1.2 Bio-Optical
Models” section), exhibits minimum shape variability in the
backward direction (Oishi, 1990; Zhang et al., 2014a). Boss and
Pegau (2001) showed that the minimum variability at 120◦ can
be explained from mixing of particulate VSFs and salt water.
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FIGURE 3 | An example demonstrating representing a measured VSF using various particle subpopulations. (A) The measured VSF (gray line) was disaggregated
into subpopulations, whose corresponding refractive index, the mode size and standard deviation, and the scattering coefficient are shown in the legend. The dotted
black line is the reconstructed VSF from these subpopulations. (B) Log-normal size distributions estimated for each of the subpopulations identified in panel (A). The
vertical gray line represents the filter size that commonly used in oceanography to partition particles into particulate and dissolved fractions. (C) The size distribution
of subpopulations the particulate fraction are grouped by the refractive indices (shown in the legend). The dotted gray line is the bulk size distribution estimated by
summing individual subpopulations. The black line is the size distribution independently derived from the LISST for comparison.

FIGURE 4 | (A) The variation of hypothetical particle scattering shapes (VSF at angles 90◦–180◦ normalized by the backscattering coefficient) constructed by linear
mixing of the two end members. The legend shows fractional bb contributed by small particles. (B) The particle backscattering shapes measured in coastal waters
of Chesapeake Bay, Mobile Bay, and Monterey Bay and during the SABOR cruise in North Atlantic Ocean. (C) The mixing ratios estimated by applying the
two-component model in panel (A) to measured VSF shapes in panel (B) are shown as a function of particle backscattering coefficients.

Recently, however, Zhang et al. (2017) have suggested this
minimum variability angle represents the intersection of two
backscattering-normalized VSFs, one for particles of sizes smaller
than the wavelength of light and the other for particulate sizes
larger than the wavelength of light (Figure 4A). For each of the
two end members, the backscattering shape can be analytically
derived (Zhang et al., 2017). They also found that 90% of
variability of the observed VSFs from 90◦ to 170◦ (Figure 4B)
can be reproduced by this two-component model (Figure 4C).
The minimum variability of scattering observed around 120◦ is
intriguing and deserves further investigation.

Despite its fundamental role in ocean color remote sensing,
the field-based observation of VSFs is still limited, which in
turn circumscribes our understanding of the natural variability

of angular scattering by oceanic particles and our ability to
better model and/or retrieve these particles from the PACE
mission. Efforts are being undertaken to expand the observation
of particulate VSFs to a variety of waters with additional
instruments and to improve our knowledge on the shape of
particulate VSFs, particularly in the backward angles.

3.1.2 Bio-Optical Models
Heritage studies: parametrizations of RT quantities
Bio-optical models play a central role in characterizing ocean
color spectra. Firstly, they identify inherent (i.e., independent)
underwater light optical parameters that drive (and can
therefore be retrieved from) the flux and spectrum of water-
leaving radiance. These IOPs are (Gordon et al., 1975;
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Preisendorfer, 1976; Morel and Prieur, 1977) the spectral
absorption and scattering coefficients a and b, respectively
(the sum of which gives the attenuation coefficient c ≡ a +
b), and the backscattering efficiency b̃ which was mentioned
earlier in section “3.1.1 Particulate Scattering”. IOPs are tightly
related to the fundamental RT quantities for underwater light
scattering computations, i.e., the single scattering albedo ω

(ω ≡ b/c), the normalized scattering function β̃ (b̃ ≡
∫

2π

β̃ d� where � stands for solid angle that is integrated over
the backscattering hemisphere), and the optical thickness τ

(τ ≡
∫

c dz where z stands for physical thickness) of the
ocean body. The RT quantities themselves vary with the
abundance (i.e., number density), physical (e.g., size distribution
and morphology) and chemical (e.g., organic versus inorganic)
properties of suspended and dissolved marine matter. Hence,
in principle, it is possible to retrieve e.g., the size distribution
of marine particulates from IOPs. One of such retrieval was
performed for phytoplankton by Kostadinov et al. (2009), who for
this purpose assumed homogeneous spheres for the morphology
of plankton particulates.

Secondly, bio-optical models provide a link between IOPs and
the biological state of the ocean. That is, IOPs are commonly
subdivided into contributions by water, phytoplankton, non-algal
particles (NAP), and color dissolved organic matter (CDOM).
Each of these contributions, except for water, are then represented
by the product (or a sum of products) of a pre-defined specific
spectrum (i.e., an eigenvector) and the amplitude of this spectrum
(i.e., its eigenvalue). In the first generation of ocean color
retrievals, it was customary (Morel, 1988; Morel and Maritorena,
2001) to parameterize the eigenvectors and eigenvalues of IOPs
a, b and b̃ in terms of just 1 parameter: the concentration of
Chlorophyll a ([Chla]), which is a photosynthetic pigment found
in phytoplankton. Thus, the assumption made here was that the
abundance and properties of each constituent in oceanic water
(including NAP and CDOM) covaried with the concentration of
phytoplankton. Such oceanic waters were collectively classified
as Case I waters, while the remaining ocean waters, where the
properties did not correlate well with chlorophyll and where
inorganic matter could be important, were collectively classified
as Case II waters. Case I waters were found to statistically
represent open oceans well. Given that IOPs are tightly related
to RT quantities (see discussion above), it is therefore possible
for such oceanic waters to link variations in [Chla] to variations
in the physical properties of marine particulates. For example,
Kostadinov et al. (2009) found that their retrieval of pico
(small-sized) and micro (large-sized) phytoplankton are highly
correlated with small and large values of remotely sensed [Chla],
respectively. However, bio-optical models are commonly derived
from empirical fits to data that can be extremely noisy –
see e.g., Bricaud et al. (1998) for phytoplankton absorption
coefficient aph, and Huot et al. (2008) for b and b̃. Hence, the
goodness and application of correlating the retrieval of physical
properties such as phytoplankton size to the retrieval of biological
properties such as [Chla] depends on the assumptions (e.g.,
plankton morphology) and uncertainties (e.g., scatter in bio-
optical relations) associated with each retrieval.

The initial custom of classifying ocean waters into two
opposite cases, and closely tying one of them to [Chla], has
evolved over the past 2 decades (Mobley et al., 2004). For
example, Aeolian dust storms are known to be an important
source for suspended mineral particles in the open ocean
(Johnson et al., 2010). The abundance and properties of these
particles clearly do not co-vary with [Chla], although they
provide nutrients that may lead to plankton blooms (Behrenfeld
et al., 1996; Behrenfeld and Kolber, 1999; Boyd et al., 2000,
2009; Bishop et al., 2002). Plankton blooms themselves such
as coccolithophore outbreaks can lead to excessive amounts of
suspended mineral particulates whose scattering properties do
not co-vary with [Chla] either (Balch et al., 2004). Furthermore,
the bio-optical relationship between [Chla] and the absorption
by CDOM, which is created by a variety of processes (Nelson
and Siegel, 2013), is not only less tight than between e.g., [Chla]
and b (Morel, 2009), but it also deteriorates quickly for UV
wavelengths (Morel et al., 2007a). In addition, the temporal
cycles of CDOM and [Chla] do not exactly match each other
(Hu et al., 2006; Lee et al., 2010). The current generation of
bio-optical models acknowledges these concerns by relaxing the
interdependency of IOPs. Werdell et al. (2013a, 2018) provide
an overview of the current state of bio-optical models. That is,
eigenvalues of IOPs do not necessarily co-vary with [Chla] and
eigenvectors may be either prescribed or retrieved/computed
from ocean color data in real time. The implication is that the RT
quantities {ω, τ, β̃} used to perform underwater light scattering
computations then also do not necessarily co-vary with [Chla]
or even with one another. Such relaxations in IOPs remain
to be adopted in current generation RT studies of polarized
light emerging from AOS models (e.g., Chowdhary et al., 2006;
Hasekamp et al., 2011; Knobelspiesse et al., 2012; Zhai et al.,
2015). In addition, the (default) IOPs discussed in Werdell et al.
(2013a) are for the wavelength (λ) range of 400–700 nm. This
range, which was originally proposed by IOCCG (International
Ocean Color Coordinating Group) in its IOCCG report #5 (2005)
for the creation of synthetic IOP data, needs to be extended into
the UV for RT studies to be applicable to PACE observations
(see Werdell et al., 2018).

PACE updates (INV RT studies): using ocean color to
retrieve/constrain aerosol
Heritage bio-optical models have traditionally been used in RT
studies to invert ocean spectra. For remote sensing observations
from space, one has to first retrieve and subsequently subtract
the contribution of atmospheric scattering in order to obtain
these ocean spectra. Such retrievals of atmospheric scattering
contribution are also a requirement for the inversion of aerosol
properties from spaceborne observations over ocean. Two types
of methods can be adopted to accomplish this separation of
atmospheric and oceanic signals in space-borne observations. In
the first method (called the 2-step approach), this is done by
focusing on the spectral variation of radiance in the NIR and/or
the SWIR where the ocean becomes black (because of strong
absorption by pure sea water) to select an aerosol model that is
capable of reproducing this radiance. This method, which has
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historically been used for atmospheric correction of spaceborne
ocean color observations (Gordon and Wang, 1994b; Gao et al.,
2000; Wang and Shi, 2007; Ahmad et al., 2010), does not require
any a priori information of the ocean. Hence in this method,
bio-optical models are only used to invert oceanic signals after
characterizing the atmospheric signal. For more details on this
method, see IOCCG (2010) and Frouin et al. (2019). In the second
method (called the 1-step approach), the atmospheric scattering
contribution is retrieved from the spectral variation of radiance
in the NIR/SWIR and in the VIS. Here, one needs bio-optical
models to account for the contribution of water-leaving radiance
in the VIS as part of charactering atmospheric signals. The bio-
optical models used in this second method can be divided into
type (i) and type (ii) models, depending on their purpose. Type
(i) models are used to only approximate water-leaving radiances
for the purpose of improving the retrieval of aerosol properties
in the VIS (note though that the results of such aerosol retrievals
can subsequently be used to perform atmospheric correction for
retrieval of the actual ocean color). Such use of bio-optical models
is seen in Xu et al. (2016). On the other hand, the purpose of type
(ii) models is to not only retrieve aerosol properties but to also
retrieve ocean properties at the same time. This approach is used
by Chowdhary et al. (2012). Type (ii) models are therefore similar
to (if not the same as) the bio-optical models used to invert ocean
spectra in the 2-step approach described above. Both Chowdhary
et al. (2012) and Xu et al. (2016) pioneered the use bio-optical
models to analyze polarimetric remote sensing observations over
oceans. However, they both adopted a simple bio-optical model,
i.e., one where all the IOPs are parameterized in terms of [Chla]
only. Such models cannot account for natural variations in water-
leaving radiances (which can be larger than PACE’s retrieval
threshold value of 5%; cf. “1.1 The PACE Mission” section)
that occur for a given [Chla]. This does not necessarily pose
a problem for type (i) bio-optical models that are only used
to improve aerosol retrievals in the VIS. Note that to mitigate
possible errors of single-parameter-based bio-optical models,
Xu et al. (2016) allow adjustments of water-leaving radiance in
their type (i) bio-optical model by adding Lambertian terms.
However, type (ii) bio-optical models are used to also retrieve
IOPs, and require therefore more parameters to describe complex
waters. The accuracy requirements for IOP retrievals are not
yet defined for PACE (cf. “1.1 The PACE Mission” section).
Hence, evaluating the IOP retrieval performance of type (ii) bio-
optical models occurs by comparing with co-located independent
IOP measurement sets. Following the evolution of bio-optical
models discussed in the preceding heritage section, the current
PACE Science Team focused on incorporating more parameters
in both type (i) and (ii) bio-optical models for analyses of VIS
polarimetric observations.

The hydrosol model employed by Chowdhary et al. (2012)
is based on using a [Chla]-driven type (ii) bio-optical model to
constrain the RT properties of a mixture of plankton and detritus
particles. This so-called D-P (Detritus-Plankton) hydrosol model,
which can be applied to underwater scattering of polarized
light and which reproduces classical (i.e., statistically averaged)
“Case I” ocean color variations, is discussed in detail by

Chowdhary et al. (2006). To relax the dependency on [Chla],
the parameterizations of IOPs in the D-P hydrosol model
were updated to accommodate the retrieval of three separate
IOPs. The result of these updates is the second generation D-P
model, hereafter referred to as the D-P II hydrosol model (see
Figures 5A,C). The D-P II model adopts the following IOP
parameterizations in terms of [Chla] and wavelength λ:

bb,p (λ) ≡ b̃p × bp (λ) = bb,p (λ0) (λ/λ0)
k, (1)

aph (λ) =
[
Chla

]
âph (λ) , (2)

acdm (λ) ≡ adm (λ)+ ay (λ) ∼= acdm (λ0) exp {−αcdm (λ− λ0)}

(3)
where the reference wavelength λ0 is 443 nm, and from
Morel and Maritorena (2001).

k =
{

0.5
(
log10

[
Chla

]
− 0.3

)
, 0.02 ≤

[
Chla

]
≤ 2 mg m−3

0,
[
Chla

]
> 2 mg m−3.

(4)
Subscripts “p,” “ph,” “cdm,” “dm,” and “y” denote particulate,

phytoplankton, colored detrital matter, detrital matter, and yellow
substance (i.e., CDOM), respectively. For example, adm is the
absorption coefficient for detrital matter, i.e., for the sum of
phytoplankton and NAP matter.

Chowdhary et al. (2012) follow Siegel et al. (2002) in assigning
the same spectral variation to adm(λ) and ay(λ) because of the
difficulty to differentiate between these properties in the inversion
of ocean color spectra. Furthermore,

âph (λ) = A (λ)
[
Chla

]B(λ)−1
, (5)

acdm (λ0) = adm (λ0)+ ay (λ0) . (6)

The parameterization in Eq. 5 is taken from Bricaud et al.
(1995), with constants A(λ) and B(λ) tabulated by Bricaud
et al. (1998, 1999). Note that these constants cover only the
spectrum between 400 ≤ λ ≤ 700 nm. The free parameters
(i.e., eigenvalues) for the D-P II model are the backscattering
coefficient bb,p at λ0 in Eq. 1; the Chlorophyll a concentration
[Chla] in Eq. 2; and the absorption coefficient acdm at λ0 = 443 nm
in Eq. 3. The prescribed and [Chla]-driven parameters (i.e.,
eigenvectors) for this hydrosol model are the power law exponent
k in Eq. 1, the specific phytoplankton absorption coefficient
âph (λ) in Eq. 2, and the spectral decay constant αcdm for
absorption by non-algae and dissolved matter in Eq. 3.

The set of parameterizations chosen for bb,p(λ), aph(λ), and
acdm(λ) is close to the default configuration (DC) used for the
generalized inherent optical properties (GIOP) software database
that was developed by Werdell et al. (2013a). The exception is the
[Chla]-driven exponent k for bb,p in Eq. 1, which is taken from
Morel and Maritorena (2001) instead of retrieving it from water-
leaving radiance measurements as in Lee et al. (2002). The D-P II
model further adopts the same value of 0.018 nm−1 for αcdm in
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FIGURE 5 | (A) D-P model parameters used for RSP analyses. (B) Comparison for the SABOR campaign between bb,p and Kd values that were retrieved from
analyses of HSRL data and from analyses of RSP data using the D-P model. The scatter in the blue-shaded area coincides with the occurrence of cirrus clouds
above the aircraft. (C) D-P II model parameters used for RSP analyses. (D) Comparison for the NAAMES campaign between bb,p values that were retrieved from
analyses of HSRL data and from analyses of RSP data using the D-P model (upper diagram) and the D-P II model (lower diagram). Yellow and green shaded areas
correspond to regions of better and worse agreement when using the D-P II model.

Eq. 3 as was done for the GIOP-DC database. The RT quantities
ω and β̃ for the D-P II model are computed in the same manner
as for the D-P model (Chowdhary et al., 2006, 2012) except for
(1) choosing Eqs 1–6 for the non-water absorption and scattering
coefficients, and (2) using the ratio bb,p/b̃p from Eq. 1 for the
particulate scattering coefficient bp.

To deploy the D-P II hydrosol model for analyses of air-
and spaceborne polarimetric observations over oceans, rigorous
underwater light computations were performed with the adding
RT method to obtain reflection matrices of diffuse water-
leaving radiance (that is, radiance that excludes the contribution
of skylight reflected off the ocean surface alone). The ocean
reflection matrices were computed only for Stokes parameters
I, Q, and U (as defined in Hansen and Travis, 1974) that
are measured by existing airborne multi-spectral, multi-angle
polarimeters such as RSP (Cairns et al., 1999, 2003), airMSPI
(Diner et al., 2013), HARP (Martins et al., 2014), and SPEX
(Rietjens et al., 2015). Six wavelengths (410, 440, 470, 530, 550,
and 670 nm), 60 viewing and 60 sun angles (both corresponding
to 30 equidistant angles up to 64.8◦ and 30 Gauss integration
points between 0◦ and 90◦) were chosen for these matrices. For
each wavelength and angle specification, 5 values were chosen
for [Chla] (0.03, 0.1, 0.3, 1.0 and 3.0 mg/m3), and 2 values were
chosen for bb,p(λ0) and for acdm(λ0) (corresponding to a lower
and an upper limit for each of these parameters). The limits for
bb,p(λ0) and acdm(λ0), which are different for each [Chla] value,

were determined from the synthetic IOP data sets computed
in report #5 by IOCCG (2006). Underwater-light computations
were performed using 60 Gauss integration points, and the D-P
II scattering matrices were renormalized whenever necessary
to conserve energy within 10−6. Finally, each ocean reflection
matrix was expanded in a Fourier series [using the supermatrix
formalism described by de Haan et al. (1987)]. The terms in these
allow the ocean reflection matrices to be obtained for arbitrary
sun and viewing azimuth angle. Sixteen terms were used for this
expansion to obtain an accuracy of 2 × 10−6 in reflectance units
for the water-leaving radiance just above the ocean surface for
all angles and [Chla] considered. This accuracy surpasses the
PACE accuracy requirement of 5% (cf. “1.1 The PACE Mission”
section) by at least an order of magnitude for all sun and viewing
angles, all wavelengths, and all [Chla] values considered. In total,
1,728,000 (3 × 3) ocean reflection Fourier term matrices were
produced. The D-P II ocean reflection matrices (as well as the
matrices for the original D-P model) are publicly available on
https://data.giss.nasa.gov/rad/ocean-matrices/, along with their
performance analyses and a user manual.

Extensive numerical performance analyses demonstrated that
the ocean color variations computed for the D-P II hydrosol
model can reproduce those computed for the original D-P
hydrosol model, which ensures consistency and continuity
between past and future studies that use these detritus-plankton
mixture models. Both the D-P and D-P II ocean reflection
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matrices are currently applied to analyses of concurrently
obtained data by the Research Scanning Polarimeter (RSP) and
the High-Spectral Resolution Lidar (HSRL) instruments in 3
field campaigns: the 2012 Two-Column Aerosol Project (TCAP)
and the 2014 Ship-Aircraft Bio-Optical Research (SABOR)
campaign (Stamnes et al., 2018), and the ongoing North Atlantic
Aerosols and Marine Ecosystems Study (NAAMES) campaign.
Figure 5B shows for SABOR a comparison between RSP and
HSRL retrievals for the atmosphere and ocean. The agreement
is surprisingly good (even for the indirect-retrieved diffuse
attenuation coefficient Kd) given that the simple (1-parameter)
D-P ocean reflection matrices were used for these retrievals.
These data will be re-analyzed in the near future using the
D-P II ocean reflection matrices. The same comparisons are
shown in Figure 5D except for the NAAMES campaign using
both the D-P (upper row charts) and D-P II (lower charts)
ocean reflection matrices. The plankton particulates encountered
during this campaign were noted to be unusually small for given
[Chla]. This may explain why the RSP retrievals of bb,p sometimes
agree less well with the corresponding HSRL measurements (see
green-shaded areas) when using the D-P II ocean reflection
matrices than when using the D-P ocean reflection matrices. Note
that the D-P and D-P II matrices reproduced the same water-
leaving radiance for the NAAMES data analyses as evidenced
by the retrieval of same aerosol properties (not shown here).
Hence, trade-offs appear to be occurring between bb,p and acdm
in the D-P II bio-optical model. More analyses of the data
collected during NAAMES are currently being conducted to
evaluate assumptions made for the IOPs in the D-P II hydrosol
model (e.g., the spectral variation of bb,p and acdm in Eqs 1 and
3, respectively).

Another remote sensing algorithm is being developed by a
research group led by Peng-Wang Zhai at UMBC, which retrieves
aerosols and water leaving radiance simultaneously. Their type
(ii) bio-optical model is similar to the formulas outlined by
Eqs 1–3, except that the scattering power law exponent k is
treated as a retrieval free parameter. In addition, the αcdm value
is also treated as a free parameter. INV RT experiments are
being performed to test the feasibility of retrieving the power
law exponent for particle backscattering fraction. The ocean
particulate scattering function are determined by the Founrier-
Forand phase function based on backscattering fraction and the
Mueller scattering matrix is determined by the measurements
by Voss and Fry (1984). These adjustments are designed to
accommodate different types of waters in which average laws are
not followed. Numerical tests based on synthetic data generated
by RT demonstrate that the algorithm can determine aerosol
properties and water leaving radiance accurately even for ocean
waters with significant sediment concentration (Gao et al., 2018).

PACE updates (FWD RT studies): synthetic data sets linking
IOPs and Rrs
The performance of IOP inversion algorithms for PACE-like
data will be evaluated by comparing the IOP retrievals with co-
located independent IOP measurement sets (cf. “1.1 The PACE
Mission” section). However, IOP measurement sets may not

always be available for such performance evaluations. In addition,
there are always measurement uncertainties which prevent
conclusive evaluation of IOP inversion algorithms. To address
these cases, the PACE Science Team created a synthetic dataset
containing IOPs and remote-sensing reflectance Rrs. The overall
scheme follows that adopted by the IOCCG Report 5 (IOCCG-
OCAG, 2003; IOCCG, 2006), which was summarized in “Models,
parameters, and approaches that are used to generate wide range of
absorption and backscattering spectra,” but here the spectral range
is expanded (now 350–800 nm), along with wider variations of
phytoplankton absorption spectra. Because Hydrolight (Mobley
and Sundman, 2013) was used for the generation of Rrs from
IOPs, the critical step for this synthetic dataset was the creation
of reasonable IOPs spectra for both oceanic and coastal waters.
Specifically and briefly, as articulated in IOCCG-OCAG (2003),
the absorption (i.e., a) and backscattering (i.e., bb) coefficients,
the two key component IOPs for Rrs, were modeled as

a (λ) = aw (λ)+ aph (λ)+ adm (λ)+ ay (λ) (7a)

bb (λ) = bb,w (λ)+ bb,ph (λ)+ bb,dm (λ) (7b)

Values of aw(λ) were taken from combinations of Lee et al.
(2015) (350–550 nm range), Pope and Fry (1997) (555–725 nm
range), and Smith and Baker (1981) (730–800 nm range). From
more than 4000 measured aph(λ) spectra (spanning 350–800 nm
at 5 nm steps), 720 aph(λ) spectra were selected and divided
into twelve groups with aph(440) ranging between ∼0.0014 and
39.0 m−1, thus covering oligotrophic oceanic waters to waters
with phytoplankton blooms.

Following IOCCG-OCAG (2003), adm and ay were modeled as

adm (λ) ≡ adm (440) exp {−αdm (λ− 440)} , (8a)

ay (λ) ≡ ay (440) exp
{
−αy (λ− 440)

}
, (8b)

where the slope parameters αdm and αy were taken as constrained
random values as in IOCCG-OCAG (2003), and adm(440) and
ay(440) were modeled as

adm (440) = p1aph (440) , (9)

ay (440) = p2aph (440) . (10)

Parameters p1 ∈ {0.1, 0.6} and p2 ∈ {0.1, 6.0} were
constrained random values so reasonable adm(440) and ay(440)
values were created for a given aph(440) (IOCCG-OCAG, 2003).

Values of bb,w (λ) were taken from Zhang et al. (2009). Spectra
of bb,ph(λ) were also modeled as in IOCCG-OCAG (2003),
where bb,ph(λ) is

bb,ph (λ) = b̃ph

(
p3
[
Chla

]0.63
[

550
λ

]n1
− aph (λ)

)
. (11)

Here, b̃ph is the backscattering efficiency of phytoplankton
and a value of 1% was taken. Parameters p3 ∈ {0.06, 0.6} and
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n1 ∈ {−0.1, 2.0} were random values as in IOCCG-OCAG
(2003). Similarly, spectra of bb,dm were modeled as

bb,dm (λ) = b̃dm

(
p4
[
Chla

]0.5
[

550
λ

]n2
)

(12)

where a value of 1.83% was assigned to the backscattering
efficiency b̃dm for detrital matter, with p4 ∈ {0.06, 0.6} and n2
∈ {−0.2, 2.2} also random values, respectively.

3.1.3 Molecular Scattering
PACE discussions (FWD RT studies): pure seawater
properties
A number of values for pure (sea)water absorption coefficient
aw(λ) have been estimated from laboratory measurements of
pure water samples (Pope and Fry, 1997) or modeled using
in situ measurements collected from hyper-oligotrophic regions
of the ocean (Morel et al., 2007b; Lee et al., 2015). While recent
work by Mason et al. (2016) have provided new, high accuracy
measurements of pure water absorption in the UV and visible
domain, these values are much lower than previously measured in
the UV. On the other hand, Lee et al. (2015) have derived values
for seawater in the UV that are significantly higher, which may be
the result of UV absorption by dissolved inorganic constituents in
seawater. Note that the Lee et al. (2015) coefficients were derived
from optimizing a remote sensing reflectance inversion model
instead of direct experimental measurement of water samples.
The aw values of Lee et al. (2015) and Mason et al. (2016) differ
by several factors in the UV. The corresponding difference in
water-leaving radiance (which is proportional to the inverse of
total absorption a in Eq. 7) can for clear waters be much larger
than the PACE retrieval requirements (“1.1 The PACE Mission”
section). Hence, there is a clear need for research to better
understand the role of absorption by dissolved inorganics in the
UV such as oxygen, NO3, Br−, and other salt ions comprising
sea salts that have significant absorption in the UV (Armstrong
and Boalch, 1961; Ogura and Hanya, 1966; Johnson and Coletti,
2002; as cited in Lenoble, 1956; Copin-Montegut et al., 1971;
Shifrin, 1988). These effects have received scarce attention in
recent literature. At 230 nm, these constituents all have more than
an order of magnitude higher absorption than the values of pure
water absorption, with steeply increasing absorption at shorter
UV wavelengths. An unresolved question is how much these
constituents may absorb at wavelengths longer than 300 nm, as
the tail absorption effects have typically not been studied with the
required accuracy. Even relatively small contributions could be
significant since pure water absorption is very low, particularly
in the 320 to 420 nm range (<∼0.005 m−1). Armstrong and
Boalch (1961) found significant effects of sea salt absorption out
to 400 nm, but rigorous purification steps were not taken, so
it is unclear if their additions of artificial sea salts introduced
organic contaminants.

In addition, the vibrational states and thermodynamic
properties of seawater, and hence its optical properties, vary with
changes in temperature (T) and/or salinity (S) in various regions
of their spectra. Backscattering by pure seawater was often

considered a “constant” and “well known” in remote sensing
algorithms (e.g., Carder et al., 1999; Lee et al., 2002; Stramski
et al., 2004; Twardowski et al., 2005; Werdell et al., 2013a), where
common practice for several decades was to use a constant pure
seawater backscattering spectra originating from Morel (1974).
Note however, in the vast, clear oceanic waters, backscattering by
pure seawater can contribute up to 90% to the total backscatter
(Shifrin, 1988; Morel and Gentili, 1991; Twardowski et al., 2007).
Therefore, uncertainties of just a few percent in bb,w(λ) (the
backscattering coefficient for water) can cause the water-leaving
radiance to change by more than the 5% retrieval requirement for
PACE (see section “1.1 The PACE Mission”). This also impacts
estimating particulate backscatter bb,p because backscattering by
the pure seawater component must be subtracted from direct
measurements or algorithm retrievals of total backscatter bb.
Accordingly, efforts have been made to measure and model the
spectral T and S dependencies of aw(λ) (Pegau et al., 1997;
Twardowski et al., 1999; Sullivan et al., 2006; Jonasz and Fournier,
2007; Röttgers et al., 2014) and bb,w(λ) (Morel, 1974; Buiteveld
et al., 1994; Zhang et al., 2009). The importance of varying
salinity and temperature in the computation of bb,w(λ) has
been investigated in Werdell et al. (2013b), and been found
to have a noticeable effect on IOP retrieved (e.g., ∼3–10%
change in retrieved particulate backscattering coefficient bb,p, 1–
6% change in non-algae absorption coefficient acdm, and more
importantly removal of a bias). About a decade ago, Zhang and
Hu (2009) and Zhang et al. (2009) provided the most accurate
theoretical description to date of pure seawater scattering as a
function of the physical properties of water with variables of
temperature, salinity, and pressure. Satellite observations of sea
surface temperature (SST; Kilpatrick et al., 2001) and sea surface
salinity (SSS; Lagerloef et al., 2008), as well as climatological
values (Reynolds et al., 2002; Antonov et al., 2010), have made
it now also possible to include T-S dependent bb,w(λ) within
inverse algorithms (Werdell et al., 2013b).

Another parameter that has a significant impact on bb,w is the
so-called depolarization ratio for pure seawater. The anisotropic
nature of water molecules, which produces fluctuations in
molecular orientations, is typically described in terms of the
molecular depolarization ratio δm, which by definition is the ratio
of horizontally polarized light to vertically polarized light at a
scattering angle of 90◦ (see Table 2). The depolarization ratio
values currently used by the optics community come from a
single study conducted more than 40 years ago (Farinato and
Rowell, 1976). In that work, three values were experimentally
derived: δm = 0.051, 0.045, and 0.039, with progressively narrower
filter bandwidth for stray light removal. Typically, the lowest one
measured, δm = 0.039, is recommended because it was obtained
with the least contamination of the stray light. This value is
therefore, at this time, the accepted community value (Werdell
et al., 2018). Pure water scattering in the blue decreases by more
than 10% (which for clear ocean waters surpasses the PACE
retrieval requirement for water-leaving radiance) when using
δm = 0.039 relative to the δm = 0.09 value used by Morel (1974).
The Zhang and Hu (2009) computations of pure water scattering
with this value of 0.039 produces volume scattering functions
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that match experimental measurements by Morel (1968) within
2%. Nonetheless, this important parameter deserves additional
experimental evaluation to further reduce uncertainties in pure
water scattering values. Very recently, Zhang et al. (2019)
measured, δm of pure water and seawater at various salinities.
They obtained δm = 0.039±0.001 for pure water, which supports
the currently adopted value of 0.039. They also found the value of
depolarization ratio increases slightly with salinity, by 10–20% at
a salinity of 40 g/kg.

3.1.4 Inelastic Scattering
Heritage studies: Raman scattering and chlorophyll
fluorescence in scalar RT codes
Inelastic radiative processes in ocean waters include Raman
scattering by liquid water, fluorescence by colored dissolved
organic matter (FDOM), and chlorophyll fluorescence. In what
follows, we will use inelastic scattering to denote (any of) these
processes. Raman scattering is mainly due to the OH bond stretch
mode of water molecules (Walrafen, 1967), which absorbs light
energy at higher frequency and reemit to lower frequency regions
with fixed frequency shift spectra centered around 3400 cm−1.
It has been long recognized that the contribution of Raman
scattering to the underwater radiation field is significant in the
visible region for clear waters (Ge et al., 1995). Chlorophyll
fluorescence and FDOM contributes to the water leaving
radiance in variable amount depending on wavelengths and
water turbidity (Preisendorfer and Mobley, 1988; Green and
Blough, 1994). Raman scattering and chlorophyll fluorescence
have also been used to better invert the oceanic remote sensing
signal to biogeochemical parameters (Behrenfeld et al., 2009;
Westberry et al., 2013).

The theoretical modeling of Raman scattering in ocean waters
is mostly based on the Monte Carlo (MC) method (Kattawar and
Xu, 1992; Gordon, 1999). Kattawar and Xu (1994) have included
polarization in the simulation of Raman scattering, in which
the radiance was averaged in bins of 30◦ of azimuth viewing
angles to reduce statistical noise. Hydrolight, a commercial
software based on the invariant embedding method, can simulate
Raman scattering and fluorescence without considering the
impacts of polarization (Mobley et al., 2002). Schroeder et al.
(2003) have incorporated inelastic scattering in scalar RT models.
Semianalytical models have also been developed for under-
water reflectance to include Raman effects (Lee et al., 1994;
Loisel and Stramski, 2000).

PACE updates (FWD RT models): Raman scattering and
chlorophyll fluorescence in vector RT codes
As part of the PACE Science Team effort, Zhai et al. (2015)
have implemented Raman scattering in the polarized RT code for
atmosphere and ocean coupled systems based on the Successive
Order of Scattering (SOS) method. Polarization due to Raman
scattering has been preserved and the contribution of Raman
scattering to the polarized water leaving radiance has been
studied. The coupling mechanism between atmosphere and
ocean are fully accounted for. Later Zhai et al. (2017a) added
FDOM and chlorophyll fluorescence in their SOS RT code. Their

polarized RT code simulation shows that FDOM contributes to
the water radiation field in the broad visible spectral region,
while chlorophyll fluorescence is limited in a narrow band
centered at 685 nm. This is consistent with previous findings
in the literature that were obtained with scalar RT codes. With
the new polarized RT code, the impacts of fluorescence to the
DoLP and orientation of the polarization ellipse (OPE) are
studied. The underwater light DoLP is strongly influenced by
inelastic scattering at wavelengths with strong inelastic scattering
contribution. The OPE for underwater light is less affected by
inelastic scattering but it has a noticeable impact, in terms of
the angular region of positive polarization, in the backward
direction. This effect is more apparent for deeper water depth.
These results are important for analyses of underwater light DoLP
measurements. The polarized RT code has also been used to study
the contribution of polarized water leaving signals to the top of
atmosphere in the visible spectra for a range of IOPs for open
ocean and coastal waters (Zhai et al., 2017b). Below we discuss
RT examples for the impact of inelastic scattering on underwater
light radiance at zero water depth.

Figures 6A,B show examples of reflectance spectra with
both elastic and inelastic scattering mechanisms included. The
simulations are for a coupled atmosphere and ocean system,
with the atmosphere characterized by a mixture of molecules
and aerosols. The results are for a sensor that is located at the
top of the ocean (TOO) just below the ocean surface and that
is viewing in nadir direction the upwelling underwater light
radiance. The aerosol optical depth at 550 nm is 0.15. Major gas
absorptions have been included in the simulation, which include
absorptions due to ozone, nitrogen dioxide, oxygen, and water
vapor. The ocean optical properties are parameterized in terms
of Chlorophyll a concentration [Chla]. The left axis of Figure 6A
shows the reflectance (see definition in Table 2) with only elastic
scattering included. The right axis of Figure 6A shows the
total contribution of both elastic and inelastic scattering, which
include Raman scattering, CDOM fluorescence, and chlorophyll
fluorescence. The quantum yield of chlorophyll fluorescence used
is 0.02, i.e., two percent of the absorbed photons are fluoresced.
Figure 6B shows the absolute contribution of inelastic scattering
as a function of wavelength.

Figure 6A shows the spectral behavior of TOO ocean
reflectance as a function of [Chla]. There is an anchoring point
close to 500 nm where the ocean reflectance is insensitive to
the [Chla] values. When the wavelength is smaller than this
anchoring point, the ocean reflectance for smaller [Chla] is larger
and vice versa for wavelengths longer than the anchoring point.
This changes the impact of inelastic scattering on TOO ocean
reflectance. For example, ignoring inelastic scattering decreases
the TOO radiance in the (deep) blue part of the spectrum by more
than 10% if [Chla] becomes small. The corresponding decrease in
water-leaving radiance is about 5%, which is equal to the retrieval
accuracy requirement for PACE (cf. “1.1 The PACE Mission”
section). The opposite trend is seen at 685 nm, where the impact
of inelastic scattering causes a peak in TOO ocean reflectance to
increase with increasing [Chla]. This peak, which is caused by
chlorophyll fluorescence, is more clearly seen in Figure 6B and
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FIGURE 6 | (A) Ocean reflectance at nadir view at the top of the ocean (TOO) as a function of wavelength. (B) The absolute contribution of inelastic scattering to the
TOO nadir reflectance as a function of wavelength. Subscripts E and I denote elastic and inelastic scattering, respectively.

the corresponding increase in water-leaving radiance surpasses
the 5% retrieval accuracy for PACE. Between 400 and 600 nm,
the inelastic scattering is still dominated by Raman scattering,
whose contribution to TOO ocean reflectance remains large for
clearer waters (smaller [Chla] values). These results illustrate the
importance of accounting for inelastic scattering processes in
polarized RT codes that are used to create synthetic data sets
for PACE.

Raman scattering coefficients used in this work are based
on measurements (Walrafen, 1967; Hu and Voss, 1997),
which do not account for the temperature and salinity
dependence. It is understood that the Raman spectra is
sensitive to both temperature and salinity (Artlett and
Pask, 2015, 2017). In future work, it will be important to
systematically parameterize both Raman scattering coefficients
and emission spectra in terms of temperature and salinity.
For the simulation of FDOM, we have used the excitation –
emission spectra from Hawes et al. (1992), which is based on
the measurement of FDOM extracted from water samples.
Green and Blough (1994) have pointed out that fluorescence
is different for FDOM dissolved and extracted from water
samples. Further investigation is needed to measure FDOM
dissolved in water samples for different geographical and
biological origins.

Another important subject on inelastic scattering in FWD
RT models is to include non-photochemical quenching (NPQ)
in chlorophyll fluorescence (Morrison, 2003). This would
create synthetic data sets that allow us to better understand
fluorescence signals in satellite observations and to develop more
accurate remote sensing algorithm for chlorophyll fluorescence
(Behrenfeld et al., 2009). Zhai et al. (2018) have implemented
the quenching processes of the phytoplankton fluorescence in
their polarized RT code. NPQ modulates the quantum yield
of the chlorophyll fluorescence based on the photosynthetically
available radiation (PAR), so that the quantum yield is not
longer a prescribed parameter. It is a function of both the
environmental factors and phytoplankton physiology. Zhai
et al. (2018) have simulated the fluorescence for a variety

of chlorophyll concentrations, solar zenith angles, and aerosol
optical depths. A particularly interesting fact is that the
fluorescence is actually higher for larger solar zenith angles
or larger aerosol optical depth, which is because the smaller
quantum yield due to photochemical and NPQ processes. This
has also been observed by geostationary ocean observations
(O’Malley et al., 2014)

3.2 Ocean Surface
3.2.1 Sunglint
Heritage studies: remote sensing and ocean surface roughness
Over cloud-free oceans, the remotely sensed signal contains
contributions from atmospheric scattering, diffuse skylight
reflected off the ocean surface, underwater light scattering and
direct sun light reflected off the ocean surface (i.e., sunglint).
Of all the contributions, sunglint unequivocally provides the
brightest and most-recognizable signal: its radiance can exceed
the radiance of off-sunglint observations by several factors
in the VIS (Ottaviani et al., 2008; Chowdhary et al., 2012)
and up to several orders of magnitude in the NIR/SWIR
(Chowdhary et al., 2005). To a first order approximation,
one can think of sunglint as a mirror-like reflection of the
solar beam that is attenuated as light passes though the
atmosphere. The extent and magnitude of such pattern depends
on the ocean surface characteristics (i.e., wave slope distribution,
refractive index), whereas the attenuation by the atmosphere
depends on the amount and microphysical properties of aerosols.
Remote sensing observations of sunglint can therefore provide
information on aerosol properties (Kaufman et al., 2002;
Ottaviani et al., 2008, 2013) and on ocean surface slicks when
polarimetric measurements are available (Ottaviani et al., 2012).
Similar results for oil slick properties were subsequently obtained
by Lu et al. (2017) from spaceborne polarimetric observations
by the POLDER (Polarization and Directionality of the Earth’s
Reflectances) instrument.

It is particularly difficult to retrieve ocean IOPs from
spaceborne radiance observations when the scene is
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contaminated by sunglint. One approach that mitigates this
problem is to use the radiance polarized along the meridional
plane, which is much less affected by ocean surface reflectance
but still provides useful information on ocean color variations
(He et al., 2014; Liu et al., 2017). Another approach is to identify
(and subsequently avoid) sunglint contaminated scenes by
comparing aerosol optical thicknesses retrieved for the same
pixel but from different viewing angles. In the latter approach,
the sunglint-contaminated retrievals will lead to an identifiable
overestimation of the aerosol optical thickness (Harmel and
Chami, 2013). The advantage of both these approaches is that
they do not require a priori information for the ocean surface
roughness; however, they do require the use of multi-angle (and
polarimetric) observations. Alternatively, if such observations
are not available (e.g., at the edge of the swath monitored by the
OCI instrument) then one must resort to ocean surface models
to discard sunglint-contaminated scenes based on viewing
geometry and surface waviness in space-borne IOP retrievals.

Cox and Munk (1954) were the first to systematically study
the relation between the surface slope distribution and the
ocean wind speed U12.5 (measured at a height of 12.5 m).
Based on airborne photographs of the sun glitter for wind
speeds U12.5 ≤ 14 m/s and moderate solar zenith angles, they
provided an anisotropic surface slope distribution with a variance
depending on the wind speed and wind direction. To a first-
order approximation, this surface slope distribution becomes
isotropic (Gaussian) with a variance that depends only on the
wind speed. Their results have thereafter been adopted by the
majority of remote sensing community as a standard model
for the ocean surface roughness. Subsequent analyses of passive
remote sensing observations from an ocean platform (Su et al.,
2002), aircraft (Gatebe et al., 2005) and satellite (Ebuchi and
Kizu, 2002; Bréon and Henriot, 2006; Zhang and Wang, 2010)
have confirmed the two-dimensional Gaussian surface slope
model fitted by Cox and Munk (1954) to a satisfactory/good
degree except perhaps for large solar zenith angles. However,
variations in the relation between wind speed and the variance
of the surface slope distribution were observed. With realistic
surface elevations (and hence including realistic surface wave
shadowing and multiple reflections) that were obtained from
wave variance spectra and Fourier transforms, Preisendorfer and
Mobley (1986) and Mobley (2015) used ray tracing techniques to
study the reflection and transmission properties of the Cox and
Munk surface model with the implicit inclusion of shadowing
and multiple reflections. Their studies indicate small difference
in surface irradiance reflectance except perhaps for again large
solar zenith angles.

When incorporating the Cox and Munk surface model in RT
computations to identify sunglint contaminated scenes, there
are some aspects to consider. Firstly, to compute the shape
and angular extent of the sunglint, one needs wind speed and
direction as auxiliary data, which may not always have the
appropriate resolution to describe local conditions. Secondly, as
mentioned before the relationship between the wind speed (and
direction) and the variance of the ocean surface slope distribution
can deviate from the relationship given by Cox and Munk (see

Kay et al., 2009, and references therein). Thirdly, direct skylight
reflected by the ocean surface will still be scattered by molecules
and aerosols when propagating through the atmosphere towards
the satellite sensor, and this aspect is often ignored when masking
the sunglint a priori. For an atmosphere bounded from below by
an isotropic rough ocean surface, Ottaviani et al. (2008) found
that the error in simulated space-borne radiances may reach 90%
(at 470 nm) around the edge of sunglint when ignoring these
multiple-scattering effects.

The multiple scattering aspect of sunglint can be expected
to be equally important for direct skylight reflected by
anisotropic (i.e., wind-direction dependent) rough ocean
surfaces. However, while atmospheric attenuation of sunglint
reflected by anisotropic surfaces can be incorporated fairly easily
in RT methods (Chowdhary et al., 2006; Lin et al., 2016), the
inclusion of multiple scattering in the atmosphere of sunglint
reflected by such surfaces remains a challenge for most of the
RT methods reviewed in section “2 History of RT Methods for
AOS: A Brief Overview.” Masuda (1998) used the adding method
to investigate this phenomenon, but he computed only up to
three light interactions between the atmosphere and ocean, and
he considered only the wavelength of 865 nm. Compared to
heritage sensors, the hyperspectral measurements by the OCI
and SPEXone instruments onboard the PACE mission will also
include shorter wavelengths where light will undergo many
more light interactions between the atmosphere and ocean,
especially in the blue/UV part of the spectrum. The impact of
those interactions on a priori sunglint masks used for aerosol
and ocean color retrievals remains uncertain to this date.

PACE updates (INV RT studies): polarimetric remote sensing
of SML refractive index
At any given viewing geometry, the surface properties
determining the ocean surface total reflectance are solely
the surface slope distribution and the refractive index m of
the ocean-atmosphere interface. Furthermore the surface slope
distribution affects the polarized surface reflectance in the same
linear proportion as the total surface reflectance, so that the
ratio of polarized to total reflectance (i.e., the DoLP) becomes
independent of the surface roughness. Hence changes in surface
DoLP only occur if the viewing geometry and/or m varies. For
remote sensing of cloud-free oceans, this fact was demonstrated
by Chowdhary et al. (2005) and Ottaviani et al. (2012), based on
RSP observations of DoLP sunglint profiles. Small differences
can still occur in airborne observations if the contribution of
diffuse light scattered by high aerosol loads within the sunglint
region is significant (Ottaviani et al., 2019).

The surface refractive index m varies throughout the global
oceans in response to several factors. Firstly, m is determined
by the dielectric constant which, for pure seawater and at any
wavelength, varies with temperature T and salinity S (Röttgers
et al., 2014). Variations in m caused by changes in T are
relatively small, i.e., 0.002 in the VIS-NIR if T increases from
0 to 30◦C. Similar variations are observed if S increases from
30 to 40 g/kg, a range which covers most of the global oceans
except for the Arctic regions. Secondly, substances that cover
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the ocean surface such as floating seaweed, plastics, and slicks
from biogenic origins (e.g., plankton and fish secretions) and
anthropogenic origin (e.g., oil spills) affect m depending on the
composition and thickness of the floating substance, and on the
wavelength of light. For example, a thick oil slick can cause
m to increase by 0.1–0.2 in the VIS-NIR depending on the oil
type, refinement, wavelength, and temperature (Otremba, 2000;
Carnesecchi et al., 2008). Thirdly, the uppermost 1–1000 µm of
the ocean – referred to as the surface microlayer (SML) – has
biological, chemical, and physical properties that are distinctly
different from those of the underlying ocean body (Engel et al.,
2017, and references therein). Little is known about the processes
controlling the SML properties, yet the SML is a key player in
gas exchanges between the atmosphere and ocean, and it is a
major source of biogenic matter found in sea-spray aerosols.
The high occurrence in the SML of marine gel particles (in
addition to colloids, particulate matter, neuston assemblies, and
CDOM) gives it a gelatinous nature, which in turn promotes
aggregation of particulates and natural colonization of bacteria.
Polarization measurements obtained by Kozarac et al. (2005)
for in situ and ex situ SML samples show that the complex
composition of SML has an impact on the surface m; however,
the resulting absolute change in m remains unknown. Regarding
the sunglint DoLP variations with m and with viewing geometry:
consider for instance light illuminating an ocean surface at an
angle θi (measured from the upward surface normal). When
θi becomes equal to the Brewster angle θb ≡ arctan(m), the
specularly reflected light becomes completely polarized (i.e.,
DoLP becomes 100%: Born and Wolf, 1999). Variations in m
cause the angular location θb of maximum DoLP to shift and, as
a consequence, the DoLP to change if the incident and viewing
angles are kept constant.

Airborne multi-angle observations of the DoLP obtained with
the RSP instrument in the SWIR are ideally suited to study
variations in m. The penetration depth at SWIR wavelengths is of
the order of tenths of a micrometer because of strong absorption
by water, i.e., it appropriately targets slicks, films, and SML. In
addition, the molecular and aerosol optical thicknesses are very
small at these wavelengths, which enlarges the spatial dimension
in airborne observations of sunglint-dominated scenes (i.e., of
scenes that are least affected by diffuse atmospheric scattering).
The multiangular (∼150 views) capability of RSP allows sunglint
to be sampled at high spatial resolution in transects flown near
the principal plane. Finally, the high accuracy of RSP DoLP
measurements (i.e., better than 0.2%) allows to identify changes
in sunglint DoLP profiles caused by minuscule variations in m (as
small as 1 × 10−4 under ideal experimental conditions). Using
RSP data collected while flying over the Deepwater Horizon oil
spill, Ottaviani et al. (2012) reported changes in m by 0.064 at
λ = 2.2 µm for oil-affected scenes (cf. Figure 7B, and related
discussion below).

Recently, we exploited a general algorithm based on a
Levenberg–Marquardt type of inversion (Rodgers, 2000) to
provide continuous retrievals of the refractive index along RSP
flight transects. Using the average of 20 RSP scans at a time
(corresponding to time intervals of ∼15 s), the procedure starts
with the identification of the sunglint-dominated views in the
DoLP measured at 2.2 µm, achieved by selecting the series of
consecutive views for which the DoLP is closest to that predicted
by the Cox and Munk relation. The inversion is then launched
with the refractive index as the sole free parameter. Even in this
simplest version, the algorithm shows remarkable stability and
accuracy as demonstrated in Figure 7. The transect in panel
(A) belongs to a test flight during the SEAC4RS (Studies of

FIGURE 7 | Successful retrievals of the ocean surface refractive index from RSP measurements at 2.2 µm, over near-real-time imagery from the MODIS sensor.
(a) SEAC4RS campaign (08/02/2013): test flight over pure seawater. Note that the color bar covers for this panel only a small range of the refractive index.
(b) CARES/CalNEX campaign (05/11/2010): transects intersecting the oil spill caused by the explosion of the Deepwater Horizon offshore platform. The refractive
index of pure seawater at 2.2 µm measured in laboratory experiments by Segelstein (1981) is 1.2815.
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Emissions and Atmospherric Composition, Clouds, and Climate
Coupling by Regional Surveys) campaign, when after sampling
fires in Southern Oregon, the aircraft veered toward Case I waters
off the Southern Oregon/Northern Californian coast. Panel (B)
presents two flight legs obtained during the CARES/CalNex
(Carbonaceous Aerosols and Radiative Effects Study/California
Research at the Nexus of Air Quality and Climate Change)
campaign that intersected the oil spill caused by the explosion of
the Deepwater Horizon oil rig in 2010. For both these campaigns,
where the RSP flew at two very different altitudes (∼20 km on an
ER-2 aircraft during SEAC4RS, and ∼9 km on a B-200 aircraft
during CARES/CalNex) and under very different atmospheric
conditions, the algorithm retrieves very plausible refractive
indices with high accuracy. In particular, note the small variability
of the refractive index in panel (A), where the average over the
whole leg is 1.2836 with a standard deviation of 0.0007. This
result is particularly interesting in view of the possible detection
of floating layers of biogenic materials. We further speculate that
the temperature and salinity dependence of the refractive index
can be observed in case of large gradients such as river waters
flowing into oceans. The method also offers an alternative to
measurements otherwise difficult to obtain, as is the case for
the determination of the refractive index of oil (Ottaviani et al.,
2012). Ottaviani et al. (2019) extended this method to a complete
series of RSP transects, including a thorough assessment of the
sensitivity to the residual aerosol effects and the inclusion of
additional free parameters during the inversion.

The lessons learned from these RSP inversions will aid the
interpretation of DoLP data obtained by PACE (see section
“1.1 The PACE Mission”) in sunglint regions. However, PACE
polarimetry will occur at shorter wavelengths (i.e., in the
NIR) than those of RSP. This means that aerosol scattering
contributions may not be negligibly small. Furthermore, PACE
polarimetry will occur at fewer viewing angles (i.e., ≤10), and
at least for HARP2 at coarser DoLP accuracy (i.e., ≤1%). These
reductions in measurement capabilities lead to a decrease in
the retrieval accuracy of surface refractive indices from sunglint
DoLP data, even in absence of aerosol scattering. Nevertheless,
DoLP measurements of sunglint that were obtained by POLDER
at a coarser accuracy (∼1%) in the NIR (870 nm) for ≤ 14
viewing angles have still proven useful in distinguishing between
surface refractive indices retrieved for clean ocean waters and
for oilslick covers (Lu et al., 2017). Hence, while PACE DoLP
measurements of sunglint will not lead to the same retrieval
accuracies for surface refractive index as RSP, they will likely
contain information that can be used to not only detect and
but also identify substances covering large sections of the ocean
surface. This remains a research topic for the near future.

3.2.2 Whitecaps
Heritage studies: surface coverage and albedo models
Early quantitative work on oceanic whitecaps was initiated by
Monahan (1971), who studied photographs of ocean surface
in order to derive the spatial fraction f wc of area covered by
whitecaps. His results, which were obtained for wind speeds at
10 m above the sea surface, U10, smaller than 10 m s−1, set
forth the functional form f wc ∼(U10) k where k is a constant.

Wu (1979) argued on physical grounds that the exponent k
should be 3.75, and fitted Monahan’s (1971) results and other
data to f wc = 1.7 × 10−6 U10

3.75. The same data sets were
used by Monahan and O’Muircheartaigh (1980) to statistically
analyze seven solutions for f wc ∼ (U10) k proposed in the
literature. They found Wu’s (1979) expression to result in one
of the best fits, and a linear regression analyses performed by
these authors revealed an expression with only slightly smaller
errors. Note, the scatter in the data from which to f wc was
retrieved is very large, i.e., of the order of f wc itself. For
many RT applications, it has been customary to adopt their
expression of f wc = 2.95 × 10−6 U10

3.75, as a standard for
the following decades. For remote sensing applications, other
relationships have been used. Ocean color satellites currently
employ an expression derived by Stramska and Petelski (2003)
for undeveloped seas where f wc = 8.75 × 10−5 (U10-6.33)3. At
high wind speeds, however, a threshold equivalent to the whitecap
fraction at 12 m s−1 is implemented in the operational code
(see atmospheric correction section). Newer measurements of
whitecaps under high wind situations in the polar seas suggest
that f wc does not follow a cubic relationship at high wind speeds
f wc = 7.38× 10−4(U10-4.23)1.42 (Brumer et al., 2017).

The whitecap albedo Awc has also been the subject of
various research. Whitlock et al. (1982), who studied laboratory-
generated whitecap patches, found that the reflectance of
whitecap varies significantly at wavelengths larger than 0.9 µm,
but that it remains fairly constant at smaller wavelengths with
Awc ≈ 50% for freshly generated thick whitecap and Awc ≈

10% for a single bubble layer. Koepke (1984), who studied time-
resolved pictures of whitecaps through a red filter, observed
on the other hand that the reflectance of oceanic white caps
decreased rapidly as they age. By averaging over time and
setting limits to the whitecap reflectance based on the Whitlock
measurements, he derived an effective white cap albedo of
22% ± 8%. Frouin et al. (1996) studied whitecap reflectance
created by breaking waves, found that it decreased by 40–
85% as the wavelength increased from 0.85 to 1.65 µm. They
explained this spectral behavior by considering the nature of
oceanic whitecap – i.e., air bubbles separated by a thin layer of
water (surface foam), and bubbles injected into the upper layer
of the ocean body. The spectral decrease in whitecap albedo
Awc could then qualitatively be described by the increase in
absorption by water between the air bubbles. A similar spectral
dependence of Awc was also observed by Moore et al. (1998), who
monitored whitecaps generated in the open ocean by the bow
of a moving ship.

The relationship between whitecaps and liquid water
absorption implies that these can be tied within the theoretical
framework of RT modeling. Whitecaps belong to a broad class
of strongly multiple-scattering media where the volumetric
concentration of bubbles is greater than 70% (Kokhanovsky,
2004). RT modeling typically applies to media with low
concentrations of scatterers (<1% by volume), but progress has
been made in the development of RT theory of whitecaps
(Kokhanovsky, 2004; Ma et al., 2015). However, more
research is needed to validate the theoretical models with
experimental measurements.
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PACE updates (FWD RT studies): remote sensing of whitecap
properties
The PACE mission aims to be hyperspectral from the UV
into the NIR wavelengths and will require a more spectrally
resolved whitecap reflectance. New spectral measurements of
whitecap have been made across from 400 to 2500 nm
(Figure 8). These measurements show that whitecaps are not
featureless in the NIR but have dips in reflectance that largely
correspond to the absorption features of liquid water. Reflectance
dips occur particularly at 750, 980, and 1150 nm, which
have enhanced liquid water absorption, a result of multiple
scattering in and around the subsurface bubbles and surface
foam (Dierssen, 2019). Following Whitlock et al. (1982), a
simple model of whitecap reflectance based on the natural
logarithm of water absorption can be used to describe the spectral
shape of intense whitecaps generated by breaking waves into
SWIR wavelengths (Dierssen, 2019). Moreover, the decrease in
reflectance at these liquid water absorption bands is correlated
with enhancements in reflectance of the whitecap across the
spectrum. Dierssen (2019) found that more intense whitecap
causes enhanced absorption by liquid water, likely as a result
of enhanced multiple scattering within the surface foam and
submerged bubbles, that is correlated with the reflectance of the
whitecap feature.

Current FWD RT models based on wind speed and a
single whitecap albedo cannot be used to accurately represent
the diversity of whitecaps on the ocean. The manifestation of
whitecaps and the amount of sea surface covered by surface
foam and submerged bubbles are influenced by a variety
of other factors including fetch and duration and the wind,
water temperature, air temperature and stability of the lower
atmosphere defined by the air/water temperature differential,
salinity, current shear and long wave interaction, wave age,
and the presence of surfactants such as organic films (e.g.,
Brumer et al., 2017). Furthermore, RT models should transition
from using a single albedo to a more realistic framework

that incorporates reflectance from actively breaking waves and
residual bubble plumes and potential changes in albedo relating
to the condition of the seas (Randolph et al., 2014, 2017; Xu
et al., 2015). Potentially new RT models for estimating the
contribution of whitecaps on the sea surface are presented
in Dierssen (2019), including an effective whitecap factor that
is based on optical reflectance rather than the traditional
interpretation of whitecap fraction as an aerial average of
bright features. Improving estimates of whitecap reflectance
under high wind conditions will also improve the retrievals of
aerosols, since presently the enhanced reflectance is incorrectly
removed in the aerosol algorithms. The spectral aerosols models
are not identical to whitecap reflectance and hence errors
will be propagated from the NIR/SWIR to visible wavelengths
under high wind conditions. Image-based retrievals of whitecap
reflectance, rather than use of a windspeed climatology, should
improve the PACE overall accuracy of retrievals of both oceanic
and atmospheric constituents, particularly in high wind areas like
the Southern Ocean.

With the addition of polarization capabilities on the
PACE mission, future research is also warranted on the
polarization effect of wind-roughened seas and whitecaps.
Polarized reflectance has been considered for whitecap-free
waters covered by ocean waves of various heights and periods,
including wave shadowing at high incident angles (Mobley,
2015; Hieronymi, 2016). However, little research has been
done on the polarization of light reflected by whitecaps.
That is, surface foam is commonly modeled as a Lambertian
reflector (Koepke, 1984; Gordon and Wang, 1994a) which
renders unpolarized light. However, light scattered by a single
submerged air bubble is highly polarized (akin to Raleigh
scattering) because of a refractive index smaller than one
relative to water (Mishchenko et al., 2002). Multiple scattering
by a cloud of bubbles that make up whitecaps reduces the
polarization, which is qualitatively consistent with analyses of
CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite

FIGURE 8 | Spectral reflectance of the whitecap of breaking waves measured from visible to short-wave infrared with black dashed lines from Whitlock et al. (1982,
Figure 2a) and circles with error bars from Frouin et al. (1996). The different black-dashed lines correspond to different foam samples, with upper and lower curves
corresponding to clear water foam patches with multiple- and single-bubble layer, respectively. Cyan lines are new hyperspectral measurements of breaking waves
from Dierssen (2019) as part of the PACE project showing the liquid water absorption features at 0.750, 0.980, and 1.150 µm. The gaps in the measured spectrum
correspond to regions where the atmosphere is opaque and downwelling irradiance is too low for a reliable signal.
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Observation) data (Hu et al., 2008). However, there exist no
model computations to provide quantitative corroborations.
Hence this remains an important outstanding topic for
future research.

3.3 Atmosphere
3.3.1 Aerosols
Heritage studies: remote sensing of aerosol properties
Aerosols originate from a wide range of sources including
wind processes (Prospero et al., 2002; Carslaw et al., 2010;
Burrows et al., 2014; Quinn et al., 2014), volcanic (Toohey et al.,
2016) and biogenic emissions, combustion of fossil fuel and
biomass (van der Werf et al., 2010; Lamarque et al., 2010; Bauer
et al., 2016), and chemical processing of gaseous precursors.
Once in the atmosphere particle properties can change during
transport through such processes as hydration, evaporation,
aging, chemical reactions, and coagulation (Ghan and Schwartz,
2007; Baker et al., 2014). Finally, aerosols are removed from
the atmosphere by wet (in-cloud processing and rain) and dry
(sedimentation and coagulation) deposition processes, which, in
addition to environmental circumstances, depend on the particle
physical and chemical properties (Bergametti and Forêt, 2014).
The result of these multiple sources is to create a wide variety of
aerosol types whose physical and optical properties vary widely
with space and time.

Only space-borne observations can provide a global overview
of the variability of aerosol properties. Remote sensing of
aerosols from space requires accurate RT modeling of the
atmosphere with aerosols properly represented in the model.
The RT characteristics of aerosols that affect the reflected light
measured by satellite sensors are their single scattering albedo
ω, optical thickness τ, and scattering function F (or 4 × 4
scattering matrix F when accounting for the polarization of
light). In the simplest case (i.e., single scattering by one aerosol
type), the radiance emerging from the top of the atmosphere
(TOA) becomes proportional to the product of these three
RT quantities. Early studies showed that the linear relationship
between the TOA radiance and τ can be preserved for multiple
scattering (Griggs, 1983), and this formed the foundation for
the first aerosol retrievals of τ from various satellite observations
including AVHRR (Advanced Very High Resolution Radiometer)
data (see Griggs, 1984). However, the radiances used for these
retrievals were all measured at a single wavelength (centered close
to 0.65 µm) and at a single viewing angle, i.e., they provided
only a single data point from which only one aerosol RT quantity
could be retrieved. Hence retrieving τ from these radiance
measurements required that ω and F had to be assumed a priori,
which is difficult given the large spatial and temporal variations
in aerosol properties discussed above. Note that, even for the
simplest case (i.e., one aerosol type consisting of homogeneous
spherically shaped particles), ω and F in turn depend on 4
particle properties: the real and imaginary part of the refractive
index m, and the effective radius re and effective variance ve of
the size distribution n(r) [note from Hansen and Travis (1974),
that re and ve are not very sensitive to the shape of n(r)] – all

of which are effectively assumed in AVHRR retrievals (Rao
et al., 1989; Stowe et al., 1997). Higurashi and Nakajima (1999)
reduced the assumption requirements by including the radiance
measured at a second AVHRR channel (centered at 0.83 µm) to
retrieve a measure for the size distribution (i.e., the Ångström
exponent). However, the complex refractive index still needs to be
assumed for such cases. Analyses performed by Mishchenko et al.
(1999) show that erroneous assumptions made for the complex
refractive index will significantly affect the τ values retrieved from
AVHRR observations.

The need for more pieces of information measured by
space-borne sensors was addressed by observations from a
new generation of satellite instruments that were launched in
succession (Kaufman et al., 1997), including those that are part
of NASA’s Earth Observing System (EOS) program. Specifically,
the MODIS (Moderate Resolution Imaging Spectroradiometer)
instrument onboard the Terra platform (launched in 1999)
and Aqua platform (launched in 2002) provides radiance
measurements in more wavelength bands that cover a larger
spectrum than the AVHRR instrument (Barnes et al., 1998).
Six of those bands, covering the spectrum 0.55–2.13 µm, are
used to retrieve aerosol properties over ocean (Tanré et al.,
1997; Levy et al., 2013). On the other hand, the MISR (Multi-
angle Imaging Spectroradiometer) instrument onboard the Terra
platform provides radiance measurements in nine viewing angles
that cover a satellite viewing angle range of ± 70.5 Diner et al.,
1998). The measurements in all nine directions are made in
four wavelength bands, two of which (centered around 0.672
and 0.867 µm) are used for the standard aerosol retrieval over
ocean (Martonchik et al., 1998; Kahn et al., 2001). Observations
provided by the MODIS and MISR instruments have created
to this date a wealth of new information on aerosol variability.
Still, assumptions continue to be made about the RT properties
of aerosol species, mainly derived from surface measurements
and ground-based remote sensing retrievals. While considerable
effort has been placed into matching these assumed particle
properties to laboratory and field data, by definition they cannot
replicate the full range of continuous temporal and spatial
changes in ambient aerosol properties that is occurring in our
Earth’s atmosphere. Even if one were to adopt more elaborate
retrieval algorithms such as GRASP (Generalized Retrieval of
Aerosol and Surface Properties) (Dubovik et al., 2011, 2014)
which does not rely on pre-defined discrete aerosol species,
theoretical studies show (e.g., Knobelspiesse et al., 2012) that
MODIS-like and MISR-like observations do not contain enough
information to adequately capture (as defined in Mishchenko
et al., 2004) these changes in ambient aerosol properties.

To improve the aerosol properties retrieved from instruments
like the MODIS and MISR instruments, one must consider
extending the spectral range monitored by these instruments
and/or include measurements of the polarization of light. For
example, the UV radiance provides more useful information
on aerosol absorption than the VIS-SWIR radiance because of
the rapid growth (∼λ−4) of the molecular optical depth with
decreasing wavelength λ, which causes a substantial increase
in multiply scattered (and hence in multiply absorbed) light.
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Torres et al. (2005, 2007) and Satheesh et al. (2009) demonstrated
this capability from analyses of space-borne observations in the
near UV by the TOMS (Total Ozone Mapping Spectrometer)
and OMI (Ozone Monitoring Instrument) instruments in the
near-UV. The caveat in making practical use of the enhanced
aerosol absorption in the near UV is that strong vertical
variation in molecular scattering in the atmosphere introduces
ambiguities in standard retrieval algorithms. Coupling between
molecular scattering and aerosol absorption varies with the
relative concentration of molecules and aerosols, which in turn is
dependent on their vertical distribution. Thus, in practical terms
a range of aerosol layer height/ absorption/optical thickness
can produce the same measured radiance in the near UV.
To unambiguously retrieve aerosol absorption properties, either
layer height or aerosol optical depth must be constrained.
Heritage studies approach this ambiguity by assuming layer
height, usually through model output or climatology (Torres
et al., 2005, 2007) or by introducing simultaneous observations
at longer wavelengths that can be extrapolated to the UV
wavelengths to constrain aerosol optical thickness (Satheesh et al.,
2009; Gassó and Torres, 2016).

Even more promising, the linearly polarized radiance scattered
by aerosol particles provides more information about the
microphysical and chemical properties of these particles than
their scattered radiance does. That is because (Hansen and Travis,
1974; Mishchenko and Travis, 1997):

i Radiance is described by just one measurable quantity, i.e.,
the Stokes parameter I, whereas linearly polarized radiance
is described by two measurable quantities, i.e., (see also
Table 2) the Stokes parameters Q and U (or, equivalently,
the DoLP and the polarization angle χ);

ii The single-scattering angular features in Q and U are
sharper, more numerous, and show larger sensitivity
to variations in aerosol size distribution and complex
refractive index than the corresponding single-scattering
angular features in I;

iii The single-scattering angular features in Q and U are much
better preserved in the presence of multiply scattered light
than the corresponding features in I;

iv When I, Q, and U are measured simultaneously then the
uncertainty in DoLP becomes independent of (and hence
in degradations of) the absolute calibration uncertainty.

If the remaining uncertainty in DoLP is kept below 0.5%, then
one can use multi-angle, multi-spectral measurements of I, Q,
and U to retrieve aerosol properties (in real time, using no pre-
defined aerosol models) with sufficient accuracies that meet the
criteria for climate change studies. This has been demonstrated
in numerous theoretical studies (Mishchenko and Travis, 1997;
Hasekamp and Landgraf, 2005, 2007; Knobelspiesse et al., 2012),
and is supported by analyses of actual, airborne, multi-angle,
multi-spectral polarization measurements (Chowdhary et al.,
2001, 2002, 2005, 2012; Wu et al., 2015, 2016; Xu et al., 2016). Of
particular interest in these analyses are the first-in-kind retrievals
of the spectral complex refractive index, which is a measure
of aerosol composition. Spaceborne multi-angle, multi-spectral,

multi-Stokes-parameter (3M) radiance measurements have been
provided since 1996 in intermittent intervals by the POLDER-
1, POLDER-2 and POLDER-3 instruments (Fougnie et al.,
2007), but the DoLP uncertainty is larger than 0.5% (commonly
assumed to be 1%) for these instruments (Knobelspiesse
et al., 2012). Nevertheless, analyses of their measurements
have produced new results for the optical properties of liquid
clouds (e.g., Bréon and Goloub, 1998; Riedi et al., 2000; Bréon
and Doutriaux-Boucher, 2005; Shang et al., 2015) and ice
clouds (Chepfer et al., 2001; Baran and Labonnote, 2006; van
Diedenhoven et al., 2014), of aerosols over cloud-free oceans (e.g.,
Tanré et al., 2001, 2011; Bellouin et al., 2003; Herman et al., 2005),
and of aerosols above clouds (e.g., Waquet et al., 2013a,b; Peers
et al., 2015) and in between clouds (van der Stap et al., 2015).

PACE discussions (INV and FWD RT studies): aerosol models
and data, UV-A scattering in atmosphere
The prospect of using highly accurate 3M radiance and/or
(hyperspectral) UV-SWIR radiance measurements to retrieve
aerosol optical and physical properties also poses new challenges
for the interpretation of these retrievals. For example, the
majority of existing retrieval algorithms such as GRASP still
assume a single complex refractive index for the fine mode
aerosol, and a single complex refractive index for the coarse
mode aerosol. In reality, each aerosol mode may consist of
several components that are either internally or externally mixed.
The challenge here is to extract those individual components
from the retrieved m, ω, re, ve, τ and particle shape. Internal
mixtures come in many varieties that may involve both soluble
and (non-spherical) insoluble components (Gibson et al., 2007;
Wise et al., 2007; Freney et al., 2010). For such mixtures one may,
under certain circumstances (Mishchenko et al., 2016), use the
Maxwell Garnett effective medium approximation (Bohren and
Huffman, 1983) to decompose the retrieved effective m into those
of the individual components. Schuster et al. (2016) adopted such
an approach (albeit for the spectral variation of the retrieved
ω) to extract the relative proportion of carbonaceous aerosols
and free iron minerals (hematite and goethite) in absorbing
aerosols. Alternatively, one may use brute force, state-of-the-art
RT methods to study (and possibly characterize) the scattering
patterns of internally mixed complex components (Mishchenko
and Dlugach, 2012; Mishchenko et al., 2013; Li and Mishchenko,
2016). The case for externally mixed components is more
challenging, as there are no simple rules for the effective m and ω

for such mixtures. Hasekamp et al. (2011) and Russell et al. (2014)
use a particle volume-weighted approach to obtain an effective
refractive index for an external mixture of a fine and a coarse
mode aerosol. However, the validity and limits of this approach
remain to be investigated for external mixtures. Alternatively,
one may just simply want to flag the presence of externally
mixed multiple aerosol types. The multi-parameter classification
method described by Russell et al. (2014) for a dominating single
aerosol type offers a possible venue for such tasks. Regardless of
the aerosol mixture type, identifying the individual components
will require an extensive database of their complex refractive
indices that covers the full spectral range of UV-SWIR.
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The PACE mission will continue to need well-defined
characterization of aerosol optical properties for RT calculations,
but will require those models to cover the expanded spectral
range and spectral density of OCI. As explained above, even
algorithms applied to a PACE polarimeter measuring 3M
will require advanced (e.g., multi-component, inhomogeneous)
aerosol models to test the remaining assumptions inherent in
those algorithms. Thus, aerosol models for RT in the PACE era
will need to be even more detailed, with greater characterization
and better accuracy than they are now. These requirements and
considerations apply across the board to the next generation
of sensors intending to enhance aerosol characterization from
space, not just to the three PACE instruments. For example the
multi-viewing multi-channel multi-polarization imager (3MI)
(Fougnie et al., 2018) will face the same challenges in validating
retrievals and supporting remaining assumptions as the PACE
polarimeters, and will require comprehensive measurement-
based aerosol models.

Through the era of the Earth Observing System (EOS) that
began with the launch of the Terra satellite, aerosol models for
RT and remote sensing have become anchored in the statistics
from the aerosol properties retrieved from the ground-based
remote sensing measurements of the Aerosol Robotic Network
(AERONET; Holben et al., 1998; Dubovik and King, 2000;
Dubovik et al., 2000). The AERONET database provides a wealth
of statistics of retrieved aerosol optical properties that cover a
wide range of conditions, although the open ocean is not well
sampled. This allows linking variability in optical properties to
measurable or retrievable parameters, such as aerosol optical
depth, or more recently to relative humidity (Ahmad et al., 2010).
Furthermore, representations of aerosols in RT are moving away
from assumptions of sphericity and Mie theory (Meng et al., 2010;
Gassó and Torres, 2016; Lee et al., 2017).

However, remote sensing inversions from AERONET
are inadequate by themselves to provide all the detailed
characterization necessary for the PACE era. For example,
the four discrete measured and inverted wavelengths from
AERONET do not span the spectral range and resolution needed
by PACE, and specifically do not include any characterization of
the UV. The SkyNet network provides an alternative, though less
widely distributed network of upward-looking radiometers and
inversion products that include measurements and inversions at
UV channels (Takamura and Nakajima, 2004), which will help,
but again will not be adequate by themselves. Another example
is the lack of models in AERONET inversion methods that
properly characterize important aerosol types such as volcanic
ash and biogenic particles. To obtain the necessary aerosol
characterization from PACE we will require measurements made
in situ, either in the laboratory or in the field. These should
include spectral absorption/single scattering albedo and real
part of the refractive index across the spectrum measured by
PACE OCI and especially in the near-UV, particle size, and
spectral elements of the scattering phase matrix including
single scattering phase function/polarized single scattering
phase function (Kahn et al., 2017). Then, to make use of these
measurements for RT and remote sensing in the atmosphere,

we need a set of complementary measurements to translate the
in situ measurements to ambient conditions in the atmospheric
column. These ancillary measurements should include aerosol
layer height, particle hygroscopicity growth factor, among others,
depending on the measurement situation (Kahn et al., 2017).

In addition, we foresee that new scrutiny of the FWD RT
problem may be needed. Tolerable accuracy for analyses of past
and current aerosol satellite sensors may no longer be sufficient
to match PACE’s accuracy requirements for hyperspectral
radiometry and multi-angle polarimetry in the UV-VIS. To
this end, we need benchmarking of RT codes for coupled
AOS models that, in addition to hydrosol particulates (cf.
“3.4.1 RT Validations” section), also include aerosol scenarios.
It will also be necessary to re-evaluate modeled molecular
scattering profiles that are important for the interpretation
and retrieval of aerosols from measurements in the near-UV.
Inclusion of inelastic atmospheric processes in atmospheric
models has already begun (see e.g., Landgraf et al., 2004;
Deelen et al., 2005; Spurr et al., 2008; Rozanov et al.,
2014, 2017; Lelli et al., 2017). The point is that as space-
based measurements improve and add capability for aerosol
characterization, aspects of RT code that introduce uncertainties
too small to affect simplistic aerosol retrievals may now create
too much uncertainty to make use of the new measurements.
Even the input solar spectrum becomes a source of unacceptable
error, again in the near-UV where uncertainties in solar
spectrum measurements are worse (see also discussion in section
“3.4.3 UV Remote Sensing of AOS”). Finally, optimal estimation
methods used to make use of the information data set provided
by multi-angle polarimeters require on-line RT calculations,
rather than Look-Up Tables. This requirement makes real-time
aerosol retrievals cumbersome in an operational environment.
Speeding up RT codes, without losing accuracy, will be a
high priority.

PACE updates (INV RT studies): scattering property
measurements, height retrievals
Laboratory and field measurements are beginning to meet the
challenge of providing aerosol characterization with greater detail
and accuracy, and for a wider variety of aerosol types. A new
technique (Martins et al., 2009; Rocha-Lima et al., 2014, 2018),
that is able to determine spectral absorption/single scattering
albedo continuously from 300 to 2500 nm has been applied to
volcanic ash and Saharan dust particles (Figure 9), although it is
still unclear how to translate these laboratory measurements to
ambient atmospheric conditions for RT. Another measurement
innovation that can provide greater detail for aerosol models
is airborne measurement of particle phase matrix elements
(Dolgos and Martins, 2014). By measuring the single scattering
function and polarized phase function across the range of
scattering angles from 3◦ to 177◦ at 1◦ angular resolution,
we can distinguish aerosol type, even separating similar fine
mode types such as biogenics and biomass burning (Figure 10;
Espinosa et al., 2017). Polarization is necessary to make that
distinction and physically the differences lie mainly in differences
in real part of the refractive index, not in size of the particles.
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A B

FIGURE 9 | Spectral mass absorption efficiency (m2/g) for Saharan dust (A) and volcanic ash (B), measured as a continuous spectrum from 300 to 2350 nm. The
sampled particles were size separated into a fine mode (<1 µm: red) and all sizes (blue). Panels taken from Rocha-Lima et al. (2014, Figure 8) and Rocha-Lima et al.
(2018, Figure 7).

A B

FIGURE 10 | (A) Measured phase function (F11) in upper panel and degree of linear polarization (–F12/F11) in lower panel for three different samples encountered
during the SEAC4RS campaign in North America in 2013. The samples include two different biomass burning plumes (BB plume) and a pass through a forest
boundary layer heavy in biogenic aerosol (Forested BL). Shown are direct measurements from the UMBC PI-Neph, taken from Figure 5 in Espinosa et al. (2017).
(B) Retrieved particle volume size distributions using the GRASP (Dubovik et al., 2014) retrieval software with PI-Neph inputs similar to those shown in the top panel.
Different aerosol types after Espinosa et al. (2018) are shown. Data were collected during the DC3 (2012) and SEAC4RS (2013) field campaigns.

Then, similar to inversions applied to AERONET observations,
inversions applied to these measured phase matrix elements
can provide size distribution and real part of the refractive
index (Espinosa et al., 2017). The scattering measurements are
made in situ from aircraft and are subject to particle size
limitations imposed by inlets and loss of volatiles as noted in
other in situ measurements, but similar measurements can be
made in ambient conditions with a specially designed open-
path instrument mounted below the aircraft wing that eliminates
the need for inlets or tubes. Direct measurements of scattering
matrix elements depend on discrete laser wavelengths that
inadequately span the spectral range of future space sensors.
However, recently a custom instrument was used with laser
wavelengths at 375 nm and 405 nm to characterize phase matrix
elements of biomass burning aerosol in the deep blue and
near-UV (Manfred et al., 2018), an important step forward

toward providing the input to RT modeling in the PACE era.
The recent work shown above is just a sample of the increased
capability of laboratory and in situ field measurements of aerosol
particle properties now reaching a mature stage. As deployment
of these new measurement systems increases and the database
of particle characterization grows, we can use these detailed
measurements to guide the development of new aerosol models
for RT that will span OCI’s broad spectrum and represent new
aerosol types. The challenge will be in translating these in situ
measurements to represent aerosol properties of the total column
in ambient conditions.

Advancements have also been made in aerosol height
retrievals from OCI-like passive remote sensing data [e.g.,
Duforêt et al. (2007) and Dubuisson et al. (2009) from POLDER
and MERIS (Medium Resolution Imaging Spectrometer) data].
Sensitivity studies on the information content of aerosol height
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over oceans in OCI’s hyperspectral measurements of Oxygen A-
and B-band radiance are reported by Davis and Kalashnikova
(2019), Frouin et al. (2019), and Remer et al. (2019). In
addition, Xu X. et al. (2017) studied aerosol height retrievals over
vegetated land from actual Oxygen B-band radiance measured
by the EPIC (Earth Polychromatic Imaging Camera) instrument
onboard the DSCOVR (Deep Space Climate Observatory)
platform. One drawback of aerosol height retrievals from
Oxygen A- and B-band radiance is that the aerosol optical
thickness has to be sufficiently large (i.e., ≥0.3) at 550 nm
when over relatively bright surfaces. A solution is to use multi-
angle polarization measurements in the deep-blue, exploiting
the decrease caused by aerosol scattering in the polarization
originating from pure molecular scattering. These measurements
are less sensitive to the surface (see e.g., Chowdhary et al.,
2012), and allow aerosol height to be retrieved at lower aerosol
optical depths as demonstrated by Wu et al. (2016) (see
also Chowdhary et al., 2005). More information on aerosol
height retrievals from these and other passive remote sensing
data (e.g., from multi-angle radiance-only data) is provided
in Xu et al. (2018).

3.3.2 Gases
Heritage studies: gas absorption in the UV-SWIR spectrum
Retrievals of absorbing gas column concentrations are important
for the atmospheric science discipline. The ocean discipline
benefits equally, if not more, from such retrievals. That is
because accounting for absorbing gases in the atmosphere is
an important part of the atmospheric correction process in
the retrieval of the ocean remote sensing reflectance (Rrs –
see definition in Table 2) from satellite observations. That
process requires a better understanding of modeling non-
gray gas absorption in vertically inhomogenous atmosphere in
RT simulations. In NASA’s heritage ocean color retrievals, a
simple gas correction of the TOA measurements, based on
Beer’s–Lambert law treatment, is performed using ancillary or
climatology gas column concentration from NOAA’s National
Center of Environmental Predication (NCEP) (Derber et al.,
1991; Gordon and Wang, 1994b; Kanamitsu et al., 2002; Ahmad
et al., 2007; Dee et al., 2011). Traditional ocean color bands
commonly are situated in atmospheric transparent windows to
avoid the strong absorption features by O2 (Oxygen) and H2O
(water vapor), which can not be treated with the simple Beer–
Lambert RT equation. Nevertheless, the spectral bands of NASA’s
heritage multi-spectral ocean color sensors, such as SeaWiFS
(Sea Viewing Wide Field-of-View Sensor), MODIS, and VIIRS
(Visible Infrared Imaging Radiometer), are still impacted by the
absorption of some atmospheric gases, mainly O3 (Ozone) and
NO2 (Nitrogen Dioxide), within the broad UV-VIS spectrum.
For hyperspectral sensors, such gaseous absorption in the UV-
VIS spectrum can be erroneously attributed to plankton spectral
signature, degrading the plankton type detection capabilities,
which are central to the PACE mission. In addition, the
hyperspectral detection capabilities of the OCI instrument on-
board the PACE mission will require thorough corrections for
absorption by O2 and H2O, most importantly in the plankton

fluorescence spectral range (∼685 nm). The O3 correction is
possible with the OCI UV capability; however, NO2 correction
is more challenging due to the insufficient spectral resolution
in the UV. Since NO2 concentration can be significantly higher
in coastal industrial regions, it can have a significant impact
on the ocean reflectance retrievals in the blue spectral range
(Tzortziou et al., 2018). Future research is necessary to address
these concerns. The retrieval of, and subsequent correction for
absorption by, Column Water Vapor (CWV) is a challenging
task due to (i) the complexity of the CWV profile; (ii) the
spectrally variable nature of CWV absorption features; and (iii)
the spatial heterogeneity of CWV concentration. Similarly, the
Oxygen A- and B-bands (at∼760 nm and∼687 nm, respectively)
can also be challenging to utilize for ocean color retrievals
due to the presence of scattering aerosols near the boundary
layer of the atmosphere. Thus, a Beer’s–Lambert compensation
of the water vapor and Oxygen bands, without consideration
of the absorption-scattering coupling effects, the overlapping
absorption of different gas species, and the inhomogeneous path,
could lead to significant errors (Bouffiès et al., 1997; Dubuisson
et al., 2004; Ibrahim et al., 2018).

The first challenge toward addressing the impact of absorption
by H2O and O2 on OCI’s hyperspectral data is to quantify
this impact. This, in turn, requires the use of RT methods that
can properly handle all absorbing gases within OCI’s spectral
coverage. That is, accurate RT simulations need to be performed
at finer spectral resolutions than for heritage ocean color sensors
to properly account for the narrow spectral features of H2O
and O2. Brute force Line-by-Line (LBL) RT simulations are
the most accurate (Gao et al., 2000, 2009), however, they are
also very computational intensive. Several methods have been
developed in the past to improve the efficiency of the LBL RT
method, such as the band model method, the k-distribution
method, the correlated-k distribution method, and the double-
k method (Goody and Yung, 1989; Lacis and Oinas, 1991;
Fu and Liou, 1992; Duan et al., 2005). The band model is
the most efficient method since it analytically computes the
transmittance of a homogenous path in the atmosphere for
a wide range of absorber amounts. However, this method
lacks sufficient accuracy for non-gray gaseous absorption, for
vertically inhomogeneous atmospheres, and in the presence
of scattering (Goody, 1952; Malkmus, 1967; Lacis and Oinas,
1991). The k-distribution method provides a highly accurate
representation of the transmittance by grouping the gas LBL
absorption features by strength within an arbitrary band, thus
producing a smooth function that can be fitted with analytical
expressions or represented by a relatively small number of
bins. The k-distribution method is an exact alternative to
the LBL method and the user can define the accuracy by
defining the number of bins depending on the application
with remarkable computational efficiency. To further increase
the computational efficiency and accuracy in inhomogeneous
atmosphere, the correlated-k method derives an analytical
relationship between the k-distribution coefficients of multiple
layers of the atmosphere at different pressure levels. Both the
k-distribution and correlated-k provide accurate transmittance
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calculations for inhomogeneous atmosphere, overlapping gases,
and in the presence of scattering in the atmosphere. However, the
correlated-k method suffers in overlapping absorption between
H2O and CO2 (Carbon Oxide) and in the Oxygen A-band
(overlapping H2O and O2), where there is a poor vertical
correlation (Lacis and Oinas, 1991). Note that Oxygen A-
and B-bands are specifically important for PACE aerosol layer
height retrievals and for the chlorophyll fluorescence detection,
respectively (Dubuisson et al., 2001; Zhai et al., 2018). For
example, Dubuisson et al. (2001) have utilized the Oxygen
A-band to retrieve the aerosol layer height showing a significant
underestimation of the scale height over dark ocean surfaces.
Thus, Dubuisson et al. (2001) suggested a correction factor
based on extensive RT simulations for varying aerosol optical
depth and geometries, reducing the uncertainty by an order of
magnitude. The importance of a correction factor due to the
coupling effects was first highlighted by Frouin et al. (1990)
to improve the CWV estimates over the dark ocean in the
presence of scattering aerosols. Dubuisson et al. (2004) later
formulated this method such that a correction factor as a function
of geometry, aerosol optical depth and scale height is derived
based on RT simulations to reduce CWV retrieval and correction
uncertainties. A more recent method fits the hyperspectral
measurements with analytical expressions involving both the
total absorption optical depth and the absorption optical depth
from TOA to the main scattering layer, which couples the
absorption process with the scattering process in the atmosphere
(Duan et al., 2005). A careful assessment of these methods in
terms of numerical uncertainties and efficiencies are needed
to determine an optimal method that can both satisfy the
computational efficiency and accuracy conditions. In summary,
the coupling effect of absorption and scattering in strongly
absorbing spectral regions is problematic for ocean color remote
sensing directly through imperfect correction of gas features that
could be erroneously attributed to the ocean constituents or
indirectly by impacting the assessment of the aerosol radiance
necessary for the atmospheric correction (i.e., scale height, or
out-of-band effects) (for example Dubuisson et al., 2001; Gordon,
1995). One suggestion to minimize these effects is to use a
correction method as suggested by Dubuisson et al. (2001, 2004)
for a large set of environmental conditions. Another possibility
is to generate atmospheric correction algorithms (i.e., look-up
tables, or LUTs) or gas retrieval algorithms with RT codes that
inherently takes in consideration the strong gases absorption
coupling with scattering; however, that could dramatically
increase the dimension and complexity of the algorithm LUTs.
A trade-off study would be necessary for such assessment in
order to provide an optimal utilization to operationally capable
algorithm for the PACE mission.

The second challenge toward addressing the impact of H2O
and O2 absorption on OCI’s hyperspectral data is to retrieve
and compensate for the CWV transmittance. In the EOS era,
NIR data have been utilized as an alternative to thermal IR data
to retrieve CWV over land and ocean (Chesters et al., 1983;
Susskind et al., 1984). The feasibility to retrieve CWV amount
using 940-nm water vapor band was first demonstrated by

Gao and Goetz (1990) and Gao et al. (1993) using data collected
by AVIRIS (Airborne Visible/Infrared Imaging Spectrometer)
onboard the ER-2 aircraft platform and independently by Frouin
et al. (1990) using data collected by a dedicated, aircraft-
mounted radiometer. The retrievals were based on the differential
absorption technique, where the ratio of the TOA reflectance
in a window channel to a water vapor channel (or more
generally in two channels differentially affected by water vapor
absorption) is correlated to the water vapor amount along the
path. CWV retrievals using the 940-nm channel are also limited
to bright surfaces, such as land, ice, and clouds – and, over
oceans, to sun glint regions. Over dark surfaces, as indicated
above, the coupling between aerosol scattering and water vapor
absorption, modulated by water vapor content, can be exploited
to yield sufficiently accurate retrievals (Dubuisson et al., 2004).
The differential absorption technique has been extended for
application to MODIS data, where three water vapor channels
with different sensitivities to moisture (i.e., 905, 930, and 940 nm)
are utilized to retrieve the CWV at different amounts. The
method by Gao and Goetz (1990) utilizes two window channels
and one water vapor channel to remove the spectral dependency
of the surface. This is achieved in the Frouin et al. (1990) method
by utilizing two channels, one narrow, the other wide, centered on
the same wavelength at the maximum of water vapor absorption.
The three-band ratio technique applied to MODIS data uses
a LUT search of pre-computed three band ratios of the water
vapor transmittance using either LBL, MODTRAN (Moderate
Resolution Atmospheric Transmission), or LOWTRAN (Low
Resolution Atmospheric Transmission) calculations. The OCI
instrument will have one wide 940 nm band with a 50 nm FWHM
(Full Width at Half Maximum) as opposed to MODIS three water
vapor channels. This limitation will allow CWV retrievals albeit
with a less dynamic range. However, the MODIS approach hints
that such retrievals may be improved using other additional water
vapor bands that lie within the OCI spectral range such as 720 nm
and 820 nm spectral regions.

Additionally, OCI will have spectral measurements capability
in the UV with high radiometric quality that will allow
for ozone retrievals using the simple differential absorption
algorithm used for OMI data, but instead at high spatial
resolution (Veefkind et al., 2006 and references therein).
However, the UV spectral range requires rigorous multiple
scattering calculations, since the scattering and absorption of air
molecules is significantly enhanced at shorter wavelengths. The
ozone vertical profile is required as a priori in order to estimate
the ozone concentration. A RT benchmark analysis is required
to improve the algorithmic uncertainties for ozone retrievals
and corrections.

PACE updates (FWD RT studies): accounting for absorbing
gases in hyperspectral ocean color remote sensing
At the NASA Ocean Biology Processing Group (OBPG),
FWD RT studies were conducted to test an operationally
capable hyperspectral atmospheric correction (AC) method
that accounts for gas absorption. A fully operational AC has
been implemented and validated using proxy data sets from
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the HICO (Hyperspectral Imager for Coastal Ocean) and the
AVIRIS instruments that resemble anticipated data from the
OCI instrument (Ibrahim et al., 2018). This development was
based on extending the multi-spectral AC algorithm to a
hyperspectral one (Ahmad et al., 2010; Ibrahim et al., 2018).
The main additional feature is the correction of water vapor,
while other gases corrections are based on the ocean color
heritage approach (Gordon and Wang, 1994b). The ATREM
(ATmospheric REMoval) code was merged into the operational
Level 1 to Level 2 (L2GEN) processing code, in order to primarily
handle water vapor correction and CWV retrieval, for each pixel
observation (Gao et al., 1993).

A k-distribution method was implemented in the current
operational AC procedure to increase the computational
efficiency of the LBL water vapor transmittance calculations
without compromising the accuracy (Lacis and Oinas, 1991; Kato
et al., 1999). A pre-computed table of k-distribution coefficients
was stored for every band and layer of the atmosphere, and
the corresponding AC method was tested and validated by
applying the algorithm to HICO proxy data retrievals and
comparing against in situ observations of the ocean remote
sensing reflectance Rrs obtained from SeaBASS (SeaWiFS Bio-
optical Archive and Storage System) and AERONET-OC(Ocean
Color). Note that while the k-distribution ignores coupling effects
between gaseous absorption and scattering in narrow spectral
features such as the O2 bands, its implementation proved to
be simple and accurate for band-averaged transmittances. As
an illustration, Figure 11 below shows the retrieval of the
hyperspectral Rrs from HICO observations at the Chesapeake
Bay region on the east coast of the United States, as compared
to MODIS Aqua multi-spectral retrievals. The Rrs retrievals are
shown for three different locations in the Bay water. Note that
the agreement seen for the MODIS and HICO retrievals of Rrs
is desirable and expected for a wide dynamic range, since both
sensors are vicariously calibrated at the same site and processed
with the same atmospheric correction algorithm. However, the
wealth of the hyperspectral Rrs information from HICO or OCI is
expected to significantly improve ocean color products provided

that AC includes a proper handling of gases absorption for
all wavelengths.

The OCI instrument will continue the heritage CWV retrieval
using the 940-nm band. However, compared to MODIS’ three
bands near the 940 nm regions (905 nm, 935 nm, and 940 nm)
that each have different sensitivities to water vapor amount,
OCI’s 940-nm band has a wider spectral resolution and will be
less sensitive to large water vapor amounts over dark surfaces
due to saturation of absorbing amounts and small SNR. Water
vapor correction using OCI’s 940-nm band over the dark ocean
is therefore not optimal. However, Ibrahim et al. (2018) showed
a better water vapor correction can be obtained by utilizing the
less saturated 720 nm and 820 nm bands (or a combination of
both) on OCI, especially for large water vapor amounts. The
analysis shows less systematic bias in CWV retrievals over the
ocean than using only the 940-nm band. Based on extensive
RT simulations, the retrieval error using a combination of 940
and 820 nm, 720 and 820 nm, and 720 nm only is 19, 8.5,
and 9%, respectively. CWV retrievals uncertainty using the 720
and 820 nm bands corroborates with the ones retrieved by
microwave radiometry over dark oceans (Gao and Kaufman,
2003). A combination of the three strongly absorbing water vapor
bands (720, 820, and 940 nm) within the OCI spectral coverage
will therefore allow retrievals of CWV with large dynamic range,
over land and ocean. It is important to note that retrieving
the CWV using NIR bands does not necessarily mean a proper
compensation of the water vapor transmittance at some of
the visible bands. This is primarily due to the dependence of
the water vapor transmittance on the vertical profile of water
vapor and temperature/pressure, which is currently assumed
to be the US standard 1976 (Anderson et al., 1986). Current
efforts within the PACE team are being taken to supplement
the vertical profile information from ancillary sources such as
NASA’s Goddard Earth Observing System Model, Version 5
(GEOS-5) provided by the Global Modeling and Assimilation
Office (GMAO) which provides 3-h instantaneous vertically
resolved specific humidity that can scale the observed data
(Gelaro et al., 2017).

FIGURE 11 | (A) HICO true color image at the Chesapeake Bay waters. (B) the retrieved Rrs at three different locations from HICO and MODIS Aqua after
atmospheric correction and water vapor correction using the k-distribution method for gaseous absorption. This figure has been adapted from Ibrahim et al. (2018).
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Synthetic data generated by RT solvers will be used to test
future PACE atmospheric correction algorithms. It is important
for such data to properly account for gas absorption in cases
of (i) non-narrow (e.g., overlapping) absorption bands, and (ii)
particle scattering interaction. These cases are not well handled
by the k-distribution. The double-k method has been applied to
a RT model that accounts for all major light matter interaction
mechanisms, including gas absorption, scattering and absorption
by particulates in atmosphere and ocean, atmosphere and ocean
coupling, and inelastic scattering mechanisms in ocean waters.
The base line of the model is the RT model developed by
Zhai et al. (2010, 2015, 2017a). Gas absorption from water
vapor, oxygen, ozone, nitrogen dioxide, methane, and carbon
dioxide are included. First, hyperspectral lookup tables of gas
absorption coefficients have been built using the atmospheric
radiative transfer simulator (ARTS) (Buehler et al., 2011) based
on the HITRAN (HIgh Resolution TRANsmission molecular
database) 2012 database (Rothman et al., 2013) for water vapor,
oxygen, carbon dioxide, and methane. Absorptions by ozone and
nitrogen dioxide are included separately using measurements
of Daumont et al. (1992) and Bogumil et al. (2003). For each
measurement channel, we choose several representative gas
absorption optical depths, and run the full RT that couples gas
absorption and scattering. We then apply the double-k method
(Duan et al., 2005) to fit the full hyperspectral line-by-line
radiance using the radiance values at wavelengths with known
absorption optical depth. The instrument radiance is found by
integrating the fitted spectral radiance with the instrument line
shape function. Generally a high accuracy of 0.1% can be achieved
using the double-k method in comparison to the exact line-
by-line RT simulations. In Ibrahim et al. (2018), we used this
implementation to show that ignoring the coupling between
water vapor absorption and particulate scattering in simulating
spaceborne NIR radiance between 600 and 800 nm leads to an
error between 0 and 10% for one particular case with an aerosol
optical depth of 0.2 at 550 nm. The error becomes larger for
more absorptive bands. This highly accurate model is therefore
suitable to generate synthetic PACE science data for studies
on CWV retrievals in the NIR and/or correction for gaseous
absorption in the VIS.

3.4 AOS Models
3.4.1 RT Validations
Heritage studies: benchmark results
The current literature contains a multitude of benchmark
results to validate vector RT computations in isolated slabs of
atmosphere. Tabulated results can be found for homogeneous
atmospheres containing molecules only (Coulson et al.,
1960; Stammes et al., 1989; Mishchenko, 1990; Natraj et al.,
2009; Natraj and Hovenier, 2012), for (in-) homogeneous
atmospheres containing (molecules and) aerosols (de Haan
et al., 1987; Wauben and Hovenier, 1992; Siewert, 2000), and
for homogeneous atmospheres consisting of cloud droplets
(Kokhanovsky et al., 2010). However, there exist no tables for
the polarized radiance computed for AOS models. Although

comparisons for polarized RT computations using different RT
codes have been reported (e.g., Zhai et al., 2010; Hollstein and
Fischer, 2012; Chami et al., 2015), the results are drawn as a
function of viewing angle which limits the accuracy that can be
extracted to validate other RT codes. Current and future remote
sensing polarimeters can measure the DoLP to an accuracy of
0.1–0.5%, which requires that the RT codes used to analyze
these measurements must be validated to at least the same
accuracy. Even quantitative RT results for just the intensity of
light computed for AOS models are rare to find (Mobley et al.,
1993; Bulgarelli and Doyle, 2004).

PACE updates (FWD RT studies): tabulated benchmark
results
To provide accurate tabulated results for the total and linear
polarized upwelling radiance just above the ocean surface (SRF)
and at the top of the atmosphere (TOA), RT computations
were performed (Chowdhary et al., “Benchmark results for
scalar and vector radiative transfer computations of light in
atmosphere-ocean systems”, unpublished) for different viewing
geometries, wavelengths, and AOS models (see Figure 12). The
viewing geometries for these tables scan the upwelling radiance
in the solar principal plane (azimuth angle ϕ = 0◦ and 180◦)
and in an off-principal plane (azimuth angle ϕ = 60◦ and
240◦) for viewing angle θ that ranges between 0◦ and 60◦

(measured with respect to the surface normal) in steps of 5◦.
Two sun angles (θ0 = 30◦ and 60◦) are considered for each
scan; hence, the viewing geometries include the backscattering
direction, the sun glint region, and observations that graze
neutral polarization points seen in actual airborne observations
(Kawata and Yakazaki, 1998) and in simulations (Adams and
Kattawar, 1997; Chowdhary et al., 2012). Four wavelengths (350,
450, 550, and 650 nm) are chosen for these tables to sample
the UV-VIS-NIR part of the spectrum that is monitored by the
PACE mission. Furthermore, four hypothetical AOS models are
used for our computations. They increase gradually in complexity
from (i) a purely molecular atmosphere above a wind-ruffled
ocean surface (taken from Cox and Munk, 1954) with no
ocean body (AOS-I model); to (ii) a pure ocean water body
below a wind-ruffled ocean surface with no atmosphere (AOS-
II model); onward to (iii) a fully coupled simple atmosphere-
ocean system body (AOS-III model) containing a molecular
atmosphere, wind-ruffled ocean surface and pure ocean water;
and finally to (iv) a coupled complex atmosphere-ocean system
(AOS-IV model), that includes scattering by molecules, wind-
ruffled ocean surface, pure ocean water, and sharp forward-
scattering marine particulates [i.e., the D-P mixture taken from
Chowdhary et al. (2012), with [Chla] = 0.03 mg/m3 at 350 and
450 nm and [Chla] = 3.00 mg/m3 at 550 and 650 nm]. Some
results presented for the AOS-I model can be compared with
those reported for an isolated molecular atmosphere by Natraj
et al. (2009) if the optical thickness is set to 0.5 (this model
is denoted by AOS-I∗), whereas the purpose of the advanced
AOS-IV model is to produce realistic values for SRF and TOA
observations. All computations were performed thrice using
RT codes that are based on different RT methods, i.e., the
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FIGURE 12 | (A) Schematic illustration of Atmosphere-Ocean System (AOS) model and scattering geometries used for RT benchmark computations.
(B) Specification of AOS models shown in sub-panel (A). (C) Specification of variables used for each AOS model computation.

Doubling-Adding RT code eGAP described in Chowdhary et al.
(2006), the Successive-Order-of-Scattering RT code SOS-CAOS
described in Zhai et al. (2009, 2010), and the hybrid Markov-
Chain-Adding-Doubling RT code MarCH-AD described in Xu
et al. (2016). For these computations, the number of underwater
light quadrature points used for AOS-I and AOS-III models was
set at 80 to adequately capture refraction of light by the ocean
surface, while in AOS-IV model it was set at 300 to capture the
sharp unnormalized diffraction peaks (corresponding asymmetry
parameters ≥ 0.95) for scattering by D-P particulates. A fourth
code, i.e., the Monte Carlo RT code SMART-G described in
Ramon et al. (2019), was also used for OAS-I model computations
in which the rough ocean surface was treated as a BRDF
surface. The number of photons used for the latter computations
was set at 3 × 1011. In total, Chowdhary et al. (“Benchmark
results for scalar and vector radiative transfer computations
of light in atmosphere-ocean systems”, unpublished) provide
more than 25,000 tabulated RT results in units of reflectance.
The stated reflectance accuracies for these tables, based on the
maximum absolute difference in reflectance values obtained from
the 3+ RT code computations, is better than 10−5 for AOS-
I and AOS-IV models, and better than 10−6 for AOS-II and
AOS-III models. The corresponding DoLP values vary by less

than 0.2% for a handful of tabulated reflectance values, and by less
than 0.1% for all other scattering geometries, atmosphere-ocean
systems, wavelengths, and altitudes considered in this work.
This satisfies the forward RT accuracy requirement to match
the measurement accuracy for all PACE satellite instruments (cf.
“1.1 The PACE Mission” section).

3.4.2 Horizontal Variations
Heritage studies: horizontal variations
All the RT and retrieval studies mentioned thus far in this
chapter approximate AOS models to be plane-parallel and
horizontally homogeneous, i.e., they ignore the Earth’s curvature
and horizontal variations in the atmosphere (e.g., small-scale
aerosol plumes and broken clouds) and ocean (e.g., turbid eddies,
isolated sea ice patches, and land-water boundaries). These
approximations simplify, and therefore speed up, the numerical
implementation of RT computations and retrieval algorithms.
Cases for which these simplifications are not valid are either
avoided or require addition numerical corrections.

Monte Carlo RT methods have a natural ability to handle 3-
dimensional scattering media, and are therefore are particularly
well suited to study light propagation in spherical AOS models.
However, the large computational effort required for these
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methods can become burdensome, especially if the need for
higher accuracy and/or smaller spatial resolution increases. One
approach to reduce this burden is to trace the light backward
from the detector to the source. This so-called Backward Monte
Carlo method has been used in a number of studies (Collins
et al., 1972; Adams and Kattawar, 1978; Ding and Gordon, 1994;
Oikarinen et al., 1999) to examine scattering of light in spherical
atmospheres. Such studies and other ones based on different RT
methods (e.g., Herman et al., 1995; Rozanov et al., 2001; Doicu
and Trautmann, 2009) show that the radiance emerging from
spherical atmospheres can deviate noticeably from the one for
plane-parallel approximated atmospheres even for small viewing
angles θ (measured with respect to the surface normal), that
deviations increase with solar zenith angle θ0 for θ0 ≥ 60◦, and
that (depending on the aerosol type and load) these deviations
cannot be ignored anymore if the solar zenith angle θ0 becomes
larger than 70◦.

A commonly used correction for deviations occurring at large
solar zenith angles is to only attenuate the direct solar beam
by a spherical atmosphere while still using the plane-parallel
approximation to compute the contribution of light scattered
in the atmosphere (Dahlback and Stamnes, 1991). To improve
the accuracy, single scattering may further be calculated in
full spherical geometry (Spurr, 2002). Such pseudo-spherical
approaches may still fail at solar zenith angles θ0 ≥ 85◦ (Caudill
et al., 1997). More importantly, they do not address deviations
from RT results obtained for plane-parallel atmospheres that can
occur at small solar zenith angles. Another approach, described
by Ding and Gordon (1994), is to only replace the radiance
scattered by molecules in a plane-parallel atmosphere by the
corresponding radiance scattered in a spherical atmosphere.
This approach works well for solar zenith angles θ0 > 70◦,
but again does not affect much the RT results obtained for
small solar zenith angles. Finally, we remark that while some
of the above-mentioned studies (Rozanov et al., 2001; Doicu
and Trautmann, 2009) consider the presence of a Lambertian
ground surface (albeit ignoring the polarization of light in RT
computations), none of them consider an ocean surface below a
spherical atmosphere. The bidirectional and polarizing properties
of an ocean surface strongly affects the radiance and polarization
of light emerging from the top of the atmosphere, and may
therefore change the impact that a spherical atmosphere has
on RT computations for AOS models. There are RT methods
available to study such phenomena (e.g., Xu et al., 2013), but they
have not yet been applied to OCI studies for Earth.

AOS scenes exhibiting horizontal variations pose yet another
problem in RT simulations. For atmospheric correction of
ocean-color imagery, it is generally assumed that the target
is horizontally homogeneous, or equivalently that the target
is infinitely large. This “large target” formalism is generally
appropriate in the open ocean, sufficiently far from clouds
and land, since the intrinsic atmospheric reflectance (i.e., the
signal that has not interacted with the water body) is the
main perturbing signal. In the vicinity of land, near sea ice
or clouds, and even where horizontal heterogeneity is large
(case of upwelling areas), the impact of photons reflected by

the environment of the target and scattered into the field of
view may not be negligible and may yield erroneous water
reflectance retrievals and derived biogeochemical variables (e.g.,
Tanré et al., 1981; Santer and Schmechtig, 2000). The problem is
not only the adjacency effect at the wavelength of interest, i.e.,
UV to visible, but also (in some cases more importantly) the
propagation to shorter wavelengths of errors in the determination
of aerosol scattering in the red and NIR. At these wavelengths
the environment reflectance is seen in the atmospheric correction
scheme as part of the aerosol reflectance. The atmospheric
variables controlling the adjacency effect are the aerosol amount
(optical thickness) and altitude, and to a lesser extent the aerosol
model (see Frouin et al., 2019).

PACE updates (FWD RT studies): spherical shells
The SMART-G radiation transfer code (Ramon et al., 2019)
was used to examine the effects of Earth’s sphericity on the
radiance emerging from the atmosphere. This code is based on
the Monte Carlo technique, works in either plane-parallel or in
spherical-shell geometry, and accounts for polarization. A local
estimate variance reduction technique (Marchuk et al., 1980;
Rakimgulov and Ukhinov, 1994) is implemented for the radiance
calculations. In spherical mode, the change in photon path due
to index of refraction variations with altitude is neglected, which
reduces accuracy at grazing angles and in twilight conditions.
Inelastic processes (e.g., Raman scattering) are not taken into
account. SMART-G is written in CUDA (Compute Unified
Device Architecture) and runs on GPUs (Graphic Processing
Units). For typical simulations, an acceleration factor of several
hundred is obtained using the GPU-based code compared
with CPU (Central Processing Unit) computing. This makes
SMART-G competitive, in terms of computational burden, with
codes based on other RT methods (e.g., discrete ordinate,
doubling-adding, successive orders of scattering), while allowing
maximum flexibility.

SMART-G was run with 1 billion photons in backward
mode (to avoid common problems associated with forward
calculations, see above) for benchmark model AOS-I∗, i.e., a
pure Rayleigh atmosphere with optical thickness of 0.5 (see
section “3.4.3 RT Validations”). The top of the atmosphere was
at 120 km and molecule concentration decreased exponentially
with increasing altitude (scale height is 8 km). Figures 13, 14
display some of the results, i.e., for Stokes parameters I, Q, and
U (normalized into reflectance units) and the DoLP as a function
of viewing angle θ (measured with respect to the surface normal)
for the 0◦–180◦ and 60◦–120◦ azimuth planes. Cosine of the sun
zenith angle θ0 is set to 0.6. Absolute and relative differences with
respect to benchmark results (Chowdhary et al., “Benchmark
results for scalar and vector radiative transfer computations
of light in atmosphere-ocean systems”, unpublished) are also
displayed. In the plane-parallel approximation, the reflectance
values for I, Q, and U generated by the two codes agree to better
than 0.00002 (absolute), and the corresponding DoLP values to
better than 0.01 (absolute). For Stokes parameter I, the relative
difference is less than 0.01%. The typical effect of sphericity is to
lower intensity I by 0.3–0.5% for viewing angles θ < 50◦ and up to
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FIGURE 13 | Comparison of benchmark results for AOS-I∗ model (Chowdhary et al., “Benchmark results for scalar and vector radiative transfer computations of light
in atmosphere-ocean systems”, unpublished) computed with the NASA/GISS RT code and the Monte Carlo code (plane-parallel atmosphere) as a function of view
angle θ (measured with respect to the surface normal) for relative azimuth angles of 0◦, 60◦, 120◦, and 180◦ (red and green curves). Absolute differences are
<0.00002 for the reflectance values of I, Q, and U, and relative differences are generally <0.02% for DoLP.

2% at larger viewing angles, and to change the polarization ratio
DoLP by 0.3–0.4%. This is due to a reduced illuminated volume in
spherical-shell approximation (smaller optical path, all the more
as the view angle is large). Note that this view angle (θ) effect,
which in first approximation varies as the ratio of the spherical-
shell and plane-parallel optical paths, i.e., cos(θ)[(cos2(θ) + 2η

+ η2)1/2 – cos(θ)]/η, where η is equal to h/RE with h the
height of the atmosphere and RE the Earth radius, would appear
negligible at small view angles if h is not large enough. For
example h = 20 km, used in the simulations performed by
Ding and Gordon (1994), is too small (at θ = 30◦, the ratio would
be 0.9995 for h = 20 km instead of 0.9969 for h = 120 km).
The other important effect of sphericity (well known but not
illustrated here) is an intensity increase at grazing solar zenith
angles (θ0 > 80◦) due to the smaller attenuation of the direct
solar beam, again because of the smaller optical path. In view
of the accuracy requirement for water reflectance ρw, i.e., ±5%
or ± 0.002 in the blue for clear waters (“1.1 The PACE Mission”
section), and since at blue wavelengths typically 90% of the signal
observed from space originates from the atmosphere, mostly due
to molecular scattering, the above results indicate that neglecting
Earth’s sphericity in generating Rayleigh look-up tables may
introduce errors comparable to (i.e., up to 5% for θ < 50◦) or
even larger than (i.e., up to 20% for θ0 > 80◦) the PACE accuracy
requirement for ρw. Earth’s sphericity, therefore, needs to be
taken into account in the molecular scattering calculations, even

at small viewing angle θ, for accurate ocean-color remote sensing
from space, in addition to molecular number density, index of
refraction, and anisotropy of molecules.

PACE updates (FWD RT studies): adjacency effects
Adjacency effects, due in particular to horizontal heterogeneity
of surface reflectance, can be simulated with a Monte Carlo
code such as SMART-G. The typical procedure consists in
applying, in backward mode, a given 2-dimensional surface
reflectance function that depends on the photon’s horizontal
coordinates. The photons are injected from the viewing direction
toward the surface point of Cartesian coordinates (x, y) for
which the adjacency effect is to be estimated (the target). This
point is considered at the center of the x–y plane. Then using
the local estimate method (or a cone sampling method), the
Stokes parameters are computed for the solar geometry. Due
to atmospheric scattering, some of the photons exiting the
atmosphere in the solar direction experience one or multiple
reflections at the surface outside the target, and may not interact
with the target. The atmospheric spread function f (x, y), i.e., the
fraction of radiance that leaves the surface at (x, y) and scatters
within the field of view when targeting the point (0, 0), can
also be computed (photons experiencing surface reflection can
be counted), allowing calculation of the environment reflectance
and, therefore, the adjacency effect.
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FIGURE 14 | Same as Figure 13, but spherical-shell atmosphere for Monte Carlo code. The effect of sphericity is to lower intensity I by 0.3–0.5% for viewing angles
θ < 50◦ and up to 2% at larger viewing angles, and to change polarization ratio DoLP by 0.3–0.4%.

Figure 15 displays SMART-G simulations in the plane-parallel
approximation of the adjacency effect on the TOA reflectance
at 412, 670, and 865 nm of a water target next to a rectilinear
coastline separating land and ocean. [The adjacency effect, 1ρ, is
indicated as the difference between the actual reflectance (defined
in Table 2) at TOA and the reflectance that would be measured
if the surface were horizontally homogeneous.] The reflectance
of the land surface, assumed Lambertian, is 0.05, 0.1, and
0.3, respectively (typical green vegetation), and phytoplankton
chlorophyll concentration is 0.1 mg/m3 (Case I waters). Aerosol
are of maritime type, with an optical thickness of 0.2 at 550 nm
and an aerosol scale height of 2 km (exponential profile), and
the ocean surface wind speed is 5 m/s. View zenith angle is 45◦

and relative azimuth angle is 90◦. The azimuth angle of the Sun
is along the coastline. At 2 km from the coast, i.e., right panels,
1ρ is generally positive, especially in the NIR where vegetation
reflectance is high compared to that of the water (negligible). For
small Sun angles (<20◦), 1ρ is about 0.005, 0.002, and 0.001 at
865, 670, and 412 nm, which represents about 25, 5 and <1% of
the actual reflectance. The effect decreases with increasing Sun
angle θ0 with increasing view angle θ, due to increasing diffuse
atmospheric transmittance. Using TOA observations in the red
and NIR for atmospheric correction, the impact of 1ρ on water
reflectance retrieval at 412 nm is expected to be large, much
larger than the 1ρ at 412 nm caused by adjacency effect. Note

that 1ρ also depends on the sensor location (over the ocean or
over land), an effect due to Fresnel reflection that may be masked
for some angular configurations (Santer and Schmechtig, 2000).
This masking effect would be more pronounced if the principal
plane were perpendicular to the coast. Regarding polarization,
the adjacency effect is opposite (more light, less polarization),
i.e., the difference in DoLP (denoted by 1DoLP) is generally
negative, about 3% at 865 nm. For a given geometry, i.e., solar
angle θ of 56◦ in the left panels, 1ρ decreases in magnitude with
increasing distance from the coast (same for 1DoLP), but the
effect is still felt at 10 km (4% at 865 nm), which is sufficient
to yield unacceptable errors (i.e., > 0.002) on retrieved water
reflectance at 412 nm (cf. “1.1 The PACE Mission” section).
Only effects of distance and geometry for a typical aerosol are
displayed in Figure 15, but aerosol parameters, especially vertical
distribution (not easy to estimate from passive radiometry) also
affect 1ρ and 1DoLP.

3.4.2 UV Remote Sensing of AOS
PACE discussions (INV RT studies): UV solar spectra, aerosol
height retrievals
Including hyperspectral UV-A radiance in observations by the
OCI and SPEXone instruments offers new opportunities for
atmospheric correction and ocean color product retrievals that
were not possible with heritage ocean color missions. But
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FIGURE 15 | Monte Carlo simulations of adjacency effects on the TOA reflectance of a water target next to a rectilinear coastline. Wavelengths are 412, 670, and
865 nm (blue, green, and red curves). (A) Absolute and relative TOA reflectance and degree of linear polarization differences between cases of heterogeneous and
homogenous surface as a function of distance to the coast. Solar and view angle are 56◦ and 45◦, and relative azimuth angle is 90◦. (B) Same as panel (A), but as a
function of the Sun zenith angle (SZA, in degrees) for a distance to the coast of 2 km. Curves with solid circles correspond to the sensor located over ocean and
curves with crosses to the sensor located over land.

studying these new opportunities by means of RT computations
for UV-A radiance comes also with the need to more carefully
consider (i) enhanced scattering in atmosphere and ocean
of UV-A radiance; and (ii) changes in UV-A atmosphere
and ocean scattering properties. In addition, one needs to
consider variations in UV solar irradiance, which can happen
on timescales of days (Lean, 1987) and which exceed those for
the VIS-NIR spectrum by an order of magnitude (Lean and
DeLand, 2012). Using prescribed solar irradiance spectra that do
not incorporate such short-term temporal variations may lead to
hyperspectral artifacts in retrieved water-leaving radiance that, in
the UV-A toward the blue, easily exceed 0.002 in reflectance units.
This was demonstrated by Thompson et al. (2015) in analyses of
airborne hyperspectral data from the PRISM (Portable Remote
Imaging Spectrometer) instrument. One of the requirements
for PACE observations in the UV-A (toward the blue) is to
retrieve water-leaving radiance within 10%. Determining the
contribution of UV solar irradiance variations to the uncertainty
in water leaving radiance, and its reduction through the use of
TSIS (Total Solar Irradiance Sensor) observations if available,
remains a subject for future studies. Here, we focus on subjects
concerning RT of UV-A radiance in coupled atmosphere-ocean
systems. In what follows, we will first summarize some of the

main benefits of OCI/UV-A radiance for retrieving ocean and
atmosphere properties before discussing concerns for simulating
and analyzing TOA observations of UV-A radiance.

A major challenge in traditional atmospheric correction
methods (i.e., methods that rely on NIR-SWIR radiance to
constrain and remove aerosol scattering contributions in VIS
space-borne radiance observations) is identifying the single
scattering albedo (ωaer) and vertical distribution (Zaer) of aerosols
(see Frouin et al., 2019). Changes in ωaer affect the amount of
radiance absorbed in a single-scattering event before reaching
the TOA. In the VIS, the impact of ωaer on TOA radiance is
further enhanced by repeated aerosol-molecule light interactions.
Because the molecular density decreases with height z, the
amount of repeated aerosol-molecule light interactions becomes
also dependent on the vertical location of aerosols. To properly
extract ocean contributions from TOA radiance in the VIS
therefore requires knowledge of both ωaer and Zaer. Section
“3.3.1 Aerosols” discusses examples of using Oxygen A- and
B-bands in the NIR, and of polarization in the deep blue, to
obtain information on Zaer. That section touches also on using
UV-A radiance to retrieve on Zaer. UV-A radiance becomes very
sensitive – even more than VIS radiance – to variations in ωaer
and Zaer because the molecular optical depth increases at a rate
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proportional to λ−4 (Bodhaine et al., 1999). This was confirmed
by Levelt et al. (2006) and Torres et al. (2005, 2007) in analyses
of UV observations by the TOMS and OMI instruments. In a
follow-up study, Satheesh et al. (2009) demonstrated that one
can retrieve both ωaer and Zaer from OMI/UV radiance if one
uses MODIS/NIR-SWIR radiance to constrain τaer. Note that
MODIS and OMI measurements do not occur simultaneous
which can cause retrieval biases in the presence of clouds
that evolve in the time lag between those measurements. This
was demonstrated in a recent work by Gassó and Torres
(2016). However, retrievals of ωaer and Zaer from OCI radiance
measurements in the UV-A will not suffer from this limitation
because OCI provides simultaneous radiance measurements in
the NIR/SWIR to constrain τaer.

Historically, Chlorophyll a concentration [Chla] has been
the most common property retrieved from heritage ocean color
satellite data – and it continues to be one of the core ocean color
products for the PACE mission (NASA, 2018a). Chlorophyll a
affects the color of the ocean in the VIS by absorbing in the
blue part of this spectrum – specifically, by its absorption peak
at 443 nm. Most heritage [CZCS (Coastal Zone Color Scanning
Experiment), SeaWiFS] and current [MERIS, MODIS, VIIRS]
ocean color satellite instruments therefore measure radiance at,
amongst others, a wavelength band centered at around 440 nm.
The retrieval of [Chla] then proceeds (Blondeau-Patissier et al.,
2014, and references therein) by using empirical relationships
that fit either (i) so-called band ratios that consist of the ratio of
the radiance at ∼443 nm and a radiance obtained in the green
part of the VIS (Dierssen, 2010), or (ii) the IOPs retrieved from
the radiance at∼443 nm and at other wavelengths (the empirical
relationships used in this approach are the bio-optical equations
discussed in section “3.1.2 Bio-Optical Models”). However, as is
shown explicitly in Eqs 9 and 10, detrital matter and CDOM
also absorb at 440 nm. Of these two ocean constituents, CDOM
can absorb as much (if not more) as [Chla] at ∼443 nm, and
its absorption decreases with increasing wavelength just like
the absorption spectrum of [Chla] (Nelson and Siegel, 2013).
This makes it particularly difficult to separate changes in [Chla]
from variations in CDOM using the above-mentioned band ratio
algorithms (see, e.g., Siegel et al., 2005). Bio-optical equations
such as those discussed in section “3.1.2 Bio-Optical Models”
explicitly separate absorption by [Chla] (using pre-described
Chla-specific phytoplankton absorption coefficients âph) from
absorption by CDOM (which, in practice, is often combined
with a relatively small contribution of absorption by detrital
particulate matter). However, bio-optical equations are used for
analyses of absolute water-leaving radiance measurements which
are more susceptible to errors in atmospheric correction than
the ratio of such radiance measurements. The aforementioned
difficulties in constraining ωaer and Zaer from NIR-SWIR
radiance will therefore impact bio-optical equations-based ocean
product retrievals more than band ratio-based ocean product
retrievals. In either retrieval method, UV-A radiance offers
a better alternative to separate CDOM absorption than the
radiance at 443 nm. That is because CDOM absorption continues
to increase with decreasing wavelength (see, e.g., Eq. 8b), whereas

Chlorophyll a absorption decreases in the UV-A. As a result, the
relative contribution of CDOM absorption to total underwater
light absorption (i.e., including absorption by Chlorophyll a,
detrital matter, and water) increases from about 50% at 400 nm to
>70% at 300 nm (Nelson and Siegel, 2013). Indeed, Morel et al.
(2007a) conclude in their analyses of irradiance measurements
obtained for two extreme open ocean regimes (i.e., South Pacific
and Mediterranean waters) that the dominance of [Chla] in
modeling bio-optical properties in the VIS is replaced by that of
CDOM in the UV.

PACE updates (FWD RT studies): RT coupling of scattering
in atmosphere and ocean
Light scattering contributions to TOA observations over oceans
also exhibit regime changes when comparing VIS to UV-A
radiance. Figure 16 illustrates these changes for an extreme case,
i.e., for surface waters of the eastern South Pacific Gyre which
have anomalously low [Chla] (Morel et al., 2007b; Claustre et al.,
2008) and CDOM amounts (Morel et al., 2007a; Nelson and
Siegel, 2013). The left and right half-hemisphere in each diagram
of this figure provides a contour plot of a radiance ratio quantity
at λ = 385 and 490 nm, respectively. The plots are given as
a function of two polar viewing angles: the viewing angle θ

measured with respect to the surface normal (shown by the radial
coordinate, which ranges from 0◦ at the center point to 60◦ at
the outer boundary); and the viewing azimuth angle ϕ (shown
by the angular coordinate, which ranges from 0◦ in the upward
direction to 180 in the downward direction). The convention
for the azimuth angle is chosen such that the ϕ = 0◦ half-plane
contains the sunglint, and the ϕ = 180◦ half-plane contains the
backscattering direction. The location of the sun (denoted by a
yellow star in the backscattering direction) is set at solar zenith
angle θ0 = 10◦, 30◦ and 50◦ for the first, second, and third row of
plots, respectively. The radiance ratio quantities depicted in these
plots describe relative contributions to the TOA total radiance
Ltot (θ, ϕ) (first column) and to the TOA ocean color radiance
LOC (θ, ϕ) (second to fourth columns). That is, Ltot(θ, ϕ) can be
decomposed as follows:

Ltot (θ, ϕ) = Latm (θ, ϕ)+ Latm−srf (θ, ϕ)+ LOC (θ, ϕ)

(13)
where Latm (θ, ϕ) is the contribution of light scattered only
in the atmosphere, Lsrf−atm (θ, ϕ) is the contribution of light
scattered in the atmosphere and reflected (once or more times)
by the ocean surface, and LOC is the ocean color contribution
defined as light that has been scattered in the ocean body (but
may also have been scattered in the atmosphere before entering,
or after exiting, the ocean body). For simplicity, we will omit
hereafter the dependence on θ and ϕ of radiance quantities and
operators. To compute Latm, we used an efficient adding/doubling
method described in detail by de Haan et al. (1987) for
isolated atmospheres. We assumed for these computations a
homogeneous atmosphere consisting of molecules (with optical
thickness and depolarization ratio δm taken from Bodhaine
et al., 1999) and a background fine-mode aerosol (with effective
radius re = 0.1 µm as defined in Hansen and Travis, 1974;
a spectrally constant refractive index m = 1.45; and optical
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thickness τaer = 0.10 at 550 nm). For the ocean surface in
the computation of Lsrf−atm, we used the isotropic Gaussian
surface slope distribution from Cox and Munk (1954) with
surface wind speed U12.5 = 7 m/s, and included whitecaps with
albedo Awc = 40% in the UV-A and VIS. To compute LOC,
we used [Chla] = 0.03 mg/m3 as input for the D-P hydrosol
model mentioned in section “3.1.2 Bio-Optical Models” (see
also Chowdhary et al., 2012), and adjusted the total underwater
absorption coefficient atot to fit the anomalously low Kd values
given by Morel et al. (2007a) for the South Pacific Gyre.

The plots in the first column of Figure 16 show (LOC/Ltot),
i.e., they depict (see thin contour lines; given in percent of
Ltot) the relative contribution to TOA radiance of light that has
been scattered under water. Superimposed on these plots are
outlines (see thick contour line; given at 10% level of Ltot −

LOC) of the sunglint radiance contribution. There are several
conclusions that can be drawn from these plots. Firstly, the
underwater light scattering contribution can (at θ0 = 10◦) become
larger than 16% of the TOA radiance at 385 nm, whereas at
490 nm it remains less than 13% in spite of the atmosphere
being optical thinner in the VIS (due to decrease in molecular

scattering) than in the UV-A. The LOC contribution decreases
at both wavelengths with increasing solar zenith angle, but
it remains always larger at 385 nm than at 490 nm. This
result differs from the one reported by Zhai et al. (2017a) –
i.e., for the same [Chla] = 0.03, they report relative LOC
contributions that are larger at 490 nm than at 385 nm for
θ0 = 45◦. The difference between our and their results can
be attributed to variations in CDOM amount. That is, our
and their underwater light absorption coefficients atot lead to
diffuse attenuation coefficients Kd that (according to Figure 2
in Morel et al., 2007a) are typical for CDOM-poor Pacific
Gyre waters and CDOM-rich Mediterranean waters, respectively.
This comparison of RT results simply confirms (albeit for
oligotrophic oceans) the sensitivity of UV-A radiance to retrieve
variations in CDOM.

The first column of Figure 16 further shows that, regardless
of CDOM amount, oligotrophic oceans can be sufficiently bright
in the UV-A to contribute noticeable to the TOA radiance.
This implies that any inversion algorithm that uses spaceborne
UV-A radiance to constrain aerosol properties ωaer and Zaer
(see discussion above on atmospheric correction) must also

FIGURE 16 | Radiative transfer simulations of radiance contributions to TOA observations. First column shows underwater light scattering radiance (LOC)
contribution to TOA radiance (Ltot). Left and right hemispheres are for 385 and 490 nm, respectively. The sun (denoted by a yellow star in the backscattering
direction) is located at 10◦ (first row), 30◦ (second row) and 50◦ (third row). Second, third and fourth columns show contributions to radiance (LOC) of direct
transmitted water-leaving radiance (LOC,dir), diffuse transmitted radiance (LOC,dif), and coupled water-leaving radiance (LOC,rep), respectively.
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consider variations in ocean color that are caused by changes
in [Chla] and/or CDOM. That may lead to challenging cases
when inverting scenes that contain brown carbon (BrC) aerosols.
Like CDOM (and unlike black carbon aerosols), BrC aerosols
exhibit absorption spectra that increase rapidly toward the UV-
A (Kirchstetter et al., 2004; Sun et al., 2007; Chen and Bond,
2010). Although the optical properties of CDOM and BrC
particles vary in space and time, and although specifying their
chemical structures remains an active field of research, CDOM
and BrC have been associated with substances that have similar
composition, i.e., marine humic matter (Boyle et al., 2009; Nelson
and Siegel, 2013) and humic-like substances (HULIS) (Hoffer
et al., 2006, 2016; George et al., 2015; Laskin et al., 2015),
respectively. This may, at least in part, explain the similarity
between CDOM and BrC absorption spectra. The ability to
distinguish the impact on TOA radiance of such similarities
in AOS absorption spectra is an outstanding question. Hence,
retrieving ωaer (and Zaer) from spaceborne UV-A radiance
observations over oceans is not always a trivial matter, and needs
to be carefully examined in future studies.

The first column of Figure 16 also shows that the sunglint
outline in Ltot becomes much smaller at 385 nm than at
490 nm. This is a direct result of the atmospheric optical depth
becoming larger with decreasing wavelength, which causes the
direct atmospheric attenuation of sunglint to decrease by a factor
of up to two, and the diffuse atmospheric transmission to scatter
the sunglint over a wider range of viewing angles. Furthermore,
we found (not shown here) that when increasing the surface
wind speed from 2 to 7 m/s, the sunglint outline in Ltot varies
significantly less at 385 nm (spatial coverage changes by less
than 10%) than at 490 nm (spatial coverage changes by up
to 70%). That is because the diffuse transmission of sunglint
through the atmosphere (i) contributes several factors more to
the sunglint outline in Ltot at 385 nm than at 490 nm, and (ii)
reduces the sensitivity of this glint to surface wind properties.
The corresponding impact on the polarized component in
Ltot remains to be studied, but will be of particular interest
to spaceborne polarimetry of aerosols and hydrosols. That is,
numerical studies show (see e.g., Chowdhary et al., 2006; Zhai
et al., 2017b) that the polarized component Ltot becomes most
sensitive to variations in underwater light scattering properties
when approaching sunglint viewing angles for moderate to large
solar zenith angles. Similar sensitivities can be expected for
variations in aerosol scattering that in the UV-A will mostly
perturb the large polarization of light scattered by molecules
at 90◦. However, the perturbations in UV-A polarized radiance
caused by variations in aerosols and hydrosols will have different
angular and spectral patterns (one of the reasons for this
difference is the change in underwater light polarization pattern
when this light crosses the ocean surface). Modern-age multi-
angle and multi-spectral polarimeters such as SPEXone can
distinguish such patterns with very high accuracies (i.e., with
DoLP uncertainties <0.3%). This may offer a feasible pathway
toward distinguishing variations caused by BrC aerosols and
CDOM in the inversion of UV-A radiance (see discussion above
on BrC aerosols).

We discussed above that the LOC radiance increases toward
the UV-A for oligotrophic oceans. The LOC radiance itself can
be further decomposed into several contributions that depend on
the pathway of light taken through the atmosphere. Let LOC,dir
and LOC,dif denote, respectively, the direct contribution (i.e., only
attenuated by the atmosphere along the path to and from the
ocean body) and the diffuse contribution (i.e., scattered in the
atmosphere along the path to and/or from the ocean body) to
LOC. Furthermore, let LOC,rep describe the residual contribution
to LOC of light that has repeatedly interacted with the atmosphere
and the ocean system (i.e., the system consisting of the ocean
body and ocean surface). One can then write:

LOC = LOC, dir + LOC, dif + LOC, rep. (14)

The plots in the second column of Figure 16 depict
(LOC, dir/LOC), i.e., they show the contribution to LOC of
underwater light that has never been scattered in the atmosphere.
This contribution can be as large as 60% at 490 nm, but it
decreases rapidly toward the UV-A where it is ≤30% at 385 nm.
Hence most of the contribution to LOC in the UV-A has at some
point been scattered in the atmosphere. The plots in the third
column of Figure 16 depict (LOC, dif/LOC), and they show that
the contribution to LOC in the UV-A comes mostly from LOC,dif.
In the VIS, LOC,dif is often approximated by Gordon (1997) and
Gao et al. (2007).

LOC,diff = [(tatm)× (rwlr)× (eτ/µ0)+ (eτ/µ
+ tatm)×

(rwlr)× (tatm)] L0 (15)

where L0 is the solar radiance illuminating the AOS, rwlr is a
Lambertian reflector for water-leaving radiance, and eτ/µ and
tatm are the scalar direct and diffuse transmittance factors for
the atmosphere, respectively. Here, τ is the optical thickness of
the atmosphere, and µ0 and µ are the cosine of the sun and
viewing angles, respectively. Hence rwlr ignores the facts that
the water-leaving radiance is bidirectional (Morel and Gentili,
1993; Morel et al., 2002; Fan et al., 2015) and highly polarized
(Chowdhary et al., 2006; Tonizzo et al., 2011; Zhai et al., 2017b).
Furthermore tatm ignores the impact of polarization (not just of
light in the atmosphere but also of water-leaving radiance) on RT
computations for the atmosphere, which can lead to substantial
errors in transmitted radiance (Lacis et al., 1998). Some inversion
methods go a step further by modifying the direct transmittance
factor eτ/µ to include tatm (Gordon et al., 1983; Gordon (1997)),
and by inserting empirically derived coefficients to improve
the accuracy of such modifications (Wang, 1999). Given the
dominant contribution of LOC,dif to LOC in the UV-A, such
approximations need to be re-examined and evaluated against
PACE’s accuracy requirements (cf. “1.1 The PACE Mission”
section, see also NASA, 2018a) for retrievals of LOC.

The fourth column of Figure 16 shows plots of (LOC, rep/LOC).
Note that the values in these plots, which describe the
contribution to LOC of light that is repeatedly reflected between
the atmosphere and ocean system, are multiplied by a factor
of 10 to magnify their magnitude. This light contributes
(much) less than 4% to LOC at 490 nm because of the low
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albedo of the ocean and of the atmosphere at this wavelength.
Some inversion methods for LOC radiance therefore ignore
this contribution altogether in the VIS (e.g., Gordon et al.,
1983; Gordon, 1997; Wang, 1999). Other inversion methods
still include this contribution albeit only for light that is
transmitted (not reflected) back and forth by the ocean surface
(e.g., Gao et al., 2000, 2007, 2009). At 385 nm, radiance
LOC, rep increases in absolute terms by a factor of more 50
when compared to its absolute value at 490 nm (not shown
here). From Figure 16, we see that LOC, rep now contributes
up to 7% to LOC. This contribution originates from a complex
coupling of light scattered by the atmosphere and ocean system,
e.g., it includes water-leaving radiance that is scattered by the
atmosphere back to the ocean surface and that is subsequently
reflected back to sky by this surface. This coupling cannot be
simplified even when using a Lambertian reflector rwlr for water-
leaving radiance. Therefore any inversion algorithm that uses
spaceborne UV-A radiance to simultaneously retrieve aerosol and
ocean properties (see, e.g., previous discussion on constraining
BrC aerosol and CDOM over oligotrophic waters) must also
consider truly coupled atmosphere-ocean systems if LOC, rep is
deemed too large to ignore. Note that LOC, rep will decrease
in magnitude if [Chla] or CDOM increases (which darkens
the ocean in the UV), or if the amount of back-scattering in
the atmosphere decreases (e.g., because of a change in aerosol
properties). On the other hand, the vicinity of bright surfaces
in the UV-A such as sea ice or snow-covered land will not
only exuberate adjacency effects that were discussed in the
section “3.4.2 Horizontal Variations,” but will also increase
in particular LOC, rep radiance because of repeated skylight
reflections off such surfaces.

4 CONCLUDING REMARKS

This paper summarizes research frontiers on RT in coupled ocean
and atmosphere systems to enable new ocean-atmosphere science
and specifically to support the PACE mission development.
RT is an essential tool in remote sensing of atmosphere and
ocean components, and in furthering our understanding of the
coupled system. It is used to facilitate designing new retrieval
algorithms; providing validation datasets for satellite data
products; and performing sensitivity to different components of
the Earth system. In anticipation of the advanced remote sensing
capabilities of the instruments onboard the PACE spacecraft,
the PACE Science Team has performed novel FWD RT and
INV RT studies on different components of the atmosphere-
ocean system. This work included examining the representation
of hydrosols, aerosols, gases, surface whitecaps and sunglint in
these models. In addition, bio-optical models, the key element
in practical RT for ocean applications, were investigated from
several perspectives. The team also has evaluated fundamental
processes and assumptions of common RT models including
inelastic scattering, and 3D effects such as spherical shells and
adjacency effects. This has resulted in a set of calculations
from state-of-the-art RT models that have been published to

serve as a benchmark for future coupled ocean and atmosphere
RT applications.

4.1 Optical Properties of Hydrosols,
Aerosols, Gases, Surface Whitecaps and
Surface Slicks
To better represent hydrosol optical properties in RT,
Chowdhary, Liu et al. (unpublished) have studied the
impacts of particle shape and inhomogeneity on scattering
matrices of hydrosols. Their study suggests that internal
structures of plankton-like particles need to be considered
when using RT computations to analyze backscattering
radiance. Furthermore, they suggest that there is information
content on plankton morphology in ocean depth profiles
of depolarization ratios δL obtained from air- and space-
borne lidars. On modeling the phase function of hydrosols,
Twardowski et al. (unpublished) have used a linear combination
of two cluster representations, which has been verified by a
large collection of volume scattering function measurements.
This method can show an improvement of RMS errors of
several percent relative to Fournier-Forand phase functions
when considering the full VSF angular range, but, unlike
the latter function, has no physical meaning. The phase
function of hydrosols in the backward directions, as shown
recently by Zhang et al. (2017), can be approximated by a
linear combination of two end members, one representing the
scattering by particles of sizes much smaller than the wavelength
of light and the other by particles of sizes much greater than the
wavelength of light.

Another approach to analyze measured hydrosol phase
functions was taken by Zhang et al. (2011) and Twardowski
et al. (2012) who computed an extensive library of optically
unique phase functions that serve as fingerprints for various
oceanic particle species. Each particle species represented
by this library has its own refractive index and its own log-
normal size distribution, both of which were determined
through sensitivity analyses over the ranges of published
size distributions and composition for oceanic particles.
In Zhang et al. (2011) the particle species are assumed
spherical, whereas in Twardowski et al. (2012) the particles
assume non-spherical shapes consisting of asymmetrical
hexahedra for inorganic mineral particles (Bi et al., 2010).
Both studies used coated spheres (Czerski et al., 2011; Zhang
et al., 2011) to represent air bubbles. This library of phase
functions has subsequently been used to invert measured
hydrosol phase functions into the scattering coefficient and size
distribution of particle subpopulations (Twardowski et al., 2012;
Zhang et al., 2012, 2013, 2014b).

We note at this point that while each of the above-
mentioned approaches for hydrosol scattering (i.e., internal
structure of plankton, non-spherical shape of marine particulates,
submicron-sized marine particulates, VSF decomposition) may
provide a reasonable or partial solution for the “missing
particulate backscattering enigma” (see discussions in Stramski
et al., 2004; Organelli et al., 2018; Poulin et al., 2018), a particle
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model that incorporates all these approaches to study their
combined impact on backscattering remains an outstanding topic
of research. Such a model could validate, or lead to adjustments
of, parameter choices made for each approach such as refractive
index and shape distributions of marine particles. We anticipate
that further measurement and experimentation with VSFs
including underwater light polarization and lidar depolarization
measurements will provide additional information to help
constrain, and perhaps even reduce, the parameters of such
a complex model. Emerging particle characterization methods
such as in situ holographic imaging (Talapatra et al., 2013;
Nayak et al., 2017) are also expected to aid in development and
validation of such a model.

Unlike hydrosols and aerosols, the absorption properties of
gases are well known. The advances reported in this work
concern expanding the representation of gaseous absorption in
RT modeling in a practical sense to high spectral resolution
across the full solar spectrum. At NASA’s OBPG, and as part of
the PACE ST activities, a hyperspectral atmospheric correction
algorithm was developed, based on the well-established heritage
algorithm in combination with the ATREM algorithm for gas
correction, to derive the hyperspectral water-leaving reflectance
from airborne and spaceborne hyperspectral sensors. The AC
algorithm was tested and validated using HICO data as a
proxy for anticipated OCI observations. The results show the
consistency and feasibility of the hyperspectral AC process
including the gas absorption correction (Ibrahim et al., 2018).
However, several gaps in the RT developments still exist, such as
modeling efficiently the fine absorption features of water vapor
and Oxygen, and the coupling between gas absorption features
and molecular and aerosol scattering. The development of such
capabilities will be needed to fully utilize OCI’s hyperspectral
coverage, such as the Oxygen A-band for the aerosol layer height
and the plankton fluorescence retrieval.

The PACE Science Team also investigated the reflectance
of whitecaps due to wave breaking, and how to represent this
reflectance in RT. New spectral measurements of whitecaps
have been made across from 400 to 2500 nm (Dierssen, 2019).
These measurements show that whitecaps reflectances have
spectral dips in the NIR spectrum that largely correspond to
the absorption features of liquid water. Reflectance dips occur
particularly at 750, 980, and 1150 nm, which have enhanced
liquid water absorption, a result of multiple scattering in and
around subsurface bubbles and surface foam. Following Whitlock
et al. (1982), a simple model of whitecap reflectance based
on the natural logarithm of water absorption can be used to
describe the spectral shape of intense whitecaps generated by
breaking waves into SWIR wavelengths. Moreover, the decrease
in reflectance at these liquid water absorption bands is correlated
with enhancements in reflectance of the whitecap across the
spectrum. The conclusion drawn by this PACE Science Team is
that current models based on wind speed and a single whitecap
albedo cannot be used to accurately represent the diversity of
whitecaps on the ocean.

Another RT topic that was reexamined by the PACE team is
the information contained in sunglint observations. Obtaining

that information requires vector RT with polarization. In the
SWIR (where the interaction of light with the atmosphere and
ocean body is minimized) the DoLP within sunglint is only
sensitive to the ocean surface refractive index, m. Variations in m
occur throughout the global ocean for large changes in sea surface
temperature and salinity, but also in the presence of substances
covering the ocean surface such as slicks from biogenic origin
(e.g., plankton and fish secretions) and anthropogenic origin
(e.g., oil spills). An intriguing application involves the detection
of variations in the uppermost 1–1000 µm of the ocean, which
is referred to as the surface microlayer and which has biological,
chemical, and physical properties that are distinctively different
from those of the underlying ocean body. Ottaviani et al.
(2019) developed an inversion algorithm to provide continuous
(i.e., along aircraft ground track) retrievals of m from airborne
sunglint DoLP observations by the RSP instrument at 2.2 µm.
They demonstrate that the multi-angle views and high DoLP
accuracy of RSP measurements allows m to be retrieved within
5 × 10−4 under ideal experimental conditions. Actual retrieval
examples are shown for pristine sea surfaces and the Deepwater
Horizon oil spill.

4.2 Bio-Optical Models in Radiative
Transfer
In ocean color remote sensing, bio-optical models are needed
to correlate water leaving radiance at different wavelengths.
The correlation occurs by means of prescribing variations in
the magnitude and spectra of IOPs. For traditional “Case I”
waters, one can – to a first order approximation – parameterize
IOPs in terms of the Chlorophyll a concentration [Chla]. This
is a strong constraint though, which often fails in coastal
waters. Considerable efforts have been made to relax the
dependence of IOPs on [Chla] (Werdell et al., 2013a). However,
bio-optical models developed for analyzing polarized water-
leaving radiance spectra still use [Chla] to parameterize IOPs
(Chowdhary et al., 2006; Zhai et al., 2010; Hasekamp et al.,
2011; Xu et al., 2016). Chowdhary, Stamnes et al. (unpublished)
have taken the next step in developing the Detritus-Plankton
(D-P) II hydrosol model, where the backscattering coefficient
for particulate matter and absorption coefficient for colored
detrital matter are allowed to vary independently of [Chla].
More than 1.7 million reflection matrices for water-leaving
radiance were computed with this model, and are now available
at https://data.giss.nasa.gov/rad/ocean-matrices/. These matrices
are currently used to analyze airborne polarimetric (RSP)
and lidar (HSRL) data obtained during the 2012 TCAP and
the 2014 SABOR campaign (Stamnes et al., 2018), and the
ongoing NAAMES campaign. In addition, Ibrahim et al. (2016)
and Zhai et al. (2017b) have adopted a bio-optical model
that added sediment concentration to parameterize IOPs. This
philosophy has been adopted to design an inversion algorithm
that retrieves aerosol and hydrosol parameters simultaneously
(Gao et al., 2018).

In addition to extending the number of parameters used
to prescribe variations in IOPs for analyses of polarized
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water-leaving radiance, the PACE Science Team also extended
the spectral range in prescribed IOP variations for analyses
of total water-leaving radiance. Specifically, the IOCCG Report
5 (IOCCG-OCAG, 2003; IOCCG, 2006) prescribed variations
in IOPs from 400 to 800 nm, and created synthetic data
sets to test the performance of IOPs inversion algorithms.
This spectral range has now been extended down to 350 nm
to produce synthetic data sets for UV-A radiance from
PACE/OCI. In addition, wider variations are now adopted
for phytoplankton absorption spectra aph (using a larger
range at 440 nm, and more normalized spectral shapes)
to cover oceans ranging from oligotrophic to waters with
plankton blooms. Updates are also made in the absorption
coefficient aw for pure sea water based on the work by
Lee et al. (2015), and in the backscattering coefficient bb,w
for pure sea water based following Zhang et al. (2009).
Finally, slightly different variations with [Chla] (compared to
the parameterizations in IOCCG (2006) are now used for
the attenuation coefficient cph and the scattering coefficient
bd,m for phytoplankton and non-algae particulate matter,
respectively, at 550 nm.

4.3 Radiative Transfer of Light in
Atmosphere-Ocean Systems
Radiative transfer simulations for the atmosphere and for the
ocean have prioritized the modeling of different phenomena.
Atmospheric modeling almost always includes polarization but
rarely inelastic scattering, while ocean RT modeling often
ignores polarization, but does address inelastic scattering. At the
onset of the PACE Science Team in 2015, no coupled ocean-
atmosphere RT model that addressed both polarization and
inelastic scattering in the ocean could be identified. Since then,
Zhai et al. (2015, 2017a) have developed a RT model based on
the successive order of scattering method that can accurately
handle polarization, atmosphere and ocean coupling, elastic and
inelastic scattering. The inelastic scattering mechanisms include
Raman scattering due to ocean waters, fluorescent dissolved
organic matter, and fluorescence by chlorophyll. Furthermore,
the photochemical and NPQ processes of the chlorophyll
fluorescence have been accounted for in Zhai et al. (2018).
The RT model has been used to study the sensitivity of TOA
polarized radiance to contributions originating from underwater
light scattering in open and coastal ocean waters, which can
be used to design new atmospheric correction algorithms
(Zhai et al., 2017b).

Another common omission in RT is Earth curvature that may
affect significantly the TOA signal, not only at large solar zenith
and viewing angles, but also at small viewing angle. It needs
to be taken to account in RT simulations for accurate water
reflectance retrievals, especially at high latitudes. Two processes
are essentially at play in a spherical-shell atmosphere: 1) reduced
illumination volume and 2) reduced attenuation of the downward
solar beam. The earth curvature effect at low viewing angle
has been largely ignored, since it is relatively small compared
with the effect at large viewing angle, but neglecting it may not
yield the rather demanding accuracy required for PACE science

objectives. Pseudo-spherical corrections (e.g., just accounting for
air mass change in the incident solar beam) may be sufficient
at large solar zenith angle, but they do not capture effects at
low viewing angle. Monte Carlo codes operated in backward
mode are tools of predilection to quantify “exactly” spherical
effects and generate look-up tables (e.g., molecule and aerosol
scattering) for atmospheric correction algorithms. Adjacency
effects due to the proximity of land, sea ice, or clouds, on the
other hand, can be felt at relatively far distances (>10 km), their
magnitude depending on the contrast between the reflectance of
the target and its surroundings and the optical thickness of the
atmosphere. Monte Carlo codes allow simulations for any spatial
heterogeneity configuration; they offer a great deal of flexibility.
Impacts on TOA measurements are calculated precisely, as well
as the atmospheric spread function, which can be used in efficient
corrective schemes, allowing image processing in the usual “large
target” RT formalism.

4.4 Benchmarking, Path Forward and
Conclusion
Because of the wide variety of ocean, atmosphere and coupled
RT models in current use, each with their own representation of
optically active components and their own set of assumptions,
there is a spread of solutions resulting from these models.
We require a set of calculations, agreed upon by multiple RT
codes to set a benchmark for future RT results for the ocean
and atmosphere coupled system. In the PACE Science Team,
a set of typical ocean and atmosphere coupled systems have
been designed to perform polarized RT simulations. Several
RT models have been used to perform the simulations and
the inter-comparison has led to 25,000+ RT results with an
accuracy ranging between 10−5 and 10−6 in terms of reflectance
(Chowdhary et al., “Benchmark results for scalar and vector
radiative transfer computations of light in atmosphere-ocean
systems”, unpublished). This benchmark has exceeded any
previous dataset for the coupled ocean and atmosphere system.

Despite the advances described above, gaps remain in RT
topics that require continued research in the near future. Several
topics were identified by the PACE Science Team:

• For RT of light in the ocean, these topics are (i) better
understanding of the role of absorption by dissolved
inorganics in the UV (FWD RT studies); (ii) better
understanding of variability in backscattering shape of
VSF (FWD and INV RT studies); (iii) developing
particulate models that combine non-sphericity and
inhomogeneity (FWD and INV RT studies); (iv) accounting
for temperature and salinity dependence of Raman
scattering and emission (FWD RT studies).
• For ocean surface reflection, outstanding topics are (i)

impact of anisotropic surface roughness on the reflection
of diffuse skylight (FWD RT studies); (ii) polarization
properties of whitecaps in the UV-SWIR (FWD RT studies).
• For RT of light in the atmosphere, more research is needed

on (i) retrieving multiple aerosol species that within a
given size mode co-exist as external or internal mixtures
(INV RT studies); (ii) characterizing aerosol properties in
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the UV (INV RT studies); (iii) retrieving aerosol vertical
distribution from UV polarimetry (INV RT studies).
• For UV remote sensing of AOS, attention should be

given to (i) approximations made for the coupling
of atmosphere and ocean (FWD RT studies); (ii)
accounting for simultaneous variations in absorbing
aerosols and absorbing oceanic matter (INV RT studies);
(iii) accounting for short-term variations of solar irradiance
(INV RT studies).

This list, which is not all-inclusive, should be viewed within
the context of advancement of accuracies in FWD and INV
RT modeling for ensuring the fidelity to nature and/or meeting
the radiometric (NASA, 2018a) and polarimetric (NASA, 2018b)
measurement targets and products for PACE. Development
of new technologies with subsequent experimentation will be
required to address many of these gaps. Note that PACE data
and products will serve many communities, and that these
communities participate in research of interdisciplinary fields.
Hence it is not possible to assign an order of importance to the
above-mentioned topics. Furthermore, both numerical accuracy
and efficiency are major concerns for making advances in INV
RT modeling. Depending on the information content contained
in an instrument with specific combinations of spectral,
angular and polarimetric measurements and uncertainties,
one often needs to makes trade-offs between accuracy and
efficiency by considering approximation. So the development
of retrieval oriented RT modeling approaches is another
task for ocean color remote sensing and should be done
in the next stage.

Overall, we conclude that RT modeling of multi-spectral
polarized light in atmosphere-ocean systems has made
significant forward progress during the tenure of the first
PACE Science Team. While there are facets that will require
further development to meet the capabilities required of the
PACE and other missions, and to push ocean and atmospheric
science forward, we are confident that the new results presented
here will help both the atmosphere and ocean color communities
make progress to meet these challenges. In addition, we strongly
encourage these communities to view their challenges as a
coupled problem, affecting both ocean and atmosphere that
can only be met by working together. Thus, coupled science
and effort must go hand-in-hand with improved coupled RT
modeling. This is an essential step toward approaching the focus
questions that are posed in the Aerosol-Ocean Interactions
science traceability matrix (STM) for Aerosols, Cloud and
Ecosystem (ACE) (Behrenfeld and Meskhidze, 2017), and
solving some of the most pressing problems threatening the
sustainability of our planet.
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Spectroradiometric satellite observations of the ocean are commonly referred to as

“ocean color” remote sensing. NASA has continuously collected, processed, and

distributed ocean color datasets since the launch of the Sea-viewing Wide-field-of-view

Sensor (SeaWiFS) in 1997. While numerous ocean color algorithms have been developed

in the past two decades that derive geophysical data products from sensor-observed

radiometry, few papers have clearly demonstrated how to estimate measurement

uncertainty in derived data products. As the uptake of ocean color data products

continues to grow with the launch of new and advanced sensors, it is critical that

pixel-by-pixel data product uncertainties are estimated during routine data processing.

Knowledge of uncertainties can be used when studying long-term climate records, or

to assist in the development and performance appraisal of bio-optical algorithms. In this

methods paper we provide a comprehensive overview of how to formulate first-order

first-moment (FOFM) calculus for propagating radiometric uncertainties through a

selection of bio-optical models. We demonstrate FOFM uncertainty formulations for the

following NASA ocean color data products: chlorophyll-a pigment concentration (Chl),

the diffuse attenuation coefficient at 490 nm (Kd,490), particulate organic carbon (POC),

normalized fluorescent line height (nflh), and inherent optical properties (IOPs). Using

a quality-controlled in situ hyperspectral remote sensing reflectance (Rrs,i) dataset, we

show how computationally inexpensive, yet algebraically complex, FOFM calculations

may be evaluated for correctness using the more computationally expensive Monte

Carlo approach. We compare bio-optical product uncertainties derived using our test

Rrs dataset assuming spectrally-flat, uncorrelated relative uncertainties of 1, 5, and 10%.

We also consider spectrally dependent, uncorrelated relative uncertainties in Rrs. The

importance of considering spectral covariances in Rrs, where practicable, in the FOFM

methodology is highlighted with an example SeaWiFS image. We also present a brief

case study of two POC algorithms to illustrate how FOFM formulations may be used

to construct measurement uncertainty budgets for ecologically-relevant data products.

Such knowledge, even if rudimentary, may provide useful information to end-users when

selecting data products or when developing their own algorithms.

Keywords: ocean color, remote sensing, bio-optics, uncertainties, oceanography, radiometry, biogeochemistry
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INTRODUCTION

NASA has continually collected, processed, archived, and
distributed global ocean color data since the launch of the Sea-
viewing Wide Field-of-View Sensor (SeaWiFS) in 1997. This
two decades-long multi-sensor data climatology continues to
provide unprecedented synoptic-scale insight into near-surface
oceanographic processes. Some of the satellite-derived variables,
such as chlorophyll-a pigment concentration Chl (mg m−3), are
considered as Essential Climate Variables (ECV) and are widely
used by the oceanographic community to study phytoplankton
ecology, marine biogeochemistry, and ecosystem responses to
climate change (IOCCG, 2008; McClain, 2009; Franz et al., 2017).

Following formal definitions outlined in the Guide to
Uncertainty in Measurement (JCGM, 2008), we can outline
the objective of ocean color remote sensing as, to measure
oceanographic quantities or measurands. We note that the
measurement procedure involves a number of mathematical
steps and assumptions that derive the measurand from sensor-
observed top-of-atmosphere radiances. Thus, a derived ocean
color data product is a result of measurement and should
always be treated as an estimate of the measurand which has
inherent uncertainty.

Quantifying uncertainty in derived ocean color data products
(i.e., measurands) is highly valuable, allowing end-users to: assess
if datasets are fit-for-purpose, assess if observed temporal change
is greater than uncertainty, assimilate uncertainties into climate
models, and assess consistency among sensors (Maritorena et al.,
2010; Gould et al., 2014). Additionally, a thorough understanding
of uncertainty sources within a model may help guide the
decisions of scientists when developing new satellite algorithms.

Themeasurement uncertainty (umeasurement), in an ocean color
data product, y, can be expressed as the following:

umeasurement(y) =
√

u2
data

(y)+ u2
model

(y), (1)

where umodel(y) represents uncertainties in y due to inherent
inaccuracies/limitations in the algorithm (e.g., model
coefficients), and udata(y) represents uncertainties in y due
to uncertainties in sensor-observed radiometry (data). In
this paper we focus on udata(y), that is, the propagation of
radiometric uncertainties through bio-optical algorithms. For
brevity, we shorten udata(y) to u(y) throughout this paper unless
otherwise stated.

For the ocean color community, much of our understanding
of measurement uncertainty in derived data products is sourced
from validation exercises using in situ datasets (Bailey and
Werdell, 2006; Antoine et al., 2008; Melin, 2010; Mélin et al.,
2016) or from Monte Carlo-type simulations (Wang et al.,
2005). We note that advanced statistical methodologies have
also emerged for predicting uncertainties in derived ocean color
products (Moore et al., 2009; Salama et al., 2009; Jay et al.,
2018). While validation studies remain critical for appraising
the absolute skill of an ocean color algorithm, such datasets
themselves have their own measurement uncertainty associated
with in situ observations (including uncertainties associated with
subpixel temporal/spatial/environmental variability). Monte

Carlo-type analyses are particularly useful for understanding
measurement uncertainty, however, these approaches can be
computationally expensive and are impracticable to implement
within pixel-by-pixel ocean color processing.

More recently, analytical first-order first moment (FOFM)
methods have been proposed that can directly propagate
radiometric uncertainty through an ocean color algorithm to
estimate derived data product uncertainty (Neukermans et al.,
2009; Salama et al., 2009, 2011; Lee et al., 2010; Maritorena et al.,
2010; Lamquin et al., 2013; Qi et al., 2017). These approaches
are based on the law of propagation of uncertainty according
to JCGM (2008). A FOFM methodology benefits from being
computationally efficient, thereby allowing it to be implemented
in pixel-by-pixel ocean color data processing software (Lamquin
et al., 2013). In addition, FOFM calculations can be used to
estimate the relative contribution of individual sources to total
measurement uncertainty.

Work presented here is the first comprehensive examination
of methods that can be used to estimate uncertainties in
NASA’s standard bio-optical data products. In this study we
aim to demonstrate the feasibility of using a FOFM uncertainty
framework to approximate ocean color data uncertainty in
derived data products. The FOFM method, which itself is an
analytical approximation, is first appraised by comparing FOFM-
derived uncertainties with Monte Carlo-derived uncertainties.
We demonstrate how this approach can be used as a method
to check the correctness of FOFM calculations. Second, using
FOFM propagation theory, we estimate uncertainty in derived
ocean color products given spectrally-flat, uncorrelated relative
uncertainties of 1, 5, and 10% in spectral remote-sensing
reflectances, Rrs,i (sr

−1). We also consider spectrally-dependent,
uncorrelated relative uncertainties in Rrs,i published by Hu
et al. (2013). Third, we consider how inclusion of covariances
affect uncertainty estimates. A sample SeaWiFS scene of the
Hawaiian Islands is used in this case study. Finally, we
demonstrate how the FOFM approach may be used to estimate
measurement uncertainty budgets. In our case study we consider
two algorithms for estimating particulate organic carbon (POC;
mg m−3), a key metric used to understand oceanic biomass and
the carbon cycle.

In this work, we utilize a high quality in situ hyperspectral Rrs,i
dataset that can be spectrally subsampled to match the spectral
characteristics of most existing and future ocean color sensors.
This includes NASA’s Plankton, Aerosol, Cloud, ocean Ecosystem
(PACE) mission that is currently under development and will
carry the first dedicated hyperspectral ocean color sensor.

DATA AND METHODS

Bio-optical Algorithms and Data Products
The NASA Ocean Biology Data Archive and Active Distribution
Center (OB.DAAC) distribute a number of derived marine
data products in two separate data suites: (i) the standard
ocean color (OC) data product suite and, (ii) the inherent
optical properties (IOP) product suite. The OC suite comprises
established (legacy) ocean color data products that were
developed during the SeaWiFS (1997–2010) and Moderate
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TABLE 1 | Bio-optical ocean color data products.

Product name Product suite Symbol Units References

Chlorophyll-a pigment concentration* OC Chl mg m−3 O’Reilly et al., 1998; Hu et al., 2012b

Chlorophyll-a derived from band ratio – ChlBR mg m−3 O’Reilly et al., 1998

Chlorophyll-a derived from line height – ChlLH mg m−3 Hu et al., 2012b

Diffuse attenuation coefficient at 490 nm OC Kd ,490 m−1 Mueller, 2000

Particulate organic carbon OC POC mg m−3 Stramski et al., 2008a

Normalized fluorescent line height OC nflh mW cm−2
µm−1 sr−1 Behrenfeld et al., 2009

Absorption coefficient of total non-water components 443 nm IOP anw,443 m−1 Werdell et al., 2013

Absorption coefficient of phytoplankton at 443 nm IOP aφ,443 m−1 Werdell et al., 2013

Absorption coefficient of colored dissolved and detrital matter at 443 nm IOP adg,443 m−1 Werdell et al., 2013

Particulate backscattering coefficient at 443 nm IOP bbp,443 m−1 Werdell et al., 2013

*Note that NASA’s standard Chl product is a dynamic blend of ChlBR and ChlLH.

Resolution Imaging Spectroradiometer aboard Aqua (MODISA
2002–present) missions. The IOP suite comprises spectral
component absorption and backscattering coefficients derived
using the default configuration of the Generalized Inherent
Optical Properties (GIOP) algorithm framework (Werdell et al.,
2013). A selection of the OC suite and IOP suite products
were used in this study (Table 1). More comprehensive detail
of the bio-optical algorithms used to derive these data products
and their associated uncertainties are given in Appendices A–E
(Supplementary Material). We note that in this study the GIOP
used a spectral subset of our Rrs evaluation dataset (described in
section Evaluation Rrs Dataset) spanning 412–655 nm.

Modeling Bio-Optical Data
Product Uncertainty
In this study we used the analytical law of propagation of
uncertainty (JCGM, 2008) to propagate radiometric uncertainties
through models used to derive bio-optical quantities. We follow
the notation conventions outlined by JCGM (2008) where the
uncertainty of a measured quantity, y, is denoted as u(y) and is
the positive square root of the variance, u2(y). We note that y
is derived from a model, f, of N input quantities, xi. Following
(JCGM, 2008), for uncorrelated input quantities, u2(y) can be
calculated as:

u2(y) =
N
∑

i=1

(

∂f

∂xi

)2

u2(xi) (2)

where, u(xi) is the 1-σ uncertainty in the input quantity xi.
For our notation of spectral properties used in ocean color
remote sensing, subscripts i correspond to wavelength. In this
study, partial derivatives of target parameters were calculated
analytically, however, these could also be computed numerically.
For the situation where uncertainties of input quantities are
correlated, Equation 2 is extended to:

u2(y) =
N
∑

i=1

(

∂f

∂xi

)2

u2(xi)+ 2

N−1
∑

i=1

N
∑

j=i+1

∂f

xi

∂f

xj
u(xi, xj) (3)

where u(xi, xj)= u(xj, xi) denotes the estimated error covariance
associated with the quantities xi and xj. Comprehensive details
of partial derivative calculations for each bio-optical algorithm in
Table 1 are given in Appendices A–E (Supplementary Material).

Monte Carlo (MC) methods are routinely used to perform
sensitivity analyses as well as quantify model output uncertainties
(Refsgaard et al., 2007). In this study, we have utilized a
MC approach to appraise FOFM calculations. As the partial
derivative calculus within FOFM uncertainty estimates can be
complex, we have used MC-to-FOFM comparisons as a means
of checking calculations.

The MC estimates of uncertainties in this study were
computed as follows:

(i) A given bio-optical model, f, that derives an output y,
that is considered a function of n spectral remote sensing
reflectance bands, Rrs,i, is run 5,000 times.

(ii) Upon each iteration, each Rrs,i is perturbed by a factor 1r,i
which is randomly sampled from a Gaussian distribution
1r,i ∼N(0,u(Rrs,i)), in which the mean is zero and the
standard deviation, u(Rrs,i), is known or assumed. No
spectral correlations are assumed.

(iii) The MC simulation then generates a probability density
function (PDF) for y. From the PDF, the mean value, ŷ and
the standard deviation, σy, can be computed.

We note that the MC method captures non-linear effects and
thus we cannot always expect direct agreement between σ 2

y

and FOFM-derived u2(y). Indeed, even if a bio-optical model
contains weak non-linearities and MCmodel input uncertainties
are normally distributed, the number of MC iterations still needs
to be suitably large for σ 2

y to agree with u2(y).

Evaluation Rrs Dataset
To evaluate our FOFM uncertainty method, we used a
dataset of high quality hyperspectral Rrs,i spectra (N = 1124).
Hyperspectral radiometric measurements were collected in situ
during three different expeditions, representing a range of
oligotrophic to mesotrophic waters: the SABOR experiment
in the Gulf of Maine/North Atlantic/Mid-Atlantic coast (July–
August 2014); AE1319 in the North Atlantic and Labrador
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Sea (August–September 2013); and NH1418 in the Equatorial
Pacific (September–October 2014). A HyperOCR system (Sea-
Bird Scientific) deployed on a tethered profiler in “buoy mode”
was used to collect upwelling radiance, Lu,i (W m−2

µm−1

sr−1), and downwelling irradiance, Ed,i (W m−2), spectra during
deployments lasting ∼5min. During sample collection, the
instrument was allowed to drift far enough from the boat to avoid
the ship’s shadow.

The spectra were dark and tilt-corrected, and the upper and
lower 25th percentile of the Ed,i spectra were removed from both
Ed,i and Lu,i. The mean of the remaining spectra was used in
subsequent analysis, providing one spectrum per deployment,
and with uncertainties calculated as the standard deviation of
the same spectra used to calculate the mean (N.B. uncertainties
here represent only the experimental portion of the uncertainties,
and calibration bias has not been accounted for). The Lu,i
measurements were extrapolated to and across the air-water
interface to obtain the water-leaving radiance, Lw,i (Wm−2 sr−1),
which were then used to calculate remote-sensing reflectance
(Rrs,i), defined as:

Rrs,i =
Lw,i

Ed,i
(4)

The spectra were additionally corrected for Raman scattering
following methods in Westberry et al. (2013), which was
necessary to compensate for the scattering that water molecules
themselves can contribute to Lw,i, especially at the blue
wavelengths in very clear waters (McKinna et al., 2016). Finally,
the Rrs spectra were normalized to remove the angular effect of
the sun position in the sky relative to nadir, following methods
in Lee et al. (2011). For a more detailed description of the Rrs,i
calculations and processing, see Data and Methods section in
Chase et al. (2017). All hyperspectral Rrs,i used in this study are
shown in Figure 1.

Finally, each hyperspectral Rrs spectrum was spectrally sub-
sampled. The resulting multiband Rrs,i dataset had sixteen 10
nm-wide spectral bands centered on: 412, 425, 443, 460, 475, 490,

FIGURE 1 | Hyperspectral remote-sensing reflectances (N = 1124) used in

this study.

510, 532, 555, 583, 617, 640, 655, 665, 678, and 710 nm. This
multispectral subset spanned the visible domain and included
bands from both past and present NASA sensors (e.g., SeaWiFS
and MODIS).

Radiometric Uncertainties
Spectrally Flat Rrs Uncertainties
For NASA ocean color bio-optical algorithms, model input
quantities are typically remote sensing reflectances, Rrs,i (sr

−1),
which are derived from measured top-of-atmosphere radiances,
Lt,i (W m−2

µm−1 sr−1), via atmospheric correction (AC)
algorithms. Historically, a desirable science requirements for
NASA ocean color missions has been Rrs,i with relative
uncertainty of 5% (spectrally flat) or less (Hooker et al., 1992;
Hooker and McClain, 2000; McClain et al., 2004; PACE Science
Definition Team, 2018). Whilst not directly representative of a
true sensor (see section Spectrally-Dependent Rrs Uncertainties),
treating relative uncertainties in Rrs,i as spectrally flat is still
useful under circumstances where detailed knowledge of sensor
performance characteristics is limited, such as during pre-launch
scoping studies, to provide rudimentary uncertainty estimates.
In this study we first consider 5% relative uncertainty in Rrs,i
to compare FOFM-to-MC calculations. We next use the FOFM
method consider how spectrally flat relative uncertainties in Rrs
of 1, 5, and 10% impact estimated OC and IOP uncertainties.
Note, we treat spectrally flat relative uncertainties in Rrs of 1, 5,
and 10% as spectrally uncorrelated.

Spectrally-Dependent Rrs Uncertainties
We note that on-orbit uncertainties in Lt,i and Rrs,i have
previously been quantified for NASA’s SeaWiFS and MODISA
missions (Eplee et al., 2007; Hu et al., 2012a, 2013; Angal et al.,
2015). Whilst historically 5% has been the desired accuracy goal
for Rrs in the blue-green spectral range, work by Hu et al.
(2013) reported that relative uncertainties of Rrs,i for SeaWiFS
and MODISA increase monotonically with wavelength, and that
Rrs,i relative uncertainty also varies as a function of Chl, or
water-column optical complexity. To extend this study beyond
spectrally flat relative uncertainties, we utilized the relative
uncertainties for MODISA Rrs,i estimated for the North Atlantic
Ocean (see Table 2 of Hu et al., 2013). To estimate relative
uncertainty for a given Rrs,i spectra, we followed three steps: (i)
linearly interpolate tabulated relative uncertainties to match the
spectral resolution of our in situ Rrs,i dataset, (ii) estimate Chl
concentration using NASA’s standard OC algorithm, and (iii)
linearly interpolate the spectrally tabulated relative uncertainties
to estimate relative uncertainty for observed Rrs,i based on
the respective Chl concentration. Note, where estimated Chl
exceeded 0.2mg m−3 [beyond values reported by Hu et al.
(2013)] we linearly extrapolated tabulated relative uncertainties.
Figure 2 shows the spectral relative uncertainties in Rrs,i [sensu
Hu et al. (2013)] used in this study and how they vary
with Chl concentration. Note, spectrally-dependent relative
uncertainties in Rrs computed as a function of Chl were treated
as spectrally uncorrelated.
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FIGURE 2 | Relative uncertainties of Rrs varying with Chl concentration.

Original data taken from Hu et al. (2013) and interpolated to the multispectral

resolution used in this study.

Spectrally-Correlated Rrs Uncertainties
Our initial analyses treated Rrs spectral uncertainties as
uncorrelated, which in practice is an oversimplification. Indeed,
AC algorithms utilize near-infrared bands to make assumptions
about the contribution of atmospheric aerosols to Lt (Gordon
and Wang, 1994; Bailey et al., 2010). Thus, Rrs,i uncertainties
are inherently spectrally correlated. While much work has been
done to characterize radiometric uncertainties of NASA sensors
used for ocean color (Eplee et al., 2007; Hu et al., 2012a, 2013),
few studies have quantified off-diagonal elements of the variance-
covariance matrices for top-of-atmosphere radiance, VLt , and
remote sensing reflectances, VRrs, respectively. We note that
while beyond the scope of this work, parallel efforts are underway
by the research community to derive pixel-by-pixel estimates of
u(Rrs,i) by propagating radiometric uncertainties through ocean
color atmospheric correction algorithms (Gillis et al., 2018).

Recently, Lamquin et al. (2013) demonstrated a methodology
to estimate VLt for MERIS data and propagate these through
ESA’s clear water branch AC algorithm and into bio-optical data
products. Critically, Lamquin et al. (2013) demonstrated that
ignoring covariances can lead to overestimated data product
uncertainties. In this study, using a similar methodology to
Lamquin et al. (2013), we estimate VLt for SeaWiFS and
then using a numerical approximation estimate VRrs. A full
description of this method can be found in Appendix F
(Supplementary Material). We note that while our estimates
of VRrs are somewhat rudimentary, they are still useful for
demonstrating the importance of including covariance terms in
FOFM-based uncertainty estimates.

Satellite Data Processing
A SeaWiFS image of Hawaii captured on 1 December 2000
was used to demonstrate the FOFM methodology when

applied to ocean color imagery. SeaWiFS Level-1 data was
downloaded from NASA’s Ocean Biology Distributed Active
Archive Center (NASA OB.DAAC) Level 1 and 2 Browser
website (https://oceancolor.gsfc.nasa.gov/)1. Data were then
processed from Level 1 to Level 2 using NASA Ocean
Color Science Software (OCSSW). These processing steps
include radiometric calibration, geolocation, and atmospheric
correction. A prototype version of OCSSW code was used
to compute u(Chl) using FOFM methodology where u(Rrs,i)
was estimated using an empirical methodology described in
Appendix F (Supplementary Material).

RESULTS

Appraisal of Methodology
The MC methodology, while computationally expensive, was
expected to give robust estimates of measurand uncertainties.
Thus, MC outputs provided a benchmark to which the FOFM
uncertainty estimates could be compared with for correctness.
Direct calculations of FOFM uncertainties, u(y), were compared
with MC output uncertainties, σy. To compare MC and FOFM
calculations we used 5% spectrally flat relative uncertainty in Rrs
and computed the following comparison statistics: bias and Type
II linear regression slope. When computing these statistics for
the purpose of FOFM-to-MC comparisons, we assume that MC-
estimated uncertainties were quasi-truth. We note that variables
were log-transformed for these calculations following Seegers
et al. (2018). Bias was computed as:

bias = 10∧

{

N
∑

k=1

log10(MCk)− log10(FOFMk)

N

}

, (5)

where N = 1124 is the number of input spectra. Given that
bias was computed using log-transformed variables, it becomes
interpretable as multiplicative metrics (Seegers et al., 2018). We
note that our bias calculations assume estimated OC and IOP
uncertainties follow log-normal distributions; a property that is
demonstrated later in the paper (e.g., Figures 4, 5).

The MC and FOFM estimation of derived product
uncertainties were in good agreement for the following OC
products: Kd,490, POC, and nflh. This was indicated by slope
and bias and statistics (Table 2) having values of, or near to, 1.0.
However, regression statistics indicated Chl uncertainties derived
using the FOFM method did not completely agree with the
MC method (Table 2). To assess this discrepancy more closely,
uncertainties in each component of the Chl algorithm were
inspected, namely the band ratio (BR), line height (LH), and
blended components. Regression statistics indicated that FOFM
estimates of Chlblend product uncertainties did not agree well
with MC values and were typically biased low by 27%, visualized
further by the color-coded scatter plot in Figure 3A.

Derived uncertainties for IOP products generally agreed with
MC simulations. Specifically, Table 2 shows FOFM estimates of

1NASAGoddard Space Flight Center, Ocean Ecology Laboratory, &Ocean Biology

Processing Group. Sea-viewing Wide Field-of-view Sensor (SeaWiFS) L1 Data

(data/10.5067/ORBVIEW-2/SEAWIFS/L1/DATA/1).

Frontiers in Earth Science | www.frontiersin.org 5 July 2019 | Volume 7 | Article 176115

https://oceancolor.gsfc.nasa.gov/
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


McKinna et al. Uncertainties in Ocean Color

uncertainties with respect to MC estimates for anw,443, aφ,443,
adg,443, and bbp,443 were biased low by 1%, low by 2%, low by 2%
and, high by 2%, respectively. Slight disagreement between MC
and FOFM estimates of u(bbp,443) can be visualized in Figure 3

when u(bbp,443) > 2.0 × 10−3 m−1. In addition, MC and FOFM
estimates of u(aφ,443) showed slight disagreement when u(aφ,443)
> 1.0× 10−2 m−1.

TABLE 2 | Log-normal statistics comparing Monte Carlo (MC) and first-order

first-moment (FOFM) uncertainty calculations for Rrs with spectrally flat,

uncorrelated 5% relative uncertainty.

Derived product uncertainty

Product Bias Slope

Chl (all) 0.95 0.96

ChlBR 1.00 1.00

ChlLH 0.99 1.00

Chlblended* 0.73 0.72

Kd,490 0.99 1.00

POC 0.99 1.00

nflh 0.99 1.00

anw,443 0.99 1.00

aφ,443 0.98 1.00

adg,443 0.98 1.00

bbp,443 0.99 0.98

*Blended LH and BR Chl product span 0.134–0.165 mg m-3.

These results demonstrate that while FOFM uncertainty
calculations are computationally inexpensive, they serve as
approximations only, especially in the case of Chl. Indeed, while
FOFM-derived uncertainties can be expected to agree with MC-
derived values for simple functions that vary linearly, it may not
be unusual for FOFM-derived uncertainties to differ from MC-
derived values; particularly when analyzing complicated non-
linear problems (Putko et al., 2001; Mekid and Vaja, 2008).
For example, with the IOPs we found slight differences in the
order of 1% between MC and FOFM uncertainty estimates.
For such mathematical functions, higher order methods such
as Second Order First Moment (SOFM) methods may be
useful, however, the added mathematical complexity may
be prohibitive.

Uncertainties Estimated From in situ

Radiometric Data
OC Product Uncertainties
Using the multispectral Rrs evaluation dataset, uncertainties in
derived OC products associated with 5% spectrally-flat relative,
uncorrelated uncertainty in Rrs were computed. Figure 4 shows
histograms of derived OC products, absolute uncertainties, and
relative uncertainties. MC computations are summarized in
Table 3, while FOFM computations are provided for comparative
purposes in Table 4.

The range of derived Chl confirmed that the dataset spans
oligotrophic (0.04mg m−3) to mesotrophic conditions (1.28mg
m−3) with a median value of 0.11mg m−3. Values of u(Chl)
span four orders of magnitude and have median values of 7.00

FIGURE 3 | Scatter plot comparisons of data product uncertainties estimated from FOFM with those estimated from Monte Carlo (MC) simulations. (A–D) OC

products Chl, Kd,490, POC, and nflh, respectively. Note that the scatter plot of Chl uncertainty is color coded with respect to the method use to derive the output

product (line height: purple, band ratio: green, blended: yellow). (E–H) IOP products anw,443, aφ,443, adg,443, and bbp,443, respectively.
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FIGURE 4 | (A–D) Histograms of derived Chl, Kd,490, POC, and nflh, respectively. (E–H) Histograms of FOFM-estimated uncertainties in derived Chl, Kd,490, POC,

and nflh, respectively computed using 5% spectrally flat, uncorrelated uncertainty in input Rrs. (I–L) Histograms of FOFM-estimated relative uncertainties in derived

Chl, Kd,490, POC, and nflh, respectively. Note: FOFM-estimates of POC relative uncertainties in this example were invariant. Dashed curves represent MC results,

solid blue bars represent FOFM results.

× 10−3 and 6.70 × 10−3 mg m−3 for the MC and FOFM
methods, respectively. The relative uncertainties for Chl span a
single order of magnitude and have median values of 9.74 and

9.67% for the MC and FOFM methods, respectively. Although
the histogram of derived Chl in Figure 4 appears log-normally
distributed, two distinct peaks are present; a low peak (ranging
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TABLE 3 | OC products and associated uncertainties derived via MC method with 5%, uncorrelated relative uncertainty in Rrs.

Derived value Absolute uncertainty Relative uncertainty (%)

Product Range Median Range Median Range Median

Chl (mg m−3 ) 3.96 × 10−2−1.27 0.110 2.56 × 10−5-0.231 7.00 × 10−3 1.73–18.2 9.74

Kd,490 (m−1) 2.01 × 10−2−0.131 2.91 x10−2 1.19 × 10−3−1.36 × 10−2 2.68 × 10−3 5.92–10.5 8.94

POC (mg m−3) 18.8–203.4 33.1 1.37–14.6 2.44 7.11–7.60 7.37

nflh (mW cm−2
µm−1 sr−1) 5.25 × 10−6−2.74 × 10−2 2.20 × 10−3 3.18 × 10−4-4.47 × 10−3 9.86 × 10−4 14.8–1.7 × 104 41.9

TABLE 4 | OC products and associated uncertainties derived via FOFM method with 5%, uncorrelated relative uncertainty in Rrs.

Derived value Absolute uncertainty Relative uncertainty (%)

Product Range Median Range Median Range Median

Chl (mg m−3 ) 3.96 × 10−2−1.28 0.110 3.89 × 10−5-0.230 6.70 × 10−3 0.26–18.7 9.67

Kd,490 (m−1) 2.01 × 10−2−0.131 2.91 × 10−2 1.18 × 10−3−1.33 × 10−2 2.68 × 10−3 5.86–10.2 8.91

POC (mg m−3) 18.8–203.4 33.1 1.37–14.9 2.42 7.31* 7.31

nflh (mW cm−2
µm−1 sr−1) 2.05 × 10−6−2.73 × 10−2 2.19E × 10−3 3.21 × 10−4−4.43 × 10−3 9.87 × 10−4 15.1–3.24 × 104 42.1

*Relative uncertainties in POC computed using FOFM method were constant over the dynamic range.

from 0 to 0.5mgm−3) and a high peak (centered on 1.1mgm−3).
Since bio-optical properties are log-normally distributed in the
ocean (Campbell, 1995), the peaks observed in the distributions
of derived bio-optical variables are probably due to the limited
size of the hyperspectral Rrs dataset (N = 1124), that does not
uniformly span the entire range of oceanic conditions (see Figure
1A in Chase et al., 2017).

The range of derived Kd,490 spans an order of magnitude
with a median value of 0.0291 m−1. The values of u(Kd,490)
also span an order of magnitude with median values of 2.68 ×
10−3 m−1 for both MC and FOFM calculations. The relative
uncertainties for Kd,490 span a single order of magnitude and
have a median value of 8.94 and 8.91% for MC and FOFM
calculations, respectively. The range of derived POC spans two
orders of magnitude with a median value of 33.1mg m−3.
The values of u(POC) span an order of magnitude and
have median values of 2.44 and 2.42mg m−3 for MC and
FOFM calculations, respectively. The relative uncertainties in
POC have a value of 7.37 and 7.31% for MC and FOFM
calculations, respectively. We note that the relative uncertainty
in POC as computed by FOFM method exhibits no spread. For
uncorrelated, spectrally flat relative uncertainties, u(POC)/POC
is a function of u(Rrs,443)/Rrs,443 and u(Rrs,555)/Rrs,555. Thus,
when u(Rrs,443)/Rrs,443 and u(Rrs,555)/Rrs,555 are fixed (e.g., at 5%),
u(POC)/POC is fixed. In practice, this will not always hold true,
particularly when relative uncertainties in Rrs are variable and
spectrally dependent. We note that in Figure 4 the MC-derived
relative uncertainties for POC are normally distributed over a
narrow range centered on 7.37%.

The range of nflh spans three orders of magnitude with an
MC-estimated median value of 2.20 × 10−3 mW cm−2

µm−1

sr−1. We note that direct calculations of nflh resulted in a median
value of 2.19× 10−3 mW cm−2

µm−1 sr−1. The values of u(nflh)
span an order of magnitude with median values of 9.86 × 10−4

and 9.87 × 10−4 mW cm−2
µm−1 sr−1 for MC and FOFM

calculations, respectively. The median relative uncertainty in nflh

was 41.9 and 42.1% for MC and FOFM calculations, respectively
(Figure 4). We note that the range of relative errors for nflh is
very large (for MC calculations: 14.8–1.7 × 104%), and these
should be interpreted with a caution. Low values of nflh, in the
order of 1 × 10−6 mW cm−2

µm−1 sr−1, were derived from
the evaluation dataset which in most likelihood would be beyond
the detection limit of existing ocean color sensors. Further, while
the absolute uncertainties associated with these low nflh values
may also be small in magnitude, they can still manifest as large
relative uncertainties.

IOP Product Uncertainties
Using the radiometric evaluation dataset, uncertainties in
derived IOP products associated with 5% relative, uncorrelated
uncertainty in Rrs,i were computed following the methodology
in Appendix E (Supplementary Material). Figure 5 shows
histograms of derived IOP products, absolute uncertainties, and
relative uncertainties. MC computations are summarized in
Table 5 while FOFM computations are provided for comparative
purposes in Table 6.

The range of derived anw,443 spans two orders of magnitude
with a median value of 0.0185 m−1. Values of u(anw,443) span
an order of magnitude with median values of 2.31 × 10−3 and
2.26 × 10−3 m−1 for MC and FOFM methods, respectively. The
median relative uncertainty in anw,443 spans a single order of
magnitude and has median values of 12.6 and 12.2% for MC
and FOFM methods, respectively. The range of aφ,443, adg,443,
and bbp,443 all span a single order of magnitude with median

values of 9.6 × 10−3, 8.71 × 10−3, and 1.08 × 10−3 m−1,
respectively. Absolute uncertainties in IOPs all span two orders
of magnitude apart from u(aφ,443) which spanned a single order
of magnitude. Highest relative uncertainties of all GIOP-derived
products are for aφ,443 (∼20%), whereas anw,440, adg,440, and
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TABLE 5 | IOP products and associated uncertainties derived using MC method with 5%, uncorrelated relative uncertainty in Rrs.

Derived value Absolute uncertainty Relative uncertainty (%)

Product Range Median Range Median Range Median

anw (443) (m
−1) 9.40 × 10−3−0.127 0.0185 1.79 × 10−3−1.13x10−2 2.31 × 10−3 8.16–19.4 12.6

aφ (443) (m
−1) 5.80 × 10−3−9.43 x10−2 9.60 × 10−3 1.63 × 10−3−9.68 × 10−3 2.04 × 10−3 10.0–29.2 21.4

adg(443) (m
−1) 3.50 × 10−3−3.72 x10−2 8.71 × 10−3 6.66 × 10−4−5.90 × 10−3 1.07 × 10−3 7.92–19.9 14.5

bbp(443) (m
−1) 4.18 × 10−4−4.00 × 10−3 1.08 × 10−3 8.98 × 10−5−2.25E × 10−4 1.34 × 10−4 5.57–34.1 13.8

TABLE 6 | IOP products and associated uncertainties derived using FOFM method with 5%, uncorrelated relative uncertainty in Rrs.

Derived value Absolute uncertainty Relative uncertainty (%)

Product Range Median Range Median Range Median

anw,443 (m−1) 9.42 × 10−3−0.127 0.0185 1.79 × 10−3-1.03 × 10−2 2.26 × 10−3 8.12–19.1 12.2

aφ,443 (m−1) 5.86 × 10−3−9.45 × 10−2 9.63E-3 1.64 × 10−4−8.73 × 10−3 2.00 × 10−3 9.02–28.6 20.8

adg,443 (m−1) 3.51 × 10−3−3.70 × 10−2 8.73E-3 6.51 × 10−4−5.63 × 10−3 1.05 × 10−3 7.93–18.9 14.1

bbp,443 (m−1) 4.16 × 10−4−4.01x10−3 1.00E-3 9.00 × 10−5−2.11 × 10−4 1.33 × 10−4 5.25–34.1 13.9

bbp,440 have relative uncertainties of similar magnitude that are
all <15%.

Summary of MC and FOFM Comparisons
FOFM and MC estimates of OC and IOP uncertainties were
generally in good agreement. This provides confidence that
our FOFM analytical formulations were correct. However,
FOFM-to-MC comparisons of Chl and IOP uncertainties, whilst
similar in magnitude, exhibited a degree of scatter around
the one-to-one line. We expect that these differences may be
due to the MC method’s ability to handle non-linearity and
discontinuities in the models more robustly than the FOFM
approach. For example, the Chl model has several complex
features such: switching between ChlBR and ChlLH , the ChlBR
model’s selection of maximum band ratios, and the blending
of ChlBR and ChlLH , which may not be fully captured by the
FOFMmethod.

We thus found FOFM-to-MC comparisons to be useful as a
“quick acceptability checking” of FOFM calculations. In practice,
however, one should not always assume the two methods will
closely agree as the MC model may handle non-linearities and
discontinuities more robustly than the FOFM method. The
FOFM and MC calculations also indicate that for normally
distributed radiometric input uncertainties, the estimated output
uncertainties for OC and IOP were log-normally distributed (as
per Figures 4, 5). Such highly dynamic and variable nature of
uncertainties in ocean color data products highlights the need
for these estimates to be done on a pixel-by-pixel basis, rather
than a single scene-wide estimate, further justifying the need for
simplified, computationally inexpensive approach (i.e., FOFM).

We note that our FOFM uncertainty formulation for the
GIOP currently does not consider uncertainty in spectral
shape models [i.e., u(a∗φ,i) and u(b∗

bp,i
)]. Indeed, we believe

that this may be why there were some noticeable differences

when comparing FOFM and MC methods, for example: when
u(bbp,443) > 2.00 × 10−4 m−1 (Figure 3H). In a cursory
study, we re-ran both FOFM and MC calculations with the
shape models parametrized as spectral constants (i.e., having
no uncertainties). This resulted in improved FOFM-to-MC
comparisons (results not shown) and further highlighted how
spectral shape uncertainties impact our FOFM uncertainty
estimates. As part of future work, we thus plan to extend our
current GIOP FOFM uncertainty formulation to include the
spectral shape uncertainties. Additionally, we note that u(a∗φ,i)
and u(b∗

bp,i
), computed as functions of Chl and a red-green Rrs,i

ratio, respectively, are also correlated. Thus, an improved GIOP
FOFM uncertainty formulation should also consider covariances
between spectral shape models.

GIOP Model Misfit Uncertainties
In this analysis we used our high-quality evaluation Rrs dataset to
approximate GIOP model misfit uncertainties. Our assumptions
in this exercise were: (i) the uncertainties in our Rrs dataset are
small, and (ii) the least squares residual of the optimal solution
(model misfit) are thus due to an imperfect model.

In this analysis we first computed the error-covariance
matrix, Errs, for each Rrs observation as follows: (i) employ the
Levenberg-Marquardt non-linear least squares optimization to
iteratively find an optimal solution for the free variables xφ ,
xdg , and xp which correspond to Chl concentration, adg,440, and
bbp,440, respectively (see Appendix E in Supplementary Material

for further detail). We note that in the standard implementation
of the GIOP, the cost function (Chi-squared) is unweighted. (ii)
feed the optimal set of xφ , xdg , and xp back in the forward
reflectance model to compute a best-fit spectral sub-surface
remote sensing reflectance, rmod

rs,i . (iii) calculate the spectral

residual, εrrs,i, between rmod
rs,i and sensor-observed subsurface
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FIGURE 5 | (A–D) histograms of derived anw,443, adg,443, aφ,443, and bbp,443, respectively. (E–H) histograms of FOFM-estimated uncertainties in derived anw,443,

adg,443, aφ ,443, and bbp,443, respectively, computed using 5% spectrally flat, uncorrelated uncertainty in input Rrs. (I–L) histograms of FOFM-estimated relative

uncertainties in derived anw.443, adg,443, aφ ,443, and bbp,443, respectively. Dashed curves represent MC results, solid blue bars represent FOFM results.

remote sensing reflectance. (iv) set the diagonal elements of Errs

as the square of εrrs,i.
Next, by substituting Errs for Vrrs in Equation E13 the

parameter error-covariance matrix, Ex, can be computed as:

Ex = J−1Errs(J
T)−1 (6)

Where J is the Jacobian matrix of the forward model (see
Appendix E in Supplementary Material for derivation). Finally,
the estimates of parameter uncertainties due to model misfit
were calculated as the square root of the diagonal elements of

Ex. The model-misfit uncertainties are summarized in Table 7

and compared to parameter uncertainties due to Hu spectrally-
dependent radiometric uncertainties (as per Table 6).

We found that estimated GIOP model misfit uncertainties
were 60–90% smaller than those imparted by radiometric
uncertainty. Thus, by combining the two during pixel-by-
pixel processing, it would be possible to more completely
estimate umeasurement(y) for IOPs. However, we accept that
our FOFM model-data misfit approach is approximate
only and does not consider all uncertainties in the GIOP
model formulation.
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TABLE 7 | GIOP model-misfit uncertainties estimated using the evaluation Rrs dataset.

Absolute uncertainty (m−1) Relative uncertainty (%) Difference between absolute data and

absolute model misfit uncertainties* (%)

Product Range Median Range Median Median

atw,443 (m−1) 3.88 × 10−4 −5.71 × 10−3 4.87 × 10−4 1.26–5.70 3.15 −77

aφ,443 (m−1) 3.67 × 10−4−5.25 × 10−3 4.54 × 10−4 3.02–9.09 4.68 −77

adg,443 (m−1) 1.07 × 10−4−2.26 × 10−3 1.434 × 10−4 0.81–7.48 2.86 −86

bbp,443 (m−1) 2.94 × 10−5−2.17 × 10−4 5.22 × 10−5 1.57–9.58 4.52 −61

*Differences between median absolute model uncertainties in this table and median absolute radiometric (data) uncertainties (column RU: Hu in Table 9).

Comparing Product Uncertainties Due to
Various Radiometric Input Uncertainties
In order to evaluate the impact of different Rrs uncertainty values
on derived product uncertainties, using the FOFMmethod we: (i)
propagated spectrally flat, uncorrelated Rrs relative uncertainties
of 1, 5, and 10% through OC and IOP models, and (ii)
propagated spectrally-dependent, uncorrelated u(Rrs) through
OC and IOP models by linearly interpolating/extrapolating
tabulated data published by Hu et al. (2013), referred to as “Hu
uncertainties” (see Figure 2). Summary results of this analysis
are given in Tables 8, 9. As expected, introducing spectrally
flat, uncorrelated Rrs uncertainties of lower and higher value
than the previously evaluated 5%, resulted in respectively,
lower and higher uncertainties in data products, while the
distribution of uncertainties kept the same shape as for the 5%
run (Figure 6). For the product uncertainties derived using the
“Hu Rrs uncertainties,” both the shape of the distribution and
median values changed from the 5% run (Figure 6). These results
demonstrate the importance of considering spectral dependence
in radiometric uncertainties. Notably, considering spectrally flat
5% relative uncertainties in Rrs for a data product such as
nflh, which utilizes red-end bands, may result in significant
underestimation of likely data product uncertainties.

Spectrally flat relative uncertainty in Rrs (e.g., 5% in the
blue-green region) is a commonly used accuracy goal for ocean
color missions. However, we know from on-orbit data that
sensors such as SeaWiFS and MODIS have largely not achieved
their desired accuracy goals over the full spectral range (Hu
et al., 2013), particularly at red wavelengths. In lieu of any
knowledge of a sensor’s radiometric uncertainty characteristics
(e.g., during design trade studies), one might decide to utilize
desired relative radiometric accuracy goals to approximate ocean
color data product uncertainties. However, our results have
shown spectrally flat (5%) and spectrally-dependent (Hu) relative
Rrs uncertainties lead to different estimates of OC and IOP
uncertainties. Indeed, for improved uncertainty estimates, we
recommend the use of more representative spectrally-dependent
u(Rrs)/Rrs, if known.

Application to Satellite Chlorophyll Image
The potential impact that spectrally-correlated uncertainties in
Rrs have upon ocean color data product uncertainties was
evaluated using a scene of the southern Hawaiian Islands

captured on 1 December 2000 (Figure 7). We have estimated on
a pixel-by-pixel basis the covariance matrix of remote sensing
reflectances,VRrs, as per the methodology described in Appendix
F (Supplementary Material). Estimates of u(Chl) were then
calculated both with- and without the off-diagonal terms in VRrs

to demonstrate the impact of incorporating covariance terms (if
known) when estimating uncertainties.

The sample SeaWiFS Chl image (Figure 7A) shows that the
clearest waters occurred southeast of Island of Hawaii (largest
island) with two large eddies to the west. Regions of elevated
Chl concentration are also visible along the northeast coast
of the Island of Hawaii, and also adjacent to coastal waters
of four islands (Maui, Lanai, Molokai, and Kahoolawe) to the
northwest of Hawaii. Derived Chlblend ranges from 1.83 × 10−3

to 0.498mg m−3 with a median of 0.066mg m−3. When the
off-diagonal terms in VRrs were considered, the estimated values
of u(Chl) ranged from 1.30 × 10−3 to 0.075mg m−3 with a
scene-wide median of 5.20 × 10−3 mg m−3 (Figure 7B) and
the relative uncertainties spanned 0.84–38.6% with a median of
7.89% (Figure 7C).When the off-diagonal terms inVRrs were not
considered (i.e., set to zero), estimated values of u(Chl) ranged
from 1.30 × 10−3 to 0.109mg m−3 with a scene-wide median
of 5.50 × 10−3 mg m−3 (Figure 7D) and relative uncertainties
spanning 0.85–46.1 % with a median of 8.27% (Figure 7E). Note,
these image statistics were computed with standard NASA level-2
quality control flags applied to remove the effect of: land, clouds,
sun glint, atmospheric correction failure, product failure, and
straylight contamination.

These results demonstrate how a FOFM method can be
utilized in operational processing code to estimate uncertainties
in derived bio-optical data products. The FOFM method was
straightforward to implement within l2gen code and did not add
any appreciable processing overhead. Whilst our estimation of
VRrs is rudimentary (Appendix F in Supplementary Material),
it allowed us to consider the covariance terms in the FOFM
derivation of u(Chl). Critically, we demonstrated that the
inclusion of off-diagonal covariance terms from VRrs led to
lower estimates of both u(Chl) and u(Chl)/Chl when compared
to the same calculations performed with off-diagonal elements
of VRrs set to zero; a result consistent with findings of
Lamquin et al. (2013). Additionally, this example was done
with an operational processing code, demonstrating the easiness
of implementing a FOFM method within day-to-day ocean
color processing.
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TABLE 8 | Median OC data product uncertainties computed as relative uncertainties (RU) in Rrs vary.

Median absolute uncertainties Median relative uncertainties (%)

RU: 1% RU: 5% RU: 10% RU: Hu RU: 1% RU: 5% RU: 10% RU: Hu

Product

Chl (mg m−3 ) 1.52 × 10−3 6.70 × 10−3 1.46 × 10−2 6.50 × 10−3 1.96 9.67 19.35 8.29

Kd,490 (m−1) 5.37 × 10−4 2.68 × 10−3 5.36 × 10−3 5.07 × 10−3 1.78 8.91 17.8 17.3

POC (mg m−3) 4.84 × 10−1 2.42 4.84 4.38 1.46 7.31 14.6 13.1

nflh

(mW cm−2
µm−1 sr−1)

1.97 × 10−4 9.87 × 10−4 1.97 × 10−3 4.47 × 10−3 8.41 42.1 84.1 197.6

TABLE 9 | Median IOP data product uncertainties computed as relative uncertainties (RU) in Rrs vary.

Median absolute uncertainties Median relative uncertainties (%)

RU: 1% RU: 5% RU: 10% RU: Hu RU: 1% RU: 5% RU: 10% RU: Hu

Product

atw,443 (m−1) 4.52 × 10−4 2.26 × 10−3 4.52 × 10−3 2.76 × 10−3 2.45 12.2 24.5 15.1

aφ,443 (m−1) 4.00 × 10−4 2.00 × 10−3 4.00 × 10−3 2.42 × 10−3 4.15 20.8 41.6 23.8

adg,443 (m−1) 2.11 × 10−4 1.05 × 10−3 2.11 × 10−3 1.33 × 10−3 2.82 14.1 28.2 15.9

bbp,443 (m−1) 2.67 × 10−5 1.33 × 10−4 2.67 × 10−4 1.73 × 10−4 2.78 13.9 27.9 17.9

FIGURE 6 | Upper row are histograms of derived OC data products uncertainties estimated using the FOFM method. Bottom row are histograms of derived IOP data

product uncertainties estimated using the FOFM method. The four histograms in each subplot correspond to four different input u(Rrs): spectrally flat Rrs relative

uncertainties of 1% (dashed black), 5% (blue), and 10% (orange) as well as spectrally dependent relative uncertainties taken from Hu et al. (2013) outlined in green

dashed line.
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FIGURE 7 | Derived data products for a SeaWiFS image of waters surrounding the Hawaii Islands captured on 1 December 2000. (A) Chl concentration derived using

OCI algorithm, (B) u(Chl) computed with covariances included, (C) relative uncertainty in Chl computed with estimated Rrs covariances included, (D) u(Chl) calculated

without estimated Rrs covariances included, and (E) relative uncertainty in Chl computed without estimated Rrs covariances included.

POC Algorithm Case Study
Recall from Equation 1, we broadly defined measurement
uncertainty as having two sources: data uncertainty and model
uncertainty. Throughout this paper we have focused heavily
on deriving data uncertainties (i.e., propagation of radiometric
uncertainty) which is useful if one is trying understand how a
specific sensor’s noise characteristics may impact derived data
product uncertainties. However, this information alone does
not provide a complete picture of measurement uncertainty;
model uncertainty also needs to be considered. We thus wish
to demonstrate how with knowledge of model uncertainties one
can draw more complete conclusions about biogeochemically-
relevant data product uncertainties. As such, we present a case
study in which we estimate POC measurement uncertainty
for two different algorithms: (i) Stramski et al. (2008a) and
(ii) Rasse et al. (2017).

Our motivation here is to solely demonstrate how one
might develop algorithm uncertainty budgets (data and model
uncertainty as per Equation 1) using a FOFM framework. Our
calculations, however, are limited by: (i) the representativeness
of our in situ Rrs dataset which does not encompass all optical
water-types found in the World’s oceans, (ii) our spectral
u(Rrs) values which are estimated from data published by Hu
et al. (2013) for a MODIS-like sensor without co-variance
terms, and (iii) our knowledge of model uncertainties, such as
coefficients uncertainties, which is limited to those reported in

literature and/or our best-guess estimates. We hence caution
the reader should not use our reported numbers as a basis for
algorithm selection.

POC Measurement Uncertainty Estimates
In this exercise, we performed rudimentary calculations to
estimate measurement uncertainty budgets for two POC
algorithms: (i) NASA’s standard POC algorithm (Stramski et al.,
2008a) and (ii) the IOP-based model of Rasse et al. (2017).
Conveniently for this exercise, both POC models have a power
law formulation:

POC = apocX
bpoc (7)

where X in Stramski et al. (2008a) is a blue-to-green
reflectance ratio (Rrs,443/Rrs,555, as per Appendix C in
Supplementary Material) and the coefficients apoc and bpoc
have the values of 203.2 and −1.034, respectively. For the
approach of Rasse et al. (2017) X is bbp,470 and the coefficients
apoc and bpoc have the values of 141,253 and 1.18, respectively.
Note, in this case study we use GIOP-derived estimates of bbp,470
as inputs to the Rasse et al. (2017) model.

First, let us consider the model uncertainty component due
to imperfect model coefficients. For both POC algorithms, with
the coefficients apoc and bpoc and their assigned uncertainties of
umodel(apoc) and umodel(bpoc), respectively, we can estimate the
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model variance for POC as:

u2model(POC) =
(

Xbpoc
)2
u2model(apoc)

+
(

apocX
bpoc log(X)

)2
u2model(bpoc)

+
(

apocbpocX
bpoc−1

)2
u2model(X) (8)

In the third term on the right-hand side of Equation 8, we
set umodel(X) = 0 and umodel(X) = umodel(bbp,470) for Stramski
et al. (2008a) and Rasse et al. (2017), respectively. We have
also assumed the covariance of the coefficients apoc and bpoc,
which are determined by regression fit, is zero. For the Rasse
et al. (2017) model, the reported model coefficient uncertainties
umodel(apoc) and umodel(bpoc) are 45,534 and 0.046, respectively.
For the Stramski et al. (2008a) model, values of umodel(apoc)
and umodel(bpoc) were not reported. We did, however, estimate
these model uncertainties by reanalyzing the original published
dataset (Stramski et al., 2008b) and considering the likely
uncertainty introduced by not accounting for the effect of filter
pad absorption of POC (Novak et al., 2018). Following this
cursory analysis (results not shown), we estimated umodel(apoc)
and umodel(bpoc) for the Stramski et al. (2008a) model to be∼2.20
and 0.015, respectively.

Next, we considered the data uncertainty component. The
Stramski et al. (2008a) model’s data uncertainty FOFM calculus
was formulated in Appendix C (Supplementary Material). For
the Rasse et al. (2017) model, we first estimated udata(bbp,470).
To do so, bbp,470 was calculated from GIOP-derived
bbp,440 as:

bbp,470 = bbp,440 ×
(

440

470

)γ

(9)

The variance in bbp,470 due to data uncertainty was then
estimated as:

u2data(bbp,470) =

(

∂bbp,470

∂bbp,440

)2

u2data(bbp,440)+
(

∂bbp,470

∂γ

)2

u2data(γ )

+2
∂bbp,470

∂bbp,440

∂bbp,470

∂γ
u2data(bbp,440, γ ) (10)

For this exercise, we used GIOP-derived values of udata(bbp,470)
and u(γ). The correlation between derived values of bbp,547 and
γ was used to estimate the covariance term u(bbp,547, γ) as−1.64

× 10−6 m−1 nm−1. Using, the GUM methodology the variance
in the Rasse et al. (2017) POC model due to data uncertainty was
then estimated as:

u2data(POC) =
(

apocbpoc(bbp,470)
bpoc−1

)2
u2data(bbp,470) (11)

We finally estimated the measurement uncertainty budgets for
both POC models using our Rrs evaluation dataset and with
Hu spectrally-dependent, uncorrelated radiometric uncertainties
(results are shown in Table 10).

TABLE 10 | Simplified random uncertainty budgets for two POC models.

Algorithm Median derived

value (mg m−3)

Median absolute uncertainty

in mg m−3 (median relative

uncertainty in %)

Data Model Measurement

Stramski et al., 2008a 33.1 4.40

(13.1)

0.94

(2.85)

4.50 (16.6)

Rasse et al., 2017 37.8 6.96

(18.4)

17.30

(45.8)

18.6 (49.2)

Median absolute uncertainties and median relative uncertainties were computed using

our Rrs evaluation dataset with Hu spectrally-dependent, uncorrelated radiometric

uncertainties and basic knowledge of model coefficient uncertainty. We note that these

data are intended to illustrate how onemight formulate measurement uncertainty budgets.

These data are not intended for algorithm comparison purposes.

In our rudimentary measurement uncertainty budget for
the Stramski et al. (2008a) POC algorithm, we found the
contribution of data (radiometric) uncertainty was larger than
model uncertainty. Conversely, for the Rasse et al. (2017) POC
algorithm, the contribution of model uncertainty was larger
than data uncertainty. Whilst these POC algorithm uncertainty
budgets may not be fully representative due to the assumptions
we partook here, the exercise nonetheless demonstrates an
important point: data and model uncertainties should both be
considered if one wishes to use uncertainties as a means of
benchmarking/comparing ocean color algorithms.

From an algorithm development perspective one can also use
FOFM method to explore the relative contribution of individual
uncertainty sources to the combined measurement uncertainty.
We have graphically displayed the estimated component
uncertainty contribution for each POC algorithm using pie charts
(Figure 8). Such information may assist algorithm designers
identify and minimize uncertainty sources within a model.

Summary of POC Case Study
Our brief example demonstrates the benefits of using the FOFM
method for analytically estimating measurement uncertainty in
POC. From an ecological perspective, this is particularly useful if
one is trying to understand the variability in observed patterns,
and distinguish real change from variation in uncertainty.
Additionally, it allows for sensitivity analysis, thereby providing a
guideline for improving model parameterization. The case study
demonstrates how an uncertainty budget can provide additional
information to end-users regarding data product quality,
potentially informing algorithm selection, and/or guiding new
algorithm development. Although ocean color algorithms are
typically benchmarked based upon validation matchup metrics
(Seegers et al., 2018), we expect model selection and development
may be better guided by considering how data and model
uncertainties manifest in derived data products.

This case study highlights a challenge if one wishes to
compare/benchmark legacy ocean color algorithms based on
their measurement uncertainty; one must have reasonable and
complete knowledge of both data and model uncertainties to
do so. Whilst we have demonstrated that it is possible to
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FIGURE 8 | Pie charts demonstrate how individual uncertainty sources contribute to estimates of total measurement uncertainty. Here we consider: (A) a blue-green

band-ratio POC algorithm and (B) an IOP-based POC algorithm. We note that these examples are intended to illustrate how one might visualize source contributions

to measurement uncertainty. These plots are not intended for algorithm comparison purposes.

estimate and propagate random radiometric uncertainties using
the FOFM framework, estimating model uncertainties remains a
challenge. This is because model component uncertainties (e.g.,
model coefficient uncertainties) of legacy ocean color algorithms
were not routinely reported. To address this, re-analysis of the
structure of legacy ocean color algorithms using high quality bio-
optical datasets, such as NASA’s bio-Optical Marine Algorithm
Dataset (NOMAD; Werdell and Bailey, 2005), may be necessary.
Without such knowledge, it remains a challenge to formulate
complete measurement uncertainty budgets for legacy ocean
color algorithms.

CONCLUSIONS

In this paper we demonstrated a FOFM-based method for
estimating uncertainties in a selection of NASA OC and IOP
products, namely: Chl, Kd,490, POC, nflh, anw,440, aφ,440, adg,440,
and bbp,440, due to sensor-observed radiometric uncertainty.
Using a high quality hyperspectral Rrs dataset subsampled to our
target wavelengths, we first appraised the FOFM methodology
by comparing FOFM-derived uncertainty estimates with
uncertainties estimated from MC simulations with an assumed
relative spectrally flat, uncorrelated uncertainty in Rrs of 5%.
Our analyses showed that OC and IOP uncertainties estimated
using the FOFM method generally agreed with MC simulations.
Collectively, the FOFM-to-MC comparisons provided a basis
for checking the correctness of the FOFM formulations, which
are often algebraically complex. Further, we demonstrated
that the FOFM formulation, which is computationally
inexpensive, can be applied in routine pixel-by-pixel data
processing for estimating uncertainties in derived ocean color
data products.

This paper has primarily focused on propagating radiometric
uncertainties through bio-optical models (udata(y) in Equation
1). In practice, the combined measurement uncertainty in
derived ocean color data products is expected to be larger
once model uncertainties are included. In this study, we
have broadly assumed that coefficients within the bio-optical
algorithms themselves are errorless, which is not the case.
Indeed, most coefficients in bio-optical algorithms have been
derived empirically using in situ oceanographic datasets, which

themselves have inherent uncertainties due to measurement
method and environmental variability. The GIOP, for example,
makes assumptions about spectral shapes of IOPs, utilizes an
approximate forward reflectance model (Gordon et al., 1988),
and employs a model to convert Rrs,i to rrs,i (Lee et al.,
2002). Thus, there are a number of GIOP model components
whose uncertainties, if characterized, may improve the overall
estimate of IOP measurement uncertainty. Our case study of
POC algorithms also highlighted how the addition of model (e.g.,
coefficient) uncertainties can further inform end-users, and may
potentially guide algorithm development and/or selection.

Although this work represents a first step toward
implementing pixel-by-pixel uncertainty estimates in NASA
operational ocean color processing code, we recognize that
continued effort is required. For example, strategies for
quantifying uncertainties in look-up-table (LUT) based
models, such as the two-band particulate inorganic carbon
(PIC) algorithm (Balch et al., 2005) and bidirectional
reflectance distribution function (BRDF) correction (Morel
et al., 2002), are needed. Globally, there are a multitude of
ocean color algorithms maintained by various researchers
and/or institutes and formulating uncertainty estimates must
be a collective effort. While the community continues to
innovate new bio-optical algorithms, we strongly encourage
model developers to characterize uncertainties as a matter
of routine.

As we enter the hyperspectral world of PACE, it is credible
to expect an evolutionary leap in remote sensing observation of
ocean processes detailing, for example, phytoplankton diversity,
physiological preferences, and ecology from space. This, parallel
to the increase in computational power of the day-to-day data
processing, will allow for more complex algorithms; algorithms
which will need detailed evaluation of uncertainty budgets,
to understand what is real, and what is hidden under the
dashed line.

AUTHOR CONTRIBUTIONS

LM, IC, and PW: conceptualization, methodology, simulations,
and data analysis. AC and IC: hyperspectral dataset. LM, IC, PW,
and AC: original draft, reviewing, and editing.

Frontiers in Earth Science | www.frontiersin.org 15 July 2019 | Volume 7 | Article 176125

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


McKinna et al. Uncertainties in Ocean Color

FUNDING

This research was funded by the National Aeronautics and Space
Administration (NASA) Ocean Biology and Biogeochemistry
Program via an award under the solicitation The Science of Terra,
Aqua, and Suomi NPP, Ocean Biology and Biogeochemistry
(NNX13AC42G), and PACE mission.

ACKNOWLEDGMENTS

Many thanks to NASA Ocean Biology Processing Group staff
for their advice during the preparation of this manuscript. The

authors are thankful for all the scientists that contributed to
collection of this dataset, especially Wayne Slade and Nicole
Poulton, and captains and crews of the UNOLS research vessels.
We are also very grateful to the two reviewers for their
detailed and insightful comments which have greatly improved
this work.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/feart.
2019.00176/full#supplementary-material

REFERENCES

Angal, A., Xiong, X., Sun, J., and Geng, X. (2015). On-orbit noise characterization

of MODIS reflective solar bands. J. Appl. Remote Sens. 9:094092.

Antoine, D., d’Ortenzio, F., Hooker, S. B., Bécu, G., Gentili, B., Tailliez, D., et al.

(2008). Assessment of uncertainty in the ocean reflectance determined by three

satellite ocean color sensors (MERIS, SeaWiFS and MODIS-A) at an offshore

site in the Mediterranean Sea (BOUSSOLE project). J. Geophys. Res. Oceans

113, 1–22. doi: 10.1029/2007JC004472

Bailey, S. W., Franz, B. A., and Werdell, P. J. (2010). Estimation of near-infrared

water-leaving reflectance for satellite ocean color data processing. Opt. Express

18, 7521–7527. doi: 10.1364/OE.18.007521

Bailey, S. W., and Werdell, P. J. (2006). A multi-sensor approach for the on-orbit

validation of ocean color satellite data products. Remote Sens. Environ. 102,

12–23. doi: 10.1016/j.rse.2006.01.015

Balch, W. M., Gordon, H. R., Bowler, B. C., Drapeau, D. T., and Booth, E. S.

(2005). Calcium carbonate measurements in the surface global ocean based on

Moderate-Resolution Imaging Spectroradiometer data. J. Geophys. Res. Oceans

110, 1–21. doi: 10.1029/2004JC002560

Behrenfeld, M. J., Westberry, T. K., Boss, E. S., O’Malley, R. T., Siegel,

D. A., Wiggert, J. D., et al. (2009). Satellite-detected fluorescence reveals

global physiology of ocean phytoplankton. Biogeosciences 6, 779–794.

doi: 10.5194/bg-6-779-2009

Campbell, J. W. (1995). The lognormal distribution as a model for bio-

optical variability in the sea. J. Geophys. Res. Oceans 100, 13237–13254.

doi: 10.1029/95JC00458
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NASA’s Plankton, Aerosol, Clouds, ocean Ecosystem (PACE) satellite mission is
scheduled to launch in 2022, with the Ocean Color Instrument (OCI) on board. For the
first time reflected sunlight from the Earth across a broad spectrum from the ultraviolet
(UV: 350 nm) to the short wave infrared (SWIR: 2260 nm) will be measured from a single
instrument at 1 km spatial resolution. While seven discrete bands will represent the
SWIR, the spectrum from 350 to 890 nm will be continuously covered with a spectral
resolution of 5 nm. OCI will thus combine in a single instrument (and at an enhanced
spatial resolution for the UV) the heritage capabilities of the Moderate resolution Imaging
Spectroradiometer (MODIS) and the Ozone Monitoring Instrument (OMI), while covering
the oxygen A-band (O2A). Designed for ocean color and ocean biology retrievals, OCI
also enables continuation of heritage satellite aerosol products and the development of
new aerosol characterization from space. In particular the combination of MODIS and
OMI characteristics allows deriving aerosol height, absorption and optical depth along
with a measure of particle size distribution. This is achieved by using the traditional
MODIS visible-to-SWIR wavelengths to constrain spectral aerosol optical depth and
particle size. Extrapolating this information to the UV channels allows retrieval of
aerosol absorption and layer height. A more direct method to derive aerosol layer
height makes use of O2A absorption methods, despite the relative coarseness of
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the nominal 5 nm spectral resolution of OCI. Altogether the PACE mission with OCI
will be an unprecedented opportunity for aerosol characterization that will continue
climate data records from the past decades and propel aerosol science forward toward
new opportunities.

Keywords: aerosol, oxygen A-band, hyperspectral, PACE, remote sensing, UV

INTRODUCTION AND OVERVIEW

Uncertainty in Understanding Aerosol
Processes
Aerosols contribute the largest uncertainties in estimating climate
forcing (Boucher et al., 2013). Reducing these uncertainties
requires knowing global aerosol concentrations and distribution,
and aerosol chemical, physical and optical properties. We also
need to understand how aerosols affect other atmospheric
constituents, especially clouds (Boucher et al., 2013). The process
in which aerosols modify clouds to affect Earth’s energy budget
is still poorly understood (Rosenfeld et al., 2014a; Seinfeld et al.,
2016; Fan et al., 2016). Even more uncertain is how aerosol-cloud
interaction affects precipitation onset and amount, influencing
floods, droughts and the availability of fresh water (Andreae and
Rosenfeld, 2008; Tao et al., 2012; Rosenfeld et al., 2014b).

The challenge to understanding these processes lies within
the multiple pathways that aerosols, clouds and Earth’s energy
balance intertwine (Koren et al., 2008; Stevens and Feingold,
2009; Morrison and Grabowski, 2011; Altaratz et al., 2014).
Aerosols can act as cloud condensation nuclei (CCN) or as ice
nuclei (IN), which means that variation on the concentrations or
composition of aerosols can exert an influence on cloud evolution

Abbreviations: AATSR, Advanced Along Track Scanning Radiometer; ABI,
Advanced Baseline Imager; AERONET, Aerosol Robotics Network; AI, Aerosol
Index; AirMSPI, Airborne Multiangle SpectroPolarimetric Imager; ALH, aerosol
layer height; AOD, aerosol optical depth; AVIRIS Airborne Visible InfraRed
Imaging Spectrometer; BRF, bidirectional reflection function; CALIOP, Cloud-
Aerosol Lidar with Orthogonal Polarization; CALIPSO, Cloud-Aerosol Lidar and
Infrared Pathfinder Satellite Observations; CCN, cloud condensation nuclei; CPL,
Cloud Physics Lidar; DOAS, differential optical absorption spectroscopy; DoF,
degrees of freedom; DSCOVR, Deep Space Climate Observatory; DT, Dark Target;
EPIC, Earth Polychromatic Imaging Camera; FMF, fine mode fraction; GOES,
Geostationary Operational Environmental Satellite; HICO, Hyperspectral Imager
for Coastal Ocean; IN, ice nuclei; IR, InfraRed; LUT, Look Up Table; M_C6,
MODIS Collection 6; MAIAC, Multi-Angle Implementation of Atmospheric
Correction; MAP, multi-angle imaging polarimeters; MERIS, Medium Resolution
Imaging Spectrometer; MISR, Multi-angle Imaging SpectroRadiometer; ML_M,
MODIS-Like applied to MODIS inputs; ML_V, MODIS-Like applied to VIIRS
inputs; MODIS, Moderate Resolution Imaging Spectroradiometer; MSI, Multi-
Spectral Instrument; NASA, National Aeronautics Space Administration; NIR,
Near InfraRed; O2A, oxygen A-band; OCI, Ocean Color Instrument; OCO,
Orbiting Carbon Observatory; OLCI, Ocean and Land Color Instrument; OMI,
Ozone Monitoring Instrument; OMPS, Ozone Mapping and Profiling Suite; PACE,
Plankton, Aerosols, Clouds, Ocean Ecosystems; PARASOL, Polarization and
Anisotropy of Reflectances for Atmospheric Sciences coupled with Observations
from a Lidar; PM, particulate matter; POLDER, Polarization and Directionality
of the Earth’s Reflectance; RMSE, Root Mean Square Error; SLSTR, Sea and Land
Surface Temperature Radiometer; SPEXone, Spectro-Polarimeter for Planetary
Exploration-1; SSA, single scattering albedo; SWIR, Short Wave Infra Red;
TANSO-CAI, Thermal And Near infrared Sensor for Carbon Observation -
Cloud and Aerosol Imager; TOA, top of atmosphere; TOMS, Total Ozone
Mapping Spectrometer; TropOMI, Tropospheric Ozone Monitoring Instrument;
UV, ultraviolet; VIIRS, Visible Infrared Imaging Radiometer Suite.

through a microphysical path (Koren et al., 2008; Altaratz et al.,
2014). Observational and modeling studies have found a myriad
of resulting changes in clouds linked to changes in aerosols
via this microphysical path including changes to cloud albedo,
cloud macrophysical properties, cloud “lifetime,” lightning and
precipitation (Twomey, 1977; Albrecht, 1989; Kaufman and
Nakajima, 1993; Rosenfeld and Woodley, 2001; Kaufman et al.,
2005a; Khain et al., 2005; Koren et al., 2005, 2010, 2012; Rosenfeld
et al., 2008; Li et al., 2011; Van den Heever et al., 2011; Yuan et al.,
2011, 2012; Shi et al., 2014). Furthermore, because aerosols alter
radiative absorption and scattering they can change atmospheric
heating rates that will affect atmospheric stability and surface
heat fluxes, which in turn affect cloud formation and evolution
(Johnson et al., 2004; Koren et al., 2004, 2008; Feingold et al.,
2005; Kaufman and Koren, 2006; Altaratz et al., 2014; Shi et al.,
2014). We also know that aerosol-cloud interaction is a two-way
street. Clouds can produce aerosols via nucleation in aqueous
chemistry (Eck et al., 2014), and clouds can remove aerosols
from the atmosphere through wet deposition (Chin et al., 2000).
These intertwined processes occur in regimes that span 12 orders
of magnitude from the microscale (aerosols ∼0.1 µm) to the
synoptic scale (global ∼105 km). Mapping and understanding
cloud, aerosol and energy balance processes across 12 orders of
magnitude of spatial scale is required to fully understand today’s
climate. The next challenge is to understand how these processes
will evolve in a future changed climate.

In addition to their role in climate and hydrological processes,
aerosols pose a serious global health threat. Particulate matter
(PM) and aerosols that pollute ambient air are a major global
cause of death and disease, having been found responsible
for 3.2 million deaths per year as well as being the 9th
leading risk factor for premature death globally (Lim et al.,
2012). The relative toxicity of specific PM types — components
having different size and chemical composition—is still poorly
understood (Franklin et al., 2017). However, it has been
shown that smaller (sub-micron) particles could be especially
harmful since they can penetrate deeper into the lung (Franck
et al., 2011). Aerosol particles can be lofted far from their
sources and even transported across oceans to other continents
(Kaufman et al., 2005b; Yu et al., 2012, 2013). Therefore,
air pollution mitigation is a global problem because local air
quality can be affected by sources far upwind. Some aerosols
contain valuable minerals needed by terrestrial and marine
plant life and, therefore, the transport and deposition of these
aerosols can be an important source of micronutrients for
otherwise nutrient-limited biomes (Jickells et al., 2005; Yu et al.,
2015), or modify ocean chemistry and impact ocean biology
(Ito et al., 2016).
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An Integrated Approach to
Characterizing Aerosol
An integrated approach is required to achieve sufficient
understanding of the processes that aerosols affect. The approach
requires modeling at all scales and observational data to inform
and constrain these models. In situ data collection provides
indispensable information about aerosol composition and
detailed particle properties, but is limited to the surface layer or is
brought aloft by infrequent aircraft or balloon sampling. Ground-
based remote sensing observations such as the AERONET
(Holben et al., 1998), other sun/sky radiometer networks, and
lidars provide frequent measures of total column or vertically
resolved aerosol properties However, these instrumented stations
are typically limited geographically to continental land masses
of wealthy countries, hence leaving the developing world and
much of the world’s oceans undersampled (Knobelspiesse et al.,
2004; Smirnov et al., 2009). Global statistics are beyond reach
of these ground, aircraft or balloon observational systems, and
models would be under-constrained if relying only on ground
or suborbital observations. Only space-based remote sensing
provides relatively frequent and consistent observations of the
total atmospheric column.

Satellite Aerosol Remote Sensing Since
2000 With Imaging Spectro-Radiometry
Since the launch of Terra and the A-train constellation of satellites
starting at the end of 1999, aerosol remote sensing reached a
new era. The MODerate resolution Imaging Spectroradiometer
(MODIS) and Multiangle Imaging SpectroRadiometer (MISR)
on Terra, MODIS on Aqua, Ozone Monitoring Instrument
(OMI) on Aura, Medium Resolution Imaging Spectrometer
(MERIS), Sentinel-3 Ocean and Land Color Instrument (OLCI),
Sentinel-2 Multi-Spectral Instrument (MSI), Polarization
and Directionality of the Earth’s Reflectance (POLDER)
on the Polarization and Anisotropy of Reflectances for
Atmospheric Sciences coupled with Observations from a
Lidar (PARASOL) and Cloud-Aerosol Lidar with Orthogonal
Polarization (CALIOP) on Cloud-Aerosol Lidar and Infrared
Pathfinder Satellite Observations; have combined to provide
an unprecedented view of the global aerosol system. Focusing
on passive remote sensing from radiometers, algorithms have
extracted information from spectral measurements in the visible
and shortwave infrared (SWIR) portions of the spectrum (i.e.,
MODIS), from spectral measurements in the ultraviolet (UV)
portion of the spectrum (i.e., OMI and the earlier Total Ozone
Mapping Spectrometer (TOMS) instrument from which OMI
draws its heritage), and from multi-angular measurements
in the visible and near-infrared (NIR) [i.e., MISR, Advanced
Along Track Scanning Radiometer (AATSR) and POLDER].
Algorithms have also extracted information from multi-angular
measurements of polarized reflectance in the visible (POLDER),
but discussion of polarimetry is outside the scope of this review
and will be covered in a companion paper by Remer et al. (2019),
hereafter referred to as “Part 2.” The different information
acquired by these different satellite sensors has enabled the
community to produce reliable measures of total column

ambient aerosol loading (aerosol optical depth - AOD) over a
variety of land types and over the ocean (Boucher et al., 2013;
Myhre et al., 2013), and even recently AOD in the column above
clouds (Torres et al., 2012; Jethva et al., 2013, 2014a,b, 2016;
Meyer and Platnick, 2015; Sayer et al., 2016). In addition, space-
based measurements have produced information on aerosol
microphysical properties: particle size parameter (Remer et al.,
2005), single scattering albedo (SSA) (e.g., Jethva and Torres,
2011; Torres et al., 2013), particle non-sphericity (deviation from
spherical shape, e.g., Kalashnikova and Kahn, 2006; Kalashnikova
et al., 2013), and combinations of size, absorption and shape
to categorize aerosol type (e.g., Kahn and Gaitley, 2015). Note,
however, that, despite the unprecedented view from space,
uncertainties remain because these retrievals are fundamentally
underdetermined, contributing to large differences among
satellite products in regional and seasonal patterns. Additionally,
differences and uncertainties in calibration, sampling, cloud
screening, treatment of the surface reflectivity, and aerosol
retrieval algorithms contribute to overall retrieval uncertainty
(e.g., Li et al., 2009; Kokhanovsky et al., 2010).

Limitations of Current Aerosol Satellite
Remote Sensing
The information content of a single-look multispectral or
hyperspectral sensor such as MODIS or OMI is limited, especially
when neither spans the entire solar spectrum. MODIS does
not measure in the UV, while OMI measures in the UV, but
misses all wavelengths longer than 500 nm. In addition, OMI’s
13 km× 24 km footprint makes quantitative aerosol retrievals in
all but the most cloud-free situations impossible. Both MODIS
and OMI standard aerosol retrieval algorithms must rely on
a series of assumptions in order to retrieve AOD and any
other aerosol property. Multi-angle measurements of the same
scene such as MISR or AATSR increase the information content
because the instrument becomes sensitive to a wider array
of aerosol properties with fewer assumptions. Even so, MISR
and AATSR still are limited to determining “aerosol type,” a
qualitative constraint based on a combination of size, absorption
and shape. Aerosol type, while important for a wide range
of applications, is not the same as determining quantitative
particle properties such as size distribution, SSA or complex
refractive index.

For retrieving these quantitative particle properties from
space even more information is needed, such as with a
multi-wavelength, multi-angle polarimeter of sufficient accuracy,
wavelength range and resolution (Mishchenko et al., 2004;
Cairns et al., 2010; Knobelspiesse et al., 2012; Kokhanovsky,
2015). Such instruments will be discussed more fully in Part 2
(Remer et al., 2019).

New contemporary algorithms applied to the traditional
sensors are enhancing aerosol retrieval capabilities despite the
inherent limitations. For example, an advanced type of algorithm
only now making its way toward operations is a multi-pixel
algorithm called the MAIAC (Lyapustin et al., 2011). MAIAC
requires multiple days of views of the same scene in order to
constrain surface reflectance for the aerosol retrieval. At the
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beginning of the MODIS era 18 years ago, holding onto a week’s
worth of information at each pixel would have overwhelmed
computer resources. In addition to computer resources, some
algorithmic options require a data base containing, for example,
spectral surface reflectance characteristics to be acquired for
a particular sensor and then used in the operational forward
processing stream. Thus, these algorithms generally are not
optimal at launch and only achieve high accuracy and precision
after the statistics of the data base have been acquired. The
Deep Blue family of algorithms is an example of this type of
algorithm (Hsu et al., 2004, 2013). For some purposes waiting for
an algorithm to mature is entirely appropriate (e.g., accumulating
long-term data records, offering constraint on aerosol and
climate models). For other purposes such as near real-time
hazards warning and other aerosol air quality applications, at-
launch algorithms are highly desirable.

Single-view radiometers (e.g., MODIS and OMI) have
provided decades of insight into the global aerosol system and
new observational methods to constrain estimates of climate
change (Boucher et al., 2013), study aerosol-cloud interaction
(Koren et al., 2005, 2010, 2012), follow intercontinental transport
of particles (Yu et al., 2012, 2013) and improve particulate air
pollution forecasts (Al-Saadi et al., 2005). Enhancement to these
heritage capabilities using single-view radiometry, even at launch,
is possible, despite the limitations of the viewing geometry and
lack of polarization information, but will require sensors that
measure in additional wavelengths, cover a broader spectral range
and/or at a finer spectral, spatial or temporal resolution.

Outline
This paper explores the potential for aerosol remote sensing and
characterization in the PACE era, primarily from the OCI that
has been designed to continue and even enhance heritage aerosol
algorithms over both ocean and land. Section “Aerosol Remote
Sensing for the PACE Mission” begins with a brief description
of the PACE observatory, the two types of instruments on the
observatory and the possibility for remote sensing of aerosols
from the observatory. This is followed by discussion on the
abilities and challenges of adapting current aerosol algorithms
to OCI measurements in order to continue heritage aerosol
time series beyond the lifetimes of today’s sensors and missions.
Section “Advances Beyond Heritage. 1: Broad Spectral Range

Retrievals From OCI” explores the potential of using OCI’s broad
spectrum from the UV to the SWIR to retrieve an enhanced
set of aerosol characterization products. These products include
spectral AOD, a measure of particle size, SSA and aerosol layer
height (ALH). Section “Advances Beyond Heritage, 2: Oxygen
A-band Information Content on Aerosol Profiling” describes
advances beyond heritage remote sensing by exploring the
possibilities of retrieving ALH by capitalizing on OCI’s 5 nm
spectral resolution through the oxygen A-band (O2A). In Section
“Advances Beyond Heritage, 2: Oxygen A-band Information
Content on Aerosol Profiling,” we also broach the possibility
of improved aerosol profile retrievals from the combination of
multiangle observations in the O2 A-band. Part 2 of this study
(Remer et al., 2019) explores this in more detail. Finally in
Section “Discussion and the Path Forward,” we discuss the results,
identify the gaps that still exist before OCI’s full potential as an
aerosol instrument can be realized, and provide suggestions for
the path forward.

The algorithm concepts presented in this paper illustrate the
potential for aerosol remote sensing from OCI. These concepts
are not the official, operational, set of algorithms as these will
require additional vetting. The focus of this paper is OCI. For
further analysis of PACE aerosol remote sensing with multi-angle
and polarimetry, we refer the reader to the companion paper in
this same issue (Remer et al., 2019).

AEROSOL REMOTE SENSING FOR THE
PACE MISSION

The PACE mission offers the aerosol community new
opportunities for retrieving and characterizing aerosol from
space. There are two levels of opportunity based on the two types
of instruments the mission intends to fly. First there is OCI (Del
Castillo et al., 2012) that will measure reflected sunlight from the
Earth across the broad spectrum from the UV (350 nm) to the
SWIR (2250 nm) all at nominally 1 km spatial resolution. The
spectrum from 345 to 890 nm will be spectrally continuous with
a spectral resolution of 5 nm, while the SWIR wavelengths will
be measured in seven discrete bands. Opportunities from OCI
will be based on the heritage of products already being produced
from similar instruments such as MODIS and OMI. Table 1

TABLE 1 | Instrument specifications for MODIS, OMI, and OCI.

MODIS OMI OCI

UV to NIR bands 0.41, 0.44, 0.47, 0.49,
0.53, 0.55, 0.55, 0.66,
0.67, 0.68, 0.75, 0.85,

0.87, 0.91, 0.94, 0.94 µm

Hyperspectral continuous
0.264–0.504 µm

Continuous 0.345–0.89 µm
plus discrete bands at 0.94
and 1.04 µm

SWIR to Thermal infrared 1.24, 1.63, 2.13, 3.7, 3.9,
3.9, 4.05, 4.46, 4.5, 1.38,
6.6, 7.2, 8.5, 9.7, 11.0,

12.0, 13.2, 13.6, 14.1 µm

None 1.25, 1.38, 1.62, 2.13,
2.25 µm

Swath width 2330 km 2600 km 2660 km

Global coverage 2 days 1 day 1 – 2 days

Ground pixel 0.25, 0.5, and 1 km 13 × 24 km 1 km
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compares the characteristics of MODIS, OMI and OCI. At the
very least OCI will be able to continue the aerosol record begun
from MODIS and OMI, providing opportunity to collocate and
compare with similar aerosol algorithms applied to the Visible
Infrared Imaging Reflectance Suite (VIIRS) and the constellation
of geosynchronous satellites planned for the PACE time frame
[Advanced Baseline Imager (ABI) on Geostationary Operational
Environmental Satellite – Series R (GOES-R), etc.]. In addition to
continuity, aerosol science from PACE OCI will advance beyond
the capabilities provided by heritage instruments because OCI
offers moderate spatial resolution in the UV region and fine
spectral resolution through the oxygen-A band.

The second type of PACE instrument will be a pair of multi-
wavelength, Mulit-Angle Polarimeters (MAPs). The PACE MAPs
have the high potential to push beyond traditional limitations in
characterizing aerosol retrievals with new capabilities that include
retrievals of particle size distribution, complex refractive index,
SSA, aerosol height distribution and simultaneous retrievals of
aerosol properties with surface (ocean and land) reflectance
(Waquet et al., 2009; Chowdhary et al., 2012; Xu et al., 2016, Xu F.
et al., 2017; Gao et al., 2018; Stamnes et al., 2018).

Aerosol products for the PACE mission will be derived from
OCI alone and from the MAPs alone. However, there is also
opportunity to develop and use advanced algorithms that make
use of all instruments in synergy. PACE aerosol products will
at minimum, match aerosol products currently available from
the OMI, MODIS and VIIRS sensors, and include the UV
aerosol index (AI), spectral AOD over land and ocean, and
fine mode fraction (FMF) over ocean. The FMF is a measure
of the relative effect that this mode has on the reflectance
at top-of-atmosphere as compared with the effect of the total
aerosol of all sizes on the reflectance (Remer et al., 2005).
Note that in the MODIS aerosol context the fine mode refers
to a lognormal particle size distribution with effective radius
less than 0.5 µm. Advances from this minimum set will
depend on algorithm development as applied to OCI and the
PACE polarimeters.

Masking and Other Preliminary
Necessities
Fundamental to any aerosol retrieval is the need to identify scenes
applicable for useful retrievals. This process, called masking,
includes identifying and excluding scenes containing clouds,
snow/ice, sun glint, and more from retrievals. In the PACE
mission some masking will improve, others will be worse,
while some will remain essentially the same as heritage aerosol
algorithms. With the added information content for PACE,
some retrievals that would have been masked for the heritage
algorithms, may be able to proceed. For example, aerosol
retrievals above clouds and otherwise unfavorable surfaces
may be possible.

OCI lacks thermal infrared (IR) observations, which in terms
of clouds, will lead to a degraded cloud masking capability
compared to heritage MODIS and VIIRS datasets. However,
compared to heritage OMI/TOMS-alone datasets, improved
spatial resolution and expanded wavelengths into the SWIR

will allow for significantly improved cloud masking. The OCI
1.38 µm channel is especially important for detecting thin cirrus
clouds. In addition, the 1.38 µm channel may offer possibilities
for “correction” rather than blunt masking by removing the net
radiative effect of the cirrus in an adjustment of the measured
top-of-atmosphere radiances, and then using those previously
cirrus-affected pixels to derive information about the aerosol
and/or surface beneath. Furthermore, the pair of SWIR channels
centered at 2.135 and 2.25 µm will provide information on
cloud thermodynamic phase unavailable from previous sensors
(Coddington et al., 2017).

Masking is also typically required to remove the impact of
the direct and diffuse solar radiation reflected by the sea surface
and other sea surface features that can significantly enhance NIR
and SWIR. Highly scattering non-aerosol targets on the ocean
surface include whitecaps, foam and bubbles, sea ice, floating
vegetation, high calcite waters, high sediment waters, optically
shallow waters (e.g., with bright coral or sand) and regions
with concentrated floating plastics (Frouin et al., 1996; Li et al.,
2003; Marmorino and Smith, 2005; Balch et al., 2011; Dierssen
et al., 2015; Fogarty et al., 2017; Garaba and Dierssen, 2018;
Garaba et al., 2018; Perry et al., 2018). The most widespread of
these is enhanced reflectance due to the production of whitecaps
that occur over vast regions of the global ocean, particularly
in the Southern Ocean (Albert et al., 2016). The heritage
approach to mask whitecaps uses wind speed measurements to
estimate the whitecap fraction, but such relationships are only
climatological and do not predict instantaneous whitecap fields.
Moreover, new measurements of whitecaps indicate that they
have more spectral features across the visible to SWIR and new
approaches are being tested to predict their contribution to
at-sensor radiance without the reliance on climatological wind
speeds (Dierssen, 2019). It is expected that improvements in
assessments of wave conditions and whitecap fraction will help
constrain the large uncertainty in emission fluxes for sea spray
aerosols (Albert et al., 2010).

OCI Continuation of TOMS/OMI Heritage
OCI, like OMI, is a hyperspectral resolution imager with
continuous spectral coverage at 5 nm spectral resolution that
spans a wavelength range from the UV into the NIR. From
an aerosol retrieval perspective OCI is an improvement on
OMI as its spatial resolution will nominally be 1 km instead of
13 km × 24 km, and its continuous spectral range extends to
885 nm, while OMI’s ends at 500 nm. However, OCI’s spectral
resolution of its contiguous channels is 10 times coarser than
OMI’s in the UV and visible.

The TOMS/OMI heritage products include both the
qualitative UV AI (Herman and Celarier, 1997; Herman et al.,
1997) and the quantitative suite of aerosol characteristics that
include extinction AOD and SSA at 380 nm (Torres et al., 1998,
2002, 2005, 2007). The quantitative OMI aerosol retrieval fits
two measured UV channels to the values of pre-computed
reflectances stored in a Look Up Table (LUT). Aerosol type
and layer height are constrained from ancillary information,
leaving the algorithm to choose between different values of AOD
and aerosol absorption (Torres et al., 1998, 2002, 2007). In the
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case of OMI-like aerosol algorithms applied to OCI inputs,
we can expect a direct translation of the OMI technique to
OCI measurements. There is already experience in porting the
basic UV algorithm from its original application with TOMS
observations to OMI. OCI’s coarser spectral resolution should
not be a detrimental factor in applying the heritage algorithm,
and because OCI has much finer spatial resolution than OMI,
clouds should be less of a factor in the retrieval. This should
significantly increase the overall availability of high quality
retrievals, especially in cloudier conditions.

In addition, the wavelength pairs in the OCI oxygen A- and B-
band spectral regions (∼690 and∼765 nm) and in their adjacent
continuous regions (∼680 and ∼780 nm) will allow the retrieval
of the height of desert dust and carbonaceous aerosol layers
using inversion schemes developed for the Earth Polychromatic
Imaging Camera (EPIC) sensor (Xu X. et al., 2017; Xu et al.,
2018b) (see Discussion and the Path Forward). The retrieved
ALH will better constrain the OMI-like AOD/SSA retrieval
resulting in more accurate products than current attainable
from the OMI inversion. Thus, the OMI-like approach will be
optimized on the account of OCI’s both fine spatial resolution and
extended spectral coverage.

OCI Continuation of MODIS/VIIRS
Heritage
Multiple heritage aerosol algorithms are encompassed by the
MODIS/VIIRS era. Of these, the most pertinent to the discussion
that follows is the Dark Target (DT) over ocean retrieval (Tanré
et al., 1997; Remer et al., 2005; Levy et al., 2013). In this algorithm
measured top-of-atmosphere reflectances in six spectral bands
(0.55, 0.66, 0.87, 1.24, 1.63, and 2.13 µm) are fit to calculated
reflectances in a LUT. The table is constructed under the
assumption that the aerosol size distribution can be represented
by two lognormal distributions, one with effective radius larger
than 0.5 µm (the coarse mode) and one with effective radius
smaller than 0.5 µm (the fine mode). A successful match yields
the spectral AOD and one or two size distribution parameters.
Greater detail of this method will be given in Section “Advances
Beyond Heritage. 1: Broad Spectral Range Retrievals From OCI”
as this heritage algorithm forms the basis of Step 1 of the proto-
algorithm developed for application to OCI inputs.

OCI’s hyperspectral range spans four of the MODIS bands
used by the MODIS DT aerosol over ocean algorithm and
further extends to include six discrete bands in the SWIR thereby
spanning the range of wavelengths needed by any of the heritage
aerosol algorithms, even those not specifically discussed in this
paper. OCI spatial resolution of 1 km is less desirable than
MODIS’ 0.5 km, and OCI is missing MODIS’ thermal IR channels
used in cloud masking. Recent studies have shown that this could
make a difference in maintaining continuity, but still achieve
desired accuracy of key retrieved aerosol parameters (Levy
et al., 2015). Thus, the OCI configuration of wavelengths, spatial
resolution, swath width and temporal sampling is sufficient to
produce AOD over land and ocean, from the UV to the SWIR,
and the MODIS FMF over ocean to the accuracies and precisions
of heritage MODIS products.

Even though the OCI configuration spans the same parameter
space of heritage MODIS algorithms, a seamless continuation of
the heritage product time series is not guaranteed. Experience
in porting MODIS retrievals to VIIRS has revealed the subtleties
of the transfer. Issues arise in translating band spectral response
functions from old sensor to new sensor, changes in gas
corrections resulting from differences in spectral response
function and the creation of specific LUTs for the new sensor.
Other issues are introduced by differences in spatial resolution
and lack of auxiliary channels used for masking (e.g., clouds).
Finally, calibration of radiances from one sensor to the next
may differ, introducing offsets that may either be static from
pre-launch differences and also time-dependent from on-
orbit corrections.

Figure 1 illustrates some of these issues based on experience
in porting the MODIS DT algorithm to VIIRS. The porting
process consisted of (1) creating a LUT for VIIRS based on the
VIIRS channels that paralleled the LUT used by the MODIS
retrieval, (2) degrading the MODIS spatial resolution to match
the VIIRS spatial resolution, and (3) applying a cloud mask to
both MODIS and VIIRS inputs that used only wavelengths and
spatial resolution common to both sensors. Then the MODIS
algorithm could be applied to the (spatially) degraded MODIS
inputs using the MODIS LUT. This resulted in a product labeled
“MODIS-like on MODIS” (ML_M). “MODIS-like” is not the
same as the operational Collection 6 MODIS algorithm (M_C6)
because ML_M used different spatial resolution and different
masking than M_C6. Figure 1A shows the seasonal mean AOD
(March–April–May) of the MODIS-like algorithm applied to
MODIS inputs, and Figure 1C shows the difference between the
MODIS-like algorithm and the original operational true MODIS
algorithm. Differences in algorithm applied to the same inputs
are small, but regionally can reach magnitudes of ±0.05 AOD.
These differences are attributed mostly to differences in sampling
caused by masking differences.

Figure 1B shows the seasonal mean AOD for the same
MODIS-like algorithm applied to VIIRS inputs. Comparing
Figures 1A,B demonstrates the consistency in the products after
the porting. Figure 1D is the difference between applying exactly
the same algorithm to the inputs of the two sensors. Here,
differences in AOD can be as large as ±0.07 AOD over land,
and systematically biased 0.02 to 0.10 over ocean. The take home
message from Figure 1 is in comparing Figures 1C,D. Figure 1C
shows the difference in retrieved AOD due to algorithmic
difference (with same inputs) is relatively small, while Figure 1D
shows relatively large differences in AOD due to different inputs
(with same algorithm). Input reflectances, not the algorithm, are
the major challenge to overcome in matching retrieved AOD
data sets from different sensors. The differences in Figure 1D
have been traced to fundamental biases in the input radiances of
specific channels and could be eliminated with calibration that
forces the instruments to be the same. Achieving continuity in
the aerosol record between any two sensors, such as MODIS and
VIIRS, requires a period of overlap during which differences can
be identified and calibration adjusted, if necessary.

In Figure 1 we demonstrate differences in the results of
applying the same algorithm to both MODIS and VIIRS input
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FIGURE 1 | (A,B) Global seasonal mean AOD at 550 nm (March–April–May) as derived from the MODIS-like retrieval algorithm applied to MODIS input radiances (A)
and applied to VIIRS input radiances (B). (C) Difference between (A) and the corresponding seasonal mean AOD at 550 nm produced from the operational MODIS
aerosol retrieval algorithm. (D) Difference between (B) and (A). Reprinted from Levy et al. (2015), under Creative Commons Attribution 3.0 License.

reflectances. Now we attempt to determine which of the two
satellite sensors is returning the more accurate AOD product
by comparing satellite retrievals against collocated ground-
based AERONET measurements. Figure 2 shows the differences
between satellite retrieval and AERONET AOD as a function of
AERONET AOD. In Figure 2B, we can see the same positive
bias of ML_V for ocean retrievals against AERONET as we
saw ML_V against ML_M in Figure 1D. This suggests that the
VIIRS radiances are the ones requiring calibration adjustment.
We note that the MODIS and MODIS-like algorithms employ
a different set of wavelengths in their retrievals over ocean
and land. Calibration biases in particular wavelengths will not
necessarily affect AOD retrievals the same over ocean and land.

If all reflectance measurements made by OCI are well-
calibrated, we anticipate similar magnitude differences between
heritage aerosol products and OCI aerosol products based
on heritage algorithms as is illustrated in Figure 1C. These
small differences, due to the coarser spatial resolution of OCI
and its lack of IR channels that MODIS uses for masking,
are unbiased and within the expected uncertainty of heritage
products. However, as Figures 1D, 2 demonstrate, inexact
instrument calibration, even within specified uncertainties of
sensor characterization teams, has the potential to increase
differences in retrieved AOD and create biases that are outside
heritage expectations.

ADVANCES BEYOND HERITAGE. 1:
BROAD SPECTRAL RANGE RETRIEVALS
FROM OCI

Irrespective of the challenges described above, OCI-alone can still
advance aerosol characterization beyond heritage expectations by
allowing for new algorithms that make use of the information
content available from a broad spectrum spanning the UV to the
SWIR. This is essentially merging the capabilities of OMI and
MODIS into a single sensor with common geometry and spatial
resolution, instantaneous viewing and the same calibration. This
configuration will permit retrieval of aerosol loading (spectral
AOD), a measure of particle size (FMF), a measure of aerosol
absorption (SSA), and ALH. Thus, OCI should be able to retrieve
four parameters to characterize aerosol, while OMI and MODIS
heritage algorithms separately could each only retrieve two of the
four parameters, while assuming values for the remaining two.
Aerosol layer in this context is an optically effective scale height.
Other satellite sensors past and present have also measured
reflectances from the UV to the SWIR. These include the Thermal
And Near infrared Sensor for Carbon Observation – Cloud
and Aerosol Imager (TANSO-CAI) with four wavelengths (380,
674, 870, and 1620 nm) at 1 km spatial resolution (eoPortal
directory: GOSAT) and the Tropospheric Ozone Monitoring
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FIGURE 2 | Differences between satellite retrieval of AOD and collocated AERONET measurements of AOD from a global data set of satellite-AERONET
collocations, sorted according to AERONET AOD and binned with equal number of collocations in each bin. Red dots indicate mean of each bin, boxes enclose one
standard deviation in each bin, whiskers extend to two standard deviations and blue center line of each box denotes the median. (A,C) Is for the MODIS-like retrieval
algorithm applied to MODIS input radiances. (B,D) Is for the same MODIS-like retrieval algorithm applied to VIIRS input radiances. (A,B) is for aerosol retrievals over
ocean, and (C,D) is for retrievals over land. Reprinted from Levy et al. (2015), under Creative Commons Attribution 3.0 License.

Instrument; (TropOMI) with three spectral regions (270–495 nm,
710–775 nm, and 2305–2385 nm) at 7 km spatial resolution
(European Space Agency [ESA], 2013). Data from TANSO-CAI
and TropOMI may be able to provide a test bed for OCI algorithm
development, although to date, there are no published studies
describing full spectrum aerosol retrievals from these sensors.

Reflectances in the UV spectrum (e.g., those used in the
OMI aerosol algorithms) are primarily sensitive to three aerosol
characteristics: aerosol loading (AOD), aerosol absorption, and
height of the aerosol layer. Unfortunately, heritage measurements
in the UV provide only two pieces of independent information.
Thus, retrievals are unconstrained, requiring assumptions to
constrain one of the three aerosol parameters in order to retrieve
the other two. The traditional tactic taken and applied to TOMS
and OMI aerosol algorithms is to constrain aerosol height with
assumptions based on climatology and then retrieve loading
and absorption in the form of AOD and SSA. The retrievals,
especially SSA, are also susceptible to assumptions of (i) surface
reflectances, particularly in extremely oligotrophic oceans, and
(ii) aerosol particle properties used by the retrieval, including
particle size and most importantly the spectral signature of
absorption through the UV and blue regions of the spectrum.

Meanwhile, aerosol retrievals based on the visible-NIR-
SWIR spectrum (e.g., those applied in the MODIS and VIIRS
aerosol algorithms) are primarily sensitive to only two aerosol
characteristics: aerosol loading (AOD) and a measure of relative
particle size based on spectral AOD. In addition to spectral
AOD, particle size can be represented by a parameter denoted

as FMF, which is usually thought of in terms of the ratio of fine
mode AOD at 550 nm to total AOD at 550 nm. The retrieval
in the visible-NIR-SWIR is less sensitive to ALH or aerosol
absorption. Some MODIS algorithms that make use of the blue
wavelengths retrieve and report SSA, but those products have
not been validated.

Making use of the complementary capabilities of OMI and
MODIS was an early goal of both science teams. Soon after
the OMI-alone aerosol retrieval had been validated, attempts
were made to join OMI’s sensitivity to absorption and layer
height with MODIS’ sensitivity to loading and size. With both
instruments being in the A-Train, and measuring less than 8-
minutes apart, it was theoretically possible to create such a
combined OMI-MODIS retrieval. However, the endeavor to
merge Level 1 radiance data from the two instruments faced
significant challenges in terms of non-uniform calibration, spatial
resolution and viewing geometry. Instead, a retrieval was devised
that used Level 2 retrieval products from each instrument.
MODIS spectral AOD was extrapolated into the UV, thereby
constraining the UV AOD and allowing OMI to return a
constrained SSA and ALH that compared well to independent
observations (Satheesh et al., 2009). This tactic was never
implemented operationally, due to lack of investment to bring
the idea to maturity. Recently Gassó and Torres (2016) provides
additional demonstration of the concept.

The EPIC sensor on Deep Space Climate Observatory
(DSCOVR) currently deployed on the L1 point (Marshak
et al., 2018) merged measuring capabilities in the near UV,
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visible and NIR (including channels in the oxygen-A and
B-bands) into a single instrument. A successful method to derive
ALH from EPIC’s oxygen A- and B- channels was developed
(Xu X. et al., 2017) and the results compared to independent
observations over the oceans. Most recently, Xu et al. (2018b)
also demonstrated the method over dark vegetated surfaces.
The application of this inversion technique to OCI observations
will go a long way into addressing the need of constraining
the ALH in OMI-like near UV retrieval applications. We will
further address O2A retrievals for OCI in section “Advances
Beyond Heritage, 2: Oxygen A-band Information Content on
Aerosol Profiling.”

OCI Broad-Spectrum Prototype
Algorithm
Here we present a novel, OCI prototype algorithm developed
specifically for a single instrument spanning the complete range
from the UV to the SWIR and therefore moves beyond the
Satheesh et al. (2009) technique. The algorithm requires a
uniform calibration, spatial resolution and viewing geometry
across the broad spectrum. The algorithm is based on the DT
aerosol over ocean algorithm (Tanré et al., 1997; Remer et al.,
2005; Levy et al., 2013) that was developed for MODIS, and has
since been ported to VIIRS and other sensors. The prototype
algorithm expands the DT algorithm to include UV channels that
are used to retrieve SSA. This prototype algorithm is presented
here for the first time.

The OCI prototype algorithm begins first by identifying
applicable ocean scenes for retrieval and discarding non-
applicable scenes with clouds/cirrus, ice, glint or suspended
sediments in the water. The algorithm then ingests reflectances
of the identified ocean scene in six wavelengths (550, 650, 880,
1240, 1640, and 2110 nm), as well as ancillary data in the
form of total column ozone and surface wind speed. The water
leaving radiance is assumed null at all wavelengths, except at
550 nm, where it is assumed equal to 0.005. The measured
reflectances are compared with modeled top-of-atmosphere
(TOA) reflectances, and the best fit between satellite-measured
and modeled TOA spectral reflectances is used to determine the
aerosol characteristics and aerosol loading (AOD) of the scene.
Modeled TOA reflectances are computed for a combination
of one fine mode model (out of four) and one coarse mode
model (out of five). In all nine models aerosols are assumed
to be spherical particles with minimal absorption. The latter
assumption is justified by the fact that the algorithm at these
wavelengths is not sensitive to particle absorption. Thus the DT
retrieval returns the AOD, a choice of a fine mode and a coarse
mode, each defined with a specific size distribution, and also the
relative weighting between fine and coarse modes, resulting in a
bimodal size distribution.

The first step, as described above, is unchanged from the
traditional DT algorithm first developed for MODIS. To the first
order, because of the selected wavelengths, the DT algorithm
is sensitive to aerosol loading and to particle size distribution
but insensitive to absorption variation (Tanré et al., 1996, 1997).
The nine DT aerosol models represent particles with minimal

absorption with imaginary parts of the refractive index spanning
0.001–0.0035 (Remer et al., 2005). The choice of the imaginary
part of the refractive index in these wavelengths was based on
ground-based measurements, evaluated later by total column
sky radiometer retrievals (Tanré et al., 1997; Dubovik et al.,
2002). However, because the primary sensitivity of the retrieval
using wavelengths of 0.55 µm and longer is to aerosol loading
and size distribution, the effect of uncertainties in assumed
absorption properties is to introduce manageable uncertainty in
the retrieval of the primary aerosol characteristics. The traditional
DT algorithm was not able to distinguish between particles of
the same size, but different absorptions, nor able to retrieve a
quantitative measure of absorption.

The creation of a second step, an appendage to the traditional
DT algorithm that uses the returns from the first step, provides
quantitative measures of aerosol absorption from measured UV
reflectances. The other inputs are OCI-measured reflectances
at 354 and 388 nm. In this second step we use expanded
LUTs of the nine traditional models to include the two new
UV wavelengths, and in addition allow the imaginary part of
the refractive index to vary between four distinct values in
these two new wavelengths. Size distribution and the real part
of the refractive index are spectrally extrapolated to the UV
from the original values assigned to each of the nine models
for visible and SWIR wavelengths, and are kept constant as
those models’ imaginary parts of the refractive index are allowed
to vary between four different values. These four imaginary
parts of the refractive index represent four different models
representative of different degrees of aerosol absorption. These
are referred to as “absorption models,” even though one is
purposely non-absorbing. The range of the imaginary part
of the refractive index varies from 0.000 to 0.011. Thus the
prototype algorithm LUT consists of 36 models: nine original DT
models, each expanded into four possible absorption models in
the UV spectrum.

The LUT of step 2 consists of top-of-atmosphere reflectances
at 354 and 388 nm for a variety of geometries, a variety of
AODs at 0.55 µm extrapolated to the UV wavelengths using
the extinction optical properties of each of the 36 models and
for four ALHs.: 1.5, 3, 6, and 10 km. Thus for a specific
geometry and a specific AOD at 0.55 µm determined from step 1,
there are computed reflectances from 144 possible situations (36
models × 4 layer heights). Note that the expansion into multiple
absorption properties and layer heights for each size distribution
only affects the computed top-of-atmosphere reflectance in the
two UV wavelengths. There is no change in the LUT values
of the original six wavelength bands of the first step. As such,
step 1 and step 2 are only linked because the outputs of step
1 become the inputs to step 2. Step 1 already has determined
the size distribution that best fits the observations, choosing one
fine mode and one coarse mode from the nine possible models
and combining them into a bimodal distribution with a retrieved
reflectance weighting parameter (FMF). This retrieved bimodal
size distribution and the retrieved spectral AOD are the outputs
from step 1 that are input into step 2. These inputs from step 1
constrain the step 2 retrieval in the UV into just 16 possibilities (4
absorption levels× 4 layer heights) out of the original 144.
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In the traditional UV aerosol retrievals (Torres et al., 1998)
the measured reflectance in the UV wavelengths is sensitive to
four aerosol properties: loading (AOD), absorption, layer height
and aerosol type (size distribution). The retrieval then assumes
two of the four properties and uses the spectral dependence of the
UV reflectances to determine the remaining two parameters. For
example, the retrieval might assume aerosol type and layer height
to retrieve AOD and absorption (Torres et al., 1998). The spectral
dependence of the UV reflectances is key in pulling out two pieces
of information in the retrieval. Here in the OCI proto-algorithm,
we do not need to assume two properties because Step 1 provides
that information, and we use the spectral dependence of the UV
reflectances to determine both absorption and layer height from
the 16 possibilities in the LUT. The proto-algorithm returns the
interpolated layer height and interpolates the SSA from the values
of the two absorption models closest to the observations.

Figure 3 demonstrates this prototype algorithm applied to
custom granules of merged MODIS and OMI Level 1 radiances.

We tested the algorithm through a series of experiments
in which we simulate TOA spectral reflectance from forward
calculations using the aerosol models described above, and
then retrieve from these calculated reflectances using the proto-
algorithm. Doing such an experiment for a range of AOD at
550 nm (0–3.0) and doubling the normalized water leaving
radiance to 0.010 from the UV to 0.66 µm, we found the
algorithm retrieved the correct input parameters in 100% of the
cases when AOD > 0.30, but only 56% of the cases when the
AOD was less. This suggests that we can expect little sensitivity

to ocean color as long as AOD at 550 nm exceeds about 0.30.
When AOD is less than this threshold, preliminary results
obtained from theoretical studies suggest that absorbing aerosol
can still be identified and separated from non-absorbing marine
aerosol, even if the absorption cannot be quantified. Identifying
absorbing aerosol depends on spectral signatures in the UV
region that differ from spectral signatures of chlorophyll in Case
I (open ocean) waters.

One of the expected products from this prototype algorithm
is an optically effective aerosol layer scale height. Retrieving this
parameter should be possible, given that the AOD and aerosol
model are sufficiently constrained by Step 1 of the algorithm.
However, this algorithm will not be the only means of obtaining
height from PACE instruments. As will be shown in Section
“Advances Beyond Heritage, 2: Oxygen A-band Information
Content on Aerosol Profiling,” there is sufficient information
in the OCI channels that cover the O2A to constrain aerosol
height independently. In addition one of the MAPs on PACE
will be measuring the polarized signal in the UV and deep blue
wavelengths. ALH can also be retrieved from the polarized signal
in these wavelengths (Wu et al., 2016). Thus, there will be at least
three independent methods for characterizing ALH from PACE.
Not only will this redundancy confirm the OCI broad spectrum
retrieval of layer height, but in doing so, it will also increase
confidence in the retrievals of the other parameters produced by
the proto-algorithm.

Validation of the prototype retrieval demonstrated in Figure 3
is based on collocations with SKYNET retrievals. SKYNET is a

FIGURE 3 | Examples of the proto-type OCI algorithm described in the text applied to custom-built collocated MODIS-OMI granules where the OMI reflectances are
mapped to the MODIS granule at the MODIS spatial resolution, although the OMI reflectances maintain their original geometric meta data. The (left) column shows
the true color MODIS granules. (Center) Shows the standard MODIS AOD at 550 nm retrievals and the (right) column shows the resulting single scattering albedo
at 388 nm using the OMI UV reflectances. (Top) Row is for a smoke case over the ocean (23 October 2007, 21:40 UTC). (Bottom) Row is for a dust case over
ocean (13 March 2006, 15:25 UTC).
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ground-based network of autonomous sun/sky radiometers, like
AERONET, except SKYNET also makes sky scans in the UV,
and retrieves SSA in the UV. This provides a direct comparison
with the satellite retrieval’s primary product without spectral
extrapolation to the visible. Collocations with SKYNET retrievals
are rare, and so far validation of the prototype algorithm has been
inconclusive. The reason SKYNET was selected for validation
and not AERONET is that originally AERONET instruments did
not perform a sky scan at 380 nm and therefore no absorption
retrieval was produced in the UV. Subsequently some AERONET
stations do produce absorption products in the UV, but the same
problems encountered with SKYNET collocations would also
apply to AERONET.

Part of the difficulty in proving this retrieval with the merged
MODIS-OMI data sets is the original problem of possible
inconsistent calibration, spatial resolution and geometry. The
work done so far demonstrates feasibility and identifies/quantifies
sensitivities. The exact retrieval algorithm to be applied to actual
OCI observations may take advantage of advanced computer
power and two decades of experience and need not follow
the MODIS or OMI heritage procedures, as was presented
here. Although any OCI aerosol algorithm will make use
of the same information content and be challenged by the
similar uncertainties.

ADVANCES BEYOND HERITAGE, 2:
OXYGEN A-BAND INFORMATION
CONTENT ON AEROSOL PROFILING

OCI offers two new capabilities that permit advancing aerosol
retrievals beyond heritage. In Section “Advances Beyond
Heritage. 1: Broad Spectral Range Retrievals from OCI” we
explored the first of these capabilities: the broad spectrum
from the UV through the SWIR at a common 1 km spatial
resolution and in a single instrument. In Section “Advances
Beyond Heritage, 2: Oxygen A-band Information Content on
Aerosol Profiling” we explore the second of these capabilities:
the continuous 5 nm spectral resolution through the O2A (758–
778 nm) region. This capability through the O2A can be mined
from the single-view OCI measurements to retrieve ALH, but
if it can be measured from a multi-angle instrument, such
as the PACE MAPs, information on aerosol layering in the
atmosphere increases. Both of these situations will be addressed
in this section.

Oxygen A-Band Absorption From Single-
and Multi-View Radiometry
Radiance measurements in the O2A are sensitive to the vertical
distribution of atmospheric scatterers, which in principle allows
for the retrieval of aerosol height from future instruments
with hyperspectral capability. OCI has continuous spectral
measurements through the O2A and, while much coarser than
an ideal (quasi-line-by-line) hyperspectral coverage such as by
Orbiting Carbon Observatory (OCO)-2/3 sensors (Crisp et al.,
2004), it may have sufficient spectral resolution to achieve similar

results. We therefore address here aerosol height estimation via
spectral analysis of O2 absorption in the visible-NIR spectral
region. The O2A method to be shown in this section is governed
by spectral gas absorption, and not the interplay of Rayleigh
and aerosol scattering used by radiometric and polarimetric
UV and blue-channel visible measurements (Torres et al., 1998;
Wu et al., 2016). The spectral gas absorption method is less
affected by confounding factors that create ambiguities in the
scattering methods (Kalashnikova et al., 2011; Wu et al., 2016).
For example, in the prototype algorithm described in Section
“Advances Beyond Heritage. 1: Broad Spectral Range Retrievals
from OCI,” retrieval of ALH can be confounded by unknown
AOD, absorption or particle size distribution. Determination
of the height of a layer of scattering particles using spectral
analysis of an absorbing gas is grounded in differential optical
absorption spectroscopy (DOAS) (Hebestreit et al., 1999). DOAS
is normally used to infer the unknown amount of absorbing gas
of known cross-section across a known path. If, as is the case for
atmospheric O2, where both the amount and cross-section of the
gas are accurately known, one can infer the effective path through
the gas. This in turn becomes a means of locating the layer of the
aerosol scattering contributions in the atmospheric column.

The ability to use oxygen absorption for the retrieval of aerosol
height from passive sensors has been described extensively in
the literature (Gabella et al., 1999; Min and Harrison, 2004;
Corradini and Cervino, 2006; Pelletier et al., 2008; Dubuisson
et al., 2009; Kokhanovsky and Rozanov, 2010; Frankenberg
et al., 2012; Sanghavi et al., 2012; Ding et al., 2016; Xu X.
et al., 2017, Xu et al., 2018a,b, Zeng et al., 2018; and others).
Therein, the need for the highest possible spectral resolution
has been clearly demonstrated. Indeed, the better the spectral
resolution, the more samples of weak to strong absorption there
are, yielding better vertical resolution in the scattering layer
height estimate, and possibly its thickness as well. In other
words, a coarse aerosol profiling becomes possible using a passive
sensor system. However, compared with active (lidar) approaches
to aerosol profiling, the complications of passive DOAS-based
methods, including multiple scatterings and surface reflections,
increase retrieval uncertainty. To ensure detectability, the aerosol
loadings should therefore be significant. Previous theoretical and
observational studies (Corradini and Cervino, 2006; Dubuisson
et al., 2009; Kokhanovsky and Rozanov, 2010) have suggested an
AOD at 550 nm in excess of ≈0.3 is necessary to infer height to
within a few hundred meters. Our present analysis shows that
AOD in the O2A bands > ≈ 0.1 (equivalent to ≈0.15 at 550 nm
for an Angstrom exponent of about unity) may suffice over a dark
surface such as water.

OCI, at a nominal resolution of 5 nm, will have 3 or 4
spectral bands in the O2A, but only at a single viewing angle.
One of the proposed PACE MAPs, Spectro-Polarimeter for
Planetary Exploration-1 (SPEXone) (Hasekamp et al., 2019) has
hyperspectral radiometry at 2 nm resolution up to 770 nm
for five viewing angles. However, SPEXone would provide only
one piece of O2A information per pixel, namely, the ratio
of a continuum channel and an in-band channel, but will be
available at five viewing angles. One of the questions that we
explore here is whether observing at different view angles is
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essentially equivalent to sensing of different penetration depths
in the atmosphere above the layer, assuming a plane-parallel
atmosphere? In other words will SPEXone or another multi-
angle instrument enhance OCI’s ability to use DOAS to profile
aerosol layers, or will the information content from both sensors
essentially over lap? However, first we demonstrate that OCI
alone has sufficient spectral resolution to discriminate between
different ALHs for less aerosol loading than literature suggests.
Then we will proceed with a more formal analysis of DoF for both
OCI and a MAP modeled on SPEXone. The point of that exercise
is to see if OCI can profile aerosol layers on its own, in addition
to discriminating layer top height, and then see if merged OCI
and MAP O2A observations can improve the aerosol profiling
offered by OCI alone.

To begin we examine whether or not OCI will be able to
discriminate ALH. The upper-left panel of Figure 4 illustrates
the O2A spectrum displayed as a DOAS ratio for a single surface
reflection (where surface albedo is immaterial). That is, spectral
radiance normalized by the continuum value (λ = 754 nm), in this
case, for nadir viewing and a solar zenith angle of 60

◦

. Notional
bandpasses for a (mono-view) hyperspectral sensor with 5 nm
resolution are also shown (top) along with that of a plausible
in-band MAP channel (bottom).

When this study was performed, the rational hypothesis is
that we will have no control over how OCI will sample the O2A
spectral region.1 Our operative assumption for this study is that
it will be a randomly positioned overlay of adjacent 5-nm-wide
channels. The upper-right panel of Figure 4 therefore shows how
the oxygen DOAS ratio spectrally averaged in the upper-left panel
varies as a function of where the first hyperspectral channel starts.
We see that there are cases when the three values required to
cover the A-band are quite widely separated; there are also cases
are when two of the three values nearly coincide, thus leaving
effectively only two effective O2 optical depths to use. We proceed
with the simulation below using an in-between sampling where
two of the three available DOAS ratios are relatively close.

In the lower-left panel of Figure 4, we used the most likely
spectral sampling of the A-band by the OCI (λstart = 756.5 nm)
to compute signals for two ALH s, along with the anticipated
measurement error bars. These synthetic reflected spectra are for
optically thin (single-scattering, AOD at the O2A band = 0.1)
aerosol layers in 0–2 and 3–5 km altitude ranges. Notice the
lesser absorptance (larger in-band radiance) for the elevated
layer. Instrumental uncertainties at the 2% level are shown for the
two DOAS signals, noting that such radiance ratios are typically
more precisely known than are the individual radiances where
absolute radiometric error is typically 3% or more. This is because
some part of radiometry error (e.g., calibration drift) is the same
across (in this case, spectral) pixels. The difference between the
two spectra is clearly outside the anticipated measurement error,

1At the time of finalizing this report, it has since been decided that OCI’s on-board
spectral sampling at 2.5 nm will be used to optimize the information content of
the A-band channels. Gao and Davis (1997) show how Nyquist (or better) sub-
sampling can be used to reconstruct exactly any version of the spectral registration
at 5 nm resolution. This means that the conclusions we reach here about OCI’s
aerosol profiling capability are to be considered as a worse-case scenario from
which we can build as the PACE mission is implemented.

and we can conclude that there is sensitivity to ALH, at least at
this coarse level of discrimination.

This impact of aerosol height on the measured signal will
naturally be stronger as the AOD and SSA increase, with the usual
tradeoff between the two aerosol optical properties (scattering
and absorption). In short, if AOD and SSA are reasonably well
quantified from other spectral regions/channels of OCI and/or
MAP instruments, we anticipate workable retrieval accuracy for
ALH from the O2A, at least sufficient to discriminate between
low altitude (background and/or near sources) and high altitude
(long-range transported) aerosol scenarios.

To rigorously quantify the retrievability of parameterized
aerosol profile using O2A spectroscopy, supplemented or not
with simultaneous multi-angle observations, we use Rodgers
(2000) Bayesian formalism. Specifically, we use the non-
dimensional DoF for retrieved parameter x, Ax = 1–σx

2/σa,x
2,

where x can be either aerosol layer top pressure ptop or its
pressure thickness 1p. We use σa,x to denote the “a priori”
uncertainty expressed as a standard deviation that quantifies
our uncertainty about the parameter before making the radiance
measurements and performing the retrieval; similarly, σx denotes
the “a posteriori” (post-observation/retrieval) uncertainty on the
targeted parameter. The DoF varies, by definition, between 0 and
1. If Ax approaches unity, then we have considerably reduced
the uncertainty on x thanks to the observation and retrieval;
conversely, if Ax approaches 0, then we have gained very little
new information and the uncertainty remains almost as large
as the prior value. We have assumed σa,pt = 250 hPa (layer
top is anywhere between, say, ≈1 to ≈6 km in altitude), and
σa,1p = 150 hPa (translates to≈1.2 km in physical layer thickness
near the surface, and ≈2.5 km at 6 km altitude). Measurement
error on the DOAS ratios used in the retrieval was set at ±1.5%
and error assigned to the non-retrieved (actually, otherwise-
retrieved) aerosol optical thickness τa was set to±0.025, while τa
itself was set to 0.1 in accord with the simple black-surface/single-
scattering forward model f(x) for any given “state vector” x =
(ptop,1p). The vector-valued function f(x) contains all the DOAS
ratios across the OCI spectral channels that cover the significantly
absorbing parts of the O2A (cf. Figure 4, lower-left panel),
as predicted by the simplified (black-surface/single-scattering)
radiative transfer model. In a separate simulation discussed in
Section “Aerosol Layer Height Retrievals Using EPIC/DSCOVR’s
Oxygen A- and B-band Channels,” f(x) predicts DOAS ratios for
both the OCI and the MAP, assuming five angles are used in
the principal plane (0o, ±30o, ±60o). In this case, the forward
model f(x) is thus a function of n = 2 variables, plus another
aerosol parameter (AOD) assumed known but within known
uncertainty; f(x) maps these aerosol properties to DOAS ratios,
formally in a vector space with either m = 3 dimensions (one
for each of OCI’s A-band spectral channels). For details about
how to derive σx and Ax from the above information, we refer to
Rodgers (2000). For details about the adopted radiative transfer
model, we refer to Davis and Kalashnikova (2019), who also
summarize the required elements of optimal estimation theory
from Rodgers (2000).

Figure 5 shows Ax for x = ptop (upper panels) and x = 1p
(lower panels). On the left, the retrieval uses only OCI spectral
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FIGURE 4 | (Upper left) Synthetic spectrum of the O2 A-band at 0.05 nm resolution, normalized in DOAS-style to continuum level, for a typical airmass of 3 (e.g.,
sun at 60◦, nadir view). An anticipated spectral coverage by the OCI hyperspectral sensor (4 channels, each 5 nm wide) is indicated above in orange, and a
reasonable assumption for the single MAP channel is indicated below in blue. (Upper right) Evolution of DOAS ratios with 2% error for an airmass of 3 for the 4
hyperspectral OCI channels needed to completely cover the A-band as a function of where the 1st one starts. One good, two bad, and one average scenarios in
terms of ratio separations are color-coded in green, red and orange, and the latter values are used in the lower left-hand panel. (Lower left) Reflected DOAS ratios
for optically thin [AOD(O2A) = 0.1] boundary layer and lofted aerosol layer in the 0–2 km (solid) and 3–5 km (dashed) zones, respectively, assuming the sun is 60

◦

from zenith and nadir viewing geometry. (Lower right) Bidirectional reflection function (BRF) for the MAP signal as a function of view angle. Even at typical
radiometric noise levels, assumed to be 3%, the two aerosol layer elevations are easier to distinguish here than in lower-left, using instrument error magnitude as unit
of signal distance. Reprinted by permission from Springer Nature: Davis and Kalashnikova (2019).

data. In all cases, Ax is plotted as a function of the aerosol layer’s
top pressure (horizontally) and pressure thickness (vertically).
We note that there is some dependence on the latter but none
on the former. We also note that much information is gained
from the spectroscopy about ptop. Specifically, we have Aa,pt in
the interval [0.922, 0.928], hence σa,pt in the range of 67–70 hPa.
In turn, this yields an error in aerosol layer top altitude of≈100 m
for low altitude aerosol scenarios to ≈150 m for lofted layers,
which is somewhat better or comparable to accuracy estimates in
the above-cited literature. In contrast, Figure 5’s lower left-hand
panel shows that very little information is gained about 1p since
its DoF is in a very low range of 0.0690–0.0735.

The result of these sensitivity studies shows that the top
pressure, hence altitude, of an aerosol layer can be retrieved using
O2A spectroscopy at the relatively modest spectral resolution
(5 nm) of the OCI sensor that is planned to launch on PACE.
The often-stated lower limit of ≈0.3 in AOD at 550 nm may be
relaxed to ≈0.1, as long as the underlying surface is very dark, to
achieve an uncertainty of≈0.15 km on aerosol layer height.

Now the question is whether or not DOAS applied to a multi-
angle instrument improves on OCI’s abilities.

Returning to Figure 4, the lower right-hand panel shows
DOAS ratios for multi-angle measurements for the boundary
layer (0–2 km) aerosol and its lofted (3–5 km) counterpart for
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FIGURE 5 | (Upper left) Degree of freedom Apt (denoted A/d11/n) associated with aerosol layer top pressure ptop (which has index i = 1 in the state vector/bx/n) as
retrieved by OCI only with a posterior uncertainty of σpt based on a prior uncertainty of σa,pt = 250 hPa; DOAS ratio measurement uncertainty is assumed to be 1.5%
and aerosol optical depth is taken to be 0.1 at O2A wavelengths, with ±0.025 error. (Lower left) Same as upper-left, but for A1p (denoted A/d22/n) associated with
aerosol layer pressure thickness 1p (which has index i = 2 in the state vector/bx/n), using σa,1p = 150 hPa. (Upper right) As for (upper left) but with additional
information from collocated multi-angle observations. (Lower right) As for (upper right), but for 1p rather than ptop. Details explained in
Davis and Kalashnikova (2019).

a sensor with just one in-band channel, as indicated in the upper-
left panel. Viewing angle is sampled in the MISR pattern (Diner
et al., 1998): nadir,±26.1

◦

,±45.6
◦

,±60
◦

, and±70.5
◦

, with “+ ”
meaning “fore” and “–” meaning “aft” looks that correspond
respectively to forward and backward scattering in the northern
hemisphere for in MISR’s descending sun-synchronous orbit.
Again, the anticipated DOAS ratio measurement error of 2% is
indicated, demonstrating that, here too, there is sensitivity to
ALH, in addition to the one conveyed by OCI spectroscopy.

Moving on to Figure 5 where DoFs are displayed, we used a
separate simulation where f(x) predicts DOAS ratios for both the
OCI and the MAP, assuming five angles are used in the principal
plane (0◦,±30◦,±60◦). In this case, the forward model f(x) is still
a function of n = 2 aerosol profile variables, plus AOD (assumed
known but with known uncertainty). In this set-up, f(x) is a
formal measurement vector with m = 8 dimensions (OCI’s and
MAP’s A-band observations).

What happens to the above DoF assessment if the
spectrometer is supplemented by a multi-angle radiometer
with non-polarized O2A band channels? We assume an in-band
channel as shown at the bottom of the upper left-hand panel
of Figure 4, and an out-of-band/continuum channel that can
combined into a DOAS ratio for each of the sampled viewing
angles. The outcome is displayed in the right two panels of

Figure 5 for five angles (nadir, ±30
◦

, ±60
◦

). We note the
similarity with the left-hand panels but the ranges for the DoFs
are different. In the upper panels, the range of Apt increases from
[0.922, 0.928] to [0.930, 0.950], which corresponds to a modest
reduction of σa,pt by ≈10%. In contrast, A1p increases quite
dramatically from [0.0690, 0.0735] to [0.09, 0.19] and, moreover,
the trend of A1p with 1p has changed direction. This range,
however, is still not enough to build a credible retrieval of 1p
with any confidence. Rather, we can interpret it as a gain in
information that can be used to constrain somewhat better the
uncertainty on 1p that, in the retrieval of its top pressure ptop,
should be treated as a non-retrieved (hence necessarily prescribed
but uncertain) property of the aerosol layer under consideration.

The bottom line of this theoretical exploration is that PACE
will be able to discriminate different altitudes of ALH, but will
not be able to profile that height, even by combining OCI with
multi-angle measurements.

Aerosol Layer Height Retrievals Using
EPIC/DSCOVR’s Oxygen A- and B-Band
Channels
Oxygen A-band techniques have already been adapted to other
sensors currently taking data, and results validated. For example,
Xu X. et al. (2017) have retrieved ALHs over ocean surfaces
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using radiances measured in the oxygen A- and B-bands from
the EPIC sensor on the DSCOVR satellite. EPIC measures earth-
reflected solar radiances in ten narrow bands. Two of these
bands are located in the oxygen A- and B-bands centered at 764
and 688 nm with bandwidth of 0.8 and 1.0 nm, respectively.
Two corresponding continuum bands are placed at 680 and
780 nm. The ALH retrieval uses DOAS ratios as described above
providing one piece of information by comparing an in-band
value with the continuum in both the oxygen A- and B-bands,
Figure 6A shows the results plotted against collocated CALIOP-
measured ALH s over ocean. Most recently, Xu et al. (2018b)
extended the retrieval algorithm for smoke ALH over vegetated
land surfaces (Figure 6B). Assuming that CALIOP-derived
aerosol extinction profiles represent an accurate representation
of ALH the retrieval accuracy from EPIC’s oxygen bands was
0.45 km over ocean and 0.58 km over vegetated land surfaces.
Although OCI has a spectral resolution (∼ 5 nm) coarser
than the spectral width of EPIC’s oxygen A and B channels,
theoretical studies show that OCI can resolve oxygen absorption
signals and infer ALH. The addition of SPEXone, one of the
PACE MAPs with finer spectral resolution through the O2A
region, may improve the situation, but the study we have
done suggests limited enhancement to OCI’s basic sensitivity
from the MAP. Furthermore, SPEXone’s narrow swath width
will not cover the entire OCI domain. Therefore, the ability
to infer ALH from OCI-alone will be important to constrain
retrievals of other aerosol parameters from the PACE broad
swath instruments, including retrievals of aerosol absorption
information as described in Section 3, microphysical retrievals
from the other PACE polarimeter without O2A capability and will
also benefit atmospheric correction for OCI, especially through
the shortwave end of its spectrum.

DISCUSSION AND THE PATH FORWARD

PACE offers multi-tiered opportunities for aerosol remote
sensing. At the most basic level, OCI will allow continuation of
heritage aerosol retrieval algorithms developed for and applied
to MODIS, VIIRS and OMI. Continuation aerosol algorithms
include the MODIS/VIIRS DT and Deep Blue family of
algorithms and products, the OMI UV AI, the OMI UV-derived
aerosol products, and new algorithms such as MODIS MAIAC.
There are no foreseen barriers to porting these algorithms directly
to OCI and we anticipate comparable validation results over
both ocean and land surfaces. However, experience in porting
aerosol retrievals from MODIS to VIIRS, or OMI to EPIC,
suggest points of difficulty that will need to be addressed.
Shifts in wavelengths will require new gas corrections and
re-calculation of any empirical spectral relationships in the
algorithm. Algorithms that depend on acquisition of statistics
of surface characteristics will require time to acquire and build
these new LUTs. Absence of thermal IR channels may affect
cloud masking and introduce differences from heritage sensor
results. Furthermore, consistency of sensor characterization will
be a significant issue. Homogenizing calibration from existing
sensors to new sensors, such as OCI will be necessary in order

to maintain consistency across aerosol Climate Data Records.
We recommend planning for collocations between OCI and
other satellite sensors in the overall mission strategy. All of these
recommendations are supported by first-hand experience in the
transfer from MODIS to VIIRS, or in OMI to EPIC.

In addition, OCI alone offers a step up from current sensors in
terms of its broad spectrum and 5 nm spectral resolution. These
additional abilities show promise of obtaining new information
on aerosol absorption and ALH. OCI is equivalent to merging
MODIS and OMI into a single instrument and extending OMI’s
spectral range into the SWIR, co-registered and with common
calibration and common moderate spatial resolution. For the first
time we will have UV channels available for aerosol retrievals
at the same resolution as the visible-SWIR channels. Note that
OMI’s spatial resolution is 13 × 24 km, and the Ozone Mapping
and Profiling Suite (OMPS) is 50 km, whereas OCI’s spatial
resolution is 1 km. Using the broad-spectrum retrieval we will
be able to characterize aerosol absorption, layer height, AOD
and a measure of particle size across the broad OCI swath, over
ocean. Meanwhile, OCI’s spectral resolution of 5 nm is sufficient
to resolve the signal through the oxygen-A band, and will permit
independent retrievals of ALH. Independent retrievals of aerosol
height from the UV and oxygen-A band offer an opportunity
for redundancy. However, these advances are only possible when
aerosol loading is sufficiently high, so that the aerosol signal
overwhelms ocean variability. This is more important to the UV
to SWIR retrieval than it is when applying O2A algorithms.
We also see that oxygen-A band retrievals can be applied to
multi-angle measurements that increase confidence in the OCI-
alone retrieval of ALH, but still do not allow for profiling
of aerosol layers.

A potential limitation to applying the UV proto-algorithm to
the aerosol over global oceans is the requirement of moderate
to high aerosol loading (AOD at 550 nm > 0.30). We need
this requirement to be assured that the atmosphere dominates
the OCI-measured signal in the UV and is not affected by
variable conditions in the ocean. In testing, we found that the
retrieval correctly identified input aerosol absorption 100% of
the time despite perturbation to ocean spectral reflectance when
AOD > 0.30, but only 56% of the time when the AOD was less.
The fraction of retrievals that meet this threshold and would be
available for retrieval is small, globally. According to the first
5–7 years of MODIS aerosol product over ocean, only about
10% of the 1 degree grid squares met this requirement (Remer
et al., 2008). However in certain regions and seasons, namely
March through May in the north Pacific, March through August
in the north tropical Atlantic, and December through August
in the north Indian Ocean, the seasonal regional mean AOD
approaches or exceeds 0.25, suggesting a significant number of
retrievals would be possible. Even in the vast areal extent of the
ocean where seasonal mean AOD is near background levels, an
occasional aerosol event from volcano or wildfire would likely
exceed the threshold and be retrievable. These belts of persistent
moderate to high aerosol loading are key regions where better
characterization of aerosol absorption properties and height will
constrain estimates of aerosol effects on regional circulations,
cloud processes and the hydrological system (Samset et al., 2018).
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FIGURE 6 | Scatterplots of EPIC retrieved aerosol layer height (ALH) versus CALIOP extinction-weighted ALH. (A) For a dust plume over the Atlantic Ocean on 17 –
18 April 2016. Adapted from Xu X. et al. (2017) with permission from John Wiley and Sons. (B) For smoke plumes over Canada and Northeastern United States on
25 – 26 August 2017. Adapted from Xu et al. (2018a) with permission under Creative Commons Attribution 4.0 License. Also plotted on each panel are the
one-to-one line (solid), ±0.5 km (dashed) and ±1.0 km (dotted) envelopes, the number of samples (N), bias, root-mean-square error (RMSE), and coefficient of
determination (R2). On (B), color of each scatter indicates EPIC retrieved 680-nm AOD values, and error bars of each scatter indicates standard deviations for ALH
values of the collocated EPIC and CALIOP pixels.

Heritage and new aerosol algorithms can be developed from
PACE sensor measurements for both ocean and land surfaces,
and in some cases over clouds, as well. The PACE mission will be
able to produce global aerosol products. However, because of the
high interest in the mission’s ocean objectives, we comment now
specifically on the aerosol over ocean retrieval. Heritage aerosol
algorithms have served us well and “heritage plus” algorithms will
continue to serve us well when applied to OCI measurements
over open ocean in Case 1 waters. However, in coastal regions,
where traditional assumptions of the ocean spectral signal breaks
down, backscattering from suspended hydrosol particles (e.g.,
phytoplankton and sediment) in unanticipated spectral ranges
can be misinterpreted as aerosols, leading to overestimation
of AOD at low aerosol loading and interfering with new
retrievals making use of the UV and hyperspectral capabilities.
Furthermore, adjacency effects between water and shore also add
to the complexity in near-shore regions (Bulgarelli et al., 2014).
These greater challenges in complex situations require a new
instrument, and that is the MAP. While not completely immune
from these complex situations, the MAP increases information
content, which can be exploited to better separate atmospheric
from oceanic and land signals. The MAP is the subject of a
companion paper in this same issue (Remer et al., 2019).

There exists strong synergy between atmosphere and ocean
retrievals, for PACE. Products derived from each sensor and
from each discipline will provide essential information to
each other’s algorithms, constraining aerosol characteristics
and ocean properties for each other, either in near real
time, statistically over time, or for reprocessing. The aerosol
loading limitations of the above described methods prevents
their direct use for atmospheric correction over most of the
world’s oceans, but does not prevent exploration of more
sophisticated methods that might retrieve aerosol and ocean

properties together. Simultaneous retrievals of aerosol and
ocean properties, or aerosol and land properties are possible.
We did not deliberate on the aerosol/land retrievals, but we
did consider the possibilities of aerosol/ocean retrievals. These
possibilities are discussed more fully in other papers appearing
in this special issue (Chowdhary et al., 2019; Frouin et al., 2019;
Remer et al., 2019).

Currently there is a severe lack of appropriate space or field
data to use as a test bed for algorithm development. Hyperspectral
data to simulate OCI observations can be provided by spaceborne
HICO or AVIRIS, but neither cover the full spectral range of
OCI, and both sensors tend to target scenes when and where
aerosol loading is minimal. High altitude hyperspectral imagery
that extends into the UV, and is complemented by bands in
the SWIR, similar to the OCI design will be essential for
preparation of the PACE mission. Such imagery should target
aerosol events and various cloudy scenes, over land and ocean,
as well as oceanic targets. These images will aid PACE cloud,
atmospheric correction and Inherent Optical Property algorithm
development, as well as aerosol algorithms. We note that
maintaining calibration of such an instrument, especially in the
deep blue and UV part of the spectrum is currently challenging,
with commonly used sensors such as AVIRIS declaring known
issues in this spectral range. Not having reliable full spectrum test
data is a serious technical gap in preparing for the PACE mission.
Furthermore, such instruments are rarely deployed with airborne
MAPs. Existing data in cloud free conditions for with both types
of instruments are extremely rare (Gao et al., 2018). We note that
AVIRIS, CPL and the Airborne Multiangle SpectroPolarimetric
Imager (AirMSPI: a MAP) will fly together during the FIREX-
AQ campaign, which should begin to build the necessary test bed
for algorithm development, but it is only a start from what will
actually be needed.
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The PACE mission will be an unprecedented opportunity for
aerosol characterization. The combination of the broad-spectrum
hyperspectral radiometer and multi-angle polarimeters, used
independently or synergistically, will be able to continue
heritage global aerosol remote sensing while opening up new
opportunities for aerosol characterization on several levels. In
addition, the PACE mission unites aerosol, cloud and ocean
communities as they work towards meeting intertwined technical
and research challenges. We anticipate PACE leading a surge
of new understanding that crosses traditional atmosphere-ocean
boundaries, leading to new science and societal benefits.
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The Plankton, Aerosol, Clouds, ocean Ecosystem (PACE) mission presents new

opportunities and new challenges in applying observations of two complementary

multi-angle polarimeters for the space-based retrieval of global aerosol properties.

Aerosol remote sensing from multi-angle radiometric-only observations enables aerosol

characterization to a greater degree than single-view radiometers, as demonstrated

by nearly two decades of heritage instruments. Adding polarimetry to the multi-angle

observations allows for the retrieval of aerosol optical depth, Angstrom exponent,

parameters of size distribution, measures of aerosol absorption, complex refractive index

and degree of non-sphericity of the particles, as demonstrated by two independent

retrieval algorithms applied to the heritage POLarization and Directionality of the Earth’s

Reflectance (POLDER) instrument. The reason why this detailed particle characterization

is possible is because a multi-angle polarimeter measurement contains twice the number

of Degrees of Freedom of Signal (DFS) compared to an observation from a single-view

radiometer. The challenges of making use of this information content involve separating

surface signal from atmospheric signal, especially when the surface is optically complex

and especially in the ultraviolet portion of the spectrum where we show the necessity of

polarization in making that separation. The path forward is likely to involve joint retrievals

that will simultaneously retrieve aerosol and surface properties, although advances will be

required in radiative transfer modeling and in representing optically complex constituents

in those models. Another challenge is in having the processing capability that can keep
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pace with the output of these instruments in an operational environment. Yet, preliminary

algorithms applied to airborne multi-angle polarimeter observations offer encouraging

results that demonstrate the advantages of these instruments to retrieve aerosol layer

height, particle single scattering albedo, size distribution and spectral optical depth, and

also show the necessity of polarization measurements, not just multi-angle radiometric

measurements, to achieve these results.

Keywords: aerosol, multi-angle, polarimeter, PACE, remote sensing, multi-wavelength

INTRODUCTION

NASA’s Plankton, Aerosols, Clouds, ocean Ecosystems (PACE)
mission offers unique and new opportunities for characterizing
aerosol from space. Part of the challenge of PACE will be to
advance and combine our current infrastructure and algorithms
to take advantage of PACE’s new and unique observations from a
combination of synergistic satellite instruments.

PACE will carry three instruments. The primary instrument
is the Ocean Color Instrument (OCI). This is a radiometer
that spans the spectral range, hyperspectrally, from near
350 to 885 nm, measuring at 5 nm spectral resolution. OCI
also includes seven discrete bands in the shortwave infrared
(SWIR) centered at 940, 1,038, 1,250, 1,378, 1,615, 2,130,
and 2,260 nm. In addition to OCI, PACE is expected to
carry two multi-wavelength, multi-angle imaging polarimeters
(MAPs). One of these is Spectro-Polarimeter for Planetary
Exploration-1 (SPEXone: Hasekamp et al., 2019), an instrument

Abbreviations: 3D, Three dimensional; 3MI, Multi-viewing, Multi-channel,

Multi-polarization Imager; AAOD, Absorbing Aerosol Optical Depth; AATSR,

Advanced Along Track Scanning Radiometer; ACE, Aerosol Cloud Ecosystems;

ACEPOL, Aerosol Characterization from Polarimeter and Lidar; ADEOS,

Advanced Earth Observation Satellite; AERONET, Aerosol Robotics Network;

AirHARP, Airborne version of Hyper Angle Rainbow Polarimeter; AirMSPI,

Airborne Multiangle SpectroPolarimetric Imager; AirSPEX, Airborne version of

Spectro-Polarimeter for Planetary Exploration; AMS, Aerosol Mass Spectrometer;

AOD, Aerosol Optical Depth; AOT, Aerosol Optical Thickness; ATSR-2, Along

Track Scanning Radiometer 2; BC, Black Carbon; BIOSOPE, BIogeochemistry

and Optics SOuth Pacific Experiment; BRDF, Bi-Reflection Directional Function;

CDOM, Colored Dissolved Organic Material; Chla, Chlorophyll-a; CPL, Cloud

Physics Lidar; DFS, Degrees of Freedom for Signal; DoLP, Degree of Linear

Polarization; ER-2, Earth Research-2; ESA, European Space Agency; FF, Fournier-

Forand; GRASP, Generalized Retrieval for Aerosol and Surface Properties; HARP2,

Hyper Angle Rainbow Polarimeter-2; IOP, Inherent Optical Properties; MAIA,

Multi-Angle Imager for Aerosols; MAN, Maritime Aerosol Network; MAP, Multi-

Angle imaging Polarimeters; MISR, Multi-angle Imaging SpectroRadiometer;

MODIS, MODerate resolution Imaging Spectroradiometer; NAP, Non-Algae

Particle concentration; NASA, National Aeronautics Space Administration;

NDW, Non-algae Dominated Water; NIR, Near InfraRed; OCI, Ocean Color

Instrument; OMI, Ozone Monitoring Instrument; PACE, Plankton, Aerosols,

Clouds, ocean Ecosystems; PARASOL, Polarization andAnisotropy of Reflectances

for Atmospheric Sciences coupled with Observations from a Lidar; PDW,

Phytoplankton Dominated Water; PODEX, Polarimeter Definition Experiment;

POLDER, POLarization and Directionality of the Earth’s Reflectance; PSD, Particle

Size Distribution; RSP, Research Scanning Polarimeter; SEAC4RS, Studies of

Emissions, Atmospheric Composition, Clouds and Climate Coupling by Regional

Surveys; SLSTR, Sea and Land Surface Temperature Radiometer; SP2, Soot

Photometer; SPEXone, Spectro-Polarimeter for Planetary Exploration-1; SRON,

Netherlands Institute for Space Research; SSA, Single Scattering Albedo; TOA, Top

Of Atmosphere; UV, Ultraviolet; VIS, Visible.

contributed by the Netherlands. The other is Hyper Angle
Rainbow Polarimeter-2 (HARP2), an instrument contributed
by the University of Maryland Baltimore County (UMBC).
SPEXone uses the spectral modulation technique (Snik et al.,
2009) to achieve a highly accurate hyperspectral polarization
from 385 to 770 nm. Spectral resolution for scalar radiometric
intensity is 5 nm in the continuum and 2 nm in the Oxygen-
A band, and for polarization 15–45 nm (polarimetric spectral
resolution increases with wavelength). SPEXone’s swath width
is 100 km, with 5 × 5 km spatial resolution sampled at 2.5
× 2.5 km pixel resolution, and it views each Earth target
at five different angles. HARP2 uses a Philips prism beam

splitting technique with stripe filters to achieve accurate
polarization in four discrete wavelengths (440, 550, 670, and

870 nm), but across a broad swath of 1,550 km. HARP2 is
hyperangular, viewing each nominally 2.5 km pixel at 10–60

different angles. Thus, the two polarimeters together offer
synergistic opportunities, compensating for wide vs. narrow
swaths, and hyperangle vs. hyperspectral capabilities. Table 1
shows the characteristics of each MAP, including the differences
in polarimetric accuracy.

In this paper, we present an overview of the opportunities
and challenges of using a multi-angle polarimeter (MAP) for
aerosol characterization in a PACE context.We will briefly review
our heritage operational space-based multi-angle radiometers
and polarimeters, and how they have contributed to our current
understanding of aerosol characterization. We will present an
analysis of information content for aerosol characterization from
a MAP, as compared to a radiometer like OCI, and then discuss
specific issues of making a MAP retrieval of aerosol. Throughout
this paper we will refer to a generic MAP that is neither
SPEXone nor HARP2 but can be applied to either sensor or
to others that might participate in other missions. Because the
emphasis of PACE, as a mission, has been focused on ocean
biology, we will address the specific challenges of retrieving
aerosol characteristics over oceans, although observations from
the PACE MAPs will be used to characterize aerosol over land,
as well. Despite the focus in the over ocean retrievals of aerosols
here, this paper does not directly address atmospheric correction.
Instead, Frouin et al. (2019) explores atmospheric correction or
the retrieval of normalized water-leaving radiance in the PACE
era. The at-launch aerosol retrieval algorithms to be applied to
the individual PACE MAPs have not been formulated in detail
at this time, and therefore, this paper cannot provide specifics
on the eventual operational algorithms or exact final PACE
aerosol products.
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TABLE 1 | Characteristics of the two PACE MAPs.

MAP characteristics SPEXone HARP-2

Spectral range 385-770 nm 440, 550, 670, 870 nm

Spectral resolution Scalar radiometric intenstiy: 5 nm

O2A band: 2 nm

Polarized: 15–45 nm, increasing

with wavelength

All bands polarized.

440, 550, 670 nm bands: 10 nm

870 nm band: 40 nm

Polarimetric accuracy (DoLP) 0.0025 <0.005

# viewing angles 5 (−57◦, −20◦, 0◦, 20◦, 57◦) 10 for 440, 550, 870 nm + 60 for 670 nm

(114◦)

Swath width 9◦ (100 km) 94◦ (1,550 km)

Ground sample distance 2.5 × 2.5 km 1.3 × 2.0 km

Heritage GroundSPEX, SPEX airborne AirHARP, cubesat HARP

One of the challenges of PACE will be the attempt to extract
additional information from the ultraviolet (UV) wavelengths.
The use of UV observations by the OCI radiometer for aerosol
retrievals is addressed in this issue in a separate paper (Remer
et al., 2019), but here we present a summary of the results of a
theoretical sensitivity study (Zhai et al., 2017b) that highlights
the importance of polarimetry to constrain the uncertainty
introduced by the UV (Kahn et al., 2016). Note that we discuss
these results from the perspective of aerosol characterization.
Frouin et al. (2019) addresses the challenges of the UV
specifically for atmospheric correction, whereas Chowdhary et al.
(2019) touches upon ocean color contributions to spaceborne
UV observations.

The inclusion of MAPs in the mission has elevated PACE
capabilities for global aerosol characterization to new levels.
While the focus of this paper is aerosol characterization, a
MAP, with its enhanced information content, provides the
opportunity for simultaneous retrievals of aerosols and surface
properties. Success of a simultaneous retrieval depends on the
availability of radiative transfer models that are sufficiently
accurate to make use of the full information content measured by
a MAP. Such radiative transfer models need to couple ocean and
atmosphere and need to represent all processes and constituents
appropriately. An extensive exploration of the current state of
ocean and atmospheric radiative transfer modeling is presented
in Chowdhary et al. (2019) and will only be briefly discussed here
in the context of aerosol characterization.

HERITAGE MULTI-ANGLE AND
POLARIMETER AEROSOL
CHARACTERIZATION

Cloud Masking and Other Scene Selection
Processes
Heritage quantitative aerosol remote sensing algorithms,
especially those applied to single-view radiometers like the
MODerate resolution Imaging Spectroradiometer (MODIS)
and the Ozone Monitoring Instrument (OMI), needed to
constrain their retrievals by making assumptions regarding
the scene observed by the instrument. A scene with clouds

or certain surface types such as snow/ice that does not
conform to algorithm assumptions will be identified and
then excluded from retrieval. Included in that screening
for single-view radiometers would be sun glint over water.
Recent algorithms for these single-view heritage instruments
have begun to retrieve aerosol above clouds (Waquet et al.,
2009b; Torres et al., 2012; Jethva et al., 2013, 2014, 2016;
Meyer and Platnick, 2015; Sayer et al., 2016), but these
algorithms still require identification of the cloud scene in
order to choose the correct algorithmic path. Single-view
polarimetry will not add much value for cloud identification,
as polarimetry is not sensitive to water droplet clouds,
except by accident when the single-view coincides with the
rainbow peak.

The situation has been less restrictive for heritage

multiangle radiometers and polarimeters. Multiangular

satellite observations, such as from Multi-angle Imaging
SpectroRadiometer (MISR) instrument (Diner et al., 1998)
provide additional information for scene selection that cannot
be discerned from single-view radiometers. For example, MISR
uses multi-angular smoothness and spatial correlation tests
to assist in cloud screening as part of the aerosol retrieval
algorithm (Martonchik et al., 2002). Multi-angle instruments
also have the advantage that some of the view angles always
avoid glint so that every scene can be viewed at some non-glint
geometry (see e.g., Harmel and Chami, 2013). An example
using MISR to fill in glint-induced gaps in MODIS-Terra
aerosol optical depth (AOD) product over the ocean is shown
in Figure 1. This increases the availability of retrieved aerosol
characteristics over oceans. The information contained in
multi-angle polarimetry has also been shown to be sufficient
to perform masking by simply assessing the goodness of fit in
the retrieval process, thereby avoiding deterministic thresholds
inherent to single-view techniques, which may inadvertently
over- or under-screen the data (Stap et al., 2015). The PACE
MAPs have the capabilities to make use of new techniques
that avoid masking, and to have the capabilities to mask when
needed. Advanced algorithms developed for these instruments
should address scene selection with the same rigor as they
apply to characterizing the aerosol once scene selection has
been accomplished.
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FIGURE 1 | Complementary MISR and MODIS coverage over dust plumes transported over the Atlantic. The narrower MISR swath partly fills in areas that would

otherwise be lost to sun glint masking in the broader MODIS swath. MODIS AOD data (right and left of the MISR swath) is plotted together with the narrower MISR

swath for two successive days in this dust plume event. AOD data in the middle of the MODIS swath is missing because of glint masking. MISR can retrieve AOD

despite glint because only 2–3 out of nine MISR cameras view the scene in glint while other cameras point at the same scene, but at non-glint angles. These can be

used for retrievals. Adapted with permission from Kalashnikova and Kahn (2008), John Wiley & Sons.

A comprehensive study of cloud detection by PACE that
includes discussion of both OCI and MAP capabilities and
limitations can be found in Platnick et al. (2018).

Heritage Aerosol Retrievals From
Multi-Spectral Multi-Angular Radiance
Measurements
The concept of using satellite multi-angle measurements to
derive aerosol properties over land and ocean has a long history
(Martonchik andDiner, 1992;Wang andGordon, 1994). The first
satellite sensor providing opportunity to test the concept was the
dual angle Along Track Scanning Radiometer 2 (ATSR-2) that
surveyed each pixel twice, once in the forward direction at 52–55◦

view angle and then near nadir at 0–22◦ view angle (Flowerdew
and Haigh, 1995). Aerosol retrievals were devised to make use
of the dual-look information to separate aerosol signal from
surface reflectance and bi-reflection directional function (BRDF)
over land (Flowerdew and Haigh, 1996). Soon after an algorithm
making use of both multi-angle and spectral information was
applied to ATSR-2 data and validated (Veefkind et al., 1998).
Since then a series of algorithms have been applied to the multi-
angle observations of ATSR-2 and its successors (e.g., Holzer-
Popp et al., 2002; Kokhanovsky et al., 2009; Kolmonen et al., 2016;
de Leeuw et al., 2018).

While the European multi-angle aerosol retrieval effort has
focused on ATSR-2 and its successors, NASA’s primary heritage
multi-angle instrument is MISR. MISR has been on orbit,
observing Earth and retrieving aerosol characteristics since
soon after Terra launch in 2000. Besides retrieving AOD,
MISR’s multi-angle capability has been used for additional
aerosol characterization. Previous MISR studies demonstrate
the ability of multi-angular radiances to distinguish dust from
other airborne particles (e.g., Kalashnikova and Kahn, 2006;
Kalashnikova et al., 2013) over the ocean surfaces, and show the
value of such observations for separating aerosol and surface
scattering over non-black ocean waters (where the red and

near infrared radiance emanating from the ocean is not zero,
Limbacher and Kahn, 2017). As a demonstration of multi-
angular capabilities, Limbacher and Kahn (2017) introduced a
coupled, self-consistent retrieval of aerosols over open oceans
with Chlorophyll-a concentration [Chla] < 1.5 mg/m3, with
a primary goal to correct MISR ocean retrievals of AOD at
low aerosol loadings. Because MISR-based ocean reflectance
is derived self-consistently with aerosol amount and type
in a physical retrieval, it can potentially provide a more
robust atmospheric correction for collocated MODIS-Terra
ocean retrievals.

Currently, the only plans to continue multi-angle radiometry

without polarization after MISR are with the European Sea and

Land Surface Temperature Radiometer (SLSTR) instrument, a
follow-on of the Advanced Along Track Scanning Radiometer
(AATSR), on the European Space Agency (ESA) Sentinel-3
mission, whichwas launched in 2016. These instrumentsmeasure
the same scene at two view angles (Grey et al., 2006), which
is less advantageous than a 9-camera MISR-like observation.
Future multi-angle sensors will combine multi-angle capability
with polarimetry. However, there are paths forward for multi-
angle radiometry beyond MISR and AATSR that would provide
additional capability for aerosol characterization that do not
require polarimetry. One such configuration would be for a
multi-angle instrument with hyperspectral capabilities. Such a
configuration could resolve the Oxygen A-band signal through
different slant paths from multi-angle views and enhance the
ability to derive the heights of cloud (Ferlay et al., 2010) and
aerosol (Davis and Kalashnikova, 2019) layers. There are no
current plans for such an instrument featuring radiometry alone.
Instead, all multi-angle instruments in the queue are combined
with polarimetric capability, although SPEXone on PACE will
combine polarimetry with multi-angle hyperspectral views out to
770 nm, andmay provide the information described by Davis and
Kalashnikova (2019) on coarser resolution. Currently, SPEXone,
HARP2, NASA’s Multi-Angle Imager for Aerosols (MAIA), and
the European Multi-viewing, Multi-channel, Multi-polarization
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Imager (3MI) are the only planned instruments with multi-angle
capability that could continue the NASA MISR aerosol
record. These are all multi-angle polarimeters (MAPs) that
exceed MISR’s capabilities by adding information for aerosol
characterization associated with polarimetric measurements and
enhanced spectral coverage, though MAIA will not provide
continuous, near-global coverage, and instead will observe a
globally distributed set of discrete target areas (Diner et al., 2018).

Heritage Multi-Angular and Polarimetric
Observations
The POLarization and Directionality of the Earth’s Reflectance
(POLDER) (Deschamps et al., 1994) instrument, was a MAP
that enjoyed three deployments into space. The first two were
relatively short due to catastrophic failures in its spacecraft
(Advanced Earth Observation Satellite—ADEOS), not in the
sensor itself. The third POLDER, aboard the Polarization and
Anisotropy of Reflectances for Atmospheric Sciences coupled
with Observations from a Lidar space craft (PARASOL) (Tanré
et al., 2011), produced a 9-year data record. POLDER could
potentially retrieve AOD and ocean reflectance simultaneously,
and, to some extent, could characterize absorbing aerosol
amount. POLDER’s first-generation aerosol retrieval was the
very first attempt to use polarization measurements. The
standard aerosol algorithm was originally very conservative in
its output, limiting itself to producing only MODIS-like aerosol
products (AOD and size) and using simplified radiative transfer
assumptions (Deuzé et al., 2000).

In addition to the original operational stream, a more
comprehensive, although computationally expensive, retrieval
algorithm (Dubovik et al., 2011, 2014) has been applied to
POLDER measurements, This is the Generalized Retrieval for
Aerosol and Surface Properties (GRASP) that produces an
expanded product line that includes additional quantitative
aerosol properties (size, complex refractive index, fraction of
non-sphericity, and scale height). This algorithm uses a multi-
pixel approach that assumes limited temporal variability of
surface reflectance (over land) or limited spatial variability of
aerosol characteristics (over both land and ocean). Progress has
been made in speeding up processing, and at present, the whole
archive of 9 years (2004–2013) POLDER-3/PARASOL data and
18 months of POLDER-1,2/ADEOS-1,2 have been processed
(Dubovik et al., 2019). Figure 2 illustrates the retrieval results
for single scattering albedo. These results are preliminary in
that complex situations have not yet been properly addressed,
and thus, snow/ice, heterogeneous scenes, and clouds are
likely introducing errors in the plotted values. Even so, the
GRASP/POLDER products are showing, over all expected global
patterns, good agreement with the Aerosol Robotics Network
(AERONET) inversions and have recently been used for the
quantification of emissions of biomass burning and mineral dust
aerosols over Africa (Chen et al., 2018).

A separate POLDER algorithm development effort is also
underway at SRON, the Netherlands Institute for Space Research
(Hasekamp et al., 2011; Fu and Hasekamp, 2018), which like
GRASP is computationally expensive but more fully exploits the

information content inherent in a POLDER observation than did
the first generation algorithm (Tanré et al., 2011). For example,
the SRON algorithm produces aerosol size, single scattering
albedo (SSA) or absorbing AOD (AAOD), complex refractive
index, and degree of particle non-sphericity. An example of
the algorithm to characterize global aerosol particle absorption
(AAOD) is shown in Figure 2 (Lacagnina et al., 2017). Both the
GRASP and SRON retrievals have been validated against direct
sun measurements and compared with inverted sky radiances
from AERONET, and both report a significant ability to quantify
column aerosol particle properties. The advances represented by
GRASP and SRON to more fully exploit the multi-angle and
polarimetric capabilities of POLDER and increase its aerosol
characterization ability are already offering new insight in a
variety of long-standing global aerosol questions. These include
quantifying of emissions of biomass burning and mineral dust
aerosols over Africa (Chen et al., 2018), evaluating global model
aerosol absorption (Lacagnina et al., 2015), computing the direct
radiative effect of aerosols (Lacagnina et al., 2017), and aerosol
typing (Russell et al., 2014).

MULTI-ANGULAR POLARIMETRIC
INFORMATION CONTENT FOR AEROSOL
RETRIEVAL OVER OCEAN

There is strong consensus within the aerosol community
that a multi-angle polarimeter is part of the essential next
step in improving our understanding of the global aerosol
system, reducing uncertainty in estimates of aerosol forcing
of climate, improving knowledge of aerosol-cloud processes,
advancing space-based air quality monitoring and forecasting,
and documenting important aerosol events. The POLDER
missions provided the first taste of multi-angle polarimetry. As
technology advances to include hyperspectral capability, possibly
broader wavelength ranges and higher polarimetric accuracy, the
expectation is that aerosol characterization will also advance. As
noted above, multi-angle radiometry is an important step up
from the single-look instruments, and polarimetry allows even
better characterization of particle properties from space.

Tanré et al. (1996) quantified the information content or
degrees of freedom inherent in a 6-wavelength, single look,
unpolarized satellite observation of aerosol over Case 1 ocean
waters using principal component analysis. Their conclusion
is that these six wavelengths resulted in only 2–3 degrees
of freedom, expressed as the aerosol loading, the weighting
between modes and if one mode was dominant, then also the
effective radius of the dominant mode. The six wavelengths
spanned the MODIS spectrum (0.55–2.13µm). OCI, extending
to hyperspectral and into the UV, should add information
content to the MODIS-like measurements, and the possibility of
using this information to retrieve absorption and aerosol layer
height was explored in a companion paper (Remer et al., 2019).
However, the most significant increase in information content
(often expressed as Degrees of Freedom for Signal, DFS) can be
made with multi-angle polarimetry, thus offering the potential
for more complete, and accurate, aerosol characterization
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FIGURE 2 | Annual mean aerosol absorption properties for 2006 derived from PODER-3/PARASOL observations using the GRASP algorithm reporting single

scattering albedo (SSA) at 670 nm (Top) and using the SRON retrieval algorithm (Hasekamp et al., 2011; Fu and Hasekamp, 2018) reporting absorbing aerosol optical

depth (AAOD) at 550 nm (Bottom). Adapted with permission from Lacagnina et al. (2017), John Wiley & Sons. Note that SSA is an intrinsic aerosol property while

AAOD is dependent also on the aerosol loading. Direct comparisons of the two maps are not possible. However, very high AAOD should roughly correspond to low

SSA, and vice-versa. Also, please note that the GRASP results are still preliminary and may be affected by cloud, snow/ice, surface heterogeneity, and other

contamination issues.

(Hasekamp and Landgraf, 2005; Hasekamp, 2010;
Knobelspiesse et al., 2012).

Figure 3 shows the results of a study that compares the
information contained in an observation by an example multi-
angle polarimeter, the European 3MI instrument (Manolis et al.,

2017; Fougnie et al., 2018) to that of OCI. For this study, we
assumed 3MI has a polarimetric accuracy (expressed in terms
of Degree of Linear Polarization—DoLP) of 1%. This study
was performed for a scene parameterized from the “maritime”
aerosol model in Smirnov et al. (2003) and a simple Case-I
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FIGURE 3 | (Top) Calculated degrees of freedom (information content) from OCI (black) and a multi-angle polarimeter, the European 3MI instrument (red), as function

of calculated Aerosol Optical Thickness (AOT). The different lines represent different chlorophyll concentrations in the simulated ocean. Note that 3MI is used as a

generic example of a MAP, and is not expected to fly on PACE. (Bottom) Calculated uncertainties in simultaneous retrievals of single scattering albedo (bottom left)

and fine mode effective radius (bottom right) for the two instruments, following the same color scheme. The dashed line indicates the uncertainty requirements of

these parameters, defined by the PACE Science Definition Team report (NASA, 2012).

ocean reflectance model based on Chlorophyll-a and wind speed,
as described in Table 2. Note that the (isotropic) wind speed
parameterizes both the ocean surface reflected sunglint (Cox and
Munk, 1954), and the spectra and quantity of sea foam (Koepke,
1984; Frouin et al., 1996). It follows the Bayesian information
content methods described in Rodgers (2000) and implemented
for aerosol and ocean scenes as in Knobelspiesse et al. (2012).
This type of analysis can also be used to determine the expected
measurement uncertainty of other parameters not included as
free parameters (italicized in Table 2), so long as they uniquely
express the derived parameter. We used this property to derive
Single Scattering Albedo for the combined aerosol state, which
is a function determined largely by the imaginary refractive
index, but also depends on other properties (real refractive index,
size distribution and fine mode fraction). See section 2.1 in
Knobelspiesse et al. (2012) for more details.

The top plot in Figure 3 shows the DFS for each instrument
for aerosol retrieval over ocean, given 12 free parameters
describing the aerosol and ocean state (as in Table 2; the
maximum DFS value is 12). Since the aerosol loading in a
scene determines how well microphysical properties can be
retrieved, this analysis has been repeated for five different
AOT’s, represented as the abscissa in each plot. This analysis

is an expression of measurement uncertainty in terms of
desired retrieval parameters and is therefore independent of the
retrieval algorithm method. Like any simulation, this represents
a parameterization that may not span the entire range of
geophysical reality. However, these simplifications are consistent
for all tested measurement systems, so this is a powerful means to
compare in a relative sense, and to some extent covers differences
for varying geometries. Furthermore, Knobelspiesse et al. (2012)
has shown that calculated uncertainties are insensitive to the
simulated value of aerosol intensive properties (size distribution
and complex refractive index) so this analysis is representative
of most scenes, as long as the extensive properties (AOT, Chl-
a) are assessed at various values. This is why we chose to
represent our results in terms of varying AOT, and for different
magnitudes of [Chl-a]. These results show that the 3MI DFS
is much higher than that of OCI alone. This means that 3MI
can independently determine most of the aerosol and ocean
parameters in the simulation, while OCI would need to “add”
information via the use of assumptions of particle properties
based on empirical information. The ability to determine SSA
(bottom left) and fine size mode effective radius (bottom right)
are shown as predicted uncertainties. The gray dashed lines
indicate the MAP uncertainty requirements for these parameters
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TABLE 2 | Scene parameterization for results in Figure 3.

Aerosol fine

mode

Aerosol coarse

mode

Effective radius (re) 0.135 µm 3.63 µm

Effective variance (ve) 0.193 0.704

Real refractive index (mr) 1.37 1.37

Imaginary refractive index (mi) 0.001 0.001

AOT(555 nm) fine mode fraction 36%

Aerosol optical thickness (555 nm) 0.039, 0.084, 0.123, 0.181, 0.346

Chlorophyll-a concentration 0.03, 0.3, 2.0 mg/m3

Wind speed (isotropic) 8 m/s

Solar zenith angle 45◦

Solar-sensor relative azimuth angle 45◦

Aerosol vertical distribution Surface to 1 km

Italics indicates free parameters in a simultaneous retrieval (12 total). The single scattering

albedo (SSA) depicted in Figure 3 is computed from re, ve, mr, and mi in this Table using

Mie theory.

from the PACE Science Definition Team report (NASA, 2012).
Thus, 3MI with an assumed polarimetric accuracy of 1% would
meet those requirements for simple scenes such as this, while OCI
alone would not be able to do so. The PACE MAPs are expected
to have even better polarimetric accuracy and should perform as
well, or better, even in more complex situations than the simple
case presented in Table 2 and shown in Figure 3.

CHALLENGES IN EXPLOITING MAP
INFORMATION CONTENT OVER OCEAN

Full exploitation of MAP information content faces several
challenges. The relative newness of such algorithms, and the
complexity of simultaneous retrieval of multiple parameters, is
a barrier to full operational exploitation. This complexity can
lead to computationally expensive algorithms that are difficult
to implement on a global scale. Radiative transfer calculations
at the heart of retrieval algorithms must be confirmed as
being appropriate for the measurement uncertainty of a MAP
instrument, and these measurement uncertainty models need
to be developed, validated, and incorporated into a retrieval.
Furthermore, validation of aerosol optical properties retrieved
from these algorithms can be challenging for some parameters.
Fortunately, the PACE mission can benefit from the history of
such development for POLDER, the Aerosol Cloud Ecosystems
(ACE) mission study, and the variety of MAP prototypes that
have been deployed on aircraft for research field campaigns, and
other instruments (Dubovik et al., 2019).

The difficulty of aerosol retrieval algorithm development is
illustrated with the data processing experience of the POLDER
mission, which in the original operational algorithm over
the ocean reported a limited parameter set (Aerosol Optical
Thickness and the Ångström exponent) and relied on only two
of the three polarimetric channels (670 and 865 nm) (Deuzé
et al., 1999, 2000). Many algorithms have been developed since
that time, and some of them (such as GRASP) have specifically
tackled the issue of computational expense. A complete review

of such algorithms can be found in Kokhanovsky et al. (2015),
and descriptions of more recent algorithms include those by Gao
et al. (2018) and Stamnes et al. (2018). In addition to modern
advancements of computational power since the era of original
POLDER algorithms, some have investigated the exploitation of
alternate methods to converge to a retrieval solution efficiently,
such as utilizing fast Neural Networks (Di Noia et al., 2017).
In some ways, the algorithms required for proper exploitation
of MAP information content may require different paradigms
than those that were appropriate for the era of single view angle
multi-spectral instruments.

Measurement uncertainty, and the estimated uncertainty
of retrieved aerosol products, is of particular importance to
MAPs. This is because the retrieval algorithms mentioned
above must weigh the relative importance of the hundreds or
thousands of individual observations (at various geometries,
spectral channels, and polarimetric states) that comprise a
“measurement” of a scene. Polarimetric observations of DoLP are
several factors more accurate than the corresponding radiometric
observations and have an entirely different relationship with
regards to systematic and random errors. The relative importance
of these errors and the correlations between errors of
different observations can have an impact on the uncertainty
of the retrieved geophysical products (Knobelspiesse et al.,
2012). Measurement uncertainty has been characterized for
some airborne polarimetric instruments (Diner et al., 2010;
Harten et al., 2018; Stamnes et al., 2018), but coordinated
validation of these uncertainty models is difficult and limited
(Knobelspiesse et al., 2019).

Validation of aerosol products beyond Aerosol Optical
Thickness and Ångström exponent also presents a challenge.
While AERONET (Holben et al., 1998) represents the standard
to which most aerosol satellite products over land are compared,
and its extension, the Maritime Aerosol Network (MAN,
Smirnov et al., 2009), can be used over the oceans, both
are limited in the validation capability for other aerosol
optical properties. AERONET does not measure aerosol optical
properties directly, and AERONET aerosol optical property
retrieval quality is highest for AOD > 0.4 (Dubovik et al., 2000);
MAN instruments do not have sky scanning capabilities, and
cannot be used for aerosol retrievals. While other measurements
besides these networks do exist, they are limited by the same
fundamental information constraints. In situ observations, on
the other hand, must contend with the difficulties of accounting
for temporal and spatial scale, and have their own measurement
uncertainties. Aerosol chemical properties from commonly
used in-situ sensors are measured with 15–30% accuracy, for
example, size-resolved aerosol black carbon (BC) mass from
Soot Photometer (SP2) has 30% relative uncertainty, while bulk
aerosol chemical composition from Aerosol Mass Spectrometer
(AMS) has 17–19% relative uncertainty (Ryerson et al., 2013;
Kalashnikova et al., 2018).

The Coupled Atmospheric-Oceanic System
Retrieving aerosol properties over ocean requires separating
atmosphere and ocean signals. This is a significant challenge
given that the atmospheric and ocean systems are coupled
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physically, chemically, biologically—and most pressing for
PACE, radiatively. The radiative coupling of the atmosphere
and ocean, and the consequences for PACE remote sensing is
explored in depth in Chowdhary et al. (2019). Here, we briefly
discuss approaches that are used to manage this coupling in the
retrieval of aerosol characteristics from MAP observations.

One approach to isolate the atmospheric signal for aerosol
characterization is to focus on observations that are minimally
affected by ocean scattering contributions. This can be done
spectrally, by focusing on the near infrared (NIR) part of the
spectrum where absorption by pure sea water becomes very large
(Smith and Baker, 1981), and geographically by focusing on
Case 1 (open ocean) waters where scattering by the ocean in
the NIR part becomes negligible (Morel and Maritorena, 2001).
The former choice further avoids scattering contributions by
phytoplankton and their by-products that vary with biomass
and can become large in the visible (VIS)/UV (see again
Morel and Maritorena, 2001), while the latter choice avoids
complex ocean scenes, such as coasts and estuaries, where
scattering contributions vary e.g., suspended sediments and can
become large even in the NIR (Li et al., 2003). These choices
have been necessary in heritage algorithms for inversions of
spaceborne single-view radiance observations to either retrieve
aerosols properties (Tanré et al., 1997), or to simply account
for aerosol scattering in atmospheric correction (Gordon, 1997).
However, as we move into the PACE era, the expectation
is to expand aerosol property inversions spectrally into the
shorter wavelengths (UV, blue and green) and geographically
into the near-shore environment. In addition, for ocean color
retrievals from PACE there will be a need to expand atmospheric
correction spectrally into the UV. This will require a new way of
approaching the atmospheric-ocean system.

The process for more sophisticated aerosol retrieval over
ocean is to make use of a MAP’s large information content
to retrieve aerosol and ocean properties simultaneously.
Joint retrieval of aerosol and hydrosol properties requires a
sophisticated and computationally efficient inverse model to
disentangle their contributions to top-of-atmosphere (TOA)
radiometry and polarimetry. Currently, several approaches
are developed for the open ocean applications. For example,
Chowdhary et al. (2002, 2012) used a simple, 1-parameter bio-
optical model (i.e., varying only with [Chla]) for Case 1 waters
to characterize water reflectance and retrieved aerosol properties
using least squares fitting of the Research Scanning Polarimeter
(RSP: an airborne multi-angle polarimeter: Cairns et al., 1999)
data. Xu et al. (2016) developed an optimization approach
for joint aerosol and water-leaving radiance retrieval with
the constraints of multi-pixel measurements and a simplified
bio-optical model for open ocean, and tested the retrieval
with data from the Airborne Multiangle SpectroPolarimetric
Imager (AirMSPI: see Diner et al., 2013). Hasekamp et al. (2011)
have developed aerosol retrieval algorithms over ocean using
PARASOL data for a radiatively coupled atmosphere-ocean
system using PARASOL data, also with the simple case 1 water
bio-optical model of Chowdhary et al. (2012).

The problem with using a simple 1-parameter bio-optical
model for case 1 waters is that it is inappropriate for coastal and

inland waters, or even case 1 waters that vary from the ideal (e.g.,
Mobley et al., 2004). When the inherent optical properties (IOP)
do not tightly co-vary with [Chla], more sophisticated bio-optical
models (i.e., that include more free parameters such as marine
particulate scattering and Colored Dissolved Organic Material -
CDOM), absorption coefficients; Werdell et al., 2013) are needed
to simultaneously retrieve aerosol and ocean properties. Stamnes
et al. (2018) and Gao et al. (2018) have taken the first steps toward
including more free parameters in the joint retrieval of aerosol
and hydrosol properties from MAP data. However, additional
research is needed to quantify polarimetric properties of plankton
and suspended mineral particles for such waters, such that these
more sophisticated bio-optical models can take fullest advantage
of MAP data for joint aerosol-ocean retrievals over complex
(coastal) waters.

Aerosol retrieval algorithms that use only the polarized
reflectance measured by a MAP in the VIS offer an alternative,
albeit partial solution, for open ocean observations. They rely
less on the goodness of bio-optical models but are also less
sensitive to some aerosol properties, such as SSA and AOD.
These types of algorithms are based on our understanding of
the absolute and relative magnitudes of intensity and polarized
contributions to the TOA radiance, especially in parsing the
contributions from ocean and atmosphere. We have acquired
this information from various sources. Chowdhary et al. (2006)
have studied the magnitude and angular variation of the total
and polarized water-leaving reflectances, based on bio-optical
models of case 1 waters, in which inherent optical properties
(IOPs) are parameterized in terms of [Chla]. The wavelength
range was from 400 to 600 nm and for [Chla] spanning 0.03–3.0
mg/m3. Chami (2007) has studied the importance of the top-of-
atmosphere polarized reflectance for both open ocean and coastal
waters. The wavelength range was from 443 to 870 nm. Chami
(2007) suggested that the polarized signal may be preferred
for aerosol retrieval because the top-of-atmosphere polarized
signal is insensitive to variations in open ocean water properties.
This has been verified by PARASOL measurements (Harmel
and Chami, 2008). However, these conclusions do not hold for
modern-age polarimetric observations with higher accuracy than
PARASOL (Mishchenko et al., 2007) in the short-wave visible
part of the spectrum (Chowdhary et al., 2012) or for waters
dominated by algal blooms or sediments (Chami, 2007; Loisel
et al., 2008). Because extending this type of analysis spectrally
and for more complex waters will be necessary to make full
use of PACE capabilities, we summarize a specific study of
this type in section Characterizing Signal in the UV and Over
Complex Waters.

Meanwhile, we note that a joint retrieval, that includes
total reflectance measurements contains its own challenges for
retrieving accurate ocean parameters (including normalized
ocean leaving radiance) because an overwhelming portion of the
signal measured by the MAP originates in the atmosphere not
from the ocean. Small errors in forward modeling will translate
into a large, errors in retrieved ocean parameters. These small
errors could be introduced from cloud contamination, trace gas,
or adjacency effects, or from inaccurate assumptions of aerosol
optical properties, atmospheric profiles, horizontal homogeneity
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or ocean salinity. Even basic radiative transfer assumptions, such
as plane parallel assumptions, truncating scattering diffraction
peaks, using limited number of streams and Fourier terms,
ignoring inelastic scattering processes, or using inaccurate solar
spectra can affect the robustness of the joint retrieval, especially
the retrieval of the ocean parameters.

Although the retrieved aerosol parameters are less susceptible
to these small errors than the ocean parameters, these errors in
the forward model can also affect the aerosol retrieval accuracy
or the number of aerosol parameters that can be retrieved with
confidence. Case I waters will always be easier than complex
waters, and the stronger the aerosol loading, the more reliable
the aerosol retrieval. At low aerosol loading over coastal regions,
even a MAP may not return much more additional aerosol
information beyond what we have come to expect from heritage
instruments. However, we expect progress over the next few
years that will address these sources of error in forward models
and provide more sophisticated bio-optical models and better
representation of polarimetric properties of hydrosols. Thus, in
the PACE era, we expect to see attempts of simultaneous retrievals
of aerosol and ocean properties, and better realization of the
information content measured by the PACE MAPs.

Characterizing Signal in the UV and Over
Complex Waters
The PACE MAPs will cover the spectrum from 385 to
870 nm, which will surpass the wavelength range studied in
the above-mentioned literature (Chowdhary et al., 2006; Chami,
2007; Harmel and Chami, 2008). In order to gain a better
understanding of the water-leaving contribution to the TOA
radiances in the UV and the deep blue part of the spectrum,
Zhai et al. (2017b) performed a sensitivity study for a set of
wavelengths from 340 to 865 nm. This study uses a vector
radiative transfer model for coupled atmosphere and ocean
systems based on the successive order of scattering method (Zhai
et al., 2009, 2010). All inelastic scattering processes in ocean
waters are accounted for in this study, which include Raman
scattering, fluorescence fromCDOM and chlorophyll (Zhai et al.,
2015, 2017a). In order to be realistically representative, two water
types are employed: one is dominated by phytoplankton particles
(hereafter referred as PDW), and the other is dominated by non-
algae particles (hereafter referred as NDW). In this way, this
study fills in several holes that earlier studies missed.

PDW consists of three components: pure sea water with
absorption and scattering coefficients based on (Pope and Fry,
1997; Zhang and Hu, 2009), phytoplankton particles with IOPs
parameterized in terms of [Chla] (Voss, 1992; Bricaud et al.,
1998, 2010), and CDOM with absorption coefficients increasing
exponentially as wavelength decrease (Morel and Maritorena,
2001). Specifically, the absorption coefficient of phytoplankton
particles in the UV is from the BIogeochemistry and Optics
SOuth Pacific Experiment (BIOSOPE) (Bricaud et al., 2010),
which is combined with the visible data (Bricaud et al., 1998)
to form a complete dataset. The scattering of light by CDOM
is neglected. The scattering phase function of phytoplankton
particles is characterized by the Fournier-Forand (FF) phase

function, whose shape is dominated by the backscattering
fraction (Fournier and Forand, 1994; Mobley et al., 2002). The
scattering matrix of phytoplankton particles is based on the
measurement reported by Voss and Fry (1984). In addition to the
three components of PWD, NWD contains non-algae particles
with IOPs characterized by the non-algae particle concentration
[NAP]. Similar to CDOM, the absorption coefficient of NAP
increases exponentially as wavelength decreases, though the
spectral slope is different from that of CDOM (Babin et al.,
2003). The scattering coefficient and scattering matrix for NAP
are calculated using Mie theory assuming spherical particles. The
particle size distribution (PSD) used for this calculation is a Junge
size distribution with a slope of 4, and the refractive index for
the calculation is assumed to be 1.2 relative to water. Readers are
referred to Zhai et al. (2017b) for more details of the bio-optical
model used in this work.

We studied both the reflectances at the TOA and just above
the ocean surface. The TOA total reflectance is defined as:
ρt = πLt/Ed, where Lt is the total radiance exiting the
whole atmosphere and ocean system, and Ed is the downwelling

irradiance at the TOA. The water leaving signal is ρ
′
w = π(Lt −

Lnt )/Ed, where Lnt is the TOA radiance for the system with the
same atmosphere and ocean surface but without ocean water.
The following wavelengths are simulated: 340, 354, 388, 416,
442, 452, 470, 510, 551, 670, 765, and 865 nm. These span the
spectral range fromUV toNIR, in which water leaving radiance is
significant. Figure 4 shows that the total reflectance ρt decreases
with increasing wavelength due to the decrease of molecular and
aerosol scattering as wavelength increases. The water signal in the
total reflectance is noticeable, but subtle, between 400 and 600 nm
for phytoplankton (quantified by chlorophyll and designated by
PDW) and non-algal particle concentrations (NDW), with the
signal from NDW being more prominent.

For the water signal, ρ′
w (maroon curves in Figure 4) with

PDW, there is an inflection wavelength between 510 and 550 nm
where ρ′

w does not change for different [Chla] values. When the
wavelength is shorter than this inflection wavelength, ρ′

w is larger
for smaller [Chla] values. This trend is reversed when wavelength
is longer than the inflection wavelength. In contrast to PDW, the
NDW water signal ρ′

w does not have an inflection wavelength.
The NDW water signal is larger for larger [NAP] across the
whole spectral interval 400–600 nm, and the wavelength of the ρ′

w
maximum remains almost constant for a wide range of [NAP].
For both PDW and NDW, the ρ′

w values are smaller in both
UV and NIR than in the visible bands. The small-to-negligible
ρ′
w values in the NIR are common for open (and many coastal)

waters, and form the basis for heritage atmospheric correction
schemes using NIR bands to constrain aerosol for retrievals in
the VIS (Gordon andWang, 1994). However, note that for NWD,
that reflectance ρ′

w at 865 nm becomes about 0.001 for [NAP] =
10 g/m3, which is small but not negligible in terms of an aerosol
retrieval or atmospheric correction. Furthermore, the small ρ′

w

values in the UV for PDW can become very large (and even
superceed the ρ′

w values in the VIS) if the amount of CDOM
becomes very low (Chowdhary et al., 2019). Such low CDOM
values can be found in extreme oligotrophic waters, such as the
South Pacific (Morel et al., 2007). The small ρ′

w values at 340 nm

Frontiers in Environmental Science | www.frontiersin.org 10 July 2019 | Volume 7 | Article 94157

https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles


Remer et al. Aerosol Characterization With PACE Polarimeters

FIGURE 4 | TOA Reflectance at nadir as a function of wavelength. The total reflectance is shown in blue by the left y axis and the water leaving signal is shown in

maroon by the right y axis. The differences between heavy, solid and dashed lines are due to differences in chlorophyll amounts (left) or non-algal particle

concentrations (right). The solar zenith angle is 45 degrees and the aerosol optical depth at 550 nm is 0.15. Reprinted with permission from Zhai et al. (2017a), The

Optical Society (OSA).

for NDW, the water-type of which is more characteristic for
coastal (eutropic) environments, is around the same level as in
the NIR.

Figure 5 shows the relative contribution η = 100ρ′
w/ρt of

water leaving signal at the TOA for PDW and NDW at nadir,
respectively. For PDW, the maximum fraction decreases from
16 to 8%, and the wavelength corresponding to the maximum
fraction shifts from 470 to 670 nm, as [Chla] increases from 0.03
to 10 mg/m3, respectively. Note that, for [Chla] = 0.03 mg/m3,
the wavelength of maximum occurrence shifts into the UV if
CDOM becomes very low (Chowdhary et al., 2019). At both
sides of the maximum peak, the fraction decreases as wavelength
decreases toward the UV or increases toward NIR. The fraction
is around or <2% at wavelengths shorter than 354 nm or longer
than 760 nm. For NDW, the maximum relative contribution
occurs around 550 nm, and this peak does not shift spectrally
as [NAP] values change. However, the relative contribution
does increase in magnitude from around 15–35%, when [NAP]
increases from 1 to 10 g/m3. As wavelength approaches the UV,
the fraction decreases at a faster rate than that of PDW due to
the light absorption in that part of the spectrum by the NAP
constituents in the water. In the NIR, the water-leaving fraction
is still significant for NDW, which is around 8% or less at nadir.

Figure 5 also illustrates the reasons why traditional
algorithms, needing to separate atmospheric and oceanic
signals in the radiometric measurements have made use of the
NIR. See section The Coupled Atmospheric-Oceanic System.
In this wavelength range, η is much lower than in the visible,
allowing characterization of the atmospheric constituents
including aerosol without much contribution from the ocean.
From Figure 5, we can also anticipate similar advantages for
aerosol characterization by using the UV wavelengths. Without
a MAP, the recommendation is to make use of careful spectral
range selection to separate ocean and atmospheric signals.
However, there remains some sensitivity to [Chla] and [NAP] in
both the UV and in the NIR radiometric quantities, which can be
reduced by working with polarized measurements.

Figure 6 show the relative percentage contribution of the
polarized water leaving signal to the TOA polarized radiance field

for the same case shown in Figure 4. The spectral variation of the
polarized water-leaving fraction is due to the different bio-optical
properties of the PDW and NDW waters, as the atmosphere
properties are kept the same for these cases. The spectral behavior
is similar to that of the total reflectance, but the magnitude
of relative contribution is much less. Note the different scales
on the y-axes of Figure 6 vs. Figure 5. The wavelength of the
PDW maximum fraction strongly depends on [Chla], but the
wavelength of the NDW maximum fraction is less sensitive to
[NAP]. The PDWmaximum fraction is larger for smaller [Chla];
while the NDWmaximum fraction is larger for larger [NAP]. The
PDWmaximum fraction increases only from 2 to 5.5% for [Chla]
decreasing from 10 to 0.03 mg/m3; while the NDW maximum
fraction increases only from 6 to 16% for [NAP] increasing from
1 to 10 g/m3. Note that these increases will become larger if the
amount of CDOM in the ocean becomes less (see Chowdhary
et al., 2012, which was computed for smaller amounts of CDOM).
Nevertheless, the satellite-measured polarized signal will be much
less affected by variability in oceanic constituents than the total
radiometric signal. The sensitivity study shown in Figures 4–6
did not include the viewing angular variation of water leaving
contributions to the TOA signals, which was previously studied
in Chowdhary et al. (2006) for open ocean waters.

These results are important for designing algorithms for
PACE MAPs, either for retrieving aerosol or for atmospheric
correction. In terms of retrieving aerosol, these results show an
interplay in the UV and shortwave blue range between the effects
of chlorophyll and non-algal particle concentrations. Adding
non-algal particles will increase the absorption in that range,
and offset the scattering expected from PDW. This oceanic
complexity in this spectral range adds to the already complex
atmospheric situation in the shortwave in which there is interplay
between the spectral aerosol absorption, aerosol particle size,
and height of the aerosol layer. Furthermore, there are aerosols
(specifically: brown carbon particulates) that exhibit the same
spectral increase in absorption toward the UV as CDOM in
the ocean, which complicates separating the atmospheric and
oceanic contribution to TOA radiance in the UV (Chowdhary
et al., 2019). Together these oceanic and atmospheric properties
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FIGURE 5 | Water-leaving relative percentage contribution in the TOA reflectance for the same case as in Figure 4. Reprinted with permission from Zhai et al.

(2017a), The Optical Society (OSA).

FIGURE 6 | Polarized water-leaving relative percentage contribution in the TOA polarized reflectance for the same case as Figure 4. Reprinted with permission from

Zhai et al. (2017a), The Optical Society (OSA).

FIGURE 7 | AirMSPI-retrieved aerosol optical depth (AOD), single scattering albedo (SSA), and volume-weighted aerosol size distribution collocated with the Fresno

AERONET site on January 6, 2012, compared to the AERONET-derived values. Different times of observation noted. Adapted with permission from Xu F. et al. (2017),

John Wiley & Sons.

will introduce significant uncertainty in making use of the
shortwave observations in these wavelengths (Kahn et al., 2016).

An encouraging outcome from these results is that the relative
and absolute magnitudes of the different contributions from
PDW, and non-algal particles show that the polarized water
signal contributes <1/3 the signal to TOA measurements than
does the total water signal, across all wavelengths and for both

PDW and non-algal water constituents. This suggests aerosol-
retrieval algorithms based on polarized measurements or joint
atmospheric-oceanic retrievals that exploit both polarized and
total TOA measurements from the UV to the NIR should find
adequate constraints on the ocean signal to better characterize
aerosol properties than non-polarized sensors. In addition,
we note that this sensitivity study was conducted at only
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one geometry and does not illustrate the added capability of
combining polarimetry with multi-angle views. However, this
theoretical study only touches upon the complexities exhibited
by total and polarized spectral water reflectances. In practice,
the uncertainties introduced by these complexities may hinder
some of the advantages suggested by Figure 6 for optimized joint
atmosphere-ocean retrievals.

MULTI-ANGLE POLARIMETER AEROSOL
RETRIEVALS OVER OCEAN AND LAND

Multiangular polarimetric observations of the coupled
atmosphere-ocean system offer unique opportunities to
separate and retrieve variations in the oceanic and atmospheric
properties that otherwise lead to similar spectral signatures in
TOA total radiance. As noted above, given that some aerosols
show a strong spectral increase in absorption coefficient in
the near-UV (e.g., Koven and Fung, 2006; Bergstrom et al.,
2007; Russell et al., 2010) that also occurs for oceanic non-algal
particles and CDOM (e.g., Jerlov, 1976; Bricaud and Stramski,
1990; Nelson and Siegel, 2013; Wei et al., 2016), their impact
on spaceborne measurements of intensity will be difficult to
distinguish or might even cancel each other out. On the other
hand, variations in absorbing aerosols and non-algal particles
will likely lead to different changes in angular features of TOA
polarized light that can be distinguished even if these changes
occur simultaneously (Chowdhary et al., 2019).

Amulti-angle polarimeter inversion is different from the types
of retrievals applied to radiometers for the past 15 years. Heritage
aerosol retrievals must use a priori assumptions about the aerosol
and surface properties plus a pre-calculated Look Up Table, and
are often limited to only retrieving aerosol loading and some
information about aerosol type and height for general aerosol
conditions. In contrast, the simultaneous inversion of multiple
wavelengths, angles and polarization states, with a minimum
of constraints, can retrieve aerosol optical thickness, particle
shape, size distribution and complex refractive index, while
simultaneously constraining parameters of the surface beneath,
even if a full simultaneous retrieval of the surface characteristics is
not made (Mishchenko et al., 2007;Waquet et al., 2009a; Dubovik
et al., 2011; Knobelspiesse et al., 2012; Wu et al., 2015). Some
of this potential is illustrated in Figure 3. Multi-angle radiance
and polarimetric observation improves upon radiometry alone in
reducing the number of a priori assumptions required for aerosol
retrieval and allows a more physical characterization of the scene.

An early example of the power of multi-angle polarimetry
is the use of ocean glint as a bright backdrop from which
to accurately retrieve aerosol absorption. The success of this
retrieval depends on first constraining the aerosol scattering
properties, including the real part of the refractive index. This
can only be done with multi-angle looks at the same aerosol, with
at least one view in glint and one not in glint, and to achieve
the required accuracy in the scattering properties retrieval, only
polarimetry provides sufficient information (Kaufman et al.,
2002; Ottaviani et al., 2013).

Other examples, based on analyses of airborne MAP data,
have shown that not only can a multi-angle polarimeter retrieve
a comprehensive set of aerosol properties in cloud-free scenes
over open ocean waters (Chowdhary et al., 2001, 2002, 2005;
Xu et al., 2016; Stamnes et al., 2018), they can do the same for
coastal waters (Gao et al., 2018, 2019). Moreover, MAP can be
used to characterize aerosol properties above clouds and below
thin cirrus clouds, at least in some situations, because aerosols
and clouds have different polarimetric signatures (Knobelspiesse
et al., 2011; Waquet et al., 2013; Peers et al., 2015; Xu et al., 2018).
In principle, aerosol retrievals within broken cloud fields may
also be possible (Hasekamp, 2010), although three dimensional
(3D) effects may seriously hamper the accuracy (Davis et al.,
2013; Stap et al., 2016). To overcome this limitation, substantial
development of 3D multi-angle/multi-pixel algorithms will be
required (Martin et al., 2014; Levis et al., 2015; Martin and
Hasekamp, 2018). The ability of aMAP to retrieve in traditionally
cloud-masked scenes increases the availability of the aerosol
characterization and provides a more accurate global picture of
aerosol forcing. We expect improvement from MAPs in this
respect despite new algorithms applied to heritage radiometers
or to the PACE OCI that are allowing for aerosol retrievals above
clouds (Jethva et al., 2013, 2014, 2016; Meyer and Platnick, 2015;
Sayer et al., 2016; Remer et al., 2019).

While we have focused this study mostly on retrieving
aerosol characteristics over ocean, a MAP represents opportunity
to step up from heritage capabilities in retrieving aerosol
properties over land as well (Waquet et al., 2009b; Dubovik
et al., 2011; Wu et al., 2015; Xu F. et al., 2017; among
others). As an example, Figure 7 shows a comparison of
retrieved aerosol optical depth (AOD), single scattering albedo
(SSA), and size distributions with collocated AERONET Level
1.5 aerosol products. The MAP measurements resulting in
these retrievals are from AirMSPI, which has 8 aerosol
bands in the UV to near infrared, 7 of which are used for
aerosol retrieval (Diner et al., 2013). The AirMSPI retrievals
demonstrate a reasonable agreement except for the coarse
particle size mode, likely due to the lack of shortwave infrared
bands on AirMSPI. Overall, AirMSPI AOD validation with
27 cases of available field observations shows a spectrally
mean R2 of 0.95, linear regression mean slope of 0.97,
and mean intercept of 0.01, reflecting high retrieval quality
(Xu F. et al., 2017).

There are some limitations to using polarimetry for
aerosol characterization. All aerosol retrieval procedures using
polarimetry require measurements over specific ranges of
scattering angles, depending on the retrieval approach. The
ranges and values of scattering angles that would be measured
by a polar orbiting instrument will vary with solar and viewing
geometries. Thus, the availability and quality of derived products
will vary with location and time, especially for the outer portions
of an instrument’s swath. However, as demonstrated in Figure 8,
polarimetry yields still substantial improved capability over
radiometry even for less favorable or reduced scattering angles.

In addition to characterizing aerosol microphysical and
optical properties, MAP measurements at 410 nm also provide
information on aerosol layer height. The reason is that,
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FIGURE 8 | Scatter plots of AirMSPI-retrieved SSA against collocated AERONET values using a different number of viewing angles and polarization features. The

results of SSA are plotted in different colors for five wavelengths from visible to near-infrared: dark blue (445 nm), light blue (470 nm), green (555 nm), red (660 nm), and

brown (865 nm). The mean absolute difference (MAD) between the two retrievals is listed in the bottom right of each subplot. “Best angles” are identified as the subset

of AirMSPI viewing angles that gives the best agreement with AERONET derived values. Reprinted with permission from Xu F. et al. (2017), John Wiley & Sons.

FIGURE 9 | Retrieved aerosol layer height from the Research Scanning Polarimeter (RSP) vs. the same derived from the Cloud Physics Lidar (CPL) using both

radiance and polarization measurements (left), and using only radiance measurements (right). Measurements were obtained during the Polarimeter Definition

Experiment (PODEX) and the Studies of Emissions, Atmospheric Composition, Clouds and Climate Coupling by Regional Surveys (SEAC4RS) measurement

campaigns. Adapted with permission from Wu et al. (2016), John Wiley & Sons.
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depending on its altitude, an elevated aerosol layer shields
the strong polarization signal from Rayleigh scattering by
air molecules. The potential of aerosol layer height retrievals
from MAP measurements has been demonstrated by Wu
et al. (2016) using airborne measurements from the Research
Scanning Polarimeter (RSP: Cairns et al., 1999). They found
good agreement between the aerosol layer height retrieved
from RSP and measurements from the Cloud Physics Lidar
(CPL: McGill et al., 2002) flying on the same platform.
The left panel of Figure 9 shows the comparison between
aerosol layer heights derived from RSP and CPL measurements,
and the right panel shows the comparison if only radiance
(intensity) measurements of RSP are used. Clearly, without
the polarization measurements the information on aerosol
height is virtually absent. Wu et al. (2016) also showed
that the availability of 410 nm polarization measurements
and a high polarimetric accuracy are the most important
factors determining the capability to retrieve aerosol layer
height. These results do not invalidate the possibility that
other methods without polarization, such as Oxygen A-band
retrievals, may also deliver similar information on aerosol layer
height (Xu X. G. et al., 2017; Davis and Kalashnikova, 2019).
Nevertheless, one advantage of using polarimetry to retrieve
aerosol height is that it is uses observations in the blue-UV,
where aerosol optical depths are larger than in the Oxygen A-
band, which may allow height retrievals in situations with less
aerosol loading.

The caveats to relying on multi-angle polarimetry for
characterizing aerosol from the PACE mission include the
details of the limitations of an individual instrument’s swath,
spectral coverage, spatial resolution and polarimetric accuracy.
By flying two complementary polarimeters on PACE, namely
SPEXone and HARP2, the mission somewhat compensates
individual instrument limitations. At the very least, the
instrument teams intend to use their collocation on the PACE
observatory to cross calibrate radiometric and polarimetric
measurements. Furthermore, comparison of instrument-specific
retrievals of aerosol properties, made by each sensor along
the SPEXone narrow swath, will aid in evaluating individual
sensor performance and algorithms. Actual retrieval applied to
the joint simultaneous measurements of both PACE MAPs is
challenging. Despite having two MAPs on the same platform,
PACE will fly with no polarimetric measurements at wavelengths
longer than 850 nm, which may affect accuracy of aerosol coarse
mode characterization and overall abilities over land surfaces.
Algorithms used to fully exploit the advantages of polarimetry
for aerosol retrievals are complex, requiring effort to develop
and maintain. Moreover, existing approaches are currently
computationally costly, although we expect computational power
to increase substantially by the time the PACE mission launches.
Furthermore, development of more computationally efficient
retrieval algorithms is also underway (Dubovik et al., 2014;
Di Noia et al., 2017).

In summary, despite the caveats, the potential PACE mission
benefits of multi-angle polarization in characterizing aerosol are
substantial, proven and documented.

SYNERGY BETWEEN OCI AND MAP FOR
AEROSOL RETRIEVALS

The primary PACE instrument is the Ocean Color Instrument
(OCI), a 5-nm spectral resolution single-view radiometric sensor,
that will share the satellite with the two secondary contributed
MAPs. Collocated data from OCI and the multi-angle polarized
measurements will provide a rich dataset for Earth system
exploration, however, new retrieval techniques still need to be
developed to take advantage of the large information content of
such datasets.

OCI’s capabilities could aid aerosol retrievals from the MAPs
in the realm of radiometric calibration, gaseous correction and
constraints on aerosol height and coarse mode particles. OCI’s
well-calibrated 5-nm measurements allow for better radiometric
calibration of both PACE MAPs if the MAPs are designed to
match OCI’s measurements. For example, to make optimal use
of the high radiometric accuracy of OCI, SPEXone has chosen
two of its viewing angles at +20◦ and −20◦ to overlap with OCI
views. Note that OCI is a single view instrument but will not
point nadir. In order to avoid ocean sun glint, OCI will perform
a tilt maneuver every orbit at the sub-solar point so that it will
point 20◦ forward in the northern hemisphere and 20◦ aft in
the southern hemisphere. Also, OCI, with its 5-nm resolution,
will quantify and subsequently correct for absorbing gases and
retrieve information on aerosol height across HARP2’s wide
swath. OCI provides more bands in the chlorophyll absorption
peak, which is useful in validating and/or better constraining
a rudimentary ocean reflectance model for constraining ocean
reflectance for aerosol retrievals, again across the broad swath.
SPEXone also observes at 5 nm resolution, but only in its much
narrower swath. Also, OCI provides information on aerosol
absorption further into the UV than theMAPs allowing for better
constraint on the direct radiative effect of aerosols. Lacagnina
et al. (2017) have used a similar synergy between POLDER
and OMI.

However, most of the synergy between PACE instruments
flows in the other direction with the MAPs aiding OCI in
separating the aerosol signal from the ocean signal, and vice-
versa. Conversely, MAP’s information content as compared
with OCI will allow for much better characterization of
aerosol properties. This will help to constrain OCI aerosol
characterization and atmospheric correction (Frouin et al., 2019).
Additionally, because large amounts of sediments and CDOM
in coastal waters can masquerade as absorbing aerosols in the
satellite-measured signal in the UV/shortwave visible range,
algorithms applied to OCI alone will find it difficult to isolate
the atmospheric signal to make use of the aerosol signal there,
or to isolate the ocean signal to derive water-leaving radiance.
This is when making use of MAP observations can help
separate and characterize the aerosol scattering contributions for
aerosol retrievals.

Another synergy between OCI and the MAPs is the
quantification of the direct radiative effect of aerosols above
clouds by calculating the difference between the total outgoing
irradiance and the outgoing irradiance for an atmosphere with
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no aerosol and only the cloud (de Graaf et al., 2014). Here, the
total outgoing irradiance can be estimated from the measured
spectral radiance. Currently, this is being done from single
viewing angle radiance measurements, but this estimate can be
significantly improved using multi-angle measurements. To best
estimate the outgoing irradiance combined measurements of
cloud and aerosol properties are needed, and it will take the
combination of both PACE MAPs with the PACE OCI to deliver
the required characterization.

DISCUSSION

The PACE mission will be an opportunity to expand
characterization of global aerosols with the Ocean Color
Instrument (OCI), a single-view broad spectrum, wide swath,
radiometer and two complementary multi-angle polarimeters
(MAPs). For aerosols, OCI primarily has the capability to
continue the heritage retrieval algorithms associated with
heritage sensors such as MODIS and OMI. OCI also has the
potential to enhance aerosol characterization by means of
its broad spectrum and fine spectral resolution through the
oxygen A band (Davis and Kalashnikova, 2019; Remer et al.,
2019). However, any OCI aerosol retrieval algorithm will
require a priori assumptions because its single view radiometric
measurements are limited in information content.

Multi-Angle Polarimeters will dramatically increase the
information content of the PACE mission to produce
a more complete characterization of aerosol parameters
not possible today. The challenge in making use of the
full information content of a MAP is in the separation
of satellite-measured signal into atmospheric and oceanic
components. One approach to retrieving aerosol properties
from satellite is to avoid the ocean signal as much as
possible by using wavelengths that are assumed to be dark
in water leaving reflectance and avoiding situations that
do not meet this assumption. This will often regulate the
aerosol retrieval to Case I waters, far from estuaries and
coastlines, sometimes where the most societally relevant
aerosol occurs.

The alternative to this limiting set of assumptions is
to approach the atmospheric-oceanic decoupling with a
joint retrieval that returns both aerosol and ocean color
properties together. The requisite radiative transfer models
that can accurately (i.e., consistent with current and
future MAP accuracies) and realistically (e.g., including
inelastic underwater light scattering, scattering by complex
inhomogeneous particles, and light propagation in horizontally
inhomogeneous media) simulate radiative transfer of polarized
light through atmosphere-ocean systems are now becoming
feasible (Chowdhary et al., 2019). Such joint retrievals are
possible (e.g., Chowdhary et al., 2012; Stamnes et al., 2018; Gao
et al., 2019), but come with challenges. One of the requirements
is that oceanic bio-optical models that were used in past
polarimetric retrievals need to catch up (i.e., incorporate more
inherent optical parameters, e.g., parameterization of the
oceanic Mueller matrix in terms of oceanic constituents) with

those used for modern-age radiometric ocean color retrievals.
There is also a need to better characterize the scattering
matrices of suspended hydrosols. Both of these requirements
are currently in the process of being addressed (Chowdhary
et al., 2019). We need to continue our research on these issues
in the next few years, in order to be prepared for the PACE
mission and the simultaneous inversions that such a mission
will support.

While the expectations are high for the PACE MAPs’
aerosol characterization capabilities, this enthusiasm does
not negate the need to continue and expand upon aerosol
retrievals from radiometry. In particular, the PACE OCI
with its fine spectral resolution measurements and broad
spectral range offers an alternative and complementary path
forward for aerosol characterization during the PACE era
(Remer et al., 2019). Single-view radiometry for aerosol
retrieval enjoys a long heritage, and while algorithms applied
to radiometers require greater reliance on assumptions
to constrain the retrieval, those assumptions are based
in physical understanding and experience acquired over
decades. As research continues to meet the challenges to
obtain joint atmospheric-oceanic retrievals from the PACE
MAPs, we must not neglect preparation for OCI-centered
aerosol characterization.

Sensitivity studies have been conducted using coupled
radiative transfer modeling during the tenure of this PACE
science team. These studies model the contribution of water-
leaving radiance to the TOA signal, across the spectrum, for both
total radiance and polarimetric radiance for a variety of water
constituents. The results indicate that polarized radiance is much
less affected by variability of chlorophyll-containing and non-
algal constituents in the water than is total radiance (intensity).
Thus, when attempting retrievals of aerosol properties over
water with unconstrained water-leaving radiances, using the
polarized signal instead of intensity should introduce much
less uncertainty.

To prepare for PACE, a test bed of multi-angle polarimeter
data is needed to verify the sensitivity studies and to prepare
and test algorithms. There are now several airborne MAPs
flying and making measurements that could be used as test
cases. Recently, four different airborne MAPs flew on the
NASA ER-2 as part of the Aerosol Characterization from
Polarimeter and Lidar (ACEPOL) campaign. These data span
the specific capabilities expected of any MAP that would fly
on the PACE mission, and therefore provide adequate test
data for algorithm development. This is in addition to new
algorithms being developed and applied to POLDER/PARASOL
observations The effort should be placed in continuing to fly
these airborne instruments over scenes of particular interest
to PACE, including aerosol events and clouds, over land and
ocean, and to collocate these scenes with ancillary data that
can be used to verify proto-algorithm retrievals. Also, effort
should be directed toward processing the collected data and
making it quickly available for algorithm development, as
well as to use POLDER/PARASOL data as an opportunity
to explore MAP information content with actual space
borne measurements.
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Retrievals applied to real observations show that MAP-
retrieved aerosol parameters match ground truth to accuracies
within expectations, and also demonstrate the relative
importance of polarization to multi-angle capabilities. We
expect a PACE MAP to improve accuracy of the global aerosol
parameters that we now retrieve, expand the type of parameters
that we can retrieve, and extend retrievals to situations
previously unattainable from heritage aerosol satellite missions.
In summary, the potential PACE mission benefits of multi-angle
polarization in characterizing aerosol are substantial, proven,
and documented.
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The Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) mission will carry into space the

Ocean Color Instrument (OCI), a spectrometer measuring at 5 nm spectral resolution

in the ultraviolet (UV) to near infrared (NIR) with additional spectral bands in the

shortwave infrared (SWIR), and two multi-angle polarimeters that will overlap the OCI

spectral range and spatial coverage, i. e., the Spectrometer for Planetary Exploration

(SPEXone) and the Hyper-Angular Rainbow Polarimeter (HARP2). These instruments,

especially when used in synergy, have great potential for improving estimates of

water reflectance in the post Earth Observing System (EOS) era. Extending the top-

of-atmosphere (TOA) observations to the UV, where aerosol absorption is effective,

adding spectral bands in the SWIR, where even the most turbid waters are black

and sensitivity to the aerosol coarse mode is higher than at shorter wavelengths,

and measuring in the oxygen A-band to estimate aerosol altitude will enable greater

accuracy in atmospheric correction for ocean color science. The multi-angular and

polarized measurements, sensitive to aerosol properties (e.g., size distribution, index

of refraction), can further help to identify or constrain the aerosol model, or to retrieve

directly water reflectance. Algorithms that exploit the new capabilities are presented,

and their ability to improve accuracy is discussed. They embrace a modern, adapted

heritage two-step algorithm and alternative schemes (deterministic, statistical) that

aim at inverting the TOA signal in a single step. These schemes, by the nature of

their construction, their robustness, their generalization properties, and their ability
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to associate uncertainties, are expected to become the new standard in the future. A

strategy for atmospheric correction is presented that ensures continuity and consistency

with past and present ocean-color missions while enabling full exploitation of the new

dimensions and possibilities. Despite the major improvements anticipated with the PACE

instruments, gaps/issues remain to be filled/tackled. They include dealing properly with

whitecaps, taking into account Earth-curvature effects, correcting for adjacency effects,

accounting for the coupling between scattering and absorption, modeling accurately

water reflectance, and acquiring a sufficiently representative dataset of water reflectance

in the UV to SWIR. Dedicated efforts, experimental and theoretical, are in order to gather

the necessary information and rectify inadequacies. Ideas and solutions are put forward

to address the unresolved issues. Thanks to its design and characteristics, the PACE

mission will mark the beginning of a new era of unprecedented accuracy in ocean-color

radiometry from space.

Keywords: ocean color, aerosols, atmospheric correction, hyper-spectral remote sensing, multi-angle

polarimetry, PACE mission

INTRODUCTION

Importance of Water Reflectance
The electromagnetic radiation (radiance) emanating from awater
body at solar wavelengths, or water-leaving radiance, normalized
by the incident solar irradiance at the surface defines “remote
sensing” reflectance and, to an angular factor, water reflectance.
Water body refers to oceans, seas, lakes, ponds, wetlands,
rivers, and smaller pools of water, and the terminology marine
reflectance is often used for oceanic and coastal waters. Water
reflectance depends on light-matter interactions, therefore on the
concentration and type of optically active constituents present in
the water column and on the state of the air-water interface. The
optically active constituents include water molecules, bubbles,
and a variety of hydrosols and dissolved organic and inorganic
materials (bacteria, viruses, phytoplankton, organic detritus,
minerals, nitrates, bromides, and humic and fulvic acids). The
radiative processes involved are elastic and inelastic scattering
by water molecules (Rayleigh and Raman, respectively), elastic
scattering by bubbles and hydrosols, absorption by water
molecules and hydrosols, absorption by dissolved substances,
fluorescence by phytoplankton and dissolved compounds,
photoluminescence and bioluminescence by a variety of marine
organisms, and Fresnel reflection/refraction at the wavy surface.
These processes are generally fast, i.e., quasi instantaneous, but
some are slow (phosphorescence). They interact in emitting,
transmitting, absorbing, and reflecting light, contributing to
the final reflectance. Water reflectance is an apparent, not
intrinsic, optical property (depends on geometry), but its value
is largely determined by the inherent properties of the water
body, i.e., absorption and scattering coefficients, not by variations
in directional illumination (angular distribution of downward
radiance) or the viewing direction, providing a good—certainly
convenient—way to characterize a water body.

Owing to this link to optical and biogeochemical variables,
and despite the relatively small penetration depth of solar
radiation in the water column, observations of spectral water

reflectance, commonly referred to as “water color” (or “ocean
color” in the case of marine waters), constitute a major tool
to gather information about water constituents and associated

processes (e.g., primary production), complementing traditional
physical, biological, and chemical measurements of the euphotic
zone. Spectral water reflectance gives access to chlorophyll-a,
-b, and –c and other phytoplankton pigment concentrations,

diffuse attenuation coefficient, euphotic depth, inherent

optical properties (absorption and scattering coefficients),

dissolved organic matter, total suspended matter, particulate

organic and inorganic carbon, phytoplankton physiological

properties (carbon-to-chlorophyll ratio, fluorescence quantum
yield), phytoplankton taxonomic groups (based on size
and/or pigments), and primary production (see, IOCCG,
2012). Knowing these parameters is essential to advance our
understanding of the biological pump and carbon/nutrient
cycling, i.e., processes that affect the ocean uptake of atmospheric
carbon dioxide and the functioning of aquatic ecosystems. The
information allows one to confront biogeochemical models
with actual data, assimilate optical properties in ecosystem
models, quantify complex evolutionary rates, determine
biological-physical interactions, and clarify the photochemistry
of dissolved organic matter, and it provides key water quality
and ecological indicators for managing aquatic environments.
Applications and societal benefits of ocean color radiometry
are discussed with illustrative examples in IOCCG (2008). The

retrieval methodologies exploit differences or specific features
in the spectral absorption and scattering properties of water

constituents that imprint on the observed reflectance, for

example larger chlorophyll-a absorption in the blue than in the
green to infer chlorophyll-a concentration, or spectral slope

of the backscattering coefficient to estimate particle size. The
inversion schemes and empirical algorithms, including many
variants, are described extensively in the literature; see the

reviews of IOCCG (2006) and Werdell et al. (2018) for inherent
optical properties and IOCCG (2014) for phytoplankton types.
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Need to Observe Water Reflectance From
Space
Due to the vastness and remoteness of the oceans, traditional
observing platforms such as ships, moorings, free-drifting floats,
and even aircraft, cannot collect marine reflectance data at the
required spatial and temporal scales (local to global, hour to
decade) to resolve the highly dynamic nature of biogeochemical
phenomena. Turbulent diffusion, vertical mixing, advection,
upwelling, and the life characteristics of marine organisms
control these scales, resulting in complex patterns of ocean color
variability (e.g., eddies, plumes, and fronts). A ship observing at
a point in space and time, for example, cannot detect changes
that may occur a short distance away from the station and
before/after the measurements, and interpolating information
from discrete stations may not capture actual variability.
Only satellite instruments can provide, via water reflectance
observations, a synoptic view of algal blooms, phytoplankton
community structure, primary production, sediment plumes, oil
spills, benthic habitats, and linkages between biology and the
physical/chemical environment (e.g., Platt et al., 2008), although
water reflectance is only sensitive to the surface layer (about
one attenuation depth). Thanks to their global, repetitive, and
long-term capability, satellite instruments constitute the only way
to quantify and monitor the role of the ocean as a sink for
carbon, to describe coherently inter-annual variability associated
to large-scale phenomena (e.g., El Niño), to detect trends in
carbon fixation, and to address how biological carbon uptake
and aquatic ecosystems respond to climate change (National
Research Council, 2008). Note, in this context, that marine
reflectance may have a clearer signature of climate than derived
quantities like chlorophyll concentration, because it integrates all
the optically important water constituent alterations (Dutkiewicz
et al., 2016). Depending on the applications, the satellite ocean
color data requirements, in terms of spatial resolution, spectral
resolution, frequency, and coverage, vary widely. For example,
studies of phytoplankton phenology, carbon inventory, heat
budget and ocean dynamics, and ecosystem management need
global multi-spectral images at 1 km resolution every 2–3 days,
but monitoring of coral reefs and sea grass beds requires
multi- to hyper-spectral observations twice a year at a fine
10m resolution over coastal and estuarine regions, and tracking
harmful algal blooms necessitates frequent (hourly) hyper-
spectral observations over specific areas (National Research
Council, 2011). The applications are so diverse that the various,
sometimes-conflicting data requirements, cannot be met with a
single observing satellite (Muller-Karger et al., 2018).

Algorithms to Retrieve Water Reflectance
From Space
Water reflectance observations from space are affected by a
variety of interfering processes associated with the propagation
of electromagnetic radiation in the atmosphere-surface system.
In clear sky conditions, these processes are gaseous absorption,
molecular scattering, aerosol scattering and absorption, and
water surface (Fresnel) reflection. In cloudy conditions,
scattering by cloud droplets makes it very difficult to sense

the surface (the cloud signal largely dominates), except when
clouds are optically thin or occupy a small fraction of the
pixel, i.e., their effect on pixel reflectance is less than 0.2. The
influence of the atmosphere and surface must be removed in the
satellite imagery to give access to water reflectance, the signal
of interest (containing information about water constituents).
This is commonly referred to as atmospheric correction, even
though the process includes removing surface effects. Gaseous
absorption is easy to handle when the satellite sensors observe in
atmospheric windows (the usual case), but complicated to correct
when measurements are made in absorbing bands (e.g., hyper-
spectral sensor observing in the entire visible spectrum), and
molecular scattering can be computed accurately. The influence
of scattering by aerosols, highly variable in space and time,
and of reflection by a wind-ruffled surface, which may exhibit
whitecaps, is especially difficult to correct. In coastal regions,
absorbing aerosols, complex water optical properties, and bottom
influence (non-null water reflectance in the near infrared), and
the proximity of land (adjacency effects) introduce further
difficulty. Fundamentally, accurate atmospheric correction is not
easy to achieve since the contribution of the water body may
only represent a small fraction of the measured signal, typically
10% in the blue over clear waters and a few percent over waters
rich in phytoplankton and/or yellow substances. The accuracy
requirements depend on the application, but based on the
experience with the Coastal Zone Color Scanner (CZCS) proof-
of-concept the announced goal is that the uncertainty in the
water reflectance of clear (oligotrophic) waters at 443 nm should
not exceed ±5% or ±0.002 (e.g., IOCCG, 2013). Atmospheric
correction algorithms, therefore, aim at achieving this goal.

The standard approach for atmospheric correction, first
suggested by Gordon (1978), consists of (1) estimating the
aerosol/surface reflectance in the red and near infrared where
the water body can be considered as totally absorbing (i.e.,
black), and (2) extrapolating the aerosol/surface reflectance to
the shorter wavelengths. Algorithms based on this approach have
been developed successfully and employed for the operational
processing of data from most satellite ocean-color sensors. In
the coastal zone where waters often contain inorganic material,
the assumption of null water reflectance in the red and near
infrared is not valid, and improvements to the standard algorithm
have been proposed. The improvements in these regions consider
spatial homogeneity for the spectral ratio of the aerosol and water
reflectance in the red and near infrared (Ruddick et al., 2000) or
for the aerosol type, defined in a nearby non-turbid area (Hu
et al., 2000). They also use a bio-optical model (Moore et al.,
1999; Siegel et al., 2000; Stumpf et al., 2003; Bailey et al., 2010),
exploit differences in the spectral shape of the aerosol and marine
reflectance (Lavender et al., 2005), or make use of observations
in the short-wave infrared, where the ocean is black even in the
most turbid situations (Gao et al., 2000; Wang and Shi, 2007; Oo
et al., 2008; Wang et al., 2009).

Another approach to atmospheric correction is to determine
simultaneously the key properties of aerosols and water
constituents of the coupled system by minimizing an error
criterion between the measured top-of-atmosphere (TOA)
reflectance and the output of a radiation transfer (RT) model
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(e.g., Land andHaigh, 1997; Chomko andGordon, 1998; Stamnes
et al., 2003; Kuchinke et al., 2009; Shi et al., 2016). This belongs
to the family of deterministic solutions to inverse problems.
Through systematic variation of candidate aerosol models,
aerosol optical thickness, hydrosol backscattering coefficient,
yellow substance absorption, and chlorophyll-a concentration,
or a subset of those parameters, a best fit to the spectral
top-of-atmosphere reflectance (visible and near infrared) is
obtained in an iterative manner. The advantage of this single-
step approach, compared with the standard, two-step approach,
resides in its ability to manage situations of both Case 1 and
Case 2 waters. It also works in the presence of weakly and
strongly absorbing aerosols, even if the vertical distribution of
aerosols, an important variable (which governs the coupling
between aerosol absorption and molecular scattering), is usually
not varied in the optimization procedure. A main drawback
is that the inversion relies on a water reflectance model that
may not represent well bio-optical variability across diverse
aquatic ecosystems. Another drawback is that convergence of the
minimizing sequence may be slow in some algorithms, making it
difficult to process large amounts of satellite data. To cope with
this issue, a variant proposed in Brajard et al. (2006) and Jamet
et al. (2005) consists of approximating the operator associated
to the RT model by a function which is faster in execution than
the RT code, e.g., by neural networks. It may also not be easy
to differentiate absorption by aerosols and water constituents
like yellow substances, processes that are indistinguishable in the
observed TOA signal. As a result, the retrievals may not be robust
to small perturbations on the TOA reflectance. This reflects the
fact that atmospheric correction is an ill-posed inverse problem;
in particular, different values of the atmospheric and oceanic
parameter can correspond to close values of the TOA reflectance
(Frouin and Pelletier, 2015). In the context of deterministic
inverse problem, stability of the solution can be obtained by
regularization, but regularization strategies are not implemented
in the approaches described above.

Another route is to cast atmospheric correction as a statistical
inverse problem and to define a solution in a Bayesian context.
In this setting, some algorithms aim at estimating, based
on simulations, a function performing a mapping from the
TOA reflectance to the water reflectance. In Schroeder et al.
(2007), a neural network model is fitted to simulated data.
A similar approach is studied in Gross-Colzy et al. (2007a,b),
where the (finite-dimensional) TOA signal, corrected for gaseous
absorption and molecular scattering, is first represented in a
basis such that the correlation between the ocean contribution
and atmosphere contribution is, to some extent, minimized.
This representation of the TOA reflectance makes the function
approximation problem potentially easier to solve. In these
studies, data are simulated for all the observation geometries.
In Pelletier and Frouin (2004, 2006) and Frouin and Pelletier
(2007), the angular information is decoupled from the spectral
reflectance, and atmospheric correction is considered as a
collection of similar inverse problems indexed by the observation
geometry. In Frouin and Pelletier (2015), the solution of
the inverse problem is expressed as a probability distribution
that measures the likelihood of encountering values of water

reflectance given the TOA reflectance (i.e., after it has been
observed). This posterior distribution is a very rich object.
Its complete reconstruction is computationally prohibitive, but
one may extract (approximate) expectation and covariance,
which gives an estimate of the water reflectance and a
quantification of uncertainty in the water reflectance estimate.
This is accomplished using partition-based models. In Saulquin
et al. (2016), Gaussian mixture models represent the prior
distributions of reference water and aerosol reflectance spectra,
and maximum a posteriori estimation (based on optimization
from random initializations) is used in the numerical inversion.
Performance of the statistical algorithms depends critically on
prior knowledge of aerosol properties and water reflectance and
noise in the measurements.

Comparing the aforementioned schemes, the chief advantage
of the standard scheme is that no assumption is made about water
reflectance, the signal to retrieve, except to account for the non-
black reflectance of Case 2 waters in the near infrared in some
variants. However, such methods make significant assumptions
about the atmospheric state, and often cannot actively account
for multiple scattering interactions between the atmosphere and
ocean. In all the other schemes, the solution is constrained by
a reflectance model with (often empirical) bio-optical relations
or picked in an (relatively small) ensemble of actual spectra. The
reflectance model or the ensemble of possible solutions may not
be representative of actual variability, especially if the objective is
general applicability, i.e., a scheme that functions adequately for
all types of waters. In fact, the number of parameters to vary in
optimization schemes is usually limited, otherwise convergence
may be too difficult to achieve, which restricts the use of the
reconstructed water reflectance.

Atmospheric Correction Issues
The atmospheric correction algorithms so far proposed, whether
empirical (standard approach, 2 steps), deterministic (spectral
optimization, 1 step), or statistical (Bayesian inference, 1 step),
rely on RT codes to generate look-up tables (e.g., Rayleigh
scattering, aerosol optical properties) and/or simulate the TOA
signal and its components. The codes have intrinsic errors
depending on the way the RT equation is solved (scalar
versus vector, matrix operator, doubling-adding, successive-
orders-of-scattering, spherical harmonics, Monte Carlo, etc.)
and how the atmosphere-surface-water system is modeled
(e.g., number of layers). They employ parameterizations based
on current knowledge to specify processes such as surface
reflection by the agitated surface and diffuse reflection by
whitecaps, but these parameterizations have uncertainties. The
calculations are generally performed assuming a plane-parallel
atmosphere, which yields significant errors with respect to
calculations in a spherical-shell atmosphere, even at low Sun
and view zenith angles. No horizontal changes in atmospheric
properties are considered for slanted geometries. The “large
target” formalism, in which surface reflectance is assumed
homogeneous spatially, is used to express the RT equation, but
this treatment is not appropriate near clouds, land, and sea ice,
and in regions with high water reflectance contrast (adjacency or
environment effects).
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As already mentioned above, atmospheric correction is an
ill-posed inverse problem, i.e., even without noise the different
states of the atmosphere, surface, and water body may match
well of the satellite signal. Determining the aerosol model
from a somewhat arbitrary set of candidates according to the
spectral dependence of the aerosol reflectance in the red, near
infrared, and shortwave infrared, a key feature of the standard
algorithm, does not guarantee that the selected model is the
actual one. First, an aerosol model cannot be unambiguously
identified from observations in the red and infrared alone,
especially without polarized and multi-angular information. In
this spectral range, sensitivity to small particles is limited (these
particles scatter more light backward to space than large particles,
i.e., they have a strong influence on the TOA signal), and it
is not possible to distinguish absorbing aerosols from non-
absorbing ones since the coupling between molecular scattering
and aerosol absorption is ineffective. This inability to deal
properly with absorbing aerosols constitutes a major drawback
of the standard scheme. Second, the aerosol model selection
strongly depends on the set of models to choose from. Defining
the models conveniently so that they uniquely describe the
range of observed spectral dependence of aerosol reflectance
is not satisfactory, even though the models may be obtained
from measurements (e.g., AERONET). One may argue that
selecting the proper aerosol model is a secondary issue since
the objective of the atmospheric correction is to retrieve water
reflectance and not aerosol properties, but extrapolating aerosol
reflectance to UV and visible wavelengths with an incorrect
model may yield inaccurate estimates of the aerosol signal at
those wavelengths (coupling terms may be quite different). Kahn
et al. (2016) examined the sensitivity of ocean color retrievals
to aerosol amount and type. They showed, from comparisons
with AERONET observations, that aerosol optical thickness in
the blue derived from the Sea-viewingWide Field-of-view Sensor
(SeaWiFS) was overestimated, leading to systematic differences
in derived water reflectance.

Another issue with aerosols is their vertical distribution, which
is fixed in the standard scheme and whose variability is often
not accounted for in simulations of the TOA signal used in
other schemes. This parameter, however, affects significantly
the coupling between scattering by molecules and scattering
and absorption by aerosols, especially in the UV and blue,
where molecular scattering is effective, all the more as aerosols
are absorbing (effect is still non-negligible when aerosols are
non-absorbing). Absorbing aerosols tend to decrease the TOA
reflectance, and the decrease is more pronounced when they are
located higher in the atmosphere, exhibit higher loadings, are
more absorbing, or as the surface is brighter. In the presence
of such aerosols, using a fixed distribution may result in large,
unacceptable errors onwater reflectance retrievals. Depending on
vertical structure, the estimates by the standard scheme may be
lower (underestimation) by as much as 10 times the inaccuracy
requirements for biological applications, or even be negative
as revealed in many studies, theoretical and experimental.
Neglecting the effect of aerosol absorption on atmospheric
transmittance, which lowers its value, further contributes to
underestimating water reflectance (when the retrieved water

signal is positive). Most satellite ocean-color sensors, however,
do not have the capability to provide information about
aerosol altitude.

It is often assumed that the color of a water body can be
observed from space only over areas not contaminated by Sun
glint and free of clouds. The thinking, based on “common sense”
visual observations, has been that the presence of even a small
amount of glint or a thin cloud prevents utilization of the data.
Standard atmospheric correction algorithms, therefore, apply
strict glint and cloud filters, usually a radiance or reflectance
threshold applied to measurements in the near infrared (typically
0.03 on the Rayleigh-corrected reflectance). Such threshold may
also exclude regions with highly scattering hydrosols under clear
conditions. In general, about 10–15% of the observed pixels pass
through the glint and cloud filters. As a result, Level-2 daily
products are very patchy, and weekly Level-3 products show
many areas with no information. This limits considerably the
utility of satellite water reflectance observations for operational
oceanography. In the open ocean, global coverage every three to
five days is necessary to resolve seasonal biological phenomena
such as phytoplankton blooms. In coastal waters, wind forcing
creates “events” (e.g., upwelling) that occur every two to ten days,
and one-day coverage is the requirement for resolving the event
time scale. These requirements are not achieved with the present
satellite systems and state-of-the-art standard algorithms. Some
techniques are promising, however, such as those proposed by
Steinmetz et al. (2011) and Gross-Colzy et al. (2007a), which
either exploit the fact that Sun glint and cloud signals are smooth
spectrally and can be well represented by a simple polynomial or
select the principal components of the TOA signal that are less
influenced by atmospheric and surface effects. Accurate retrievals
may be obtained by relaxing the reflectance threshold in the
near infrared to 0.2, with the potential of increasing daily spatial
coverage by over 50% in many areas.

The performance of one-step algorithms depends on the
accuracy of the water reflectance model, i.e., its ability to describe
expected conditions, and/or prior knowledge of the variables to
retrieve. Many of these models are developed with simulated
data sets that may not represent the diversity and complexity of
the real ocean. The available field data sets to specify modes of
variability and prior distributions, however, are too few. They
do not sample adequately many regions (e.g., the Southern
Oceans) and biogeochemical regimes, they are less frequent in
winter, and they are often incomplete (e.g., limited spectral range,
inherent optical properties not measured concomitantly). Hyper-
spectral data that incorporates the large bio-optical variability
in absorption and backscattering of different assemblages of
phytoplankton, particularly in complex coastal and inland
waters, is lacking. Most of the data are acquired in cloudy
conditions, but satellite retrievals are generally obtained under
clear skies. Depending on cloudiness, bio-optical relations may
be different, as well as the quality (spectral, angular) of available
sunlight. In other words, the domain of acceptable solutions
may not be represented properly by existing data sets. Future
measurement programs will contribute to a more complete and
broader knowledge, but this will probably remain insufficient.
Additional information about space and time variability of
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atmospheric and oceanic variables, possibly from coupled
biogeochemical-physical dynamic models (regional, global), will
improve retrieval accuracy.

Opportunities With PACE
The current generation of ocean color sensors, e.g., MODerate
resolution Imaging Spectrometer (MODIS), Visible Infrared
Imaging Radiometer Suite (VIIRS), and Ocean and Land Color
Instrument (OLCI), Geostationary Ocean Color Imager (GOCI),
and Second generation GLobal Imager (SGLI), provides limited
spectral information on water reflectance, i.e., observations in a
few spectral bands in the visible and near infrared. This makes
it difficult to distinguish water constituents (e.g., phytoplankton
species or groups), to quantify their relative abundance, and
to infer ecosystem properties/processes. The retrieval of water
reflectance, based on spectral information alone (visible to near
infrared, sometimes including shortwave infrared), is good, but
not sufficiently accurate in the coastal zone and over inland
waters, where water and air properties are highly variable
and intricate, aerosols are absorbing, and adjacency effects
are substantial (see section Atmospheric Correction Issues).
The PACE mission will carry a primary sensor, the Ocean
Color Imager (OCI), and two multi-angle polarimeters, the
Spectrometer for Planetary Exploration (SPEXone) and the
Hyper-Angular Rainbow Polarimeter (HARP2). OCI is a hyper-
spectral radiometer measuring at 5 nm resolution in the UV
to NIR (350 to 885 nm) and possibly higher spectral sampling
in selected spectral intervals, with additional lower resolution
bands at 940, 1,038, 1,250, 1,378, 1,615, 2,130, and 2,260 nm.
SPEXone will measure at 5 viewing angles from 385 to 770 nm
in 2–5 nm steps, with reduced spectral resolution (10–40 nm)
for polarization. HARP2 will measure polarization at 10 viewing
angles in spectral bands centered on 441, 549, and 873 nm, and
60 angles for a band centered at 669 nm. Polarimetric accuracy,
in terms of Degree of Linear Polarization (DoLP), is expected
to be 0.003 for SPEXone and <0.01 for HARP2. Swath width
(spatial coverage) is 1,500 km for both OCI and HARP2 and
100 km for SPEXone. This instrument package promises to
advance our knowledge of water ecosystems and biogeochemistry
to an unprecedented level, not only because the high spectral
resolution allows one to retrieve more accurately multiple
water-column and benthic constituents and separate a larger
number of end members, or because polarization measurements
can aid in the characterization of hydrosols, but also because
of the great potential of combining spectral, directional, and
polarized information to improve atmospheric correction, i.e.,
water reflectance estimates.

Extending the TOA observations to the UV, where aerosol
absorption is effective, using the SWIR, where even the most
turbid waters are black and sensitivity to the aerosol coarse
mode is higher than at shorter wavelengths, and measuring
at hyper-spectral resolution in the oxygen A-band to estimate
aerosol altitude would allow, at least in principle, a more
accurate atmospheric correction. Measuring in spectral intervals
where solar irradiance exhibits sufficiently large variations and
Raman scattering can be assumed constant, the Raman signal
can be separated from the elastic signal. This would improve

bio-optical algorithms in which Raman scattering effect is
not taken into account and allow retrieval of information
about absorbing material in clear waters. Multi-angle and
polarized measurements, sensitive to aerosol properties (e.g., size
distribution, index of refraction), would further help to specify
the aerosol model. This may be accomplished by constraining
the domain of possible aerosol types in a classic atmospheric
correction scheme or, if the information is sufficiently accurate,
by directly computing the aerosol scattering effect. The sensitivity
of polarized reflectance to aerosol type has also the potential to
improve inversion schemes that aim at retrieving simultaneously
air and water properties. Using multi-angular information alone
(i.e., without polarization), already possible with the Multi-
angle Imaging SpectroRadiometer (MISR) and the Sea and Land
Surface Temperature Radiometer (SLSTR), may also improve
atmospheric correction in the presence of absorbing aerosols,
and using the non-polarized or plane-parallel components of the
TOA signal instead of the total signal may reduce the effect of Sun
glint and boost the contribution of the water signal. Many of the
ideas and approaches briefly exposed above have yet to be fully
developed, tested, and evaluated, but they strongly suggest that
most of the atmospheric correction issues associated with current
ocean-color sensors (see section Atmospheric Correction Issues)
will be solved during the PACE era. One important task, apart
from technical studies, is to devise a strategy for atmospheric
correction that ensures continuity and consistency with past and
presentmissions while enabling full exploitation of the new PACE
dimensions and capabilities.

Contents of the Study
In the following, the history and progress of atmospheric
correction during the last two decades (i.e., since the beginning
of the EOS era) is recounted, state-of-the-art approaches and
algorithms are described, and possibilities/improvements in view
of new knowledge and future missions, in particular PACE,
are examined. In section Heritage Atmospheric Correction
Algorithm, the standard 2-step heritage algorithm, from which
operational ocean color products are currently generated, is
described. Adjustments envisioned to deal with hyper-spectral
measurements that extend to the UV (case of OCI) are proposed
and challenges are discussed. In section Alternative Algorithms,
alternative algorithms, deterministic or statistical, that utilize
simultaneously all available information, are presented, and
their ability to deal with situations that cannot be handled by
the heritage algorithm (e.g., absorbing aerosols) is emphasized
and illustrated. In section Enhancements using Multi-Angular
and/or Polarimetric Information, the benefits of multi-angular
and polarimetric observations to determine aerosol properties
or enhance the contribution of the water body to the TOA
signal, and of using these observations synergistically with
multi- or hyper-spectral information, are identified. In section
Improvements Using “Super-Sampling” in Selected Spectral
Intervals, the super-sampling capability of the OCI in some
spectral intervals is investigated to estimate ocean Raman
scattering and improve retrievals of chlorophyll fluorescence and
aerosol altitude. In section Significant Issues, issues that remained
to be addressed satisfactorily, such as adjacency in a “large
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target” RT formalism, whitecaps and underwater bubbles, Earth’s
curvature, atmospheric horizontal/vertical heterogeneity, and
observing in the UV where the atmosphere is optically thick and
multiple scattering and coupling processes makes atmospheric
correction especially difficult, are discussed and possible avenues
considered. In section Strategy for Atmospheric Correction, a
strategy for atmospheric correction is devised, that accounts for
the accomplishments of the previous decades using the heritage
algorithm and at the same time fully integrates the qualities of
alternative schemes and the new PACE capabilities. In section
Conclusions, finally, the recent developments in atmospheric
correction are summarized, the expected improvements with the
PACE instrumentation are highlighted, concerns and remaining
gaps are reiterated, and research directions are suggested to
address challenges and achieve a new level of accuracy in future
satellite water reflectance products. All the figures of the study
are provided separately online at: https://www.frontiersin.org/
articles/10.3389/feart.2019.00145/full#supplementary-material.

HERITAGE ATMOSPHERIC CORRECTION
ALGORITHM

Approach
The heritage approach to the retrieval of ocean bio-optical
properties from satellite radiometric observations, as historically
employed by all international space agencies and operational
agencies, is a two-step process wherein the atmosphere
(and surface contributions) are first removed using minimal
assumptions about the water optical properties (Fukushima et al.,
1998; Antoine and Morel, 1999; Ahn et al., 2012; Mobley et al.,
2016), and the resulting spectral water-leaving radiances are then
used to infer information on water column optical properties
and constituent concentrations (e.g., O’Reilly et al., 1998; Morel
and Maritorena, 2001; Hu et al., 2012; Werdell et al., 2013).
Step one, the atmospheric correction process, is based on finding
the solution to a set of deterministic models that enable the
removal of atmospheric path and surface effects from the top of
atmosphere (TOA) signal. The primary challenge is to determine
the contribution of aerosols to the atmospheric path radiance,
which is highly variable and thus must be inferred from the
observations. The approach takes advantage of the very strong
absorption property of water in the NIR/SWIR spectral range
(longward of 750 nm) to separate the atmospheric and oceanic
signal from the satellite observations (Gordon and Wang, 1994;
Antoine and Morel, 1999).

This two-step approach assumes the additive property of
light, where the spectral signal or radiance measured at the
top of atmosphere (TOA) by a satellite sensor, LTOA, is the
summation of the radiance contribution from each component
of the atmosphere-ocean (AO) system. Specifically,

LTOA (λ) = Latm (λ) + LTOAsurf (λ) + LTOAw (λ) (1)

where Latm (λ) is the radiance contribution due to scattering
and absorption of air molecules and aerosols, LTOA

surf (λ) is the

contribution of light reflected from the ocean surface and
propagated to the TOA, and LTOAw (λ) is the subsurface ocean
radiance that is transmitted through the ocean surface and

propagated to the TOA. Note that the dependence on radiant
path geometry from sun to surface and back to sensor (i.e., Sun
and view zenith angles and relative azimuth angles (θs, θ ,φ),
is not shown here for brevity. Equation (1) can be further
partitioned into multiple components of the atmosphere and
ocean surface. The atmospheric path radiance, Latm (λ), for
example, can be treated as the summation of the scattering by
non-absorbing air molecules, Lr(λ), which is well characterized
as pure Rayleigh scattering, and the scattering by the aerosol
particles and aerosol-molecule coupling processes, La (λ), which
depends on aerosol morphology, size distribution, concentration,
and chemical composition. These atmospheric path radiance
contributions are then modulated by losses due to transmittance
through the absorbing atmospheric gases, Tg(λ), such as ozone,
oxygen, and water vapor to compute the TOA contribution.
Similarly, the surface radiance term at TOA, LTOA

surf (λ), can be

treated as the summation of the light diffused by whitecaps
and foam on the ocean surface, Lwc(λ), that propagates through
the atmosphere and is therefore modulated by the atmospheric
total (i.e., direct plus diffuse) transmittance along the surface-
to-sensor path, tu (λ), and the ocean surface glint (specular
reflection of the Sun), Lg(λ), that is also propagated through
the atmosphere and modulated by the direct atmospheric
transmittance, Tu (λ), along the specular direction, with both
surface contributions also reduced by Tg (λ) before reaching the
TOA. The primary quantity of interest for ocean color is the
water-leaving radiance, Lw(λ), which is the subsurface radiance
after transmission through the air-sea interface. Lw (λ) is also
modulated by tu (λ) and Tg(λ) when measured at TOA. The
total radiometric contribution of the AO system can thus be
described as:

LTOA (λ) =
[

Lr (λ) + La (λ) + tu (λ) Lwc (λ)

+ Tu (λ) Lg (λ) + tu (λ) Lw (λ)
]

Tg (λ) (2)

This formulation presumes that (1) the fraction of the sea
covered by whitecaps is small and can be neglected, (2) the
contribution of diffuse reflected skylight off the sea surface is
accounted for in the Lr(λ) and La(λ) terms, (3) the surface is
homogenous spatially, and (4) gaseous absorption and scattering
processes are decoupled. The goal of the heritage atmospheric
correction (AC) approach is to accurately estimate each radiance
and transmittance term in Equation (2) so that the surface and
atmospheric path radiance contribution can be subtracted from
the observed TOA radiance to retrieve Lw (λ). To remove the
time variation of incident direct solar irradiance, Equation (2)
can be written in terms of reflectance as:

ρTOA (λ) =
[

ρr (λ) + ρa (λ) + t(λ) ρwc (λ)

+T (λ) ρg (λ) + t(λ) ρw (λ)
]

Tg (λ) (3)

In this expression, t (λ) = tu (λ) td (λ) and
T (λ) = Tu (λ)Td (λ)where td (λ) and Td (λ) are total and direct
downward atmospheric transmittance along the Sun-to-surface
path, respectively, ρTOA (λ), ρr (λ), and ρa (λ) are LTOA (λ),
Lr (λ), and La (λ) normalized by Es(λ)cos(θs)/π , ρf (λ) and
ρw (λ) are Lwc (λ) and Lw (λ) normalized by Es(λ)cos(θs)td(λ)/π ,
and ρg (λ) is Lg (λ) normalized by Es(λ)cos(θs)Td(λ)/π , where
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Es(λ) is extraterrestrial spectral solar irradiance corrected for
Earth-Sun distance. Thus in Equation (3) the signal to retrieve
is ρw(λ), the water reflectance just above the surface, hereafter
referred to as water reflectance for short. Remote sensing
reflectance, Rrs(λ), often used instead of ρw(λ), is defined as
Rrs(λ)= ρw(λ)/π .

Procedures
Absorbing Gas Correction
Several gases in the atmosphere, including O2 (Oxygen), O3

(Ozone), NO2 (Nitrogen Dioxide), H2O (Water Vapor), CO
(Carbon Monoxide), N2O (Nitrous Oxide), CH4 (Methane),
and CO2 (Carbon Dioxide), absorb the light along the path
radiance. In heritage multispectral sensors such as MODIS or
MERIS, the spectral bands used for ocean color are generally
situated to avoid the strongest absorption features of O2 andH2O
(i.e., the spectral bands are located in atmospheric transparency
windows), however O3 and NO2 absorb light over a broad
spectral range. For a given column concentration of gasmeasured
in number density per unit area, equivalent to Dobson units
(DU), and its vertical profile (pressure, temperature, and volume
mixing ratio (VMR), the transmittance of gas can be calculated.
Because ozone is concentrated very high in the atmosphere, the
O3 transmittance can be accurately estimated using the Beer-
Lambert Law and the geometric air mass. The coupling between
the absorption of gases and the scattering by non-absorbing
gases and aerosols is not significant in this case. NO2 absorption,
however, occurs in the tropospheric layer of the atmosphere, and
near a source region that is spatially limited, thus the coupling
between the absorption and scattering can be significant and
the Beer-Lambert Law treatment is not appropriate (Ahmad
et al., 2007). Although multi-spectral sensor bands are typically
selected to avoid the strong absorption features, the nominal
spectral bands for sensors such as MODIS or SeaWiFS can
still suffer from significant out-of-band (OOB) sensitivity to
these gases, thus requiring sensor-specific corrections (Ding and
Gordon, 1995).

Molecular Scattering Correction
Light scattering by air molecules in the atmosphere, mainly N2

and O2, can be accurately modeled following the principles of
Rayleigh scattering. Typically, a vector radiative transfer (VRT)
code is used to generate a set of Look-up-tables (LUTs) of spectral
Rayleigh scattering as a function of radiant path geometry and
wind-driven ocean surface roughness (e.g., Ahmad and Fraser,
1982 is used for all operational processing by NASA). The LUTs
include the contribution of photons that are reflected by the
wavy interface after being either scattered in the atmosphere
and then transmitted (directly and diffusely) to the TOA or
directly transmitted through the atmosphere and then diffusely
transmitted to the TOA. Because this contribution, commonly
referred to as skylight reflected radiance, is enhanced in violet
and UV wavelengths (due to more effective Rayleigh scattering),
its correction is particularly critical in retrieving accurate water
reflectance moving from the visible into UV wavelengths. The
VRT model generally assumes an atmosphere-ocean system with
discrete wind-driven ocean surface roughness states described
by the analytical, azimuthally symmetric Cox-Munk slope

distribution model (Cox and Munk, 1954). A required input to
the VRT code is the Rayleigh optical thickness of the atmosphere
at each sensor spectral wavelength, which can be computed from
existing models (e.g., Bodhaine et al., 1999) and convolved with
the relative spectral response of each spectral band pass.

Sun Glint and Whitecap Correction
Sun glint is a strong signal that reflects off the flat ocean surface
in the specular direction. With increasing wind speed, the surface
roughness also increases, thus a glitter pattern appears. The glitter
pattern is the reflected Sun glint in the off-principal plane of
the Sun when a wave facet is tilted. The glitter pattern spreads
off the principal plane proportionally to the increasing wind
speed. Some ocean color sensors, such as SeaWiFS, have tilting
capability that avoids the detection of light in the principal plane
of the Sun, thus avoiding the specular reflection of the ocean
surface. Even so, a significant residual Sun glint can reach the
sensor, especially near the edges of the glint region in and near the
principal plane. To estimate this glint reflectance contribution,
ρg (λ), the heritage AC algorithms typically rely on the Cox-
Munk model (Cox and Munk, 1954).

The surface contribution from whitecaps and foam to the
TOA radiance is typically estimated from whitecap reflectance
and a wind speed dependent estimate of the fractional coverage
of whitecaps on the ocean surface. The whitecap reflectance is
assumed Lambertian and wavelength dependent (Koepke, 1984;
Frouin et al., 1996; Stramska and Petelski, 2003). Opposite to the
specular glint, the whitecap reflectance contribution at the TOA
is diffuse in nature, and thus modulated by the total (direct +
diffuse) transmittance of the atmosphere, t(λ).

Aerosol Scattering Correction
Sources of the aerosol particles suspended in the atmosphere
are natural, such as dust, sea-salt, mineral dust, or volcanic
emissions, or anthropogenic in origin, such as sulfates, organics
and smoke from biomass burning or urban/industrial output.
Aerosols vary in morphology, size distribution, scattering
properties, and concentration. Analogous to the Rayleigh
correction, an aerosol LUT is typically used to remove the
aerosol contribution to the TOA radiance. The LUT defines a
set of aerosol models, where the aerosol correction algorithm
determines the most appropriate aerosol type (aerosol model) for
a given pixel, to perform the correction. Different aerosol types
are defined based on a bimodal size distribution of fine and coarse
particles of specified refractive index, each with a lognormal
distribution. NASA’s operational aerosol LUTs, for example, are
based on aerosol modeling by Ahmad et al. (2010). In this case,
the aerosol models were derived to match the observations from
the Aerosol Robotic Network (AERONET), with aerosol radii,
refractive index, and fine-mode fraction parameterized as an
explicit function of the relative humidity (30, 50, 70, 75, 80,
85, 90, and 95%). In constructing the LUT, the microphysical
properties of the aerosols are assumed to be homogenous
spheres, and therefore follow the scattering by Mie theory. VRT
simulations are performed to characterize the aerosol radiance
contribution to the TOA signal for each aerosol type, assuming
a standard aerosol vertical profile for marine aerosols [e.g.,
from Shettle and Fenn (1979)].

Frontiers in Earth Science | www.frontiersin.org 8 July 2019 | Volume 7 | Article 145176

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Frouin et al. Atmospheric Correction of Ocean-Color Imagery

A primary assumption for the determination of aerosol type
and concentration within the heritage atmospheric correction
(AC) approaches is that water-leaving radiance contributions
within the NIR/SWIR spectral regime can be considered
negligible due to the strong water absorption (Gordon andWang,
1994; Antoine and Morel, 1999). This is referred to as the dark
pixel assumption and is valid for most of the global ocean, where
the hydrosol scattering is insignificant in the NIR/SWIR part
of the spectrum. For highly productive or turbid conditions,
most common in coastal and inland waters, methods have been
developed to estimate the water-leaving radiance in the NIR
regime through iterative solutions and model extrapolation (e.g.,
Moore et al., 1999; Bailey et al., 2010), or switching algorithms
are employed to restrict to the more strongly absorbing SWIR
spectral range in the presence of turbid waters (Wang et al., 2009).

Advantages and Limitations
The primary advantage of the two-step heritage AC approaches is
that they do not require strong assumptions about the magnitude
or spectral distribution of the ocean radiance contribution. The
approaches are limited, however, by strict reliance on the NIR-
SWIR spectral regime to determine the aerosol contribution,
which is then extrapolated to the visible spectral bands based on
a pre-determined set of aerosol models. The heritage approaches
fail in the presence of strongly absorbing aerosols, and they
are challenged in complex or highly productive waters where
the water-leaving signal in the NIR-SWIR spectral regime can
be significant. A small uncertainty in the determination of the
aerosol type in the NIR-SWIR spectral regime can be magnified
when extrapolating that information to the blue spectral range.

Absorbing aerosols
The ability to account for the presence and impact of absorbing
aerosols, such as terrigenous dust and black or biogenic carbon,
is a long-standing challenge in ocean color AC (Li et al.,
2003; Schollaert et al., 2003; Nobileau and Antoine, 2005;
Antoine and Nobileau, 2006; Ransibrahmanakul and Stumpf,
2006). Absorbing aerosols are common in coastal waters, due in
particular to air pollution, but they can be encountered over vast
areas of the open oceans (Kaufman et al., 1997; Remer et al., 2008;
Colarco et al., 2014). Large plumes of Saharan dust, for example,
are routinely transported across the Atlantic and deposited in
the Caribbean, and smoke plumes from biomass burning off
the west of African can be found well into the equatorial
Atlantic. Since the heritage AC algorithms rely exclusively on the
NIR/SWIR spectral regime and thus cannot identify and account
for the presence of strongly absorbing aerosol types, the water
reflectance in such cases will typically be underestimated, which
leads to an overestimation in the chlorophyll concentration
(Gordon, 1997; Gordon et al., 1997; Chomko and Gordon, 1998;
Schollaert et al., 2003; Nobileau and Antoine, 2005; Antoine and
Nobileau, 2006; Shi and Wang, 2007).

Heritage OC sensors observe the ocean at a single viewing
angle and at a limited set of spectral bands, and thus the AC
algorithm is tasked with solving an underdetermined, ill-posed
AO system. Additional constraints on the aerosol microphysical
properties, such as the hygroscopic growth determined by relative

humidity, helps in determining the type of aerosol for the
AC, but absorbing aerosols have spectral absorbing signatures
that are similar to other optically active components of the
ocean such as colored dissolved organic matter (CDOM) and
minerals. Additionally, most absorbing aerosol species absorb
in the shorter (UV-visible) wavelengths, thus the NIR/SWIR
heritage approach to aerosol determination is not sensitive to
their optical variations (Kahn et al., 2016). Furthermore, there
is no consensus on the range of microphysical properties that
must be considered for absorbing aerosols, due to the variation
in their morphology, chemical composition, etc., and knowledge
of the aerosol vertical distribution, which is critical to properly
quantify the impact of aerosol absorption, cannot be determined
from heritage sensor systems.

Figure 1 shows the sensitivity of TOA radiance to changes in
aerosol layer height (i.e., location in the vertical column) relative
to a 3 km layer height. The analysis was performed using the
Ahmad and Fraser (1982) VRT code, for a specific solar and
viewing geometry at 412 nm and for varying single scattering
albedo of an assumed dust aerosol model detailed in Ahmad
and Franz (2014). Chlorophyll-a concentration, Chl-a, is 0.3
mgm−3. From Figure 1, it can be seen that the TOA reflectance is
overestimated for absorbing aerosol layers lower than 3 km, while
it is underestimated when the aerosol is higher in the atmosphere.
The relative magnitude of change depends on the amount of
aerosol absorption and the optical thickness.

At higher optical thickness, the TOA reflectance shows more
sensitivity to absorbing aerosol layer height on the order of
∼1 to 4%, while at small optical thickness, the sensitivity is
<1%. It is important to note that unknown layer height of the
absorbing aerosol can lead to a large error in the derived water
reflectance from the AC process. Additionally, when absorbing
aerosols are not detectable from satellite observations, their
treatment as non-absorbing in the AC can lead to overestimation
of the aerosol radiance, which is demonstrated in Figure 2.
Based on VRT simulations, the heritage AC algorithm retrieves
an overestimated aerosol reflectance (blue line) in the presence
of absorbing aerosols, while the true reflectance is lower (red
line), and thus an overestimated aerosol contribution leads to
an underestimated remote sensing reflectance. These over/under
estimation errors increase with decreasing wavelengths, thus
compromising efforts to retrieve water reflectance into the UV
spectral regime.

Plane-Parallel RT Limitation and Pseudo-Spherical

RT Correction
Presently all atmospheric correction LUTs used for ocean color
retrievals assume that the atmosphere consists of plane parallel
layers, which are inhomogeneous vertically but homogeneous
and infinite horizontally. This generally limits applicability to
solar angles less than 70◦ and sensor view angles less than
50◦. To extend the solar and view angle range, the sphericity
of the Earth atmosphere must be accounted for in the RT
simulations. Herman et al. (1995) have carried out a detailed
comparison of TOA radiance for spherical and plane-parallel
atmospheres and concluded that there is a strong agreement
between the two methods except at highly oblique angles. For a
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spherical atmosphere, the RT calculations account for sphericity
in both the incoming solar beam and the outgoing scattered
beam. Vector RT calculations (with multiple scattering and
polarization) are computationally expensive. If retrievals at very
large solar zenith angles (>80◦) and large view angles (>50◦) are
not required, then one can carry out the vector RT calculations
for a spherical atmosphere in single scattering approximation,
and use full multiple scattering for a plane parallel atmosphere
(Caudill et al., 1997). Another simplification is to account for
sphericity in the incident solar beam only, which is done by
computing the air mass factor in a spherical model atmosphere,
and perform the rest of the calculations in a plane parallel
atmosphere. This is generally known as the pseudo-spherical
correction (Deluisi and Mateer, 1971).

Figure 3 shows how the Sun zenith angle varies as the solar
beam traverses through a spherical model atmosphere. It is θ ′′ at
the top of layer 1 (TOA), θ ′ at the top of layer of layer 3 and θ at
the Earth surface. For a plane-parallel model atmosphere, the Sun
zenith angle for all the layers would be equal to θ . Figure 4 shows
the difference in TOA reflectance as simulated with both plane-
parallel and pseudo-spherical assumptions, for a Rayleigh model
atmosphere at 380 nm in the direction θ =30◦, φ =144◦. The
figure shows that, for Sun zenith angle<50◦, the difference is very
small (<0.05%), but increases rapidly at higher Sun zenith angles.
In the nadir direction, it is −0.12, −0.53, and −1.53% for Sun
zenith angles of 60, 72, and 78◦, respectively. For accurate water
reflectance retrievals at solar zenith angles above 50, these results
suggest that future AC algorithms should utilize spherical or, at
a minimum, pseudo-spherical VRT simulations in the retrieval
algorithm or in generating any required atmospheric LUTs.

From Multi-Spectral to Hyper-Spectral
Remote Sensing
Challenges
The AC process must estimate and remove the atmospheric
path radiance contribution due to the Rayleigh scattering by
air molecules and scattering by aerosols from the measured
TOA radiance, account for surface contributions, and correct
for reflection and refraction of the air-sea interface. For a
hyper-spectral sensor, the heritage AC approach can largely be
employed as-is, by simply extending the Rayleigh and aerosol
scattering tables and surface reflectance models to the hyper-
spectral domain. A primary issue, however, is the influence of
absorbing gases.

Heritage multispectral ocean color sensors such as SeaWiFS,
MODIS, MEdium Resolution Imaging Spectrometer (MERIS),
VIIRS, OLCI, and SGLI, detect the light at specific wavelengths or
bands. These bands are strategically located to provide sufficient
spectral information to enable estimation of the inherent optical
properties and optically active constituent concentrations in
the water column, while also being located in atmospheric
window regions where the atmospheric transmittance is
maximized. The window regions are selected primarily to
avoid the absorption of water vapor in the atmosphere,
which is highly variable and thus difficult to correct, and the

narrow but strong spectral absorption features of oxygen. To
fully utilize the greater spectral information available from
a hyper-spectral ocean color sensor, as needed for emerging
science such as the detection of phytoplankton types and
phytoplankton community structure (a primary goal of the
PACE mission), the observed signal must be corrected for these
absorbing gases.

Figure 5 shows the atmospheric gas transmittance calculated
at 5-nm spectral resolution fromUV to SWIR. The transmittance
includes ozone, oxygen, and water vapor (blue solid line), while
the red circles are located at MODIS bands. As shown, the
MODIS bands are located in the spectral window regions,
where the impact of absorption by oxygen and water vapor
is minimized. For a continuous 5-nm sampling, however, as
expected from the PACE OCI sensor, several bands in the visible
wavelengths will suffer absorption by strong spectral features
of water vapor and oxygen. This is especially true in the red
(600–720 nm), which is critical for distinguishing phytoplankton
types and quantifying natural fluorescence of phytoplankton
chlorophyll. Production of a continuous 5-nm sampling of visible
remote sensing reflectance over the ocean is a primary goal to
the PACE mission, thus proper compensation of absorbing gas
features is needed.

To make full use of a hyper-spectral instrument for ocean
color, the effect of water vapor must be estimated and corrected.
This is challenging due to the complexity of the atmospheric
water vapor profile, the spectrally variable nature of the
absorption features, and the spatial heterogeneity of the water
vapor concentration (Kaufman and Gao, 1992; Gao et al.,
2000, 2009). Challenges also arise in the UV spectral range,
where the AC is difficult due to the significant contribution
of the atmospheric scattering, and the strong impact from
absorbing aerosols.

Hyper-Spectral Atmospheric Correction
Similar to the heritage multispectral atmospheric correction, pre-
computed hyper-spectral look-up tables (LUT) can be generated
using VRT simulations to model the Rayleigh and aerosol
contributions. The hyper-spectral optical properties used in the
VRT simulations, such as the extraterrestrial solar irradiance,
Rayleigh optical thickness, and the depolarization factors, would
be optically weighted for each hyper-spectral band based
on the measured spectral response functions. Hyper-spectral
glint and whitecap radiance contributions can be modeled
based on ancillary wind speed and observing geometry, as
they are for the heritage multispectral AC approaches. The
hyper-spectral aerosol type and concentration can also be
estimated using heritage methods (Fukushima et al., 1998;
Antoine and Morel, 1999; Ahn et al., 2012; Mobley et al.,
2016), and similarly coupled with an iterative bio-optical model
to separate the scattering contributions from aerosols and
water-column constituents in turbid (high-scattering) waters
(Moore et al., 1999; Bailey et al., 2010).

Since the heritage AC does not perform water vapor
correction, except for out-of-band effects using the Gordon
(1995) method, the algorithm must be enhanced to include
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such a correction, if spectral regions with modest to large water
vapor features are to be used for ocean color science (i.e.,
600–710 nm). Recently, the heritage AC algorithm maintained
by NASA (Mobley et al., 2016) was extended to include the
hyper-spectral algorithm of ATmospheric REMoval (ATREM)
for the estimation and correction of water-vapor transmittance
(Gao and Davis, 1997), as detailed in Ibrahim et al. (2018).
ATREM calculates the transmittance using the HITRAN 2012
(Rothman et al., 2013) database at 0.05 cm−1 wavenumber
spectral resolution, which is down-sampled to the sensor spectral
resolution. ATREM has the capability to estimate the column
water vapor amount (CWV) [given a water vapor volume
mixing ratio (VMR) profile], and to correct for the water vapor
absorption along the radiant path. It does so by using a 3-band
ratio technique utilizing two atmospheric window channels
around one strongly absorbing water vapor band as shown
in Figure 6.

The trough in the TOA reflectance at the water vapor
band (e.g., near 940 and 1,130 nm in Figure 6) relative to the
two window bands is a direct measure of the water-vapor
transmittance loss along the path that the light traveled, which
can be correlated to the water-vapor amount. Strong water-vapor
absorption features such as these are used to estimate the water-
vapor transmittance, which is then extrapolated to the visible
regime to correct for the weaker water-vapor absorption features
in the 600–710 nm region. Note that the 3-band ratio technique
assumes the surface reflectance is spectrally monotonic. Any
surface spectral features within the spectral windows can lead
to erroneous correction for water vapor transmittance losses,
but ocean reflectance is generally monotonic in the red/NIR
part of the spectrum, except in bloom conditions (Gower et al.,
2008; Doron et al., 2011), very turbid (i.e., sediment-laden)
waters (Doron et al., 2011; Knaeps et al., 2015), optically shallow
waters (Fogarty et al., 2018), or when the sea is covered by
floating vegetation (Dierssen et al., 2015a; Kudela et al., 2015) or
whitecaps (Frouin et al., 1996).

For water vapor correction over oceans, the very strong water-
vapor absorption features at 940-nm and at longer wavelengths
can actually be too strong, as the small surface signal (typically
0.02 in reflectance) is completely absorbed before reaching
the sensor. To demonstrate this, and identify alternative band
selection for water vapor retrieval over oceans, a radiative transfer
study was performed using the Monte Carlo-based VRT code
MYSTIC (Mayer, 2009; Emde et al., 2016). The code was used
to simulate the polarized TOA radiance for a simple Rayleigh
atmosphere and absorbing flat ocean, at a very high wavenumber
spectral resolution of 1 cm−1 (∼0.01nm in VIS). Water vapor
was assumed to be the only absorber in the atmosphere, and
was coupled with the scattering in the VRT simulations. The
simulation runs were calculated for 0.3, 0.5, 0.7, 1, 1.3, 1.5, 1.7,
2, 2.3, 2.5, 2.7, and 3 cm CWV at geometries permuted from
10◦ to 50◦ solar and viewing zenith angle with 10◦ step, while
the relative azimuth was fixed to be 90◦ composing a total of
300 cases. The water vapor profile was assumed to be the US
standard 1976 and the water vapor absorption coefficients were
obtained from theHITRAN 2012 database (Anderson et al., 1986;
Rothman et al., 2013).

Figure 7 shows the scatter plot between the assumed CWV
in the VRT simulations and the retrieval of CWV by the AC
algorithm. In this analysis, the water body was assumed black
(not reflecting). We used three modes of retrieval. The first is
using the average CWV retrieval using the strongly absorbing
940 nm band and the less sensitive 820 nm band shown in blue
circles, with the error bar of 1 standard deviation due to changes
in the simulated geometries. With this combination, the CWV
retrieval shows a strong underestimation at higher water vapor
concentrations. This is due to the combination of a weak ocean
signal (in that case ocean surface reflectance) and a strongly
absorbing 940-nm water vapor feature that leads to loss of
sensitivity to further increases in CWV. The retrieval for CWV
less than 1 cm, however, shows good performance suggesting that
the 940-nm channel can be utilized to detect and retrieve small
amounts of water vapor in the atmosphere, while its sensitivity
saturates for larger than 1 cm CWV. The second mode of CWV
retrieval shown in green circles, using an average of CWV
retrievals at both 720 and 820 nm, shows very good performance
along the whole dynamic range of CWV. Although the retrieval
shows a slight bias at small CWV values, the impact of erroneous
(biased) CWV at low values is less significant on the Rrs of the
ocean, especially at weakly absorbing bands in the visible range
of the spectrum. The third mode of CWV retrievals using 720 nm
only, shows also a good retrieval along the whole dynamic range.
Retrievals at low CWV values show less bias compared to the
combination of 720 and 820 nm, while there is a stronger bias
at high CWV values. The absolute average percent error is 19,
8.5, and 9% for retrievals using 820 and 940 nm, 720 and 820 nm,
and 720 nm only, respectively. In Gao and Kaufman (2003), their
CWV retrieval using MODIS showed a systematic bias relative to
both a ground-based sunphotometers (AERONET) observations
and a smaller bias to a ground-based, upward looking microwave
radiometer (Gao and Kaufman, 2003). In the latter case, the error
in CWV retrieval was less than 10%, which corroborates with the
analysis shown here, except in the 820 and 940 nm combination,
which is not ideal for a wide dynamic range of retrievals. Based
on the analysis presented here, it is therefore recommended to
use either 720 or 820 nm or both for the atmospheric correction
of water vapor over oceans.

Application to HICO Imagery
To demonstrate the heritage AC extended to hyper-spectral, we
present an application to Hyperspectral Imager for the Coastal
Ocean (HICO) imagery, as detailed in Ibrahim et al. (2018).
HICO (Table 1) is a hyper-spectral imaging radiometer that
operated onboard the international space station (ISS) from 2009
to 2014, capturing over 10,000 scenes over the globe (Corson
et al., 2008, 2010; Korwan et al., 2009; Lucke et al., 2011). HICO
measured light with a spectral coverage from 353 nm to 1,080 nm
with a 5.7 nm spectral resolution. It has a pointing capability
in the cross-track direction. At the nadir looking direction, the
spatial resolution is 90m. HICO collected one scene per orbit
of size 50 × 200 km that was scheduled weekly by the science
team, with scenes mostly collected over coastal regions to derive
products such as water clarity, benthic types, and bathymetry.
HICO provided adequate radiometric performance to support
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TABLE 1 | HICO sensor and data characteristics.

Platform International Space Station (ISS)

Operation lifetime 2009–2014

Orbit repeat time/period 3 days/90 min

Scene size (km) 50 × 200

Pixel size (m) ∼100

Wavelength (nm) 353–1080 (128 bands)

Spectral resolution (nm) 5.7

Spectral FWHM (nm) 10 (≤745 nm), 20 (>745 nm)

Sensor type Offner Spectrometer

Signal-to-noise ratio (SNR) >200:1 assuming 5% surface albedo

Polarization sensitivity <5%

ocean color applications in these coastal regions, where high
concentrations of phytoplankton and suspended sediments result
in high water reflectance in the visible regime (e.g., Dierssen
et al., 2015b), but scenes collected over darker, open ocean
regions suffer from the relatively low signal to noise ratio (SNR),
especially in the green to NIR regime (Korwan et al., 2009; Lucke
et al., 2011).

For HICO, an operationally viable algorithm for hyper-
spectral ocean color retrieval has been implemented and assessed
(Ibrahim et al., 2018), which follows the heritage approach
used by NASA for all global ocean color sensors (Mobley
et al., 2016). Water vapor correction, using the 720-nm spectral
window, was a significant addition to that heritage process. The
AC for HICO is completely automated, requiring no scene-
specific operator intervention. As such, this work demonstrates
the first operationally viable algorithm for hyper-spectral water
reflectance retrieval, and can serve as a baseline AC for OCI on
PACE. To minimize biases in the water reflectance retrievals due
to uncertainty in HICO’s radiometric calibration or systematic
algorithm errors, a system-level vicarious calibration was also
developed and based on hyper-spectral in-situ measurements
from MOBY (Franz et al., 2007).

The atmospheric correction algorithm and the gains derived
from the vicarious calibration process were applied to the
HICO observations to retrieve hyper-spectral remote sensing
reflectance (Rrs). As a verification of system performance, the
approach was applied to all HICO scenes available over the
MOBY site. In Figure 8, Rrs derived from HICO after the
atmospheric correction process with and without applying the
vicarious gain factors are compared to MOBY’s in-situ Rrs
optically integrated to HICO’s spectral response function. Also
shown is co-incident Rrs from MODIS onboard Aqua (MODIS-
A), when available. It is clear that the Rrs match-ups from
HICO are improved after applying the vicarious calibrations,
showing a good agreement with both in-situMOBY andMODIS-
A retrievals. HICO’s Rrs also does not contain any features from
the absorbing gases (i.e., negative reflectance at the 720-nm
and 820-nm water vapor bands), including at the water vapor
bands, emphasizing that the gaseous compensation process is
performing well.

The hyper-spectral comparison of HICO and MOBY Rrs
is very good. The improved NIR-band vicarious calibration,

which determines the aerosol contribution for the atmospheric
correction, reduces the bias in the visible spectrum. Overall,
MODIS-A shows very good agreement in Rrs with MOBY, as
expected, since the vicarious calibration was performed at the
same site.

Figure 9 shows a true color image acquired by HICO in
the Chesapeake Bay region at the east coast of the US, a
highly complex and productive estuary with large anthropogenic
influences on both the ocean and the atmosphere, and Figure 10

shows the retrieved Rrs at selected bands in the visible spectrum.
The retrieval of Rrs captures the large dynamic range due to

the changes in the bio-optical properties of the water body. The
Rrs images of HICO in the blue part of the spectrum exhibit
image artifacts, such as stripping and reduced sensitivity. This is
resultant of degraded sensor performance due to electronic smear
and strong polarization sensitivity detailed in (Lucke et al., 2011).
A detailed comparison between MODIS and HICO Rrs estimates
for that scene is described in Ibrahim et al. (2018).

Figure 11 shows the hyper-spectral Rrs retrieved from HICO
and the multi-spectral MODIS-A retrievals at three stations
(STs) in the image from Chesapeake Bay. As in Figures 9, 10,
Station 1 (ST1) is located in the York River, a highly turbid,
highly productive region, Station 2 (ST2) is located at the mouth
of the Chesapeake Bay, and Station 3 (ST3) is located just
outside the bay in the Atlantic Ocean. The agreement between
MODIS-A and HICO Rrs retrieval is very good for the three
locations, indicating good consistency in algorithm performance
regardless of the water type. Figure 11 also demonstrates the
spectral features that HICO can resolve as compared to the
multi-spectral MODIS-A.

Recapitulation
The two-step heritage atmospheric correction algorithms have
served the ocean community well, providing a reliable and
efficient mechanism for the retrieval of water reflectance and
derived marine bio-optical properties frommultispectral satellite
sensors. Within the framework of this heritage algorithm,
and without employing deterministic or statistical methods, a
prototype algorithm has been demonstrated for hyper-spectral
atmospheric correction. This algorithm improves upon heritage
by using measurements within and adjacent to water vapor
absorption bands to derive column water vapor internally,
without the need for ancillary inputs from reanalysis data.
Exploration of this method points to the use of the 720 and
820 nm water vapor absorption bands to derive water vapor
transmittance for use in the atmospheric correction algorithm,
with the capability to produce columnwater-vapor concentration
as a valuable additional product. Improvements will be required
to accurately treat air-sea processes, such as wind-roughened
and whitecap-prone seas, and conditions when the near infrared
reflectance is enhanced due to surface blooms, vegetation or
high turbidity.

ALTERNATIVE ALGORITHMS

In order to discuss different optimization methods, including
Bayesian optimization schemes (Gelman et al., 2013), that may
be of relevance to the analysis of PACE hyper-spectral data we

Frontiers in Earth Science | www.frontiersin.org 12 July 2019 | Volume 7 | Article 145180

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Frouin et al. Atmospheric Correction of Ocean-Color Imagery

will introduce the relationship between the Likelihood function
P

(

y
∣

∣xw,xatm
)

, the prior probabilities for the oceanic, P(xw), and
atmospheric constituents, P(xatm), of interest and the posterior
probability distribution, P

(

xw,xatm
∣

∣y
)

, viz.,

P
(

xw,xatm
∣

∣y
)

∼P
(

y
∣

∣xw,xatm
)

P(xw)P(xatm), (4)

where we are assuming that the prior probabilities for the
atmospheric state and the oceanic state are independent. In this
formalism y is the vector of reflectances observed at the top
of the atmosphere, xw is the vector of water reflectances and
xatm is the vector of atmospheric properties (if any) that are
estimated as part of the atmospheric correction process. Rodgers
(2000) provided a comprehensive description of this approach
for the atmospheric sciences. While not all optimization schemes
explicitly make the link to the posterior probability distribution
and the benefits of its use in obtaining an optimal estimate, most
in fact use cost functions that are closely related to this form.
The prior distribution is in some cases used purely to stabilize
the search for xw and xatm (section Statistical Algorithms), but
in more sophisticated approaches it is derived from existing data
bases or is related to known functions of xw and xatm (section
Multi-term Statistical Algorithm, GRASP Retrieval).

Deterministic Algorithms
As noted above in section Algorithms to Retrieve Water
Reflectance from Space, atmospheric correction is in principle an
ill-posed problem since the range of possible atmospheric, surface
and ocean states is not uniquely constrained even by hyper-
spectral measurements. Nonetheless, by suitably constraining
the problem and fitting all the observed TOA reflectances
simultaneously, stable solutions that are valid under a variety of
conditions relevant to atmospheric correction for PACE can be
obtained. Examples of this type of one step approach are provided
by Stamnes et al. (2003) in which a simple iterative scheme is used
to provide a least squares estimate of chlorophyll concentration
and aerosol optical thickness and Li et al. (2008) where a
maximum a posteriori estimate of chlorophyll concentration,
absorption by colored dissolved organic material, backscattering
by suspended particulate matter, aerosol optical thickness and
aerosol fine mode fraction is obtained. Similar optimization
schemes are described in Land and Haigh (1997), Chomko and
Gordon (1998), Kuchinke et al. (2009), Steinmetz et al. (2011),
Shi et al. (2016). By representing the ocean and atmosphere with
simplified parametric forms the estimation problem becomes
stable, since its dimensionality has been reduced. As the approach
presented by Li et al. (2008) is an optimal estimate in the sense
described by Rodgers (2000) its extension to include the types
of measurement in the UV and O2 A-band from a PACE OCI,
that can be used to constrain aerosol absorption and vertical
distribution, is natural. For example, in turbid coastal waters
where absorbing aerosols are most likely to be an issue for
atmospheric correction the ocean body reflectance in the deep
blue and UV tends to be stable and low and can therefore be
used primarily as a constraint on the atmosphere (Oo et al.,
2008; He et al., 2012). The sensitivities of these radiances to
aerosol absorption and vertical distribution, versus ocean body

properties is incorporated into the retrieval scheme through its
use of functional derivatives of the radiation field with respect
to the parameters being retrieved (Jacobian matrices, see section
Information Content Assessment) such that reflectances that are
sensitive to a parameter play a greater role in its determination
than those that are not sensitive to it.

More recently a particularly simple approach to representing
the Rayleigh corrected atmosphere as a polynomial function
of wavelength, referred to as POLYMER, was introduced
(Steinmetz et al., 2011). Together with an ocean body reflectance
parameterized with chlorophyll concentration and a non-
covarying ocean body scattering term this representation was
used to perform atmospheric correction in the presence of Sun
glint. The application of this approach to PACE OCI data may
be beneficial in terms of increased coverage by providing valid
retrievals in the presence of Sun glint with a reflectance as
bright as 20% and in the presence of semi-transparent clouds
(Frouin et al., 2014). This is illustrated in Figure 12, which
displays POLYMER-processed MERIS imagery acquired over the
Northwest Atlantic (June 21, 2005). The satellite observation is
contaminated by Sun glint and a variety of cloud systems, as
evidenced in the RGB composite (Figure 12, left). Chlorophyll-
a concentration is retrieved in the presence of the glint and thin
clouds, and there is spatial continuity between cloud- or glint-
contaminated areas and adjacent clear areas (Figure 12, right). A
band of relatively high chlorophyll-a concentration, not detected
in the RGB image, is revealed at the shelf break in the Bay of
Biscay, a known phenomenon due to internal waves generated
by the interaction of the surface tide with the steep topography
(Pingree et al., 1986; Robinson, 2010).

However, it is important to recognize that all of the one-
step methods described above have the same potential issue
with regards to the atmospheric correction for PACE. While it
is possible within this framework to provide water reflectance
estimates that are relaxed from the assumed ocean body
reflectance spectrum, e.g., Equation (10) of Steinmetz et al.
(2011), it remains an open question as to how much and in what
spectral domains the ocean body spectra assumed in the retrieval
process will distort the estimated water reflectance spectra. Given
the expected application of PACE OCI water reflectance to the
identification of subtle absorption features (e.g., Gitelson et al.,
2011) this clearly needs to be quantified as part of the use of any
such algorithm. Tan et al. (2018) provide information about the
representativeness of the 2-parameter water reflectance model
now used in the POLYMER algorithm. The model, based on
Park and Ruddick (2005), depends on chlorophyll concentration
and a factor specifying the contribution of algal and non-algal
particles to the backscattering coefficient. It was applied to 500
Case 1 andCase 2 water situations used in IOCCG (2006), and the
parameter values giving the best fit against accurate Hydrolight
simulations were determined following procedures described in
Steinmetz et al. (2011). Agreement is generally good (about
10% RMS difference in the blue) between the two-parameter
model results and Hydrolight values, i.e., much better than
typical atmospheric correction errors), even in optically complex
waters; many spectral details are correctly modeled in the 10-nm
resolution reflectance spectrum. Significant differences exist in
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some cases, but having a more intricate model (i.e., using more
parameters) might not guarantee convergence. The trade-off is
between efficiency/robustness and accuracy.

Statistical Algorithms
Neural networks (NNs) and other machine-learning techniques
have seen considerable and diverse use in addressing the
atmospheric correction problem (Schiller and Doerffer, 1999;
Jamet et al., 2004, 2005; Brajard et al., 2006, 2008, 2012; Gross-
Colzy et al., 2007a; Schroeder et al., 2007; Fan et al., 2017). This is
because NNs and in particular multilayer feedforward networks
with non-linear transfer functions provide a universal method to
approximate arbitrary non-linear functions (Hornik, 1989). They
can therefore be used either to solve the atmospheric correction
problem directly by having observed reflectance and viewing
geometry as input and water reflectance as output (Schroeder
et al., 2007), or to model the radiative transfer equation (RTE)
itself, where they replace the time-consuming solution of the
RTE in an optimal estimation scheme (e.g., Brajard and Jamet
references). In Gross-Colzy et al. (2007a) the TOA reflectance,
after correction for gaseous absorption and molecular scattering,
is decomposed into principal components (PCs), and the PCs
sensitive to the water reflectance are combined to retrieve the
PCs of the water reflectance. This allows a reconstruction,
therefore estimation, of the water reflectance. Neural network
methodology is used to approximate the non-linear functions
that relate the useful PCs of the satellite reflectance to those of
the water reflectance. Keeping only the water-sensitive PCs of
the measured signal reduces the influence of the atmosphere and
surface, making the non-linear mapping easier and accurate. The
speed inherent in neural networks, once trained, means that they
are a valuable tool for global processing of ocean color imagery
and can be readily extended to the atmospheric correction of
the hyper-spectral ocean color observations that will be provided
by PACE OCI.

Figure 13 displays an example of water reflectance retrieval
obtained with the PC-based algorithm (Gross-Colzy et al., 2007a)
applied to Sentinel-2 MultiSpectral Instrument (MSI) imagery.
TheMSI scene was acquired over the Gironde estuary onOctober
21, 2016. The PC-based algorithm uses TOA reflectance in 11
spectral bands to retrieve water reflectance at 15 wavelengths
including 412, 510, and 620 nm (not observed with MSI). This
is possible since the TOA PCs can be mapped to the water PCs
defined on a different base. The consequence (advantage) for
PACE, is that it might not be necessary to observe in spectral
regions strongly affected by gaseous absorption to retrieve water
reflectance in those regions. As expected, the offshore waters are
characterized by relatively high reflectance at 443 nm and low
reflectance at 620 nm, and almost null reflectance at 865 nm,
in contrast with the more productive and turbid waters of the
estuary, which exhibit high reflectance at 620 nm (>0.25) and
865 nm (>0.10). In the estuary, the water reflectance spectra
are similar in shape and magnitude to those reported by
Doxaran et al. (2002), even the feature around 750 nm. The high-
resolution (30m) images also reveal a sharp contrast between
the turbid estuarine waters and the clearer offshore waters, i.e.,

relatively little mixing, which would not be observed in coarse
resolution (e.g., 1 km) imagery.

In the case where the NNs are used to provide a direct solution
of the atmospheric correction problem it is not clear that this
is applicable to the PACE OCI hyper-spectral data. As there is
no relaxation to the observations based on the estimate of the
atmospheric state, in this approach the NN estimate of water
reflectance can only reproduce something close to what is in its
training data set. A procedure should be applied to check whether
the observations are compatible with the training data set. One
of the main reasons for obtaining the PACE OCI hyper-spectral
observations is that there is currently no such data set available
to train a NN. In the case where NNs are used to model the RTE
something similar to the optimal estimation approach described
by Rodgers (2000) can be implemented since the gradients of
the RTE that are needed can be obtained in a straightforward
way directly from the NN that provides the forward simulation
of the RTE (Bishop, 1995). While the forward model in such
an optimal estimation scheme may contain assumed water
reflectance spectrum, that assumption can be relaxed in the last
step of the correction process (e.g., Equation 8 of Brajard et al.,
2012). We note that if the Likelihood (errors in the observations)
and prior probabilities (uncertainties in the atmosphere and
ocean state vectors) are both Gaussian then the cost function that
is being minimized in the NN approach is remarkably similar to
− log[P

(

xw,xatm
∣

∣y
)

], e.g., Equation (5) of (Brajard et al., 2012),
and so the atmospheric correction will be similar to a Maximum
A Posteriori estimate. However, the treatment of the priors is
not based on data as one would expect in a completely Bayesian
formulation, but is rather, a means to regularize the solution
of the atmospheric correction problem. Nonetheless, based on
their speed and applicability to cases where there are absorbing
aerosols (Brajard et al., 2008) and to bright coastal waters (Brajard
et al., 2012) NN atmospheric correction algorithms may well be
appropriate for PACE OCI.

The identification of the cost function as akin to a Maximum
A Posteriori estimate brings us to the subject of explicitly
Bayesian AC approaches. While the use of a MAP estimate
does not necessarily require detailed evaluation of the prior
distributions, there are considerable benefits to doing so. As
was noted above the priors can also be regarded as a way of
regularizing the solution of the ill-posed atmospheric correction
problem and ideally any such regularization should be based on
independent observational, or theoretical evidence, rather than
ad hoc estimates. Two recent papers introduce Bayesian methods
for AC of ocean color (Frouin and Pelletier, 2015; Saulquin et al.,
2016), although the solution approaches are completely different.
Frouin and Pelletier (2015) construct a numerically efficient
partitioning of the Rayleigh corrected, or “observed” spectral
reflectance using a perfect binary tree. This partition is used
in conjunction with inverse models estimated from simulated
atmospheric and in situ ocean data to estimate the means and
covariances of the water reflectance and the atmospheric state
parameters. In addition a model probability is calculated, i.e., a
quantitative measure of how well the TOA observations fit the
forward model, allowing for the rejection of scenes for which
the model is inappropriate. The method is numerically efficient
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and provides its own estimate of the mean and covariance of
the water reflectance as an output. Since the atmospheric state
is also estimated, a relaxation step similar to those identified
above could be applied to the observed reflectance if that was
required. However, the authors do point out that “using data
instead of simulations for the water reflectance was deliberate,
dictated by the fact that models do not take fully into account the
natural correlations between the intervening optical parameters”
and so the spectral variability of their water reflectance is not
tied to a specific chlorophyll absorption spectrum. The numerical
efficiency and fact that the spectral behavior is not tied to a
specific absorption spectrum mean that this AC scheme should
be applicable to PACE OCI. Saulquin et al. (2016) generate
prior distributions that are Gaussian Mixture Models for the
water reflectance and the atmospheric reflectance, using the
MERMAID in-situ matchup database. They then use a gradient
descent search to try and find a minimum of the Maximum
A Posteriori cost function. Since the Maximum A Posteriori
criterion may not be concave they use 25 random initializations
to try and eliminate solutions that are captured in local minima.
While this method has been successfully applied to AC in
complex coastal waters, it is not clear that the existing method
for finding the MaximumA Priori solution is sufficiently efficient
for global applications.

Figure 14 presents an example of results obtained with the
Bayesian methodology described in Frouin and Pelletier (2015).
The scheme was applied to SeaWiFS imagery acquired over the
Sea of Japan and northwest Pacific on April 7, 2001. In the Sea
of Japan, the TOA reflectance at 865 nm (Figure 14, top left) is
relatively high, due to dust from Northern China and pollution
from the Korean Peninsula and Japan. This was confirmed by in
situ aerosol measurements collected onboard R/V Brown during
the ACE-Asia experiment and back trajectories (Kahn et al.,
2004). In fact, most of the Sea of Japan was clear, but so hazy that,
in the SeaWiFSData Analysis System (SeaDAS) screening scheme
applied here, many pixels were flagged as cloudy. The retrieved
water reflectance at 555 and 412 nm, as well as associated
uncertainties, and a quality index (p-value) are displayed in
Figure 14 (top left and right and bottom). This ability to
provide uncertainties on a pixel-by-pixel basis, i.e., to quantify
the quality of the retrievals, is characteristic of the statistical
technique. The water reflectance at 555 and 412 nm corresponds
to chlorophyll concentrations typical of those observed in the
region (Yamada et al., 2004). The uncertainties are higher in
the vicinity of clouds and the coast, reaching 0.01 at 412 nm
and 0.002 at 555 nm. In general, however, the values are much
lower, e.g., below 0.004 at 412 nm. The quality index indicates
good retrievals everywhere (p-value > 0.05), but values are lower
where aerosol loading is higher (e.g., Sea of Japan). The marine
reflectance retrieved by the SeaDAS AC algorithm (Mobley
et al., 2016; see also section Heritage Atmospheric Correction
Algorithm), reprocessing version R2010.0, exhibits more spatial
noise (Figure 15, top left and bottom left); values at 412 nm
are unrealistic (e.g., sometimes negative) in the Sea of Japan.
Histograms of valid data (Figure 15, top center and bottom
center) show for the statistical technique a frequency maximum
shifted toward higher values by about 0.006 at 412 nm, with a

narrower spread. Such shift does not exist at 555 nm and 670 nm.
Variograms of valid data in a selected sub-area (150× 150 pixels)
located in the Japan Sea confirm less noisy marine reflectance
imagery derived by the statistical technique (Figure 15, top right
and bottom right), i.e., values are closer to zero as distance
becomes small, and they show a reduced spatial variability over a
60-pixel distance. The results suggest that absorbing aerosols can
be handled adequately using spectral information at wavelengths
influenced by aerosol absorption. Accuracy is expected to
improve by using observations at wavelengths in the UV (case
of PACE OCI, where molecular scattering and, therefore, the
coupling between aerosol absorption and molecular scattering
are effective. Independent information about aerosol altitude
and aerosol type, for example from the PACE polarimeter or
a transport model, may help to constrain the inversion by
restricting the domain of possible solutions.

Multi-Term Statistical Algorithm, GRASP
Retrieval
Formore than a decade amulti-term statistical retrieval approach
has been developed in Dubovik et al. (1995, 2006, 2011), Dubovik
and King (2000), and Dubovik (2004). The approach is based
on the maximum likelihood methodology and therefore it is
fundamentally close to the Bayesian optimization schemes given
by Equation (4). However, the Multi-Term emphasizes the use
of multiple a priori constraints and the Likelihood function
P

(

y
∣

∣x
)

is defined as follows:

P
(

x
∣

∣y, f1 (x) , . . . , fN (x)
)

= P
(

y
∣

∣x
)

∏

i=1,...,N
P(fi(x)|x) (5)

Here, x denotes (xw, xatm), y denotes measured multi-spectral,
-angular, and -polarized reflectances, and fi(x) denotes functions
of x that are known a priori. If we have

∏

i=1,...,N
P(fi(x)|x) = P
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f1 (x)
∣
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)

P
(

f2 (x)
∣
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)

= P (xw|x)P (xatm|x)

(6)

then Equation (5) becomes equivalent to Equation (4). At
the same time, Equation (5) is evidently more general than
Equation (4) since in many situations Equation (5) cannot be
reduced to Equation (4). This aspect is rather important in many
practical situations. Indeed, using direct assumptions about xw
and xatm may lead to significant biases since it is very difficult
and nearly impossible to find correctly a direct estimate of
unknown parameters. For example, aerosol optical thickness in
some areas may change by an order of magnitude and a single
a priori climatological value cannot be used. In these regards,
using some other constraints may be more adequate for PACE
retrieval. For example, in remote sensing smoothness constraints
are known to be efficient (e.g., Twomey, 1977). Namely, if one
retrieves aerosol size distribution n (r), the limitation on the k-
th derivative can be used as a priori constraint as ∂k(n(r))/∂rk

≈ 0. In principle such smoothness constraint is less restrictive,
since it does not apply any direct limitation on the magnitude
of the retrieved parameters, but it only eliminates the solution
when the retrieved function has unrealistically strong oscillations
(see illustration by Twomey, 1977; Dubovik and King, 2000).
Once a multi-term approach is employed, multiple a priori
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constraints can be used. For example, the Dubovik and King
(2000) AERONET retrieval uses a priori constraints on aerosol
size distribution, and spectral dependencies of real and imaginary
parts of complex refractive index simultaneously. Dubovik et al.
(2011) in retrievals from Polarization and Directionality of
the Earth’s Reflectance (POLDER) onboard PARASOL derives
simultaneously both aerosol and surface properties and for
all spectrally dependent parameters of surface reflectance the
smoothness constraints are also used. Moreover, Dubovik et al.
(2011) proposed to define statistically optimized retrieval for
a large group of POLDER/PARASOL observation pixels. For
example, instead of Equation (5) for M pixels the Likelihood
function can be defined as follows:

P(x1 , . . . , xM|y1 , . . . , yM , f1(x1 , . . . , xM ), . . . , fN (x1 , . . . , xM)) =

P
(

y1, . . . , yM|x1, . . . , xM
)

∏

i=1,...,N

P(fi (x1, . . . , xM) |x1, . . . , xM)

(7)

where a priori constraints can be applied not only on the
magnitude of parameter variability within each pixel, but also on
their variability between the pixels. This allows the use of priori
inter-pixel constraints to further improve the overall accuracy
of the retrieval. For example, it is well known that land surface
reflectance changes slowly over time, while spatial variability
of aerosol parameters is also limited. Dubovik et al. (2011)
showed that using both these constraints helps to achieve stable
retrieval of aerosol properties even in such difficult situations
as over bright land surfaces. For ocean surface application
of time constraint is less critical, though applying some very
mild constraints on time and horizontal variability of ocean
surface parameters is also useful. Overall advantage of multi-
term statistical retrieval is the possibility of retrieving extended
set of unknowns. For example, Dubovik et al. (2011) retrieves
more than 40 parameters for each POLDER/PARASOL pixel
that includes aerosol size distribution, complex refractive index,
fraction of spherical particles, aerosol height and spectrally
dependent parameters of surface bidirectional reflectance and
polarization distribution functions. It is also important to note
that all a priori assumptions are general, i.e., no location-
specific assumptions with exception of water fraction (i.e., water
or land) that is assumed a priori using the pixel geographic
coordinates. Moreover, a single initial guess for aerosol and
surface parameters is used. Therefore, the results retrieved
from POLDER/PARASOL observations are fully driven by the
measured total and polarized reflectances (6 wavelengths, 16
viewing directions, and 3 polarization states, i.e., 192 data points
for each inversion). In the future, some solid climatological
information (e.g., about land surface) can be included too. All
radiative transfer calculations including calculation of Jacobians
are performed during the retrieval and the solution is sought
in continuous solution space. Therefore, the errors of the
retrievals also can be estimated using statistical approach.
Since full radiative transfer calculations are used, the retrieval
is significantly slower compare to conventional look-up-table
algorithms. Nonetheless, during the last few years the computing
routine was significantly optimized and the retrieval speed

is acceptable now for processing large volumes of data and
even for near real time retrieval. For example, the entire
POLDER/PARASOL archive of 9 years was processed by GRASP
(Generalized Retrieval of Aerosol and Surface Properties, see
Dubovik et al., 2014) code. Figure 16 illustrates the global
retrieval of aerosol optical thickness, angstrom exponent and
single scattering albedo that allow identification of different
aerosol types.

According to the Dubovik et al. (2011) concept, the surface
reflectance for both land and ocean is retrieved together
with the aerosol properties. Though, the retrieval of surface
reflectance was not the focus of initial efforts, the robust
results for aerosol retrieval may also generate accurate surface
property retrievals. Figures 17–19 illustrate the first results
for ocean surface retrieval. The reflective properties of the
ocean surface are modeled analogously to earlier POLDER
algorithm developments (Deuzé et al., 2001; Herman et al.,
2005; Tanré et al., 2011). The Fresnel’s reflection on the
agitated sea surface is taken into account using the Cox
and Munk model (Cox and Munk, 1954). The above surface
water reflectance is presumed to be nearly isotropic (Voss
et al., 2007) and modeling shows that its polarization can be
neglected (e.g., Chami et al., 2001; Chowdhary et al., 2006;
Ota et al., 2010). This term and the whitecap reflection are
taken into account by Lambertian unpolarized reflectances.
The whitecap effective reflectance is driven by the wind speed
at sea surface according to the Koepke (1984) model. The
seawater reflectance at short wavelengths is not negligible
and depends on the properties of oceanic waters. Thus, in
the present model, the wind speed and the magnitude of
seawater reflectance at each wavelength are retrieved together
with aerosol properties. Figures 17–20 illustrate the retrieval
of chlorophyll concentration, remote sensing reflectance, and
wind speed and their comparison with MODIS results and
ECMWF reanalysis.

The ocean surface reflectance model used here did not
explicitly separate the contribution from whitecap, foam, and
possible cloud contamination. Therefore, as initial approach
for deriving water reflectance ρw(λ) and estimating chlorophyll
concentrations, the PARASOL/GRASP retrieval was tuned to
the best agreement of MODIS chlorophyll retrieval for year
2008. Specifically, the chlorophyll fraction was fitted by the
power law between logarithm of chlorophyll concentration
and logarithms of ratio of water reflectance (440/565 and
490/565). The coefficients were estimated from best fit of MODIS
chlorophyll concentrations using 1-year (2008) comparisons.
The contribution of whitecap, foam, and possible cloud
contamination was subtracted from retrieved values of surface
albedo at shorter wavelengths using values at 870 and 1,020 nm.
The coefficients for this subtraction were also estimated using
the same comparisons with MODIS. Using the obtained
empirical relationships, the water reflectances and chlorophyll
concentrations were obtained from PARASOL/GRASP retrievals.
As one can see from Figure 19, the obtained values are in rather
good agreement MODIS results for both the global distribution
and for the magnitudes of obtained values. Finally, Figure 20
displays the comparison of PARASOL/GRASP retrieved values of
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wind speed with the values provided by ECMWF ERA-Interim
reanalysis data. Agreement is good between two data sets both
for contour and location of specific geographical features and the
correlation of the values. The agreement is especially encouraging
taking into account that PARASOL/GRASP retrieval did not
use any climatological or ancillary data. Thus the polarimetric
multi-angular observations allow for robust retrieval of the wind
speed. It should be noted that PARASOL/GRASP retrieval was
performed for all non-cloudy ocean pixel including those in
glint areas.

It should be noted that the above results shown for
ocean surface properties are obtained from first version of
PARASOL/GRASP processing without using quality control
and any filtering. At present, dedicated efforts are planned
for improving PARASOL/GRASP ocean surface retrieval.
Specifically, it is planned detailed evaluation and refinement
of the ocean surface model and other aspects of reflectance
modeling and inversion. Also the core scientific code was
realized in open source GRASP software (Dubovik et al., 2014,
https://www.grasp-open.com/). This software benefits from the
general flexibility of code concept and includes a number of
convenient features for users. For example, different assumptions
in forward model and inversion can be changed and tested. Also,
the GRASP code is highly versatile. It can be applied to different
types of satellite and ground-based observations. Therefore,
there is high potential for different synergy retrievals using
GRASP software or scientific approach.

Other Optimal Estimation Approaches
Other recent work in atmospheric correction (Thompson et al.,
2018) employed the Rodgers (2000) inversion framework more
directly, adapting the Optimal Estimation (OE) methodology
used by prior remote sounding missions like OCO-2, AIRS, and
TES (Cressie, 2018). OE is based on a maximum likelihood
method similar to the Dubovik et al. (2011) GRASP algorithm
(see above), while it uses direct a priori estimates of the state
vector. OE begins with an initial heuristic guess of the surface and
atmosphere state, and then performs an iterative gradient ascent
of the probability density until converging to a local maximum.
At each iteration it calculates the probability gradient based on a
local linearization under which the density can be characterized
exclusively using multivariate Gaussians.

One emphasis of OE literature that does not appear in GRASP
is the explicit treatment of unknown parameters in the models,
i.e. parameters which affect the measurement but which are not
directly retrieved. Specifically, the observation likelihood P(y|x)
incorporates an instrument measurement noise model with a
signal-dependent covariance, Sy, as well as any unknowns in
the surface/atmosphere model which are not estimated directly.
Such unknowns, represented by a covariance Sb, are treated
as random variables. Jacobian matrices Kb contain the partial
derivatives of the measurement with respect to these unknowns,
evaluated at the current estimated state. The total covariance of
the observation system, Sǫ , is therefore:

Sǫ = Sy + KT
b SbKb (8)

Given a predictive forward model of the measurement f (x), and
prior with mean xa and covariance Sa the log probability density
function leads naturally to a local cost function χ2(x) defined as:

χ2 (x)=
(

y − f (x)
)T

S−1
ǫ

(

y − f (x)
)

+ (x− xa)
TS−1

a (x− xa) (9)

At convergence, a similar linearization provides the posterior
predictive covariance Ŝ of the estimated surface and
atmosphere state.

Ŝ=
(

KTS−1
ǫ K + S−1

a

)−1
(10)

The Jacobian matrices K hold partial derivatives of the
observation with respect to the state vector. These have
conventionally been calculated at the solution state, though
Cressie (2018) points out that this is inconsistent with the delta
rule derivation of Ŝ. Consequently, it may be preferable to
calculateK from a data-independent state such as the priormean.

Posterior uncertainty distributions permit meaningful
scientific hypothesis testing about surface properties by
subsequent analyses. They can enable principled fusion of
multiple measurements across space and time, under widely
variable atmospheric conditions. This can help prevent regional
bias—due, for example, to different water and atmospheric
properties across latitudinal zones—from influencing global
maps. More fundamentally, a full uncertainty accounting
promotes a richer understanding of the observation system
and its components. Ŝ is a purely local estimate, but it has been
used successfully to create closed uncertainty accounting for
validation experiments that fully explains the discrepancies
between remote and field data. Thompson et al. (2018)
demonstrated a closed OE uncertainty budget for AVIRIS-NG,
a grating spectrometer with hundreds of bands across the
Visible/Shortwave Interval. That demonstration used terrestrial
spectra, with in-situ measurements of surface reflectance on six
diverse validation targets. The approach generalizes naturally to
the aquatic domain.

The most significant difference between terrestrial and
aquatic environments is of course the surface. Ideally, a
parameterization would be general and flexible enough to capture
both environments—this would serve for coastal investigations,
which monitor challenging Case 2 waters, as well as wetlands and
vegetation with partially-inundated pixels. The Thompson et al.
(2018) study complemented the multi-band GRASP research
with flexible surface reflectance priors modeling capable of
representing hundreds of channels. It used a collection of
multivariate Gaussians, fit using a “universal” library of diverse
spectra and designed to envelope of possible spectra that might
be encountered. At runtime, Euclidean or Mahalanobis distance
identified the component that was closest to the current state
estimate, and the result is used as the surface prior for that
iteration. Considerable shrinkage regularization (Theiler, 2012)
broadened these priors still further, ensuring that the system
could retrieve spectral shapes that were outside the span of library
spectra. A designer would be free to craft the appropriate spectral
intervals and magnitudes of this regularization depending on
the application, which is useful when generalizing GRASP
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examples to the spectroscopic case. In extreme cases, the designer
could leave priors totally unconstrained outside key spectral
windows containing atmospheric information, such as NIR
bands for water vapor and aerosols, in order to preserve precise
channel wise relationships for retrieval of very subtle absorption
shapes with high-resolution spectra (Thompson et al., 2018). In
general, the use of structured surface priors can capture many
of the same information used heuristically by typical aerosol
retrieval methods, such as a flat infrared profile, while providing
additional statistical rigor.

Multi-component surface models are easy to augment with
phenomena related to Fresnel surface effects to permit water
retrievals. Figure 21 shows the result of a transect across a
scene imaged by NASA’s PRISM airborne spectrometer. This
shows Santa Monica bay during an algal bloom event (Trinh
et al., 2017), imaged from an altitude of 20 km that is subject
to 95% of the atmosphere column (making it a good analog to
orbital measurements). Here an additional free parameter of the
surface model represents the magnitude of surface glint, which is
assumed to be completely specular to produce the spectral profile
of the direct beam. Surface models are produced using a large
library of synthetic water reflectance spectra generated using
a range of semi-analytical parameterizations (IOCCG, 2006),
with additional regularization applied. Panels A and B show
two examples of dark water spectra, with error bars indicating
95% posterior predictive uncertainties. Panels C and D show
two examples of more productive and turbid water. Remote
sensing reflectance Rrs was retrieved using the optimal estimation
approach of Thompson et al. (2018). The model incorporates
uncertainties due to measurement noise as well as the retrieval
process itself, though they are of course local linearized estimates
and may not capture all probability density maxima. The spectra
show characteristic phytoplankton absorption features as well
as solar-induced fluorescence at 685 nm, even though such
features did not appear in the initial reflectance library. The
experiment demonstrates the ability of this methodology to
retrieve novel reflectance profiles having a wide range of different
water reflectance shapes.

ENHANCEMENTS USING
MULTI-ANGULAR AND/OR
POLARIMETRIC INFORMATION

For current instruments, the atmospheric correction, and
subsequent retrieval of ocean properties, is a fundamentally
underdetermined remote sensing problem. That is, the
information contained in multi spectral observations cannot
uniquely express the geophysical state. This leads to an inability,
for example, to distinguish atmospheric from oceanic scattering,
or to identify and account for aerosol absorption (IOCCG, 2010).
While they can be mostly avoided in the open ocean, these
issues are relevant in optically complex waters or in areas with
non-maritime aerosols in the atmosphere.

One way to address underdetermined observations is to
simply gather more information. The hyper-spectral capabilities
of the OCI instrument on PACE are intended to better

resolve in-water scattering and absorption. Aerosols, however,
do not have strong spectral features, and their observation
will remain underdetermined. The PACE science team has
therefore investigated the capabilities provided by a Multi-Angle
Polarimeter (MAP). MAP, as its name implies, is devoted to
improving retrievals by also observing linear polarization at
multiple viewing angles, in addition to multi-spectral or hyper-
spectral radiometry.

The application of multi-angle polarimetry to satellite
ocean color remote sensing is an emerging field of active
research. In the previous section, the GRASP algorithm showed
potential with POLDER data. In this section, we will describe
theoretical studies exploring the information content of multi-
angle polarimetry (section Information Content Assessment),
followed by specific benefits of multi-angle observations (section
Benefit of Multi-Angular Observations) and polarimetry (section
Benefit of Polarimetric Observations) alone. Finally, we will
discuss the benefits of combined multi-angle and polarimetric
observations and provide examples of successful application of
such instruments for ocean color remote sensing (section Benefit
of Combining Multi-Angular and Polarimetric Observations).
Background for the information content assessment described
in section Information Content Assessment can also be
found in Appendix A.

Information Content Assessment
Information content assessment tools are used to explore the
capability of a measurement system, real or theoretical, in order
to find the optimal algorithm or instrument design. Such tools
rely on simulated observations, and are thus subject to the realism
of such simulations. When designed properly, these information
content assessments can provide valuable input to measurement
system design. We have used information content assessment
tools to make the case that a MAP is indeed valuable for ocean
color remote sensing, specifically in the ability to accurately
perform atmospheric correction of a scene and successfully
determine the water reflectance vector [ρw], from the reflectance
observed at the sensor.

Our methodology is based upon the Bayesian approach using
Gaussian distributions as described in Rodgers (2000), and
implemented for aerosol remote sensing by Knobelspiesse et al.
(2012) and references therein. Theoretical details can be found
in Appendix A, while the specific implementation of our study is
described here.

For this study, we used a Doubling and Adding radiative
transfer model developed at the NASA Goddard Institute
for Space Studies [see Knobelspiesse et al. (2012) for more
details]. This model uses a single parameter (Chlorophyll-a
concentration) to define the optical properties of the ocean
body (Chowdhary et al., 2012). While this is overly simplistic
for hyper-spectral systems such as OCI, it is appropriate for
the multispectral MAP, which is intended for atmospheric
correction.We simulated amaritime aerosol defined by (Smirnov
et al., 2002) at five optical thicknesses over an ocean with
three values of chlorophyll-a concentration, Chl-a, for total
of fifteen simulated scenes. Simulation details are described
in Figure 22.
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TABLE 2 | Prototype MAP characteristics.

# view angles Radiometer Polarimeter Channels (nm) Radiometric

uncertainty

Polarimetric

uncertainty

a 5: −50◦, −25◦,0◦,25◦,50◦ Yes No Visible: 443, 555, 670, 865 3% –

b 5: −50◦, −25◦,0◦,25◦,50◦ Yes No Visible + NIR: 443, 555, 670, 865, 1640, 2250 3% –

c 5: −50◦, −25◦,0◦,25◦,50◦ Yes Yes Visible: 443, 555, 670, 865 3% 0.5%

d 5: −50◦, −25◦,0◦,25◦,50◦ Yes Yes Visible + NIR: 443, 555, 670, 865, 1640, 2250 3% 0.5%

e 9: −70.5◦, −60◦, −45.6◦,
−26.1◦, 0◦, 26.1◦ 45.6◦,

60◦, 70.5◦

Yes No Visible: 443, 555, 670, 865 3% –

f 9: −70.5◦, −60◦, −45.6◦,
−26.1◦, 0◦, 26.1◦ 45.6◦,

60◦, 70.5◦

Yes No Visible + NIR: 443, 555, 670, 865, 1640, 2250 3% –

g 9: −70.5◦, −60◦, −45.6◦,
−26.1◦, 0◦, 26.1◦ 45.6◦,

60◦, 70.5◦

Yes Yes Visible: 443, 555, 670, 865 3% 0.5%

h 9: −70.5◦, −60◦, −45.6◦,
−26.1◦, 0◦, 26.1◦ 45.6◦,

60◦, 70.5◦

Yes Yes Visible + NIR: 443, 555, 670, 865, 1640, 2250 3% 0.5%

At the time this study was conducted, measurement

characteristics for the MAP had yet to be finalized. We therefore

chose to investigate a variety of prototypical MAP instrument

described in Table 2. In each observed pixel, these instruments

had either five or nine viewing angles, four visible channels or

visible plus NIR spectral sensitivity, and were either radiometers
or were sensitive to both the total and polarized radiometric
state. All instruments had a combined (systematic and random)
radiometric uncertainty of 3%, and polarimetric uncertainty of
0.005 (specified for the unitless DoLP). All instruments were
compared to OCI as defined in the PACE Science Definition
Team (SDT) report, containing 28 channels at UV, visible,
NIR, and SWIR wavelengths (channels sensitive to gaseous
absorption were omitted). Radiometric uncertainty was defined
solely by threshold SNR requirements, implying perfect vicarious
calibration and removal of systematic uncertainties. In our
analysis, the MAP instrument is not vicariously calibrated, but
OCI data are available to help the atmospheric correction (in
other words, the theoretical measurement vector contains both
MAP and OCI observations).

Figure 23 shows the Degrees of Freedom for Signal (DFS, see
Appendix A for definition) for the cases with Chl-a specified
at 0.3 mgm−3. All MAP instruments have significantly higher
DFS than OCI alone. As expected, MAP “h” (blue dashed
line), which has the most channels and viewing angles, has the
largest DFS, while even non-polarimetrically sensitive multi-
angle radiometers (a, b, e, f, red andmagenta lines) have 1–3more
DFS than OCI. Some instruments with different characteristics
produce similar results, notably instrument “d” (blue solid line,
a five angle polarimeter with visible and NIR channels) and
instrument “g” (green dashed line, a nine angle polarimeter
with visible channels only). Based on DFS alone, the capability
of those designs appears equivalent, so other factors (such as
cost or engineering difficulty) could drive the selection of the
appropriate design. However, DFS does not necessarily indicate

atmospheric correction capability, rather, the ability to determine
all parameters in state space. This is also demonstrated by
the increase in DFS with simulation aerosol optical thickness.
Obviously, increasing the aerosol load above the ocean does not
improve the ability to determine ocean properties, but it does
improve the ability to determine aerosol optical properties, and
this is shown in the increase in DFS. Finally, it should be noted
that the corresponding results for Chl-a = 0.03 and 2.0 mgm−3

are nearly identical, so the DFS is largely insensitive to ocean
color, at least as it is resolved in our simple ocean model.

The goal of atmospheric correction is not the retrieval of

all parameters in the state space, but instead determination of

water reflectance,
[

ρw

]

. For this reason, SDT report requirements

are defined in terms of
[

ρw

]

at the ocean surface. This is
also why we have derived the byproduct error covariance

matrix, Ŝb, for
[

ρw

]

. Diagonal elements of that matrix are
the square of the expected retrieval uncertainty for each

wavelength in
[

ρw

]

. Figure 24 displays the ratio of this
uncertainty to the predicted uncertainty of the OCI instrument
alone. Thus a value of 1 indicates no improvement over
OCI, while 0 is an infinite improvement. We chose this way
of representing results in order to minimize the impact of
imperfections in the radiative transfer model simulations, and
because information content assessment is better at showing
relative differences between measurement designs than absolute
uncertainty values themselves.

Like in Figure 23, we find that MAP “h” (blue dashed
line) offers the most improvement over OCI alone. Unlike in
Figure 23, however, we find that “d” (blue solid line) and “g”
(green dashled line) have different results. The nine angle visible
wavelength MAP “g” is better than the five angle visible and NIR
wavelength “d” at wavelengths less than 650 nm or so, and the
reverse above 650 nm. However,

[

ρw

]

wavelengths in the blue
and green are most important for in water retrieval algorithms,
so the “g” MAP is the preferable choice given this information.
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Also unlike in Figure 23, we find that the ratio of MAP
[

ρw

]

uncertainty to that of OCI varies with Chl-a and aerosol optical
depth. The relative improvement from one MAP prototype to
another is, however, largely maintained.

To summarize, we have found that the addition of a MAP to
PACE offers distinct atmospheric correction capability compared
to OCI alone. This is even the case for a multi-angle radiometer
without polarization sensitivity. As in all sensitivity studies, these
results are subject to the realism of the study design and require
careful interpretation. However, we now have the means to assess
and guide the development of a MAP, in terms of SDT required
values, should it be funded as part of PACE.

Benefit of Multi-Angular Observations
Multi-angle viewing provides information about aerosol
properties in several ways, as discussed by Deschamps et al.
(1994) in the context of POLDER and Diner et al. (1999, 2005)
in the context of MISR, a multi-angle, non-polarimetrically
sensitive radiometer that was launched into polar orbit in
1999 onboard NASA’s Terra spacecraft. MISR observes the
Earth at nine viewing angles in the along-track direction, and
four spectral channels centered at 447, 558, 672, and 886 nm.
Thus, each pixel has 36 different angle or spectral channel
combinations, providing significant information about the
aerosol state. First, the aerosol signal increases with increasing
viewing zenith angle as the optical path through the atmosphere
becomes longer. Second, several scattering angles are sampled
in the observations, and the dependence with scattering angle
is sensitive to aerosol type and size. This information may help
to determine the proper aerosol type in atmospheric correction
schemes, or at least to restrict the selection to a reduced set of
possible (theoretical or statistical) models.

Diner et al. (1999) showed that sulfate (accumulation mode)
and urban soot aerosols cannot be distinguished by observing at
nadir in the red and infrared, while the multi-angle MISR data
(9 geometries) in this spectral region are able to identify that
an incorrect aerosol model has been assumed in the retrieval
of optical depth. Gordon (1997), following Wang and Gordon
(1994), had earlier indicated that it is possible to atmospherically
correct MISR imagery over water bodies using a single spectral
band (near infrared), by comparing the angular distribution
of TOA radiance with predictions using aerosol models and
selecting the model that best matches the measurements.

Kaufman et al. (1997) hypothesized that aerosol single
scattering albedo could be estimated by observing in and out
of the Sun glint. In their technique, the measurements not
contaminated by Sun glint are used to estimate aerosol scattering
properties, whereas the direct transmittance measurements
at the center of the glint benefit the estimate of aerosol
extinction. Ottaviani et al. (2013) confirmed that additional
aerosol information exists in measurements containing Sun glint,
not only for single scattering albedo retrieval, but also for optical
thickness and refractive index retrieval.

Recently, Limbacher and Kahn (2017) used multi angle
MISR data in a matching algorithm to retrieve simultaneously
chlorophyll concentration and aerosol properties (model and
optical thickness). The difference between observed TOA

reflectance (not only multi angle, but also spectral) and
simulated values stored in a look-up table is minimized.
By accounting explicitly for the water body contribution to
the TOA signal, aerosol type retrievals are expected to be
more accurate. Chlorophyll concentration estimates were in
agreement with in situ measurements, although the number
of such measurements was limited. Because of this, results
were also compared against MODIS observations, and a similar
agreement was found. Chlorophyll concentration estimates were
in agreement with in situ measurements and MODIS estimates
over a wide range of geophysical conditions. This algorithm
constitutes an extension, using directional information, of a
spectral optimization scheme proposed by Gordon et al. (1997)
and Chomko and Gordon (1998) to improve water reflectance
retrievals from SeaWiFS and MODIS imagery in the presence of
absorbing aerosols.

An alternative approach is to use multi-angle measurements
to determine water reflectance using an approach analogous to
the Langley extrapolation technique used in the sun photometer
community (Shaw, 1983). The method, proposed by Thieuleux
(2002), constrains the spectral extrapolation of scattering
properties observed in the near infrared by a value of the aerosol
absorption effect obtained in the short-wavelength bands using
the multi-angular acquisitions. A separate estimation of the
aerosol absorption optical thickness and vertical distribution, i.e.,
the variables that govern the aerosol absorption effect, is not
necessary. This constitutes a great advantage, since these variables
are difficult to retrieve. First, the TOA reflectance is corrected for
molecular and aerosol scattering using spectral bands in the near
infrared and/or shortwave infrared, as in the classic (heritage)
atmospheric correction scheme. Second, the residual signal in
all viewing directions, ρabs, composed of the aerosol absorption
effect and the water signal (see section Improvements Using
“Super-sampling” in Selected Spectral Intervals, Equation 14) is
related to an absorption predictor, i.e., a function representing
the directional effect of an absorbing aerosol, namely the product
of molecular reflectance, ρr and air mass, m∗. By regressing ρabs
vs. m∗ρr (depends on geometry) one may get an estimate of
the water reflectance ρw (the value at null m∗ gives the water
reflectance). Since the relation is non-linear, in practice one may
normalize ρabs by molecular transmittance tr . One may also use
different absorption predictors, such as the absorption effect for
a typical aerosol. Figure 25 illustrates the method for fine and
coarse aerosols. The water reflectance (fixed at 0.02 in this case) is
obtained by “extrapolating” the relation between ρabs/tr and ρrm

∗

to zero air mass.
An example of application to POLDER imagery is given in

Figure 26. The determination of the aerosol model, therefore
the correction of aerosol scattering effects, was accomplished
according to IOCCG (2010), using measurements at 670 and
865 nm in all the viewing directions not contaminated by Sun
glint. The multi-angular information was only used to compute
an average spectral dependence of the aerosol scattering. After
removing the scattering effects, the residual signal at 443 and
565 nm normalized by molecular transmittance was regressed
against the product of molecular scattering and air mass, yielding
an estimate of the water reflectance. In the regression, water
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reflectance was assumed to be isotropic. The aerosol optical
thickness imagery at 865 nm is displayed in Figure 26 (top left).
Relatively high values reaching 0.35 are obtained in the Eastern
part of the Mediterranean basin. In this region, the standard
atmospheric correction algorithm gives anomalously low marine
reflectance at 443 nm (Figure 26, top right). The figure displays
the average water reflectance over the viewing directions. After
correction of the aerosol absorption effects, the water reflectance
is higher in the dust-contaminated region (Figure 26, bottom
left), which is consistent with the values in adjacent regions
not affected by dust and with our knowledge of the bio-optical
conditions in the Mediterranean Sea.

Some issues need to be examined to evaluate the feasibility of
the multi-angular method and quantify its accuracy for the PACE
mission in view of the capability of OCI and the multi-angle
polarimeter. They include specifying the optimum set of viewing
angles, investigating the influence of radiometric noise, defining
requirements for relative multi-angle calibration, transferring
the aerosol absorption information obtained by the polarimeter
to OCI, and analyzing the influence of directionality in the
water signal.

Benefit of Polarimetric Observations
Ocean Ocean color remote sensing is based on TOA
measurements of total radiance or reflectance, i.e., the first
component (I) of the Stokes vector. A major issue with this
approach is that atmospheric and surface effects dominate the
signal measured at the UV to visible wavelengths of interest
(Gordon, 1997; Zhai et al., 2017). To reduce these effects, one
may consider exploiting the polarization properties of reflected
sunlight. Because molecules, hydrosols, aerosols, and the air-sea
interface polarize incident sunlight differentially, there may exist
viewing geometries (scattering angles) for which the contribution
of the water body to the polarized or unpolarized component
of the TOA reflectance may be enhanced. For those geometries,
correction of the perturbing effects becomes easier, leading to a
more accurate retrieval of the water signal. Additionally, in some
systems the method of measuring polarization can inherently
be more accurate than measuring direct reflectance (Tyo et al.,
2006; Dubovik et al., 2019).

He et al. (2014) and Liu et al. (2017) provide evidence of the
advantages of including polarimetry for atmospheric correction
over water bodies. They describe a method for retrieving
normalized water-leaving radiance using parallel polarization
radiance (PPR = I + Q), where I and Q are the first two
components of the Stokes vector. Their results, from both
simulations and application to POLDER data, demonstrate that
using PPR enhances the ocean color retrieval in two important
ways. First, it reduces the Sun glint at moderate to large solar
zenith angles. Second, it boosts the water signal relative to the
total radiance received by satellite at large view angles. These
advantages are explained by the compensating effect between
the total radiance and the polarization. For example, as view
zenith angles increase, because of the increasing long path length
through the atmosphere, the total radiance received by the
satellite increases, causing the relative ocean color signal reaching
the satellite to decrease. Meanwhile, the magnitude ofQ increases

with path length, but in the negative sense, which offsets the
increase in I, and damps the increase in PPR with path length
through the atmosphere.

Instead of using total reflectance or PPR, one may consider
working with the unpolarized component of the TOA reflectance,
as early suggested by Frouin et al. (1994). The rationale behind
this approach is that scattering by atmospheric constituents and
reflection by the surface, i.e., the processes causing the perturbing
effects, polarizes incident sunlight. One expects, therefore, that
they will affect less the unpolarized TOA signal than the total
TOA signal. Of course, scattering by water molecules and
hydrosols also polarizes incident sunlight, but due to refraction
at the air-water interface the scattering angle in water is generally
large for typical viewing geometries, i.e., the polarization rate is
usually small. In other words, the signal from the water body
is mainly unpolarized (see Fougnie et al., 1999) and, in view
of the above, the contribution of the water signal to the TOA
signal may be enhanced. For the approach to be suitable, the
unpolarized signal from the water body must not only be strong
and contribute more to the TOA signal, but also sufficiently
sensitive to water constituents (phytoplankton, dissolved
matter, sediments).

Figure 27 displays the ratio of water bidirectional reflectance
just below the surface to TOA reflectance at 443 nm for
typical geophysical conditions, i.e., maritime aerosols of optical
thickness 0.1 at 550 nm, chlorophyll-a concentration of 0.1
mgm−3, and wind speed of 5m s−1, and solar zenith angles
of 30◦ and 60◦. The simulations were performed with the
OSOAA radiation transfer code (Chami et al., 2001). For some
combinations of viewing and solar angles, especially when
viewing zenith angle is less than 60◦, the unpolarized reflectance
ratio is larger compared with the total reflectance ratio, and
the enhancement is by a factor of 2-3 in some situations.
The enhancement is relatively small in the center of the Sun
glint region when solar zenith angle is 30◦, because scattering
angles are not favorable to reducing sufficiently the molecular
contribution to the unpolarized atmospheric reflectance, and the
most favorable viewing angles are around those corresponding
to specular reflection. The maximum enhancement is confined
to more vertical geometries (i.e., viewing zenith angles less than
45◦) when solar zenith angle is 60◦.

Since aerosols tend to polarize incident sunlight less
than molecules, the enhancement obtained using unpolarized
reflectance is reduced when aerosol optical thickness is increased,
all the more as multiple scattering decreases polarization. When
the aerosol optical thickness is 1 (Figure 28, top), there is
only a marginal gain in the relative contribution of the water
body for some viewing directions. Depending on the surface
conditions (e.g., wind speed), the Sun glint pattern may include
a wider range of viewing angles, displacing and extending the
favorable geometries (not shown here). When the chlorophyll-
a concentration is increased from 0.1 to 10 mgm−3 (Figure 28,
bottom), aerosol optical thickness remaining 0.1 at 550 nm,
the best viewing directions correspond to in air scattering
angles of about 90◦ in the forward direction. The enhancement
is also large in the Sun glint region. As scattering angle
increases, and especially in the backscattering directions, the
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water signal becomes more unpolarized, resulting in a small or
no enhancement with unpolarized observations.

Figure 29 displays the TOA unpolarized reflectance ratio
versus the TOA total reflectance ratio at 443 nm for the situations
of Figures 27, 28. Reflectance ratio refers to the ratio of water
reflectance just below the surface to TOA reflectance, expressed
in percent. Only results for viewing zenith angles less than
60◦ (typical of satellite observations) are reported. As already
mentioned, the unpolarized reflectance ratio is generally larger
than the total reflectance ratio, for most viewing angles, except
when aerosol optical thickness is large (i.e., 1 at 550 nm). In this
case, the total reflectance ratio may be smaller by a few percent,
which is practically not penalizing. Unpolarized observations in
forward scattering directions, where polarization is effective, are
most favorable to boost the contribution of the water signal.
When chlorophyll concentration is high (i.e., 10 mgm−3), the
unpolarized reflectance ratio is up to three times larger than
the total reflectance ratio. In such productive waters, for which
the water signal is usually small, using unpolarized observations
would greatly facilitate atmospheric correction, which may yield
to more accurate estimates of water constituents/properties.

Now when working with unpolarized reflectance, the
sensitivity of the unpolarized signal backscattered by the
water body (obtained after atmospheric correction) to water
composition may differ from that of the total reflectance,
due to changes in the polarization rate (Chami et al., 2001;
Chowdhary et al., 2006; Zhai et al., 2017). This sensitivity
should remain sufficient for the methodology to be effective,
since the ultimate objective is not an accurate retrieval of the
water signal, but an accurate retrieval of the properties that
affect the water signal. Figure 30 displays, for typical solar and
viewing angles, the sensitivity of the spectral ratio of water
reflectance just below the surface at 443 and 550 nm, total
or unpolarized, to chlorophyll-a concentration. This ratio is
typically used in OC4x and OC3M algorithms. The atmospheric
and surface conditions are those from Figure 27. Solar and
viewing zenith angles are fixed at 30◦ and relative azimuth
angle is 0◦, 90◦, or 180◦. In the backscattering direction, as
expected, the sensitivity to chlorophyll-a concentration remains
unchanged whether using unpolarized or total water reflectance.
In the forward scattering direction, the sensitivity is slightly
higher at low chlorophyll-a concentration when using the
unpolarized component (due to the decrease in polarization
rate as chlorophyll concentration increases). This illustrates the
potential of working with unpolarized reflectance, at least for
chlorophyll-a concentration retrieval.

In summary, one may envision using the parallel polarization
component (PPR) or the unpolarized component of TOA
reflectance instead of the total reflectance (the usual way) to
improve atmospheric correction of satellite optical imagery
and retrieve properties (optical, biogeochemical) of the water
body. The methodology only requires observations in a single
direction, like with current ocean-color sensors. The advantages
are that the water contribution to the measured signal may
be substantially enhanced for a wide range of viewing angles
and that Sun glint effects may be reduced. Also, in a classic
atmospheric correction scheme, the polarization information in

the near infrared (even in a single direction) would help to
determine a proper aerosol model. A number of issues remain
to be addressed; including radiometric calibration (polarization
accuracy may degrade data quality) and bio-optical relations
based on unpolarized component of water reflectance (need to
be established, and experimental data are lacking). Furthermore,
since molecular scattering strongly polarizes incident sunlight,
one wonders whether the enhancement of the water signal would
remain significant after removing the molecular signal (can be
computed accurately, except in the presence of Sun glint) from
the polarimetric measurements.

Benefit of Combining Multi-Angular and
Polarimetric Observations
The shortcoming of conventional atmospheric correction
methods in regions with complex marine and atmospheric
compositions suggests an opportunity for a multi-angle
polarimeter to supplement OCI remote sensing reflectance
(Rrs) retrievals, particularly at short visible-UV wavelengths
and in cases where the water surface in the NIR cannot be
considered black, and will therefore provide significant risk
reduction for meeting many PACE mission objectives. Indeed,
measurements of the wavelength and angular dependence and
polarization of the scattered radiance provide a determination
of the aerosol physical properties, i.e., size distribution and
refractive index (e.g., Hasekamp and Landgraf, 2005; Herman
et al., 2005; Hasekamp et al., 2011). This information may be
used to constrain the domain of possible aerosol types in a classic
atmospheric correction scheme or, if sufficiently accurate, to
directly compute the aerosol scattering effect. The sensitivity
of polarized radiance to aerosol type has also the potential to
improve inversion schemes that aim at retrieving simultaneously
atmosphere and ocean properties.

Observational evidence is presented in Figure 31 that shows
retrievals of ρwEs/π (otherwise known as normalized water-
leaving radiance, LwN) obtained from AirMSPI measurements
collected on February 6, 2013 over a SeaPRISM site off the coast
of California. AirMSPI is a multi-angle polarimeter flying on the
high altitude NASA ER-2 with 20 km of atmosphere between it
and the ocean below. The SeaPRISM site on an offshore platform
provides spectral Lwn measured just above the ocean surface. The
retrieval was accomplished using an optimization-based multi-
pixel retrieval algorithm (Dubovik et al., 2011). The forward
radiative transfer calculations were performed using a Markov
chain approach developed for a coupled atmosphere/surface
system (Xu et al., 2011, 2012). The water reflectance was modeled
as a depolarizing Lambertian surface reflection model, plus a
polarizing part modeled by the Cox-Munk model (Cox and
Munk, 1954; Mishchenko et al., 1997). Atmosphere and surface
properties were retrieved simultaneously, and surface reflectance
was retrieved independently at each wavelength.

The comparisons between the AirMSPI retrievals with the
SeaPRISM ground truth (Figure 31) show that LwN is retrieved
much more accurately with multi-angle and polarization
capability than when a more limited retrieval is made with just
one angle and no polarization. Current satellite retrievalsmitigate
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random and systematic errors over the open ocean by invoking
standardized models for ocean surface spectral reflectance and
aerosol scattering. However, in more complex waters, or when
aerosol absorption is present at short wavelengths, traditional
retrieval assumptions break down. The left-hand figure does
not prescribe either an aerosol model or any surface spectral
constraints, indicating that multi-angle and polarimetric imagery
provides the necessary additional information in the more
general scenario. The right hand panel does not invoke any of
the enhanced capabilities, including expanded wavelength range,
expected of the PACE OCI, and therefore suggests a worse
retrieval than could actually be obtained by the radiometer alone.

Demonstrations that show the advantages of a MAP for
atmospheric correction as applied to AirMSPI and POLDER
are extremely promising, but still do not demonstrate how
polarimeter data can be used to assist atmospheric correction
of hyper-spectral radiometer measurements in complex coastal
environments. These environments are located where traditional
atmospheric correction assumptions do not apply, and where
inherent optical properties (IOPs) can vary much more
significantly and in more complex manners than in open ocean
waters. In addition, OCI retrievals at UV and shortwave visible
wavelengths present new challenges to atmospheric correction
due to sensitivities to aerosol height in an atmospheric signal
dominated by Rayleigh scattering and the interplay between
scattering and gaseous absorption. For these optically complex
regions and at these spectral ranges, adding information from
MAP becomes most important for atmospheric correction.
Efforts to acquire andmake use of the appropriate demonstration
data are highly recommended.

These constraints can enter the atmospheric correction
procedures at a variety of levels. (1) At the simplest, they can
improve our overall understanding of aerosol properties and
distribution of aerosol type, which can be incorporated into
heritage atmospheric correction lookup table and algorithm
updates. (2) MAP based aerosol retrieval could be performed
prior to OCI atmospheric correction, and direct that algorithm
to a particular aerosol type and/or provide the aerosol optical
depth. (3) An atmospheric correction algorithm may be
performed directly with MAP observations, and after spectral
and geometric interpolation, applied to OCI. (4) Both MAP and
OCI observations are combined as inputs to a joint inversion.
Implementation of any of these approaches would require that we
overcome multi-sensor data fusion issues such as instrumental
calibration, differing spatial resolution and varied geometry.

Clouds are ubiquitous in remote sensing of the ocean, so
the ability to properly screen and remove “cloud contaminated”
pixels is an important component of successful atmospheric
correction. Such techniques must be conservative, but a
“cloud free” pixel still may contain sub-pixel clouds, or be
influenced by cloud adjacency effects such as shadows or other
“3D” phenomena. Combined multi-angular and polarimetric
observations are capable of identifying such effects, and
in some cases, minimize their impact. Bréon and Goloub
(1998) recognized that certain solar-view geometries observed
by POLDER contained distinct cloud-bow features due to
single scattering by liquid cloud drops, confirming earlier

observations by Goloub et al. (1994) with airborne POLDER
prototype observations. This was incorporated into POLDER
cloud detection, cloud property retrieval, and cloud phase
detection algorithms (Bréon and Colzy, 1999; Parol et al.,
1999; Goloub et al., 2000). A later review of these capabilities
by Parol et al. (2004) highlighted the utility of multi-
angular polarimetric observations, but also found evidence
of cloud contamination in an aggregate analysis of POLDER
data. For these reasons, subsequent multi-angular polarimetric
instruments were designed with the recognition that they
would provide valuable data in both cloud and cloud free
regions (e.g., Frouin et al., 2006; Mishchenko et al., 2007;
Fougnie et al., 2018; Hasekamp et al., 2019). Additionally,
polarimetric observations are recognized as being less sensitive
to 3D effects (e.g., Davis and Marshak, 2010) but in certain
geometries capable of detecting very optically thin cirrus
clouds (Sun et al., 2014). The information contained in multi-
angular polarimetric observations is highly sensitive to solar and
observation geometry; it increases with additional measurements
at angles containing the reflected cloud-bow. However, it can be
large enough that simultaneous retrieval of cloud and aerosol
property algorithms have been proposed for mixed cloud and
cloud free pixels (Hasekamp, 2010), indicating the utility of such
observations for properly cloud screened atmospheric correction.

IMPROVEMENTS USING
“SUPER-SAMPLING” IN SELECTED
SPECTRAL INTERVALS

The PACE OCI will have the capability to measure TOA
radiance in spectral bands 5 nm wide with sampling at finer
spectral steps (2.5, 1.25, or 0.625 nm). This fine spectral sampling
provides the opportunity to estimate Raman scattering by water
bodies and improve retrievals of phytoplankton chlorophyll
fluorescence and aerosol vertical distribution. These applications
involve the development of original techniques that exploit
spectral fluctuations in solar irradiance, the filling by inelastic
fluorescence of oxygen absorption lines in the B-band, and
the coupling between aerosol scattering and oxygen absorption
in the A-band. They require or will benefit from the high
spectral sampling.

Estimation of Raman Scattering
Raman scattering occurs when an incident photon is scattered
by water molecules excited into higher vibrational or rotational
energy levels. The scattered photon has a frequency different
from (usually lower than) that of the incident photon, i.e.,
the process is inelastic (kinetic energy of the incident photon
is not conserved). This scattering by excitation is infrequent
(1 in 10 million events), yet its contribution to diffuse water
reflectance or “remote sensing” reflectance may reach 20% in the
visible in clear oceanic areas (i.e., 40% of the world’s oceans), as
shown by Marshall and Smith (1990) and others and illustrated
in Figure 32.

The Raman signal, therefore, needs to be known to improve
the retrieval of oceanic variables (e.g., chlorophyll concentration)
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from “remote sensing” reflectance. The fact that Raman
scattering at a given wavelength is influenced by the water
optical properties at shorter wavelengths provides a second
motivation to observe the Raman signal. Are the Raman
scattering measurements interpretable in terms of water optical
properties, and how can they complement other approaches?
Measurements in the near UV, for example, should be strongly
affected by CDOM absorption, while in the blue-green by
chlorophyll absorption.

Raman scattering at a given wavelength is proportional to
some integral of the solar irradiance at shorter wavelengths
and, unlike elastic scattering by water and air constituents, its
spectrum does not exhibit fluctuations in spectral solar irradiance
(Fraunhofer lines and others). The approach to estimate the
Raman scattering signal is thus to observe the TOA radiance
at sufficiently high spectral resolution in a small wavelength
interval, and to separate the part of the radiance that correlates
with the solar irradiance spectrum (the elastic scattering) from
the part that does not (the Raman scattering).

At the air-water interface, the spectral water-leaving radiance,
Lw(λ), is the addition of an elastic scattering contribution,
Lw_elastic (λ) proportional to the solar spectral irradiance, Es(λ),
and a Raman scattering contribution, Lw_raman (λ) , i.e., the
integral of the excitation by the Sun at shorter wavelengths. At
the TOA, the observed spectral radiance, LTOA(λ), includes the
signal due to atmospheric scattering and Fresnel reflection at the
interface, Latm(λ), also proportional to Es(λ). Neglecting gaseous
absorption and Sun glint effects for simplicity, LTOA (λ) can
be written:

LTOA (λ) = Latm (λ) + Lw_elastic (λ) tu(λ, θ)

+ Lw_raman (λ) tu(λ, θ) (11)

The ability to de-correlate the elastic and inelastic scattering
contributions does depend on the presence of some absorption
bands in the extraterrestrial solar spectrum over the selected
spectral interval. Figure 33 shows the spectral solar irradiance,
Es(λ), and the Raman “remote sensing” reflectance, Rrs_raman(λ)
(defined as Lw_raman(λ)/Ed (λ) where Ed is the downward
spectral solar irradiance at the surface, i.e., Es(λ)cos(θs)td(λ),
in the range 350–550 nm at a 5 nm resolution every 1.5 nm
(approximating the spectral resolution and sampling expected
from OCI). The Raman signal decreases with increasing
chlorophyll-a concentration and CDOM absorption and exhibits
fairly large spectral variations in some regions. For some
intervals, namely 398.5–412.5 nm, 436.5–452.5, 473.5–484.5 nm,
and 509.5–519.5 nm, however, the Raman signal is fairly constant
with wavelength and the Es variability with wavelength is
sufficiently high to attempt a de-correlation of the Raman and
elastic contributions to the TOA signal.

De-correlation of the two types of scattering can be
accomplished by performing a linear fit of the observed spectral
radiance (or equivalently reflectance) vs. the spectral solar
irradiance in the intervals identified. In those relatively small
spectral interval (10–15 nm wide), the spectral variation of the
scattering properties, either elastic or Raman, can be assumed
negligible, or, better, derived by a radiation transfer model with

inputs of the optical aerosol and ocean properties as determined
by the atmospheric correction algorithm. Note that themolecular
atmospheric scattering contribution, which has a strong spectral
dependence, can be subtracted from the TOA measurements.
We have:

P (λ) = P0 (λ) + Lw_elastic (λ) +
〈

Lw_raman

〉

+ F(λ)

(12)

with P0(λ) =
[

Latm (λ) − Lr(λ)
]

/t
u
(λ, θ) where F(λ) is a

spectral factor that depends on the water optical properties
(since again they may not be constant over the spectral interval
considered). The ordinate at the origin of the best linear fit P
vs. Es or downward irradiance at the surface, Ed, gives access
to

〈

Lw_raman

〉

.
The approach and methodology are simple in principle, but

to achieve useful accuracy a number of technical issues require
attention: (1) Radiometric noise of the spectral measurements
will result in an error on the water Raman scattering estimate that
is amplified by the extrapolation of the linear fit to the ordinate
axis; (2) Spectral resolution of the measurement will affect the
variability of the spectral measurement as the solar spectrum
is smoothed. A reduced variability of the solar spectrum will
increase the error due to extrapolation; and (3) The sum of
atmospheric and oceanic Raman scattering signals would be
actually determined. Although the atmospheric Raman scattering
is rather small (e.g., Vountas, 1998), it must be accounted for
and subtracted from the water Raman scattering estimate; and (4)
The Raman scattering signal can only be determined with good
accuracy in some spectral intervals where the solar irradiance
variability is large enough, namely around 390, 440, 475, and
515 nm, as indicated above. Interpolation/extrapolation to others
wavelengths, definitively feasible, may not be straightforward
since the Raman signal is not smooth spectrally.

Figure 34 illustrates the method feasibility. The various
atmospheric functions were simulated in 5 nm bands shifted
by 1.5 nm resolution for the 4 suitable spectral intervals using
a successive-orders-of-scattering code. Aerosols were assumed
of maritime type with an optical thickness of 0.2 at 550 nm,
and wind speed was 5m s−1. Sun and view zenith angles
were 30◦ and relative azimuth angle was 90◦. The water-
leaving radiance (elastic and inelastic components) was simulated
using HYDROLIGHT for Case 1 waters with a chlorophyll-a
concentration, Chl-a, of 0.03 mgm−3. Typical CDOM absorption
corresponding to biogenic particles was used. No noise was
introduced on the TOA reflectance and atmospheric Raman
scattering was neglected. Retrievals were obtained (1) assuming
F = 0 (no spectral correction), and (2) assuming F was
perfectly known.

When F = 0, large errors are obtained in the determination
of

〈

Lw_raman

〉

, i.e., the methodology is not practically applicable.
For example, in the 398.5–412.5 interval, the retrieved

〈

Lw_raman

〉

value is 0.00028 instead of 0.00079 Wm−2nm−1sr−1 when Chl-
a is 0.03 mgm−3. In the 436.5–452.5 nm and 473.5–484.5 nm
intervals, the retrieval is completely erroneous. When using F
computed assuming that Chl-a is known, the

〈

Lw_raman

〉

estimates
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are very close to the prescribed values. This indicates that
knowledge of Chl-a is essential to retrieve

〈

Lw_raman

〉

accurately.
Now Chl-a can be obtained from standard band-ratio

algorithms with a typical uncertainty of ±30%. The impact of
such uncertainty on the

〈

Lw_raman

〉

retrieval is still too large.
For the case mentioned above, the

〈

Lw_raman

〉

estimate would
range from 0.00058 to 0.00165 Wm−2nm−1sr−1, which is not
satisfactory. This means that Chl-a needs to be estimated more
accurately for the methodology to work.

To estimate Chl-a, therefore F, more accurately, one may use
the goodness of the linear fit (correlation coefficient). One expects
that the linear regression will be more accurate when the spectral
factor F corresponds to the actual Chl-a (see Figure 34). To
increase sensitivity to Chl-a, especially in the presence of noise,
the correlation coefficient may be computed for the 4 spectral
intervals combined. This provides a practical way to determine
the best F that corresponds to the observations. One could use a
look-up table of F(λ, Chl-a) for each spectral interval to find the
best F values that yield the best linear fit. As Raman scattering
also depends on absorption by other variable constituents, the
look-up table should include additional parameters (e.g., CDOM
absorption coefficient). Additional theoretical and experimental
work is needed, however, to demonstrate quantitatively the
method’s applicability to OCI imagery.

Estimation of Chlorophyll Fluorescence
Knowledge of the solar-induced chlorophyll fluorescence of
natural waters is important to understanding the physiology of
phytoplankton and investigating environmental influences on
primary production and food web structure (e.g., Behrenfeld
et al., 2009). Chlorophyll fluorescence can be remotely sensed
from space, which has been routinely accomplished by
instruments like MODIS and MERIS. The retrieval algorithms
(Letelier and Abbott, 1996; Gower et al., 1999; Huot et al.,
2005; Behrenfeld et al., 2009) involve the subtraction of a
baseline representing the shape of the water reflectance spectrum
without fluorescence. In waters containing sediments and yellow
substances (Case 2 waters), determination of the baseline may
not be accurate, yielding unacceptable uncertainties on the
fluorescence height estimates, all the more as the chlorophyll
concentration or the quantum yield of fluorescence are low.
It is desirable to improve accuracy in these waters, for which
fluorescence, unlike blue-to-green reflectance ratios, is a good
measure of chlorophyll concentration.

To improve the estimate of chlorophyll fluorescence, one
may use detailed spectral measurements in the oxygen B-
band centered on 687 nm. The method exploits the fact that
emitted fluorescence (observed at sea level) is excited at shorter
wavelengths and is not affected by the oxygen absorption,
contrary to the elastic water reflectance. As the absorption lines
are partially filled due to inelastic fluorescence emission, the
spectral change with respect to reflected solar radiance (i.e., to
the elastic component) is sensitive to the fluorescence signal.
By shifting the center wavelength in a spectral interval of 10–
20 nm, one may be able to de-correlate the fluorescence signal
from the elastic signal in the TOA measurements, therefore
obtain a fluorescence estimate more independent from elastic

scattering than the standard baseline technique. In other words,
the fluorescence signal can be much more easily differentiated
from the elastic signal when spectral measurements in the oxygen
band are included.

Neglecting Sun glint, Raman scattering by water molecules,
and assuming that in the spectral range of interest, i.e., 670–
700 nm, gaseous absorption is only due to oxygen, the radiance
L′TOA measured from space, after correction for molecular
scattering, can be expressed as:

L′TOA = LaTO2 (θs, θ ,Ha) + Lw_elastic tu (θ)TO2 (θs, θ , 0)

+Lw_fluo tu (θ)TO2 (θ , 0) (13)

where Lw_elastic is the elastic water-leaving radiance, Lw_fluo is
the radiance due to chlorophyll fluorescence, TO2 (θs, θ ,Ha) is
the oxygen transmittance associated with the path radiance,
TO2 (θs, θ , 0) is the oxygen transmittance associated with the
elastic water reflectance (affected by absorption along the
Sun-to-surface path), and TO2 (θ , 0) is the oxygen transmittance
associated with the fluorescence signal (only along the surface-
to-satellite path). The transmittances TO2 (θs, θ ,Ha) and
TO2 (θs, θ , 0)are different, the first one in particular depends
significantly on the vertical distribution of the aerosols (average
altitude or scale height Ha). In Equation (13), Lw_fluo can
be expressed as the product of the radiance at the peak of
fluorescence emission (i.e., 685 nm) and a known spectral
function, h (see, e.g., Mobley, 1994), i.e., Lw_fluo = hL

w_fluo
(685).

The variable to retrieve is Lw_fluo(685), the fluorescence line
height. This can be accomplished using a spectral optimization
scheme, in which Lw_fluo(685) is varied to obtain the best fit
between the modeled and actual (measured) TOA radiance
LTOA

′. The aerosol radiance La and the aerosol optical
thickness and model (affect transmittances) can be determined
from measurements in the near infrared and/or shortwave
infrared using standard algorithms. The oxygen transmittance
TO2 (θs, θ ,Ha) can be computed from an estimate of Ha (e.g.,
from measurements in the oxygen absorption A-band centered
on 763 nm, see Dubuisson et al., 2009 and section Estimation
of Aerosol Vertical Profile) or assuming that the aerosols are
located at an average aerosol altitude or at the surface. It is
necessary to assume that the spectral shape of the elastic water-
leaving radiance, f (λ) is rather constant, or known from a
model as a function of chlorophyll concentration, Chl-a, and
particulate backscattering.

To demonstrate the method feasibility, Case 1 and Case 2
waters containing 0.1, 1, 5, and 30 mgm−3 of chlorophyll-a
were considered. Absorption by yellow substances and sediment
concentration were null for the Case 1 waters and fixed at
0.5 m−1 (440 nm) and 2 gm−3, respectively, for the Case 2
waters. The fluorescence yield, which ranges from less than
0.01 to 0.10, was fixed at 0.05. Aerosols were of maritime type,
with optical thickness of 0.2. The vertical profile of aerosol
concentration was exponential with a scale height of 1 km. The
TOA signal, including the coupling between oxygen absorption
and aerosol scattering, was simulated with no noise using the
quasi-single scattering approximation (a sufficient treatment to
demonstrate feasibility). The HITRAN 2004 database was used to
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define spectroscopic parameters for oxygen absorption lines and
compute oxygen transmittance. Absorption by water vapor was
neglected. The simulations were performed for a single angular
geometry, i.e., solar and viewing zenith angles of 45◦, and a
relative azimuth angle of 90◦.

The spectral matching was accomplished on TOA reflectance,
ρ′

TOA = π ′LOA/[Es cos (θs)] rather than radiance, using
a function minimization scheme (Nelder and Mead, 1965)
over the range 660–720 nm. (Similar results were obtained
when restricting the range to 670–700 nm.) The aerosol
optical properties (optical thickness and reflectance) were
assumed perfectly known. The aerosol scale height Ha

was assumed to be 0.5 km. The elastic water reflectance,
ρw_elastic = πLw_elastic/[Es cos (θs) td (θs)], was parameterized as
ρw_elastic (685)

〈

f (λ)
〉

where <f> is the average spectral function
over all the water situations (Chl-a and water type). Thus the
parameters used to adjust the modeled TOA reflectance, after
correction for molecular scattering, were ρw_elastic (685) and
ρw_fluo (685) = πLw_fluo/[Es cos (θs) td (θs )].

Figure 35 displays the results obtained for Case 1 and Case 2
waters containing 5 mgm−3 of chlorophyll-a. The retrieved and
prescribed fluorescence signals agree well irrespective of water
type, with differences <5% on ρw_fluo (685). The impact of a
0.5 km uncertainty on the 1 km aerosol scale height (i.e., 50%)
is small, but increased errors may occur when the difference
between actual and specified scale height is larger. Accuracy
remains similar for all the chlorophyll-a values in Case 1 waters,
but decreases substantially with decreasing Chl-a in Case 2
waters (Figure 36).

Compared with the standard baseline technique using bands
centered on 665, 682, and 705 nm, the spectral optimization
in the spectral range of the oxygen B-band provides much
better results (Figure 36). For Case 1 waters, the errors on
estimated ρw_fluo (685) are decreased from 15 to 20% to about
5%. For Case 2 waters, the improvement is even more dramatic:
Errors are decreased from about 200% to 22% when Chl-a =
0.1 mgm−3. The two techniques provide similar performance,
however, in the presence of Case 2 when Chl-a> 5 mgm−3,
i.e., within about ±20%. Note that when Chl-a is high in Case
1 waters the influence of chlorophyll absorption at 670 nm on
the elastic reflectance makes it more difficult to determine the
baseline, which degrades the retrieval accuracy of the standard
technique (Figure 36, left). These findings, based on simulations,
were obtained in controlled conditions, and the documented
advantages may not be as important in natural conditions, which
needs to be examined in future work.

The above results, even though they demonstrate the
potential of using the oxygen B-band to improve chlorophyll
fluorescence estimates, were obtained without noise on the
TOA signal. The acceptable level of radiometric noise needs
to be evaluated to achieve useful accuracy. The wavelength
range for spectral matching may be optimized for maximum
sensitivity to fluorescence height and minimum sensitivity to
elastic water reflectance. In this respect, one may consider
differential absorption using narrow and wide spectral bands
(e.g., 5 and 30 nm, respectively) centered on 687 nm. Centering
the two bands on the same wavelength would reduce the impact

of the elastic water signal on the estimates, but sensitivity to
fluorescence height may be reduced (5 nm may be too wide
for the narrow band). Errors in the retrieval of the aerosol
optical thickness, reflectance, and scale height (supposed to be
determined separately), need also to be included to determine
realistically the expected error budget.

Estimation of Aerosol Vertical Profile
Information on the vertical aerosol profile is required for accurate
atmospheric correction of satellite ocean-color imagery at short
wavelengths (ultraviolet and blue) when absorbing aerosols are
present (Gordon, 1997; Duforêt et al., 2007). This is due to the
coupling between aerosol absorption and molecular scattering,
which depends on the location of the aerosols in the vertical.
Aerosol absorption reduces sun illumination and backscattering
in the lower atmospheric layers, all the more as molecular
scattering is large. Even if the standard atmospheric correction
algorithm works well for “pure” scattering, an additional
correction that depends on the aerosol vertical profile must be
done at short wavelengths (see section Multiple Scattering).

The effect of aerosol absorption on the observed TOA
reflectance, ρTOA, can be written as (e.g., Torres et al., 2002):

ρabs ≈ −(1− ω0a)τam
∗[ρwt + ρr(Ps − Pa)/Ps] (14)

where τa is the aerosol optical thickness, ω0a is the aerosol single
scattering albedo, (1−ω0a)τa is the absorption optical thickness,
and Ps and Pa are surface and aerosol layer pressure levels. The
observed signal, ρTOA, is reduced due to aerosol absorption, all
the more as aerosols are higher in the atmosphere, absorption
optical thickness is larger, and air mass is larger. Note that marine
reflectance exerts some influence on ρabs.

This is illustrated in Figure 37, which displays ρabs as a
function of wavelength (350 to 1,000 nm) and aerosol pressure
level (300 to 1,000 hPa) for various aerosol models, i.e.,
continental (Con), urban (Urb), desert dust (DD), and biomass
burning (BB). The calculations were made for a typical geometry,
i.e., solar and viewing zenith angles of 30◦, a relative azimuth
angle of 90◦, an aerosol optical thickness of 0.2 at 550 nm, and a
null water reflectance. The absorption effect ρabs reaches −0.004
at 400 nm when aerosols are strongly absorbing (urban type) and
located at 900 hPa (Figure 37, left), but may be as large as 0.02 in
magnitude at that wavelength when they are located higher in the
vertical, i.e., at Pa < 400 hPa (Figure 37, right). For this relatively
small aerosol optical thickness, ρabs remains significant in the
presence of less absorbing aerosols (e.g., biomass burning and
desert dust types), but would increase proportionally to optical
thickness (see Equation 14). Neglecting ρabs in atmospheric
correction algorithms, therefore, would yield unacceptable errors
on water reflectance retrievals, well above the ±0.002 accuracy
requirements for clear waters. Hence, taking into account aerosol
vertical structure, a key variable controlling ρabs, is needed when
dealing with absorbing aerosols.

As indicated above, the effect of aerosol absorption, when
aerosols are concentrated in a layer of average pressure Pa, is
proportional to the absorption optical thickness of the layer and
to the molecular thickness below the layer, i.e., Ps − Pa. In the
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more general case of an aerosol profile, Pa is replaced, in first
approximation, by an equivalent mean pressure 〈Pa〉, defined
by the integral over pressure of the aerosol optical thickness
(from top of atmosphere) normalized by the total aerosol optical
thickness. Thus 〈Pa〉 is the vertical structure parameter to
introduce for a more effective atmospheric correction in the
ultraviolet and blue (details about the vertical structure do not
need to be known). This equivalent pressure can be derived from
spectral measurements in the oxygen A-band around 762 nm.

The envisioned methodology to retrieve 〈Pa〉 exploits the
coupling between aerosol scattering and oxygen absorption. The
TOA radiance measured in the oxygen A-band depends on
the altitude of the atmospheric scatterers, especially aerosols.
The higher the aerosols, the larger the reflectance, since a
number of photons are backscattered to space instead of being
absorbed by oxygen in the lower layers. In addition, the
coupling between aerosol scattering and oxygen absorption,
which enhances absorption, is less effective in this case because
there are fewer molecules. Dubuisson et al. (2009) showed that
the ratio of measurements in a band strongly attenuated by
oxygen absorption (i.e., within the A-band) and in a band
minimally attenuated (e.g., outside the A-band) is sensitive to
aerosol altitude. Using a relatively large single band in the oxygen
A-band (case of POLDER and MERIS), retrieval accuracy was
only satisfactory when aerosol optical thickness was > 0.3.

The oxygen absorption band is a feature about 5 nm wide with
two absorption maxima separated by about 3 nm. The oxygen
transmission averaged at the spectral resolution of 5 nm, exhibits
a larger absorption peak that at a larger spectral resolution,
and some details of the spectrum are still present with a
sampling every 1.25 nm, even 2.5 nm. Such sampling, possible
with the PACE OCI, is expected to help retrieve more accurate
information about the vertical profile of aerosol scattering. In
juxtaposed 5 nm bands (or in larger spectral intervals) the
spectral details would be missed, and the information about
oxygen absorption would be too mixed with the out-of-band
signal. An analysis of the effect of spectral resolution on the ability
to use oxygen A-bands to retrieve aerosol layer height is given in
Remer et al. (2019, this issue).

The inversion scheme is schematically the following. The
objective is to retrieve the effective atmospheric pressure of
the scattering aerosol profile, 〈Pa〉. Using a single scattering
approximation, and neglecting surface reflectance, the TOA
reflectance, ρTOA, can be written as:

ρTOA (λ) = ρr,O2 (λ) + ρa (λ)TO2 (λ, 〈Pa〉) (15)

Where ρr,O2 is the molecular scattering computed in the presence
of oxygen absorption, ρa is the aerosol scattering reflectance
interpolated from the close measurements at, for example, 748
and 865 nm, i.e., out of the absorption band, and TO2 is the
oxygen transmittance at the equivalent pressure 〈Pa〉. The various
terms of Equation 15 depend on angular geometry (not shown
for simplification). A spectral fit algorithm is then applied to
retrieve 〈Pa〉. The spectral fit, i.e., the retrieval accuracy, will
definitively be better with measurements at 5 nm resolution every
1.5 nm in the oxygen A-band than with fewer measurements

in consecutive 5 nm bands. The issues to investigate include
the impact of spectral resolution and radiometric noise on the
retrieval accuracy of 〈Pa〉, and the influence of aerosol type and
amount, and surface reflectance, which may not be null in the
oxygen A-band. Note, incidentally, that the derived apparent
pressure would constitute an excellent test to detect and filter
out semi-transparent or small broken clouds in the absence of
measurements in the thermal infrared. Effort is already underway
and reported in Remer et al. (2019, this issue) to confirm that
aerosol layer top pressure can be retrieved using oxygen A-
band spectroscopy at the 5 nm bands of OCI for aerosol optical
thickness τa ≥ 0.3 for all surfaces and ≈ 0.1 for dark surfaces.
In addition these studies show that τa may also be retrieved when
angular information is added with a multi-angle polarimeter.

SIGNIFICANT ISSUES

In a seminal paper about atmospheric correction in the EOS
era, Gordon (1997) discussed approximations and issues that
remained to be addressed in developing and operating the 2-
step multi-scattering standard algorithm. The issues at the time
covered an extensive range of topics; they included whitecaps,
aerosol vertical structure, appropriateness of aerosol models,
absorbing aerosols, stratospheric aerosols, Earth’s curvature,
instrument polarization, surface roughness, in-water radiance
distribution, diffuse transmittance, and radiometric calibration.
Solutions (or approaches to solutions) were proposed to treat
many of the issues, but some could not be handled properly, in
particular those regarding aerosols. Alternative algorithms and
the use of bi-directional and polarimetric information, however,
have showed promise in difficult aerosol situations, either
directly or indirectly (i.e., estimating aerosol optical properties
separately), as demonstrated in sections Alternative Algorithms
and Enhancements Using Multi-angular and/or Polarimetric
Information. Some of the remaining issues are revisited here in
view of new knowledge (whitecaps, Earth’s sphericity), as well
as others either not considered in Gordon (1997) (horizontal
heterogeneity) or that came to the forefront with the new
PACE capabilities (complex and large atmospheric interference
in the UV).

Adjacency Effects
Evidence
Imagery of the Earth’s surface (land and ocean) obtained from
space at optical wavelengths is degraded due to the atmosphere
(e.g., Tanré et al., 1979). One of these effects is the adjacency
effect (also known as the environment or blurring effect), defined
as the change in the digital number of a pixel caused by
atmospheric scattering of radiance that originates outside of the
sensor field-of-view. Tanré et al. (1987), among others, have
provided evidence for the adjacency effect in satellite imagery of
land and ocean/lakes. They showed that over water the spectral
dependence of the aerosol scattering determined in the red and
near infrared (where the ocean can be considered black) might
differ substantially from the actual one when the environment
reflectance is high (case of green vegetation). Building on
previous work (Tanré et al., 1981), they proposed a theoretical
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formalism to describe, therefore correct the adjacency effect.
Diner and Martonchik (1985) also investigated theoretically the
influence of atmospheric scattering on blurring of surface details
in imagery acquired from space. They predicted that blurring of
a spatial boundary would be enhanced in the presence of large
particles (increased forward scattering).

The adjacency effect is generally ignored in standard
atmospheric correction schemes and operational processing of
satellite ocean-color imagery. Yet its impact on water reflectance
retrieval and derived products (e.g., chlorophyll-a concentration)
may be important, especially near land, sea ice, and clouds,
i.e., where the environment reflectance is much different from
the target reflectance (e.g., Santer and Schmechtig, 2000). These
authors reported from theoretical calculations that for a typical
contrast between land and ocean reflectance of 0.3 at 865 nm
and 0.07 at 670 nm, a chlorophyll-a concentration of 2 mgm−3

is underestimated by 25% at a distance of 10 km from a linear
coastline when the atmospheric visibility is 23 km and by 50%
when the visibility is 8 km. The underestimation becomes larger
as chlorophyll-a concentration increases, with retrieved values 5
times smaller than actual values at 10 mgm−3 when the visibility
is 8 km.

An example of adjacency effect is given in Figure 38, which
displays MERIS Level 1 imagery at 865 nm over the Zuydersee in
the Netherlands. Aerosol optical thickness is about 0.3. Higher
reflectance is generally observed near the coast (Figure 38, left),
which is attributed to scattering into the field-of-view of photons
reflected by the contiguous vegetated land, highly reflective at
865 nm. The TOA reflectance change along a section across
the Zuydersee (indicated by a black line in Figure 38, left)
reaches about 0.02 toward the coast over a 5–10 km distance
(Figure 38, right).

Figure 39 displays MERIS Level 2 imagery, i.e., water
reflectance at 560 nm, after standard atmospheric correction. A
band of smaller marine reflectance is observed all around Corsica
and Northern Sardinia (Figure 38, left), whereas anomalously
high reflectance is observed for the waters surrounded by ice in
the Beaufort Sea (Figure 25, right). This is likely the complex
result of adjacency effects at 560 nm and at the near-infrared
wavelengths used for the atmospheric correction. Depending
on the environment (vegetation or ice), the coupling between
surface reflection and atmospheric scattering may either decrease
(Corsica/Sardinia case) or increase (Beaufort Sea case) the
apparent reflectance with increasing wavelength, but this spectral
dependence is not captured by determining the atmospheric
signal from measurements in the near infrared and extrapolating
to shorter wavelengths. Other examples have been observed along
the coast of the Baltic Sea, and in Norwegian fjords.

Formulation
Over a homogeneous water body of reflectance ρw, the TOA
reflectance ρhom

TOA can be expressed approximately as [e.g., Tanré
et al., 1979; see Equation 3)]:

ρhom
TOA ≈ Tg(θs, θ)[ρatm + ρw td(θs) tu(θ)/(1− ρwSatm)] (16)

where Satm is the spherical albedo of the atmosphere and
transmittance due to aerosol and molecule scattering and aerosol

absorption. The term (1 − ρwSatm) accounts for multiple
interactions between the atmosphere and the water body. Several
approximations are used in Equation (16): (1) the surface is
Lambertian; (2) Fresnel reflectance is neglected in the multiple
interaction term, and (3) molecular absorption is decoupled from
atmospheric scattering (i.e., Tg is simply a multiplicative factor).

Over a heterogeneous surface, one has to discriminate
between the contribution of the target reflectance ρw viewed
directly through the atmosphere and its background reflectance,
ρe (Tanré et al., 1981, 1987; Santer and Schmechtig, 2000):

ρhet
TOA ≈ Tg(θs, θ)

{

ρatm + td(θs)
[

ρwexp(−τatm/cos(θ))

+ρetu−dif (θ)
]

/(1− ρeSatm)
}

(17)

where τa is the atmospheric optical thickness for
scattering and tu−dif (θ) is the diffuse component of total
atmospheric transmittance due to atmospheric scattering,
i.e., tu (θ) = Tu (θ) + tu−dif (θ). The approximation used
in this second formulation is that the target background is
homogeneous, which is of course an idealized case. Nevertheless,
Equation 17 shows that the retrieval of ρw, using an atmospheric
correction based on Equation 16 assuming a homogeneous
scene, is affected by an error 1ρTOA (i.e., the adjacency effect),
which expression can be deduced from Equations 16 and 17:

1ρTOA = ρhet
TOA − ρhom

TOA = (ρe − ρw) tu−dif (θ)T(θs) (18)

When the background is not uniform, which is the realistic case,
the many individual contributions of every pixel that surrounds
the target must be considered, and ρe becomes an average
reflectance 〈ρe 〉:

〈ρe〉 =
∫∫

f
(

x, y
)

ρe
(

x, y
)

dxdy (19)

where f
(

x, y
)

is the atmospheric point spread function (PSF),
which expresses the contribution to the measured reflectance of
surface-leaving photons at horizontal coordinates

(

x, y
)

scattered
in the field of view, and ρe

(

x, y
)

is the now spatially dependent
environment reflectance. Given the properties of the atmospheric
scattering, the PSF can be computed using a Monte Carlo code
in backward mode, i.e., photons are injected in the direction
of viewing and collected on the matrix of pixels at the surface
(Reinersman and Carder, 1995). Eventually, the bi-directional
reflectance of the pixel must be accounted for in Equation 19 (Sun
glint, vegetation), which means an integration of the probability
of viewing the given pixel from different altitudes.

For observations at nadir, 〈ρe〉 becomes (Tanré et al., 1981):

〈ρe〉 =
∫∫

rg (r) ρe (r,φ) drdφ =
∫∫ (

dF

dr

)

ρe (r,φ) drdφ

(20)

r is the distance to the target, rg (r) is equal to f
(

r(x, y)
)

, and
F (r) is the integral of rg (r) between 0 and r, i.e., F (r) =
∫

2πr′g
(

r′
)

dr′. The environment function F (r) gives the relative
contribution to 〈ρe〉 of surface points within a radius r of the
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target pixel, and normalization is obtained by integrating from
r = 0 to infinity, i.e.,

∫

2πF (r) dr = 1.
Approximate analytical expressions of F (r) are given in

Tanré et al. (1981) for molecular and aerosol scattering (typical
continental aerosol model, scale height of 2 km), i.e.,

Fm (r) ≈ 1− 0.93exp (−0.08r) − 0.07exp(−1.1r) (21a)

Fa (r) ≈ 1− 0.037exp (−0.2r) − 0.625exp(−1.8r) (21b)

where r is expressed in km. In the case of aerosols characterized
by a scale height Ha different from 2 km, Equation 21b is
simply modified by multiplying r in the two exponentials by the
weighting factor 2/Ha. For a mixture of molecules and aerosols,
F(r) becomes:

F (r) ≈ [tur−dif Fm (r) + tua−dif Fa (r)]/(tur−dif + tua−dif ) (22)

where tur−dif and tua−dif are the diffuse transmittances for
molecular and aerosol scattering, respectively. Equations (20)
to (22) allow the computation of 〈ρe〉 and therefore 1ρTOA
for any pixel in a scene observed from space at nadir (or for
nearly vertical sightings). They are helpful to understand the
variability of the adjacency effect and to estimate its impact (i.e.,
expected errors) on the retrieval of the target reflectance. In the
case of observations at slanted angles, the adjacency effect is
more complicated to formulate analytically because of the lack of
symmetry in azimuth [no simple insightful expression for 〈ρe 〉].

Variability
The adjacency effect produced by molecular scattering and
aerosol scattering is different and vary with F (r) and the
reflectance of the background/environment. These processes act
over disparate scales, i.e., about 12 km for molecular scattering
and less than 1 km for aerosol scattering (equations 21a and
21b). Pixels farther away have more influence, i.e., F (r) has
a larger spread, when aerosols are located higher in altitude
(1/Ha dependence in the exponentials of Equation 22). This also
applies to cloudy situations. Furthermore, molecular scattering
varies with wavelength and increases very rapidly in the blue, but
Fm remains about the same with a good approximation. Aerosol
scattering is less spectrally selective, but Fa given by Equation
21b is only typical. Changes in the aerosol physical properties,
e.g., size distribution, would modify its single scattering phase
function and the coefficients of the exponential decrease with
distance r. Note that depending on solar and viewing geometry
and Sun/sensor configuration with respect to the target and
its environment, Fresnel reflection by the water surface (after
scattering by the atmosphere) may contribute differently to the
TOA signal (Santer and Schmechtig, 2000).

Figure 40 gives an example of adjacency effect when observing
the ocean near the coast. The coastline is linear, the target is
5 km offshore, and the sensor is located above water or above
land, viewing perpendicularly to the coastline at 30◦ zenith
angle. The reflectance of land is 0.8 (typical value for snow) and
isotropic, chlorophyll-a concentration is 1 mgm−3, aerosols are
of maritime type with scale height of 2 km and optical thickness
of 0.3 at 550 nm, and wind speed is 5m s−1. The simulations

are performed with a Monte Carlo Code operated in backward
mode (Ramon et al., 2019). No assumptions are made regarding
interactions between the surface and the atmosphere. TOA
reflectance is higher due to the snow environment, especially at
380 nm, where atmospheric scattering is more effective (in first
approximation the adjacency effect varies like τa 〈ρe〉. For a Sun at
zenith, the reflectance increase is 0.05 at 380 nm, 0.03 at 500 nm,
and 0.01 at 800 nm. If not taken into account, these values,
by acting directly and indirectly (via atmospheric correction),
would yield unacceptable errors on water reflectance estimates.
The effect is larger when the sensor is over land due to reduced
Fresnel reflection. The degree of polarization, on the other hand,
is smaller, especially when the sensor is above land.

Correction
The TOA imagery can be corrected systematically for the
adjacency effect at the Level 1b and produce a Level 1c, so that
the processing of Level 2 products can be done by assuming
that the surface is homogeneous (i.e., using the “large target”
formalism of standard atmospheric correction schemes). This
can be accomplished using a classic de-convolution algorithm,
in which the de-convolution matrix is determined iteratively,
since the reflectance of neighboring Level 1b pixels is affected
by the adjacency effect (Reinersman and Carder, 1995; Vermote
et al., 1997; Santer and Zagolski, 2008). A single iteration should
normally be sufficient. In Vermote et al. (1997), for example, 〈ρe〉
is obtained using the surface reflectance and aerosol properties
determined assuming no adjacency effects. This allows one to
estimate the adjacency effect, correct the TOA signal accordingly,
and then iterate. One issue for operational application, however,
is processing time, i.e., de-convolution schemes need to be
optimized. The simplest option, easy to implement, is to correct
only the adjacency effects associated with molecular scattering.
A second option, more accurate, is to correct also the effects
associated with aerosol scattering. This can be done by (1)
assuming background aerosols or using aerosols with average
properties (eventually seasonally and regionally dependent), or
(2) estimating the aerosol properties (optical thickness, type, and
altitude). In the case of clouds, one can assume that they are
located at the surface, or one can estimate their altitude.

Another way to deal with the adjacency effect is to develop
atmospheric correction algorithms that minimize its influence.
In the scheme proposed by Gross-Colzy et al. (2007a), only the
principal components of the TOA signal most sensitive to the
water signal are used to estimate the water reflectance, which
reduces the impact of ρTOA in many situations. In the POLYMER
algorithm (Steinmetz et al., 2011) the atmospheric signal is
modeled as a polynomial function of wavelength with three
terms, i.e., Co +C1λ

−1 +C2λ
−4. The last term of the polynomial

takes into account the coupling betweenmolecular scattering and
reflection by a gray surface (e.g., sea ice and clouds), which varies
in λ−4, but the polynomial may also account for other types of
surface/atmosphere coupling.

Correcting systematically Level 1b imagery for the adjacency
effect, either explicitly or implicitly via proper atmospheric
correction schemes, is definitely recommended. For coarse
resolution sensors, it may be sufficient to account for the effect
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due to molecular scattering (the spread function associated with
aerosols is effective over a relatively small distance, typically
1–2 km). As a result, the accuracy, quality, and daily coverage
of ocean-color products should be improved substantially
over water surfaces contiguous to land surfaces, sea-ice, and
clouds, and in the open ocean where spatial variability may
be large (e.g., upwelling regions). Otherwise, non-negligible
errors would affect the retrieval of water reflectance, with a
significant change in spatial structure and correlation scales
(may alter the interpretation of mesoscale variability patterns,
see Doney et al., 2003).

Whitecaps
Importance
Whitecaps generated by breaking waves, generally composed
of surface foam (large bubbles separated by a thin layer of
water) and underwater bubbles, have a pronounced effect on
the intensity and shape of visible light diffusively reflected by
the ocean surface (e.g., Frouin et al., 1996; Moore et al., 2000;
Stramski and Tegowski, 2001; Terrill et al., 2001; Zhang et al.,
2002; Randolph et al., 2014). They may enhance dramatically
water-leaving radiance on temporal scales of seconds to minutes
(Frouin et al., 1996; Randolph et al., 2017) and affect large
areas such as the windy Southern oceans. This is illustrated in
Figures 41, 42, which display, respectively, pictures of seas with
whitecaps and a time series of surface reflectance affected by
whitecaps. In the presence of whitecaps, the dark ocean appears
much brighter (Figure 41). At a local scale, the water reflectance,
about 0.08 in the blue in the absence of whitecaps, is increased to
0.4–0.7 (i.e., by a factor of 5–11) depending on the breaking event,
and variability is large over time scales of 5 to 10 s (Figure 42).
The frequency and intensity of such breaking wave features over
a 1-km pixel would determine the enhanced reflectance observed
by the PACE sensor.

When present, the enhanced reflectance fromwhitecaps needs
to be removed in order to produce estimates of water reflectance
suitable for standard ocean-optics applications. From space, since
whitecap reflectivity is high, even a small fraction of whitecaps
within the instrument’s elementary field of view (i.e., within
a pixel) may be problematic. The pixel reflectance is affected
directly, but more importantly the spectral dependence of the
whitecap reflectance skews the extrapolation to the visible of
the aerosol signal determined in the near infrared, which may
lead to water reflectance errors much larger (i.e., by an order of
magnitude) than the requirements (Frouin et al., 1996).

Whitecap corrections are conducted as part of the overall
“atmospheric correction” process, even though the signal does
not originate in the atmosphere and can be considered a
component of the water signal. The aim is to remove the signal
due to actively breaking waves (Stage A), which includes surface
foam (i.e., large bubbles separated by a thin layer of water)
and underwater bubbles injected in the water column. It is
not designed to remove enhancements due to the quiescent
or mature phase of the whitecap (Stage B), when surface
foam has dissipated, but bubbles are still present in the upper
layer. In practice, much of the whitecap and the bubble plume
signal is removed as part of the aerosol correction, since both

foam and bubbles act to enhance near infrared reflectance and
the current aerosol routines (heritage atmospheric correction)
cannot distinguish between different sources of near infrared
reflectance. However, some problems may arise due to the
spectral dependence of whitecaps (mentioned above) and the
coupling between molecular and aerosol scattering processes,
which may differ significantly (since the amount of aerosols is
artificially increased).

Current Approach to Whitecap Correction
The current approach is designed to remove the reflectance
due to the actively breaking wave or bright white portion
of the wave (Monahan, 1993) within each pixel. As part of
that effort, an estimate of the fraction of the sea surface
covered by whitecaps is generated for each pixel based on
ancillary wind speed data. Whitecap fractions are commonly
estimated using automated processing of digital photography of
the sea surface (Brumer et al., 2017). However, comparisons of
digital photography with radiometric approaches have shown
that photographs capture primarily Stage A whitecaps and
miss much of the Stage B bubble plumes that also enhance
the surface reflectance. Many relations between whitecap
fraction and wind speed have been developed over the last
three decades for different ranges of wind speeds (Anguelova
and Webster, 2006; Brumer et al., 2017). However, whitecap
coverage can vary by several orders of magnitude at the
same wind speed. At different locations in the world ocean,
various environmental and meteorological factors act in concert
but with different strengths and form a composite effect
that either enhances or suppresses the effect of wind alone.
These other factors include fetch and duration and the wind,
water temperature, air temperature and stability of the lower
atmosphere defined by the air/water temperature differential,
salinity, current shear and long wave interaction, wave age, and
the presence of surfactants such as organic films (reviewed in
Scanlon and Ward, 2016). Hence, wind speed parameterizations
should be viewed as “climatological” and cannot represent
the instantaneous whitecap field required by remote sensing
applications. In addition, other factors not related to wind
speed could cause foam on water surfaces. High concentrations
of the phytoplankton Phaeocystis globosa, for example, are
associated with foam formation in coastal waters and on beaches
(Armonies, 1989).

Satellite ocean color algorithms currently employ an
expression for undeveloped seas based on wind speed at 10m
(U10) where fwc = 8.75 × 10−5(U10 − 6.33)−3 (Stramska and
Petelski, 2003), see Figure 43. This correction produces negative
values below 6.33m s−1 and is much higher than with other
parameterizations at high wind speeds. To avoid overestimation,
NASA implements a lower threshold of 6.33m s−1 and an upper
threshold equivalent to the whitecap fraction at 12m s−1 in the
operational code (Figure 43). Hence the highest fraction of the
sea surface covered by whitecaps that is currently used is 1.6%.
Although this range may cover the average conditions, whitecaps
can occur at wind speeds as low as 3–4m s−1 and the fractional
whitecap coverage can approach 10% at wind speeds greater than
12m s−1 (Brumer et al., 2017).
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Measurement of the spectral reflectance of whitecaps is
challenging due to the many types and stages of whitecaps,
the rapid time scale on the order of seconds, determining
the contribution of foam and background water, and potential
contamination from reflectance of sun and skylight. Reflectance
of whitecaps varies with the type of breaking wave (e.g., rolling
breakers and plunging breakers) and the layers of foam produced.
From historic data (Whitlock et al., 1982; Koepke, 1984), an
age-averaged effective reflectance, ρwc, of 22% is used in the
NASA standard whitecap algorithm for visible wavelengths up to
550 nm. Frouin et al. (1996) studied the visible and near infrared
reflectance of sea foam found in the turbulent surf zone. Sea
foam reflectance was found to monotonically decrease into the
near infrared wavelengths due to enhanced water absorption in
these wavelengths. The spectral dependence was confirmed from
aircraft measurements of whitecaps in the open ocean (Nicolas
et al., 2001). From this work, a reduction factor is applied for
red and near infrared wavelengths such that whitecap reflectance
is 0.889, 0.760, and 0.645 at 670, 765, and 865 nm respectively
and interpolated between these values. Whitecap reflectance can
be approximated for wavelengths between 555 and 865 nm as:
ρwc (λ > 555) = 0.22(−1.162 × 10−3λ + 1.653). For MODIS
bands, this translates to whitecap reflectance of 22% from 412
to 555 nm and 19.3, 19.0, 17.2, and 14.1% at 667, 678, 748, and
869.5 nm, respectively.

Following the discussions above, the standard reflectance
for actively breaking waves, ρwc, is multiplied by the estimated
fraction of the sea surface covered by whitecaps, fwc, to generate
the within-pixel reflectance attributable to whitecaps. An
important distinction must be made at this point. Whitecap
reflectance is not treated as an “augmented” reflectance above
the background reflectance, as is commonly interpreted.
Because whitecaps are so bright, the signal is believed
to dwarf the contributions from water reflectance and
surface reflectance (skylight and glint). The estimate ρwc
represents the total upwelling signal above the sea surface
of a breaking wave, Eu(0

+), normalized to the downwelling
irradiance incident on the sea surface, Ed(0

+). Hence, the
ρwc used in this context is considered invariant of the
water reflectance and sky conditions. However, the actual
enhancements due to whitecap reflectance can be influenced
by many other factors including the intensity of the wave
breaking and the concentrations of optical constituents in
the water.

This whitecap contribution to reflectance is propagated
through the atmosphere to estimate the enhancement ρTOA

wc at
the satellite. Assuming that whitecap reflectance is isotropic,
we have:

ρTOA
wc = fwc ρwctd(θs)tu(θ) (23)

The at-sensor signal due to whitecaps (ρTOA
wc ) is then subtracted

from the TOA reflectance measured at the satellite. This
effectively accounts for the reflectance from the area of the sea
surface that is covered by whitecaps. The whitecap-free area
should also be weighted by (1-fwc) following Gordon (1997).
Ignoring this weighting term is generally not important in

the currently implementation of the whitecap correction where
whitecap fractions are <2%, but area-weighting the whitecap-
free sea surface would be important if higher whitecap fractions
were modeled like in the Southern Ocean or for applications to
high spatial resolution satellites.

Future Possibilities
Several issues must be considered going forward into the
PACE era. The algorithm discussed above is a very crude and
inaccurate representation of the impact of foam and bubbles
on water-leaving radiance. Data collected to date show that
wind speed can only roughly approximate the whitecap coverage
in a climatological sense and cannot provide accurate real-
time estimates of fractional whitecap coverage. The current
wind speed thresholds used in the whitecap approach provide
a minimal and largely inaccurate estimate of whitecap fraction
that can be an order of magnitude lower or higher in the
environment. Furthermore, use of a single reflectance value for
all whitecaps does not represent the large amount of variability
in the types of breaking waves and foam that can occur on the
sea surface. Reflectance of whitecaps is variable based on the
strength of the wave breaking and is not necessarily invariant
of water reflectance signal. The bubbles plume or Stage B also
serves to enhance reflectance substantially above background
reflectance and this component is not explicitly treated in the
model. Finally, the PACE mission is proposed to be hyper-
spectral from the ultraviolet (350 nm) to near-infrared (885 nm)
and have shortwave infrared bands at 940, 1,038, 1,250, 1,378,
1,615, 2,130, 2,260 nm. The current simplified spectral model
of whitecaps will need modification to account for the spectral
variability of whitecap reflectance in the near and shortwave
infrared (see below).

The PACE mission aims to provide a better separation
of atmosphere and ocean processes. Currently, much of the
whitecap and bubble correction, particularly during high wind
conditions, is inaccurately modeled as an aerosol. Whitecaps and
bubble serve to enhance reflectance across the near and short
wave infrared and cannot be easily separated using the current
aerosol routines. Aerosol modeling assumes that water-leaving
radiance at two near infrared wavebands are zero or can be
estimated with sufficient accuracy using a bio-optical model. The
presence of foam and bubbles is not explicit to this formulation
and can lead to errors in retrievals when incorrectly treated as
spectrally dependent backscattering from waterborne hydrosols
or from airborne aerosols.

With more spectral information, the contribution of
whitecaps may be measurable in the hyper-spectral signal and
removed as part of the data processing scheme without relying
on wind speed measurements and single reflectance values (see
Dierssen, 2019, this issue). Measured reflectances of whitecaps
and generated foam reveal identifiable spectral features from
visible to short wave infrared (Figure 44). These new values
are largely consistent with the diminishing reflectance in NIR
wavebands measured by Frouin et al. (1996), but also reveal
many features in the signal that cannot be dealt with as a simple
linear decrease into the near infrared. Reflectance dips occur
particularly at 750, 980, and 1,150 nm that have enhanced liquid
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water absorption, a result of multiple scattering in and around
the bubbles and foam.

A potential approach for PACE and other missions is to
identify spectral features associated with whitecaps that are
unique from atmospheric and oceanic spectral properties. Water
absorbs differently based on whether it is in vapor, liquid or
solid form. As discussed above, unique peaks and dips occur
in the near infrared portion of the reflectance spectrum that
are associated with weak absorbing features of liquid water. The
measured spectrum of intense foam and bubbles at the sea surface
associated with the wake of a ship with a peak reflectance of 40%
in visible wavelengths, As derived in Dierssen (2019, this issue),
the general shape of this reflectance can be modeled from the
logarithm of water absorption.

The overall shape of whitecap reflectance is directly related to
liquid water absorption from visible through shortwave infrared.
Some divergence at ultraviolet and violet wavelengths is apparent
and likely due to colored substances such as absorption due
to colored dissolved organic matter in these coastal waters.
However, the overall shape can be used to assess the contribution
of whitecaps into the near infrared and shortwave infrared.
Parameterizations based on other physical considerations (e.g.,
vertical structure) should be contemplated to allow a direct
estimation of the whitecap effect on water reflectance.

One approach would be to measure the depth of a liquid
water absorption feature (e.g., 980 nm) to estimate the “effective”
contribution of whitecaps to the total pixel reflectance. If we
presume that the water reflectance does not contain this liquid
water feature, then the line-depth of the water-absorption feature
at 980 nm, for example, can be related to a linear mixing
of unaffected sea surface with different intensities and areas
with foam and bubble plumes. If the background water is
highly scattering due to sediments or floating vegetation, for
example, then this water absorption feature may also be present
in the background signal and such water types would need
to be identified prior to assessing the whitecap contribution
(Dierssen, 2019, this issue). Candidate algorithms to model the
whitecap factor, Awc, from the hyper-spectral radiance rather
than the area-weighted whitecap fraction derived from wind
speed are provided in Dierssen (2019, this issue). The whitecap
factor is the fraction of a standard whitecap reflectance that
accounts for enhancements in spectral reflectance of the sea
surface above the background reflectance. Since Awc is optically
derived, it is better suited for atmospheric correction techniques
because it specifically incorporates different levels of foam and
bubbles associated with breaking waves and requires no implicit
spatial scale.

In summary, decades of data have shown that wind speed
models will not be able to predict the whitecap fraction
with sufficient accuracy to use in daily remote sensing
imagery. Use of other ancillary parameters such as fetch,
air, and water temperature, and currents may have utility
in further refining estimates of whitecap fraction. In the
least, the Stramska and Petelski (2003) model should be
replaced with a more recent parameterization that better
fits both high and low wind speed conditions (e.g., Brumer
et al., 2017). However, it is unlikely that the whitecap

fraction and particularly the associated bubble plume will be
predictable from wind speed data for any given image to
within an order of magnitude (see scatter of data points in
Figure 43 above).

We should continue to refine spectral models of foam and
bubbles to understand their impact on upwelling irradiance
at the pixel level. As part of that effort, more hyper-
spectral datasets are critical that provide a means to estimate
reflectance of whitecaps over time and space under a wide
variety of water types and whitecap conditions. New methods
that seek to use the measured spectral information in near
infrared wavelengths to estimate the contribution of whitecaps
directly will provide a means to separate whitecaps from
aerosols and other conditions where near infrared reflectance
is non-negligible. Preliminary results have been conducted at
the sea surface and more research is warranted to model
the transmission of hyper-spectral reflectance from whitecaps
through the atmosphere. Moreover, uncertainties need to be
assessed when aerosol products are derived from at-sensor
radiance that is “contaminated” by whitecaps and bubble plumes.
Continuing to propagate such errors impacts the selection of
spectral aerosol model and magnitude of aerosols, as well as
impacts the spectral shape and magnitude of retrieved water-
leaving radiance and associated ocean color products. Until
correction methods with sufficient accuracy are found and
tested widely across ocean provinces, we recommend that
PACE images collected under high wind conditions, which may
contain significant whitecap coverage, be flagged such that users
will recognize higher uncertainty in the water reflectance and
aerosol retrievals.

Finally, breaking waves on the ocean surface are areas of
significant importance to air-sea interaction. Whitecaps foster
climate-relevant physical and chemical processes in the ocean,
including the production of sea salt aerosols, mixing processes,
and the exchange of gas (e.g., CO2, CH4, DMS, water vapor) and
heat with the atmosphere (Monahan and Spillane, 1984; Woolf,
1997; Asher and Wanninkhof, 1998; Woolf et al., 2007). Wave
breaking generates turbulent kinetic energy in the surface ocean,
driving upper ocean mixing, and transferring energy to currents
and longer waves (Cavaleri et al., 2007). Visible manifestations of
breaking waves (i.e., foam and bubbles) are related to the energy
injected into the surface ocean. Using imagery to assess whitecaps
directly will open up new science directions.

Earth’s Curvature
It was mentioned in section From Multi-Spectral to Hyper-
Spectral Remote Sensing that assuming a plane-parallel
atmosphere might introduce significant atmospheric correction
errors for Sun zenith angles > 70◦. This was also the conclusion
of Ding and Gordon (1995), who suggested that for those
angles a sufficient treatment would be to compute the molecular
reflectance with a spherical-shell atmosphere RT code. It is
important to emphasize, however, that the effect of Earth’s
curvature is not only to increase intensity at grazing Sun zenith
angles due to the smaller attenuation of the direct solar beam, but
also to lower intensity at low Sun zenith angles due to a smaller
illumination volume (e.g., Chowdhary et al., 2019, this issue;
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Ramon et al., 2019). This second effect is generally understated,
but critical for accurate atmospheric correction. Figure 45

displays, as an example, Monte Carlo simulations of molecular
reflectance, ρr , and aerosol reflectance, ρa, at 446, 558, 672,
and 867 nm as a function of Sun zenith angle for a view zenith
angle of 15◦ and a relative azimuth angle of 90◦. Aerosols are of
maritime type with optical thickness 0.1 at 550 nm. In the 0–75◦

Sun zenith angle range, differences between plane-parallel and
spherical-shell calculations are relatively small (0.3–0.5%) for
ρr , and reach 1.5% for ρa. However, since molecular scattering
may be large and dominate the TOA signal, especially in the
blue and UV, even a small fraction of 1% error in ρr would affect
the water reflectance retrieval significantly (i.e., with resulting
uncertainty above requirements). On the other hand, the impact
of 1.5% differences in ρa is comparatively inconsequential for the
aerosol loading considered (relatively small aerosol signal). But
one expects non-negligible effects for higher view zenith angle
and aerosol optical thickness. Thus Earth’s curvature should be
taken into account in generating at least Rayleigh LUTs (it is also
recommended to use spherical-shell RT code for aerosol LUTs),
and this for all solar and viewing geometries, not only large Sun
zenith angles.

Multiple Scattering
Although the atmosphere is relatively thin optically compared
with the water body, multiple scattering effects are not negligible
in the atmosphere, especially at wavelengths for which scattering
is effective (blue and UV). These effects are taken into account
in atmospheric correction schemes, but their dependence on
aerosol altitude is often neglected (case of the heritage algorithm
in particular). It is generally assumed that aerosol altitude has
a significant effect on the TOA signal only when aerosols
are absorbing, which was discussed in section Estimation of
Aerosol Vertical Profile. The coupling between scattering by
molecules and aerosols, however, depends on their relative
vertical distribution.

This is illustrated in Figure 46, which displays the coupling
term of the aerosol reflectance at 443 nm for two very weakly
absorbing models, i.e., Maritime with 98% humidity (M98)
and Tropospheric with 70% humidity (T70). These models
are part of the Shettle and Fenn (1979) suite used in early
two-step atmospheric correction algorithms (e.g., Gordon and
Wang, 1994; Gordon, 1997). Aerosol optical thickness is 0.1
at 865 nm, and aerosol concentration decreases exponentially
with increasing altitude with scale height from 2 to 8 km.
Sun zenith angle is 36.2◦, and the results are presented as a
function of viewing zenith angle (0 to 75◦) in the principal
plane of the Sun. Note that the coupling term can be negative
since computed as the difference between the total atmospheric
reflectance and the molecular component (i.e., with no aerosols)
and the aerosol component (i.e., with no molecules) (Deschamps
et al., 1983). It would always be positive if the molecular and
aerosol components were computed for molecules only but in the
presence of aerosols and for aerosols only but in the presence of
molecules (Antoine and Morel, 1999). For some remote sensing
geometries the effect of aerosol scale height reaches 0.002 (M98)
and over 0.01 (T70) in amplitude, which in the case of T70 is

one order of magnitude larger than the required accuracy on
water reflectance. Thus it is important to include the effect of
aerosol altitude when correcting the TOA signal for atmospheric
effects, even when aerosols are little or not absorbing. This can
be done using PACE observations at 5 nm resolution in the
oxygen A-band, especially using the sub-5nm spectral sampling
capabilities of the OCI, which allow an estimate of aerosol
altitude or scale height (see section Estimation of Aerosol
Vertical Profile).

UV Observations
Observing in the UV is important to separate absorption by
CDOM and phytoplankton pigments, to distinguish hydrosol
types (e.g., sediments from organic particles) in optically complex
waters, to allow the discrimination of functional, taxonomic, and
harmful algal groups, and to improve atmospheric correction
in the presence of absorbing aerosols. Hence measurements
in the UV (from 350 nm) constitute a key PACE mission
requirement. Retrieving accurately the water signal in the
UV, however, presents a number of specific challenges that
originate chiefly from the large optical thickness of the
atmosphere. These challenges are emphasized in the following;
see also Chowdhary et al. (2019, this issue) for a discussion
of the UV regime in the context of RT modeling for
atmospheric correction.

(1) The water reflectance contribution to the TOA signal is
small in the UV, often much smaller than in the visible, especially
when CDOM absorption is strong. This can be exploited in some
situations (i.e., when the water signal is negligible) to constrain
the aerosol signal estimated from NIR to SWIR wavelengths
in a classic atmospheric correction scheme, but in general the
water reflectance retrieval is more difficult. In addition, errors
in estimating the spectral shape and magnitude of reflected sky
radiance off of wind-roughened seas are enhanced in the UV.
Currently this component is modeled as part of the Rayleigh
LUTs for wind-roughened surfaces and is not validated with
field data. A further complication is that aerosol and CDOM
absorption may act similarly, i.e., their effects on the TOA signal
may not be easy to separate. Also the steep decrease of solar
irradiance due to absorption bands in this spectral range makes
radiometric calibration difficult.

(2) Multiple scattering and coupling processes between
molecular scattering and aerosol absorption are effective, and
the resulting effect strongly depends on the relative vertical
distribution of molecules and aerosols. This significantly
complicates the atmospheric correction problem, for which
knowledge of aerosol altitude becomes necessary. This will
be possible with OCI (see section Estimation of Aerosol
Vertical Profile and Remer et al., 2019, this issue). In one-step
deterministic and statistical schemes, however, aerosol altitude
can be variable, i.e., taken into account in determining the
best solution.

(3) The influence of the environment, and in general spatial
heterogeneities in the atmosphere, surface, and water body
properties, is substantial (since depending on atmospheric
transmittance, which itself depends exponentially on optical
thickness see section Adjacency Effects and Figure 40, left), and
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the “large target” formalism may not yield acceptable water
reflectance retrievals in coastal oceanic regions and water bodies
surrounded by land (lakes, ponds, rivers).

(4) The spherical albedo of the atmosphere becomes large
(e.g., 0.37 at 350 nm for a clear atmosphere) and neglecting the
multiple interactions between the water body and the atmosphere
may introduce errors of up to 2% (case of oligotrophic waters) on
water reflectance estimates.

(5) Errors in the spectral dependence of aerosol scattering
in the NIR and SWIR, by propagating through the standard
algorithm,may translate into large errors in the UV (since further
away than the visible). This and the complex RT processes in the
UV make it difficult to achieve via “system” vicarious calibration
(Franz et al., 2007) radiometric accuracy within a small fraction
of 1%.

Figure 47 displays various components of the TOA signal
and their relative importance for typical conditions, i.e., a
WMO maritime atmosphere (aerosol optical thickness of 0.2
at 550 nm) over waters with chlorophyll-a concentration of
0.1 mgm−3 and CDOM absorption of 0.02 m−1 at 440 nm.
Spectral range is 350–400 nm, Sun and view zenith angles
are 30 and 15◦, respectively, relative azimuth angle is 90◦,
aerosol scale height is 2 km, and wind speed is 7m s−1.
The water signal represents only 3 to 5% of the TOA
signal and 34 to 42% of the TOA signal corrected for
molecular scattering effects, with the lower values at 350 nm
and the higher values at 400 nm. For waters with the
same chlorophyll concentration but zero CDOM absorption,
however, the contribution of the water signal would be larger,
i.e., 8 to 12% and about 62%, respectively. For smaller
aerosols, e.g., tropospheric type, the relative importance of
the water signal would be reduced at shorter wavelengths.
The small contribution of the water signal to the TOA signal
stresses the importance of accurate radiometric calibration
and modeling of molecular effects. In the case of Figure 47,
an error as small as 0.1% on the TOA reflectance would
already translate into a 3.3% error on the water reflectance
at 350 nm.

Figure 48 displays the absorption effect of a continental
aerosol with scale height of 2, 5, and 8 km on the TOA
signal and the effect of CDOM absorption (0.01, 0.02, and
0.1 m−1 at 440 nm) on the water signal observed at TOA.
The absorption effect is the difference between the atmospheric
reflectance at TOA in the presence of aerosol absorption and
without absorption (see section Estimation of Aerosol Vertical
Profile and Equation 14). Chlorophyll-a concentration is 1
mgm−3. Spectral range, angular geometry, wind speed, and
aerosol optical thickness are the same as in Figure 47. For
the CDOM absorption effect, i.e., the difference between the
water signal with and without CDOM absorption, aerosol
scale height (slightly affects the atmospheric transmittance)
is 2 km. The spectral dependence of the aerosol and CDOM
absorption effects is comparable, making distinction of the
two signals difficult in some one-step atmospheric correction
schemes (e.g., spectral-matching). For example, 0.01 m−1 of
CDOM absorption has nearly the same effect as aerosol

absorption when scale height is 2 km, i.e., about −0.002
over 50 nm.

STRATEGY FOR ATMOSPHERIC
CORRECTION

The standard, 2-step approach to atmospheric correction of
satellite ocean-color imagery has been used operationally by
space agencies since the CZCS was launched in 1978 to process
data from major large-scale ocean color missions into water
reflectance. The approach has proved to be robust, sufficiently
accurate, and useful for many applications, scientific and societal
(IOCCG, 2008). Its chief advantage over a variety of alternatives,
as pointed out in sections Heritage Atmospheric Correction
Algorithm and Alternative Algorithms, is that essentially
minimal assumptions about water reflectance, the signal to be
retrieved, are made. Algorithms have evolved and improved to
account for new capabilities (e.g., observations in the shortwave
infrared to deal with turbid waters) and take advantage of new
knowledge (e.g., aerosol optical properties, whitecap reflectance),
but have followed the same principle of using a spectral region
where the water body is not or little reflecting to isolate the
perturbing influence of the atmosphere and surface. In view of
the success of this heritage approach, and the fact that it has
been selected and applied systematically to correct imagery from
most ocean color sensors, it is highly desirable to continue its
usage in current and future processing lines, in particular for the
PACE OCI. The adaptation to hyper-spectral OCI would address
the challenges associated with observing in the ultraviolet and
dealing with strong gaseous absorption bands; see section From
Multi-Spectral to Hyper-Spectral Remote Sensing. Observing in
the UV, even with hyper-spectral capability, continues to be
an open question and area of active research, but does not
negate the overall benefit of proceeding with a heritage 2-step
retrieval for OCI. This continuity would maintain a certain
level of consistency across sensors from different missions,
allowing for a long-term record of water reflectance relatively
free of algorithm-related discrepancies and biases. Furthermore,
new methodologies may not be applicable to some sensors,
complicating the generation of accurate long-term time series.

The heritage algorithm, however, has important limitations,
as discussed in section Procedures. In particular it cannot
handle properly situations of absorbing aerosols (i.e., dust,
biomass burning and pollution particles), which are encountered
over large oceanic regions and the coastal zone, reducing the
spatiotemporal coverage of ocean color products, therefore their
utility for scientific investigations and operational oceanography.
It also does not work in Sun glint regions and in the presence
of clouds, resulting in a typical 10–15% daily spatial coverage.
To resolve these issues, one needs to move to further explore
and implement alternative algorithms, deterministic or statistical,
such as those described in section Alternative Algorithms. These
algorithms exploit observations in the entire set of available
spectral bands and eventually include, depending on the sensor,
bidirectional and polarization information, either directly or
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indirectly (e.g., to constrain the set of possible aerosol models).
So far only a few new algorithms have been checked thoroughly
and applied systematically (i.e., at the scale of a satellite mission),
notably the Steinmetz et al. (2011) spectral matching POLYMER
algorithm and the Schroeder et al. (2007) neural network
algorithm. Neural network atmospheric correction including
sun glint correction was part of MERIS standard processing
for Case 2 waters during the whole lifetime of the mission.
Most of the advanced algorithms have been only tested on a
few images, and they need to be further evaluated theoretically
and experimentally and examined for robustness, reliability,
and general applicability in an operational context. Their
potential, however, as demonstrated in the examples presented in
section Alternative Algorithms, is undoubtedly great to improve
atmospheric correction in difficult situations (i.e., absorbing
aerosols, turbid waters, Sun glint, whitecaps, land proximity,
sea ice, thin clouds), offering the opportunity to generate more
accurate ocean color products with wider coverage (i.e., less gaps)
that will allow a better description of ocean properties (IOPs,
concentrations) and biogeochemical phenomena.

In view of the above, a suitable strategy for atmospheric
correction during the PACE era would be to continue performing
atmospheric correction with the standard, 2-step heritage
algorithm, adapted/adjusted as necessary, but at the same time
applying the best advanced algorithm that fits the characteristics
and capabilities of a given sensor, or a suitable combination of
sensors. In the case of PACE, it is expected (by mission design)
that OCI and polarimeters will be used synergistically. The
selected methodology may be different, indeed, for a sensor that
only measures spectrally total TOA radiance and a sensor that
also measures directionally polarized TOA radiance. Whenever
possible satellite data from previous missions would be re-
processed with the new algorithm. An elaborate flagging system,
although not easy to define and validate, is necessary to warn
the user about doubtful algorithm performance. The quality
of the atmospheric correction processors, therefore selection of
the best one, could be assessed following procedures developed
by Müller et al. (2015a,b) for the ESA Ocean Color-Climate
change Initiative (OC-CCI), which include in a straightforward
fashion not only comparisons with in situmeasurements, but also
analysis of image quality and processor behavior along scan line
(e.g., spatial and temporal homogeneity and consistency in water
reflectance retrieval). Since individual advanced algorithms may
lead to improved products (or may perform similarly) in some
situations, or have advantageous features, their implementation
in data analyzing systems such as SeaDAS would provide the
user community with best options depending on the study or
application. This strategy would generate two separate water
reflectance products, which is not a problem as long as respective
advantages and limitations are understood and uncertainties
specified, preferentially on a pixel-by-pixel basis. Thus we
would end up with a continuity product and an advanced
product that fully exploits the mission capabilities, which for
PACE will combine hyper-spectral radiometry and multi-angle
polarimetry. The two products could be merged optimally, at
the Level 3 highest resolution possible, i.e., native resolution,
taking into account their uncertainties (bias and standard

deviation). Various merging procedures exist (see IOCCG, 2007
for a review), and choosing the best procedure will depend
critically on the representation of algorithm performance and
uncertainties (expected to be better and smaller, respectively, for
the advanced algorithm).

CONCLUSIONS

Substantial progress in atmospheric correction of ocean-color
imagery has beenmade since the proof-of-concept CZCSmission
that demonstrated the feasibility of retrieving water reflectance
from space and led to the first generation of operational ocean-
color sensors (SeaWiFS, MODIS, MERIS, VIIRS, etc). Compared
with CZCS, the new sensors have higher radiometric sensitivity
and they measure in more and better-defined spectral bands in
the visible. They also have spectral bands in the near infrared
and (for some sensors) shortwave infrared, facilitating the
removal of atmosphere and surface effects. This has generated
a flurry of activities aimed at developing efficient atmospheric
correction algorithms that exploit the new capabilities, which
has contributed to a better understanding of the problem and
resulted in significant improvements and new avenues.

Since the first attempts, the approach to atmospheric
correction has essentially remained a 2-step process, in which
the perturbing effects of the atmosphere and surface are
determined in spectral bands where the signal from the water
body can be considered negligible (i.e., in the near infrared
and/or shortwave infrared) and propagated or extrapolated to
the shorter spectral bands. Definite improvements to algorithms
based on this approach have been made, notably in the
specification of the aerosol models (based on AERONET
measurements), the correction of gaseous absorption (e.g.,
nitrous oxide influence in the blue), and the processing of
imagery over optically complex waters, where the water-leaving
signal in the near infrared (or even SWIR) is not negligible
and must be estimated through iterative bio-optical modeling. A
number of approximations and issues have been identified and
studied, such as whitecaps, Sun glint, aerosol vertical structure,
polarization, sea surface roughness, Earth curvature, in-water
radiance angular distribution, diffuse transmittance, absorbing
atmospheric gases, absorbing aerosols, stratospheric aerosols,
optically thin clouds, highly turbid waters, and adjacency
effects. For some of these issues, satisfactory solutions have
been proposed and implemented operationally, but not for
others (e.g., absorbing aerosols, whitecaps, adjacency effects).
In the absence of satisfactory solutions for a given observing
condition, the operational approach has been to allow the
atmospheric correction to fail, or to flag the water reflectance
retrievals as suspect quality. This has resulted in large data gaps
in some regions, preventing the efficient utilization of ocean
color products.

Alternative approaches, deterministic and statistical, which
aim at inverting the top-of-atmosphere signal (i.e., retrieving the
water reflectance) in a single step, have been developed with
varied degrees of success. The information in all available spectral
bands is generally used, which is advantageous in some situations
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(e.g., absorbing aerosols), but the main drawback is that water
reflectance, i.e., the signal to retrieve, is often constrained by
a model (which may not represent well the environmental
conditions of a given observation). Some algorithms have been
able to handle situations of Sun glint and thin clouds, increasing
significantly the daily coverage of ocean color products. All
the proposed methods, however, have been based on multi-
spectral observations, the information generally available; few
attempts have been made to exploit the polarized and/or
directional properties of reflected sunlight (available for some
sensors, e.g., POLDER and MISR), but the potential of these
properties to improve atmospheric correction (e.g., to enhance
the contribution of water reflectance, to deal effectively with Sun
glint, and to determine absorption effects) has been recognized
and, to some extent, demonstrated. The improvements revealed
in the selected examples, however, need to be confirmed (e.g., by
analyzing other situations) before drawing final conclusions.

The PACEmission, which will carry into space a spectrometer
measuring at 5 nm resolution in the UV to NIR with additional
spectral bands in the SWIR and two multi-angle polarimeters,
has great potential for improving estimates of water reflectance
in the post-EOS era. The improved instrument capabilities offer
opportunities, but retrieving a continuous water reflectance
spectrum at 5 nm resolution in the UV to NIR, a chief mission
objective, poses new challenges. First, measurements in the
UV, where molecular scattering is effective (and may dominate
the signal), are strongly affected by the vertical structure of
atmospheric scatterers, and adjacency effects are large. Second,
correcting measurements in spectral regions where gaseous
absorption is strong may be difficult when absorbers are located
in lower atmospheric levels (e.g., water vapor) due to coupling
between scattering and absorption. Observing in the UV to
SWIR, however, is adapted to the problem since observations
in the UV are sensitive to absorbing aerosols, those in the
SWIR to coarse aerosols (and they allow a better separation
of the atmospheric/surface signal), and those in the oxygen-
A band (763 nm) to aerosol altitude, a parameter controlling
aerosol absorption effects. This is especially useful for inversion
schemes that incorporate all the available information to retrieve
water reflectance. Polarized and multi-angular measurements,
sensitive to aerosol type, increase the information content in
the inversion process and, therefore, are expected to yield more
accurate retrievals, but the possibilities and improvements have
yet to be fully investigated.

During the PACE era one may envision an approach to
atmospheric correction that is based primarily on the heritage
2-step algorithm, taking into account and extending past
accomplishments, yet exploiting as much as possible new
capabilities (observations in the UV and in oxygen-A band)
and multi-angular polarimetry (e.g., to constrain the aerosol
model ensemble or estimate directly aerosol absorption effects).
It should be clear that polarized and directional measurements
are essential here, due to the inherent limitations of the heritage
algorithm, in particular its inability to handle absorbing aerosols,
which may affect large oceanic areas. This strategy, aimed at
ensuring continuity with previous ocean-color missions, should
be complemented by the development and implementation of

more sophisticated inversion schemes (deterministic, Bayesian)
that, by the nature of their construction, their robustness, and
their generalization capabilities, have the undeniable potential to
become the new standard in the near future.

Despite the progress made and the major improvements
in atmospheric correction expected during PACE, important
gaps/issues still remain to be filled/tackled. They include (1)
improving the accuracy of whitecap corrections, for which
coverage and optical properties are highly variable and difficult to
model, (2) accounting for Earth curvature effects in atmospheric
radiative transfer, which may be significant even at small zenith
angles, (3) correcting for adjacency effects (influential near
land, sea ice, and clouds) and cloud shadows, (4) accounting
for the coupling between scattering and absorption (especially
important in the UV where the molecular scattering signal
is large), (5) modeling accurately water reflectance, including
polarization (too little is known about the polarization properties
of hydrosols), and (6) acquiring a sufficiently representative data
set of water reflectance in the UV to SWIR to describe the
variety of water bodies (such prior information is needed in
Bayesian approaches). Dedicated efforts, experimental as well as
theoretical, are in order to gather the necessary information and
resolve inadequacies. Ideas and solutions exist and have been
put forward to address the unsolved issues, thanks especially
to the new capabilities provided by PACE, which will mark
the beginning of a new era of accurate ocean-color radiometry
from space.
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APPENDIX A: METHODOLOGY FOR
INFORMATION CONTENT ASSESSMENT

The information content assessment described in section
Information Content Assessment uses a Bayesian approach with
Gaussian distributions as described in Rodgers (2000), and
implemented for aerosol remote sensing by Knobelspiesse et al.
(2012) and references therein. This method estimates retrieval
uncertainty given an observational configuration and uncertainty
with the Equation:

Ŝ−1 = KTSǫK + S−1
a

where Ŝ is the retrieval error covariance matrix, Sǫ is the
observation error covariance matrix, Sa is the a priori error
covariance matrix, K is the Jacobian (forward model sensitivity)
matrix, T denotes the transpose, and −1 denotes the inverse. The
observation error covariance matrix represents measurement
uncertainty and is square, with the dimension of the number
of measurements [m x m], made with each observation. The
retrieval error covariance matrix, Ŝ, has a similar structure, but
represents the uncertainty in parameters retrieved from the data
and has the dimension of the number of retrieved parameters
[n × n]. Essentially, it is the projection of observational
uncertainties into state (parameter) space. The Jacobian matrix,
K , expresses the sensitivity of the atmosphere/ocean radiative
transfer model to changes in the parameters to be retrieved,
and has the dimension [m x n]. Radiative transfer simulations,
indicated by the function F (x)= y (where x is a vector
atmospheric and surface optical parameters, often called the state
space, and y is the measurement vector), are used to estimate the
Jacobian matrix

Ki,j(x) =
∂Fi(x)

∂xj
≈
Fi

(

x
′
)

−Fi(x)

x′j−xj

where the partial derivative of the radiative transfer model for the
simulated set of parameters, x, is computed for each observation,
i, and each parameter, j. We approximate the Jacobian using the
forward difference technique, where the radiative transfer model
is rerun with a perturbed parameter x′j, and the forward model is
assumed linear over that perturbation.

This method provides the means to relate measurement
characteristics to expected retrieval success. Instrument
capability is defined by the contents of the measurement
vector, y, and the measurement uncertainty defined in Sǫ .
The a priori error covariance matrix, Sa, describes what we
know about state parameters x prior to a measurement. The
Jacobian, K, is the product of a radiative transfer model and thus
computationally expensive to generate. It is, however, crucial
since it links parameter to measurement space. In practice, we
generate a Jacobian matrix for a very large measurement vector,
encompassing all possible measurement spectral sensitivities,
geometries, and polarimetric states, and then make a subset
corresponding to the instrument system in question. Since the

atmosphere/ocean system is highly nonlinear, we also need to
repeat this analysis for a variety of states, and express the results
as an aggregate of many states. For example, we might expect the
ability to determine ocean properties decreases as the amount
of aerosol loading increases, so we must test with a variety of
aerosol amounts.

The averaging kernel matrix, A (also known as the model
resolution matrix), is a useful reformulation that is an identity
matrix for perfect retrieval ability. It is calculated as:

A =
[

KTSǫK + S−1
a

]−1
KTSǫK

where a null matrix indicates no ability to determine the
state parameters beyond what is already known from the a
priori matrix. The Degrees of Freedom for Signal is a scalar,
representation of measurement system capability, calculated
as DFS=trace(A), and has the property 0 ≤ DFS ≤ n.
We use DFS to compactly show system capability for many
simulated states.

We used a forward model that defines the measurement
state with ocean and atmospheric physical and optical
properties. However, PACE SDT requirements were
expressed as the water reflectance [ρw], which is instead
a byproduct of the model. We must therefore project the
results Ŝ into this space. To do so, we first determine the
Jacobian matrix, J, for water reflectance in the same manner
as K:

Jl,j(x) =
∂Ml(x)

∂xj
≈
Ml

(

x
′
)

−Ml(x)

x′j−xj

where λ corresponds to each wavelength in [ρw], and M is the
forward model component that produces the water reflectance.
To project the retrieval error covariance matrix we therefore use

Ŝ−1
b =JTKTSǫKJ+JTS

−1

a J

Where Ŝb is the byproduct error covariance matrix. The indirect
nature of this matrix may mean that it is has an implicit
regularization. Comparison of Ŝband the projection of the a

priori error covariance matrix JTS
−1
a J can provide clues to the

intermediate step constraints.
section Information Content Assessment contains an

implementation of these techniques for several prototypical
MAP designs for a variety of geophysical conditions.
In practice, this means we construct Jacobian matrices
to include all possible measurement spectral channels
and geometries, and subset the Jacobian to represent
the measurement system of interest. This is repeated for
a variety of geophysical cases, and results presented in
aggregate. In section Information Content Assessment
we show the DFS as an overall metric of measurement
capability, and Ŝb for water reflectance to show atmospheric
correction capability.
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The Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) mission will include a
hyperspectral imaging radiometer to advance ecosystem monitoring beyond heritage
retrievals of the concentration of surface chlorophyll and other traditional ocean color
variables, offering potential for novel science and applications. PACE is the first NASA
ocean color mission to occur under the agency’s new and evolving effort to directly
engage practical end users prior to satellite launch to increase adoption of this freely
available data toward societal challenges. Here we describe early efforts to engage a
community of practice around marine food-related resource management, business
decisions, and policy analysis. Obviously one satellite cannot meet diverse end user
needs at all scales and locations, but understanding downstream needs helps in the
assessment of information gaps and planning how to optimize the unique strengths
of PACE data in combination with the strengths of other satellite retrievals, in situ
measurements, and models. Higher spectral resolution data from PACE can be fused
with information from satellites with higher spatial or temporal resolution, plus other
information, to enable identification and tracking of new marine biological indicators to
guide sustainable management. Accounting for the needs of applied researchers as well
as non-traditional users of satellite data early in the PACE mission process will ultimately
serve to broaden the base of informed users and facilitate faster adoption of the most
advanced science and technology toward the challenge of mitigating food insecurity.

Keywords: satellite ocean color applications, PACE mission user community, phytoplankton, fisheries,
aquaculture, societal impact

INTRODUCTION

Seafood is an important source of protein for much of the world’s population. Wild catches cannot
match growing demand and their sustainability is in question. Aquaculture is an increasingly
important industry to feed the world’s population. According to the Food and Agriculture
Organization of the United Nations (FAO), as of 2017 more than 200 nations and $152 Billion
per year are involved in the international trade of fish, shellfish, and fish products, as the most
traded food product for developing countries at twice the value of the coffee trade (FAO, 2018).

Frontiers in Earth Science | www.frontiersin.org 1 November 2019 | Volume 7 | Article 283212

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/journals/earth-science#editorial-board
https://www.frontiersin.org/journals/earth-science#editorial-board
https://doi.org/10.3389/feart.2019.00283
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/feart.2019.00283
http://crossmark.crossref.org/dialog/?doi=10.3389/feart.2019.00283&domain=pdf&date_stamp=2019-11-05
https://www.frontiersin.org/articles/10.3389/feart.2019.00283/full
http://loop.frontiersin.org/people/443369/overview
http://loop.frontiersin.org/people/693592/overview
http://loop.frontiersin.org/people/538721/overview
https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-07-00283 November 2, 2019 Time: 10:48 # 2

Schollaert Uz et al. Future PACE Data for Food Security

However, fisheries face significant threats from environmental
and human pressures. There is a need for sustainable and local
seafood. Aquaculture has been increasing to supply this demand,
yet coastal eutrophication and harmful algal blooms imperil the
safety of this food source. Warming, acidification, deoxygenation,
and pollution are a few of the environmental stressors that
cause habitat shift or loss and undermine the sustainability of
the fishing industry. Around the world, illegal, unreported, and
unregulated fishing also jeopardizes food security, economic
security, and human security. The latest global assessment by
the Food and Agriculture Organization of the United Nations
indicates that the percentage of fisheries that are unsustainably
overfished has increased to one third (World Bank, 2017;
FAO, 2018). Fragile states with limited capabilities to enforce
their Exclusive Economic Zones need actionable information
to evaluate their natural resources. Freely available remotely
sensed data from satellites combined with in situ sensors provide
environmental insights that can help resource managers and
other operators respond to these challenges.

Global aquatic ecosystems have been regularly monitored
from space during the past four decades by polar-orbiting,
multispectral ocean color radiometers, transforming our
understanding of processes that support life in the ocean
(McClain, 2009). U.S. examples include the NASA Coastal Zone
Color Scanner (CZCS; 1978–1986), Sea-viewing Wide Field-
of-view Sensor (SeaWiFS; 1997–2010), Moderate Resolution
Imaging Spectroradiometer (MODIS; 1999-present on Terra
and 2002-present on Aqua), and Visible Infrared Imaging
Radiometer System (VIIRS; 2012-present on Suomi NPP and
2018-present on NOAA-20). These satellite-borne sensors
were designed to provide daily, global views of the open ocean
where sampling opportunities are infrequent and expensive. In
Europe, the Ocean and Land Color Imager (OLCI) was launched
onboard Sentinel 3A and 3B in 2016 and 2018, respectively, with
another two Sentinel 3 satellites planned to ensure continuity
and consistency of services (Donlon et al., 2012; Groom et al.,
2019). Additional ocean color sensors have been successfully
launched into polar orbit by India, Japan, and China, and into
geostationary orbit by South Korea (Groom et al., 2019).

NASA is currently developing the Plankton, Aerosol, Cloud,
ocean Ecosystem (PACE) mission, with its launch scheduled
for late 2022. PACE has several important technological
advancements that will expand its use beyond the heritage
instruments listed above, enabling it to enhance and extend
current biological and water quality parameters measured
from space with new spectral information (Werdell et al.,
2019). The primary instrument on the observatory, the
Ocean Color Instrument (OCI), consists of two spectrometers
that continuously span the ultraviolet (UV) and orange
and orange to near-infrared (NIR) spectral regions, as well
as seven additional detectors to collect measurements at
discrete NIR and shortwave infrared (SWIR) bands (Figure 1).
Although not the focus of this manuscript, note that OCI
is complemented on the observatory by two multi-angle
polarimeters, the Spectropolarimeter for Planetary Exploration
(SPEXone) (Hasekamp et al., 2019) and the Hyper Angular
Rainbow Polarimeter (HARP2) (Martins et al., 2018). These

instruments will provide additional aerosol and cloud data
products relative to what is possible with OCI alone. Table 1
provides additional details on characteristics of OCI and the
PACE observatory. SPEXone and HARP2 are scheduled for
delivery to NASA in the 3rd and 4th quarter of 2020 when
integration and testing of the spacecraft begins. Testing and
integration of the OCI flight unit will begin in 2020 and continue
until delivery in the 3rd quarter of 2021 when integration and
testing with the observatory begins. The PACE observatory
has a scheduled launch window between November 2022 and
March 2023. Public distribution of PACE science data products
will begin immediately following official commissioning of the
observatory, which is scheduled to occur 60 days after launch.
As with most scientific satellites, delays in the delivery of the
instruments or in the observatory integration and testing are
possible and may result in postponement of the launch, which
would in turn delay the availability of PACE science data.

The mission of NASA is to explore through a synthesis
of science and technology. Traditionally, NASA Earth Science
designs new Earth observing satellites based upon science
research questions and then NOAA and the private sector adopt
the results of the evolving technology and apply it to practical
applications around fisheries and aquaculture. NOAA resource
managers, researchers and private businesses have been using
satellite data to assist with finding fish for decades, and especially
since the launch of SeaWiFS in 1997 (e.g., Maul et al., 1984; Friedl
et al., 2006; Wilson et al., 2008, 2009; Wall et al., 2009; Wilson,
2011). NASA is currently undergoing a paradigm shift to consider
such practical applications of its satellite data in coordination
with science research questions during the initial concept and
pre-formulation of a mission before it becomes formalized
(National Academies of Sciences Engineering and Medicine
[NASEM], 2018). Although the international community has
already been considering practical applications in their satellite
design process (e.g., ESA’s Copernicus Program), PACE is the first
NASA ocean color mission that endeavors to engage operational
stakeholders during the design-build phases of a mission prior
to launch (Figure 2). Our objective is to prepare a community
of practice that can immediately apply the advanced data from
PACE as soon as it is available to maximize the nation’s return
on investments of this space-based asset. In this manuscript,
we describe several early efforts to survey the fisheries and
aquaculture communities, among others, about their current
uses of ocean color data and how future PACE science data
streams could help fill gaps. In addition to regularly attending
international meetings to discuss capabilities and needs with
scientists and users from around the world, we have undertaken
a few targeted activities to foster the exchange of ideas and
requirements between satellite data providers and stakeholders.
The end goal is to increase access to satellite products that can
guide more informed decisions by resource managers, the fishing
industry, as well as artisanal and recreational fishers.

The activities and outcomes we describe in this manuscript
are complementary to previous efforts to ensure the continuity
of high quality ocean color satellite data for basic and
applied research uses. For example, in 2011 an international
committee of experts outlined minimum requirements to sustain
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FIGURE 1 | The spectral coverage of ocean color heritage sensors compared to PACE. The hyperspectral capabilities of PACE OCI will provide new information
about phytoplankton functional groups and metrics regarding the health of the ecosystem such as particle sizes and phytoplankton physiology. Source:
https://pace.gsfc.nasa.gov.

global ocean color measurements for research and operational
applications, and options to minimize the risk of a data gap
(National Research Council [NRC], 2011). NOAA routinely
conducts needs assessments targeted to various thematic and
regional communities, including fisheries and water quality
issues, and looks for ways to connect satellite data providers
to practical end users. In 2007, the International Ocean Colour
Coordinating Group (IOCCG) established a working group
on the operational use of ocean color (IOCCG, 2008). In
2014, the IOCCG established a working group to develop a
strategy for incorporating current and future satellite missions
into global near-coastal and inland water quality monitoring
efforts. Through breakout sessions at international conferences
and their 2018 report (IOCCG, 2018), these working groups
identified user needs and requirements in the context of existing
observing capabilities, and offered suggestions for improving

links between data providers and end users, as have other efforts
(e.g., Nahorniak et al., 2013). We aim to accomplish similar
objectives with an eye toward the role of new spectral capabilities
by PACE through the activities described here.

SATELLITE OCEAN COLOR PROVIDES
APPLICATIONS-RELEVANT DATA
RECORDS

Heritage satellite OCIs observe the spectral radiance emanating
from the top-of-the-atmosphere at discrete visible, NIR, and
SWIR wavelengths. Atmospheric correction algorithms are
applied to remove the contribution of the atmosphere and
reflection off of the sea surface (e.g., foam and whitecaps)
from the total signal to produce estimates of remote sensing
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TABLE 1 | Key characteristics of OCI and the PACE observatory.

Characteristic Description

OCI UV-NIR range (bandwidth) Continuous from 340 to 890 nm in 5 nm steps
(5 nm)

OCI SWIR range (bandwidth) 940 (45), 1038 (75), 1250 (30), 1378 (15),
1615 (75), 2130 (50), and 2260 (75) nm

OCI global coverage 2-day

OCI ground pixel 1 km at nadir

OCI instrument tilt ±20◦ to avoid Sun glint reflected off the ocean

OCI swath width ±56.5◦ (2663 km at 20◦ tilt)

Altitude 676.5 km

Orbit Sun-synchronous, polar, 98◦ inclination

Equatorial crossing time 13:00 local

Data latency Expected to be 6–12 h on average

reflectances [Rrs(λ); sr−1], the light exiting the water normalized
to the downwelling irradiance incident on the sea surface
(Mobley et al., 2016). Bio-optical algorithms are then applied
to the Rrs(λ) to derive geophysical properties of interest, such
as surface concentrations of chlorophyll-a (Chl-a; mg m−3)
(O’Reilly et al., 1998). SeaWiFS, for example, collected data at six
visible and two NIR wavelengths, where both NIR wavelengths
were used for atmospheric correction and four of the six visible
wavelengths were used to derive Chl-a. Other applications-
relevant geophysical parameters derived from satellite ocean
color include indicators of harmful algal blooms (HABs), water
clarity, turbidity, sediments and detritus, shallow submerged
and floating aquatic vegetation, surface oil slicks, and other
variables estimated or inferred through regional correlations
between field measurements and remotely sensed proxies (e.g.,
Stumpf et al., 2003; Hu et al., 2004; Stumpf and Tomlinson, 2005;
Hu et al., 2009).

With respect to food security, the most relevant capability of a
satellite OCI is its ability to monitor phytoplankton community
structure (IOCCG, 2014). Understanding spatial and temporal
changes in such structure provides insight into aquatic ecosystem

health, water quality and related human health issues, as in the
case of HABs, and ecological forecasting of aquatic resources
including fisheries production. While ocean color methods for
identifying different phytoplankton groups exist (e.g., Bracher
et al., 2017; Mouw et al., 2017), most remain confounded by the
limited number of wavelengths available on heritage instruments.
Increased spectral resolution in the visible region offers improved
characterization of spectral phytoplankton pigment absorption
and particulate backscattering, both of which provide highly
useful metrics for discriminating between phytoplankton groups
and plankton size composition (Lubac et al., 2008; Bracher et al.,
2009; Torrecilla et al., 2011; Catlett and Siegel, 2018). Several
studies identify needs for hyperspectral measurements of at
least 5 nm resolution to support classification of phytoplankton
community structure (Lee et al., 2007; Vandermeulen et al.,
2017). One promise of PACE is the utility of OCI’s hyperspectral
capability for the improved assessment of phytoplankton
biomass, composition, and production (Table 1). Advances in
such routine, global assessments will benefit ecosystem-based
models, which aid in managing fisheries and coastal resources
as well as policy-making related to monitoring of water clarity
and detection and identification of the spatial extent and
durations of HABs.

END USER ENGAGEMENT ACTIVITIES
AROUND FISHERIES AND
AQUACULTURE

In this section, we describe preliminary efforts to engage a diverse
group of potential PACE data users from ocean color experts to
novices and non-traditional user groups. The following sections
explore these themes for attendees at our workshops, with a few
specific case studies of current end users, the ways they utilize
remote sensing technologies now, and their data needs related
to remote sensing. All workshops were hosted in Washington,
DC or Greenbelt, MD through the Applied Sciences activities of
the Earth Science Division at NASA Goddard. The workshops

FIGURE 2 | A comparison of the entry point in the timeline for engaging end users in practical applications of satellite data by various NASA ocean color missions
and operational activities by NOAA and the private sector. With PACE and future missions, such as Surface Biology and Geology (SBG), NASA now engages
operational agencies and end users earlier in the satellite development process.

Frontiers in Earth Science | www.frontiersin.org 4 November 2019 | Volume 7 | Article 283215

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-07-00283 November 2, 2019 Time: 10:48 # 5

Schollaert Uz et al. Future PACE Data for Food Security

were promoted through routine communication channels (e.g.,
websites, monthly e-mailed newsletter, social media) with free
and open registration by anyone interested in attending. The
majority of participants in these activities and those who
responded to our pre- and post-workshop surveys described their
line of work as research, resource management, and public health.
Other fields represented included policy/regulatory, remote
sensing product development, commercial business, and applied
remote sensing training and education. Casting a wide net of
data users and potential users serves to deepen our awareness
of broader needs beyond the traditional ocean color research
community and also informs new groups about the possible
applications of this freely available, public information resource.

A workshop on the societal applications of satellite data
for ocean health and fisheries was co-hosted by NASA
and World Resources Institute (WRI) with assistance from
NOAA in November, 2017, garnering 152 registrants from
multiple agencies from around the world, non-governmental
organizations, and private businesses included research,
education, resource management, policy, national security,
public health and the fishing industry (Ward and Schollaert
Uz, 2018). The meeting was live-streamed to enable remote
participation, thus about 80 people participated in person
with the rest online. The interactive program brought together
multiple perspectives and diverse viewpoints (i.e., fishing
businesses, resource managers, lawmakers). The format fostered
dialogue between data providers, users, and potential users
who could benefit from using satellite products. Four panels
focused around the themes of ocean health in the context of
climate change, fisheries and ecosystem health, links between
fisheries and human security, and resources and tools for
accessing ocean satellite data products. Agency managers
and panelists shared science and products developed from
publicly available ocean satellite data. A keynote presentation
described how Global Fishing Watch monitors fishing
activity from space to improve understanding, regulation,
and protection. Notes taken during the workshop led to an
extensive accounting of all presentations and discussions
(Ward and Schollaert Uz, 2018).

Nearby NASA Goddard Space Flight Center, the Chesapeake
Bay is the largest estuary in North America (Figure 3) and
benefits the growing population of the region through its
ecosystem services, fishing, and recreation. According to the
Maryland Department of Natural Resources (DNR), the primary
commercially harvested species in the Bay are oysters, blue
crabs, and striped bass. Studies indicate the health of the
Bay has seen some improvement in recent years, yet threats
to its health persist (e.g., warming, oxygen minimum zones,
pollution nutrient run-off). Increasing human presence in such
a densely populated coastal region requires constant vigilance
by agencies managing water quality, especially with a growing
oyster aquaculture industry. In April, 2018 we began monthly
meetings between NASA and NOAA satellite data providers
with local resource managers around the Chesapeake Bay who
routinely monitor shellfish beds and are interested in how remote
sensing could help them improve the efficiency of their in situ
sampling. In addition to meeting monthly, we held a day-long

interagency workshop in August, 2018 attended by Chesapeake
Bay science and applications stakeholders with the overall theme
of monitoring water quality from space. The 95 participants
included federal, state, and local agencies, non-governmental
organizations, and universities. Future hyperspectral capabilities
by PACE were highlighted, as they will provide the opportunity
to measure additional indicators of ecological health and
water quality. Workshop discussions focused on environmental
variables needed by managers and whether and how remote
sensing could address those needs through current or future
capabilities, including water quality impacts to human health,
shellfish poisoning, and quantifying the economic value of
information needed to support decisions by resource managers
and fishers (Schollaert Uz et al., 2018).

Discussions with these diverse international and regional
groups drew increased attention to broader societal issues that
could be informed by ocean color data and also identified applied
research themes that need to be explored for development.
Continuous engagement with these diverse groups informs
NASA about their current challenges that satellite data could
potentially address and keeps these groups informed about the
status of PACE in its design cycle and the way its information will
augment the international satellite fleet.

CURRENT USES OF REMOTE SENSING
DATA FOR FISHERIES AND
AQUACULTURE

Many examples of ocean color use toward marine food security
have been previously described by efforts such as the Societal
Applications in Fisheries and Aquaculture using Remotely
Sensed Imagery (SAFARI) initiative (IOCCG, 2009). Here
we provide updates on uses of remote sensing technologies
through several examples, highlighting a few case studies
shared during our workshops in which PACE data could help
improve operations.

Oceanic management and conservation tools such as Coral
Reef Watch and Ocean Health Index plus newer dynamic
ecosystem models (e.g., Dynamic Seascapes within the Marine
Biodiversity Observation Network) (Strong et al., 2006; Lewison
et al., 2015; Hughes et al., 2017) rely on a combination
of environmental and biological observations. These products
merge in situ data, satellite sensors and big data techniques to
quantify the effects of human impacts and natural variability
on the marine ecosystem into useable indicators. The need for
multiple data types is driven by the scientific understanding that
there are multiple stressors acting on the marine ecosystem at
the same time, which complicates the interpretation of trends in
individual environmental variables.

Fisheries forecasting and management rely on multiple data
streams to account for the dynamic nature of the aquatic
environment. EcoCast, a fisheries sustainability tool, uses
in situ and satellite data for environmental and species-specific
information to maximize productive catch while minimizing
bycatch (Hazen et al., 2018). This tool is one implementation of a
new dynamic approach in fisheries management that accounts for
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FIGURE 3 | Landsat 8 image of the Chesapeake Bay, tributaries, estuaries, sediment plumes and proximity to NASA Goddard. Measurements from space are used
to guide in situ sampling by water quality resource managers, especially around oyster beds within the growing aquaculture industry. Credit: NASA/Michael Taylor
and Ginger Butcher.
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spatial and temporal variations in oceanic processes, as opposed
to the traditional static approach with catch limits defined
over a fixed area. From a commercial perspective, fisheries
forecasting also utilizes a combination of remotely sensed
physical (microwave SST) and biological (ocean color) indicators.

Aside from the technical challenges of fisheries management,
regulatory agencies are tasked with the enforcement of lawful
fishing. Global Fishing Watch tracks real-time commercial
fishing activity to combat illegal, unreported and unregulated
fishing and seafood fraud. This tool utilizes Automatic
Identification System (AIS) data, a collison avoidance system
for precise vessel location tracking. Combined with Sentinel-1
satellite radar data, Global Fishing Watch has been able to
identify non-broadcasting vessels that attempt to go undetected
in illegal fishing activities. In the year after its launch in 2016, this
tool acquired over 5,000 core users from 189 countries, engaging
a broad, international audience.

Harmful Algal Blooms
NOAA routinely monitors harmful algal blooms in coastal
U.S. waters and the Great Lakes based on species’ associations
with environmental conditions (e.g., salinity fronts) and
measured optical properties (Stumpf et al., 2003; Hu et al.,
2004; Stumpf and Tomlinson, 2005). MERIS data is used
to distinguish cyanobacteria blooms in U.S. inland waters
(Wynne et al., 2008). During our Ocean Health and Fisheries
workshop, a shellfish aquaculture farmer who has been
operating in coastal ocean waters off Santa Barbara, California
since 2002, Bernard Friedman described his business as
intermittently plagued by harmful algal blooms. He provides
ground-truth data to scientists developing the California-
Harmful Algal Risk Mapping model to more precisely
predict toxic algae events several days in advance (Anderson
et al., 2016; Schollaert Uz, 2018), but the model’s current
resolution of 3 km2 is too coarse to be reliable for him.
Applying synoptic-scale satellite data to his 0.1 km2 farm
will require refining models in combination with additional
observations, just as farmers on land use local weather forecasts
from sophisticated models that assimilate many sources
of observations.

Turbidity
For aquaculture planning, water clarity data products from
MODIS at 250 m and Landsat-8 at 30 m are used in coastal
waters (e.g., Snyder et al., 2017). The Shellfish Monitoring
unit of the Maryland Department of the Environment (MDE)
routinely patrols the Chesapeake Bay looking for signs of
failing septic systems. MDE collects and analyzes water samples
near oyster beds and closes the beds to harvesting whenever
fecal coliform levels exceed a safe threshold. Scouting for
failing septic systems is labor-intensive and time-consuming.
DNR and MDE use available satellite products, e.g., water
clarity (Figure 4), but see an opportunity to increase the
efficiency of field sampling through a combination of more
advanced remote sensing and other assets (e.g., models,
autonomous observations).

Economic Valuation of Ecosystem
Services
Economic benefits of improved water quality on commercial
fisheries in the Chesapeake Bay have been evaluated by
incorporating the effect of water quality changes on production
and growth of the stock and producer and consumer surplus.
Benefit assessments are complicated by environmental,
regulatory, and business factors, such as new firms entering
a commercial fishery once water quality improves and stocks
grow. An estimate of the benefit of improved water quality
in the Chesapeake Bay to striped bass sport fishing alone was
valued at $15M in 1996 dollars (Morgan and Owens, 2001;
Moore and Griffiths, 2017). Efforts to specifically address the
benefit of incorporating Earth observations into decisions is
currently being undertaken by the NASA-funded Consortium
for the Valuation of Applications Benefits Linked with Earth
Science (VALUABLES). This consortium has begun conducting
rigorous, quantitative studies about how people use improved
information to make decisions and quantify how these decisions
improve socioeconomically meaningful outcomes such as lives
saved or resources conserved. Within the next few years, they
plan to evaluate the use of satellite data applied to water quality
decisions, hopefully including PACE data.

ASPIRATIONAL USES OF SATELLITE
DATA AND BARRIERS TO USE

In this section, we present survey results from the two workshops
described in Section “End User Engagement Activities Around
Fisheries and Aquaculture.” Links to the surveys are provided
below, along with links to other material about each workshop.
The post-workshop surveys were completed by 45 respondents,
with an additional 37 responses collected during the second
workshop around specific water quality needs of resource
managers around the Chesapeake Bay. Common survey results
are graphed in Figure 5. Respondents expressed an overall
need for satellite data to support decision making in fisheries
management and water quality generally (Figure 5A), with
smaller percentages of responses for more specific aims such as
management of a specific water body or species (under “other
management”). Attendees expressed a need for both physical
and biological remotely sensed parameters, such as sea surface
temperature and salinity, along with ocean color products such
as chlorophyll-a concentration and water clarity parameters.
Attendees at the Ocean Health workshop uniquely indicated sea
surface height as a data need, while Chesapeake Bay workshop
attendees require bottom characteristics, submerged aquatic
vegetation, precipitation, and terrestrial products for their work.
The most desired derived products are harmful algal bloom
detection and water safety indices, such as potability and specific
bacterial indices (Figure 5B).

The main barriers to using satellite and Earth Observation
products in their work by most attendees (77%) is a lack of data
processing and analysis skills, data access issues and the need for
training (Figure 5C). Filling this need is an on-going challenge
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FIGURE 4 | Secchi depth indicates water clarity of the upper Chesapeake Bay and several tributaries derived from the Landsat OLI April 13, 2016 scene. Credit:
NASA Earth Observatory and Lachlan McKinna.

for data providers and end users alike. IOCCG (2018) discusses
a new efforts in Earth Observation data delivery, shifting from
the old model of downloading and processing data locally to a
new model of moving the processing software to the data source.
This is motivated by the ever-increasing volume of data available
and the challenges it presents to users for data processing. For
example, with Platform as a Service cloud computing services,
the provider hosts the data, hardware and/or software on its
own infrastructure (e.g., Google Earth Engine, international
Open Data Cube, ESA’s Thematic Exploitation Platform and
Copernicus Data and Information Access Service, DIAS). Cloud
computing services will be even more important for PACE data,

as the volume of its hyperspectral data will greatly exceed those of
existing polar-orbiting multi-spectral ocean color satellites.

Spectral, spatial, frequency, and latency needs vary widely by
community. Attendees primarily seek high spatial resolution for
their applications, with 58% stating their ideal spatial scale for
data products is finer than 100 m, and a further 21% indicating
multiple scales of measurement are important depending on
the application. The need for data at <10 m resolution was
unique to responses from the Chesapeake Bay workshop, which
include users who require this fine scale for land and/or aquatic
products. Temporally, 54% indicated their ideal scale for data
products is monthly to seasonal, while 35% seek weekly or
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FIGURE 5 | Survey responses from the workshops quantifying (A) end user decision categories, (B) product needs and (C) barriers to the use of Earth Observations
(EO).

more frequent temporal resolution. Needs for near real-time
data were expressed by the commercial sector and fisheries
management applications.

NEXT STEPS

Trade-offs in coverage, resolution, or frequency present barriers
for practical use and have limited the local application of existing
resources. With global coverage, polar-orbiting satellites capture
slow-moving, mesoscale and larger biological features as often
as daily, but cannot resolve transient, features on the order
of 1km or less. Ocean ecosystems move and change - more
similar to weather systems in the atmosphere than vegetation
on land. Higher resolution Landsat 8 and Sentinel-2a&b data
(10–30 m) are now used to intermittently monitor inland and
coastal water quality albeit with a 5–16 days repeat cycle (Franz
et al., 2015; Claverie et al., 2018; Keith et al., 2018). PACE will
provide higher spectral resolution more frequently with which
to distinguish phytoplankton communities (Figure 6), but still
not as frequently as a geostationary platform such as GOCI that
can capture diurnal changes (Ryu et al., 2012). Biogeochemical-
ecosystem models integrated with radiative transfer models yield
the absorption and scattering of light by optical constituents and
spectrally resolved irradiance and been verified against in situ

observations and satellite-derived products (e.g., Dutkiewicz
et al., 2015). Models that further combine optical satellite
data with fisheries demographic information have recently been
developed to predict the location of an endangered species in
order to guide resource manager in protection efforts (Breece
et al., 2018). Future models that integrate the benefits of each
satellite platform (e.g., high spectral resolution from PACE,
high temporal frequency from geostationary, and higher spatial
resolution from commercial or international sensors) with in situ
observations at depth will enable the routine derivation of locally
actionable three-dimensional information that a single satellite
alone cannot provide.

Assessing the needs of the fisheries and aquaculture
community around the Chesapeake Bay through collaboration
and regular meetings with resource managers informs applied
science priorities for PACE. Many variables that factor into
resource manager decisions cannot currently be retrieved
from satellite measurements (e.g., toxins, fecal coliform, pH,
O2). We need a multi-faceted monitoring system that exploits
ecological associations with satellite-derived products. Aquatic
features move and change faster than polar-orbiting satellites
can observe. Clouds and the intervening atmosphere obstruct
a satellite view of the water at visible and infrared wavelengths.
Despite challenges, a synoptic view of key variables (e.g., SST,
Chl-a, salinity) improves the efficiency of in situ sampling
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FIGURE 6 | A comparison of the spectral absorption signature of an algal bloom that’s not harmful (non-HAB, black dots) compared to a harmful algal bloom (HAB,
red dots) as detected at VIIRS wavelengths (left) compared to future retrievals at PACE OCI wavelengths. In this example, the non-HAB and HAB refer to the
background diatom signature and that of Noctiluca scintillans, respectively. A phytoplankton community dominated by one versus the other has significant
consequences for the marine food web and fisheries, as has been observed in the Arabian Sea (Gomes et al., 2014).

around aquaculture sites. Sustained satellite measurements also
provide a long-term average from which anomalies may be
detected. Through our regional effort in the Chesapeake Bay,
we collaborate with MDE, NOAA, UMD and others to sample
the optical, biological, physical, and chemical properties of water
flowing into the Bay from land with a goal of finding unique
hyperspectral signatures associated with various water quality
indicators. Any progress to apply space-based assets through
this and other such campaigns will assist NASA to prioritize
PACE satellite data products and data distribution in support of
fisheries and aquaculture. No single observing system will meet
all needs by resource managers and others, but assimilation could
exploit the strengths of each asset (i.e., high spectral resolution by
PACE, high spatial resolution by harmonized Landsat/Sentinel,
high temporal resolution by GOES). We are planning future
interagency workshops around integrating satellite and in situ
observations with modeling efforts to increase the utility of
satellite data products.

The NASA Applied Sciences Program works together with
NASA satellite missions prior to launch to engage user
communities, solicit data and accuracy requirements for their
operations and prepare them for the upcoming mission (Brown
and Escobar, 2014). Now referred to as the Early Adopter
program, this was discussed at both workshops as one way
to engage end users early in the mission development process
and have them test their applications with synthetic data. The
European Space Agency conducted user needs assessments to
make engineering choices prior to the Copernicus mission. By
the time a NASA mission becomes official, it has historically been
too late to make substantial hardware trade-offs but taking into
account input from Early Adopters is still feasible for setting
software priorities. As a cost-capped mission, the PACE Project
did not receive funding to formally establish an Early Adopter
program until recently. Initial efforts to recruit future early
adopters have begun and the PACE Mission expects to begin
executing a dedicated effort in 2020 to foster a community of
practice specifically around the data that will be collected by
OCI and the two multi-angle polarimeters and work directly with
those implementing these observing systems.

PROFESSIONAL REVIEW OF THE PACE
USER COMMUNITY

One of the main objectives of the PACE Applied Science Program
is to engage potential data users during the early stages of mission
development to ensure the PACE product suite and delivery
mechanisms meet the most urgent demands of users and have
the broadest impact. As part of these outreach activities, we have
recently designed a professional review of Earth science data end
users and experts who have been using, or are interested in using,
observations relevant to PACE data products to address a broad
range of applied science questions, from food and water security
to fisheries, water quality assessments, air quality monitoring
and improved pollution forecasts (PACE Mission Survey, 2019).
Conducted via an online questionnaire of 17 questions, the
professional review will be used to characterize the PACE mission
user community in terms of its composition, activities, remote
sensing needs, and research interests. The review questions
are structured around three themes: user information, data
use and requirements, and data access and outreach. We used
experiences from satellite data user community evaluations
conducted previously for other NASA missions, including SMAP
(Soil Moisture Active Passive) and ICESat-2 (Ice, Cloud and land
Elevation Satellite-2) (Brown and Escobar, 2014). The main goal
of the PACE survey is to solicit data product, data accuracy and
access needs, and apply results to plan outreach and applications
before PACE launches in order to tailor them to user needs and
enhance the societal value of the mission.

The target audience for the professional review is users from
a wide range of sectors from around the world, including non-
government organizations, non-profit organizations, private
industry, universities, local, state and federal agencies. The
subject community includes over 1,000 members, representing
multiple disciplines including ocean biogeochemistry,
oceanography, ecological forecasting, hazards, water resources
and quality, terrestrial resources, weather, climate, air quality
and human health. To characterize the community in terms of
its composition, the survey includes questions on experience and
training, and whether the responder is involved in policy making
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that involves hazard mitigation, increasing public awareness of
emergencies, planning for environmental contingencies such as
air quality, water quality, and marine resources, monitoring of
environmental parameters, or conducts environmental research.

The need to bridge the gap between the increasing amount
of satellite data available and end user requirements for data
products, tools, and user training, has been widely highlighted
by the international Earth Observations community (World
Meteorological Organization [WMO], 2017). The Earth Science
Division Directive on Project Applications Program presents
guidance to all future directed NASA missions, emphasizing
the need to characterize potential satellite data application uses
and user needs during the early stages of a satellite mission
development to increase the relevance and usefulness of their data
products (i.e., latency, direct downloads, spatial resolution, data
format, repeat frequency). Information from community surveys
and professional reviews can help improve understanding on
the use of satellite data for environmental applications by users
globally, and to identify current gaps in data products, limitations
in data access, and areas for improvement (Brown and Escobar,
2014). For example, a professional review conducted for the
Famine EarlyWarning System Network (FEWS NET) created
by the United States Agency for International Development
(USAID) to improve their emergency response capabilities in
Africa, had a significant influence on FEWS NET operations,
including increased investment in higher resolution and better
quality rainfall and vegetation data (Ross et al., 2009).

CONCLUSION

The recent Decadal Survey serves as a guiding document for
NASA programs of Earth observations from space, placing a
new emphasis on use-inspired science, whereby end-user needs
explicitly inspire research scientists with the hope of improved
outcomes for those applications. This is complementary to the
curiosity-inspired science that has historically guided work in
this field, in which societal benefits are considered after the
scientific research has been completed. In response to this new
direction, NASA is initiating direct interaction with the satellite
data user community. The early efforts described here have begun
to engage a community that could use future PACE data in
support of fisheries and aquaculture. Through these activities, we
are increasing access to satellite products that can give resource
managers, lawmakers, fishing and aquaculture businesses the best
available remotely sensed information. This ensures that satellite
data providers and program managers understand the impact
of various choices they make about PACE (e.g., data processing,
latency, product development, and applied research efforts) and
it will prepare future users of PACE data and engage them around
the potential strengths, limitations, and uncertainties. Data gaps
and barriers and a need for more training and dialogue have
been identified, particularly around preparing the operational
community to assimilate OCI data into early warning systems
and dynamic ecosystem models.

Technical limitations aside, there are also practical limits to
the satellite data products that PACE will be able to provide.

The needs of end-users are as diverse as the data requirements
and delivery mechanisms to address those needs. While the role
of NASA is to explore new frontiers and foster innovative uses
of its satellite data for societal benefit, massaging the data into
just the right product and format for each user is not. Likewise,
NOAA provides operational products, but has to balance the
government’s interest in providing timely, open access to global
environmental data to promote and protect the safety and
security of the American public while not competing with private
businesses. Other organizations have developed the ability to
take NASA and NOAA satellite data products and get them into
the hands of new users. For example, in its Aquaduct water
risk platform WRI provides satellite products to the business
and investment community via Bloomberg’s mapping tool where
it is accessed by more than 400K users around the world.
Regularly exchanging ideas with diverse end-user groups informs
the PACE Mission about potential downstream uses of its data
while preparing user communities for the advancements that are
coming so that they can align resources to be ready to take full
advantage of the data as soon as it flows. Engaging stakeholders
on these and future follow-up activities with NOAA and other
federal and state agencies and businesses (e.g., fishing, tourism,
big data), we will be able to increase the return on investment
of PACE data by providing useful satellite products that give
managers, fishers, and aquaculture businesses the best available
information. Synergy with operational partners and end-users of
satellite data products is essential to realizing the full potential
of this and future NASA missions. Interagency collaboration on
stakeholder engagement through working groups, workshops,
and applied research projects will help us understand how current
and future satellite data can be optimized in new ways to solve
societal problems around marine food security.

NOTES

Workshop agendas and presentations are available at the
following sites: NASA/WRI Ocean Health and Fisheries
workshop, 2017, Washington, DC: https://www.wri.org/events/
2017/11/nasa-wri-ocean-health-and-fisheries-applications-work
shop. Post-workshop-Survey: https://www.surveymonkey.
com/r/MF2VSHJ. Interagency Chesapeake Bay workshop,
2018, Greenbelt, MD: https://science.gsfc.nasa.gov/610/
applied-sciences/chesapeake_bay_workshop.html. Post-
workshop Survey: https://docs.google.com/forms/d/1y4hA7JA-
eDrKwZbjKUkgEtwakyxrcR0v-_oVhBeil7E/viewform?edit_
requested=true.
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