
STRUCTURE, FUNCTION, 
AND PLASTICITY OF 
HIPPOCAMPAL DENTATE GYRUS 
MICROCIRCUITS

Topic Editors
Peter Jonas and John Lisman

NEURAL CIRCUITS 

http://journal.frontiersin.org/ResearchTopic/737
http://journal.frontiersin.org/ResearchTopic/737
http://journal.frontiersin.org/ResearchTopic/737
http://journal.frontiersin.org/ResearchTopic/737
http://journal.frontiersin.org/ResearchTopic/737
http://journal.frontiersin.org/ResearchTopic/737
http://www.frontiersin.org/Neural_Circuits


Frontiers in Neural Circuits  February 2015 | Structure, function, and plasticity of hippocampal dentate gyrus microcircuits | 1

ABOUT FRONTIERS
Frontiers is more than just an open-access publisher of scholarly articles: it is a pioneering 
approach to the world of academia, radically improving the way scholarly research is managed. 
The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share 
and generate knowledge. Frontiers provides immediate and permanent online open access to all 
its publications, but this alone is not enough to realize our grand goals.

FRONTIERS JOURNAL SERIES
The Frontiers Journal Series is a multi-tier and interdisciplinary set of open-access, online  
journals, promising a paradigm shift from the current review, selection and dissemination  
processes in academic publishing. 
All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service 
to the scholarly community. At the same time, the Frontiers Journal Series operates on a revo-
lutionary invention, the tiered publishing system, initially addressing specific communities of 
scholars, and gradually climbing up to broader public understanding, thus serving the interests 
of the lay society, too.

DEDICATION TO QUALITY
Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interac-
tions between authors and review editors, who include some of the world’s best academicians. 
Research must be certified by peers before entering a stream of knowledge that may eventually 
reach the public - and shape society; therefore, Frontiers only applies the most rigorous and 
unbiased reviews.
Frontiers revolutionizes research publishing by freely delivering the most outstanding research, 
evaluated with no bias from both the academic and social point of view.
By applying the most advanced information technologies, Frontiers is catapulting scholarly 
publishing into a new generation.

WHAT ARE FRONTIERS RESEARCH TOPICS?
Frontiers Research Topics are very popular trademarks of the Frontiers Journals Series: they are 
collections of at least ten articles, all centered on a particular subject. With their unique mix 
of varied contributions from Original Research to Review Articles, Frontiers Research Topics 
unify the most influential researchers, the latest key findings and historical advances in a hot 
research area! 
Find out more on how to host your own Frontiers Research Topic or contribute to one as an 
author by contacting the Frontiers Editorial Office: researchtopics@frontiersin.org

FRONTIERS COPYRIGHT 
STATEMENT
© Copyright 2007-2015  
Frontiers Media SA. 
All rights reserved.

All content included on this site, such as 
text, graphics, logos, button icons, images, 
video/audio clips, downloads, data 
compilations and software, is the property 
of or is licensed to Frontiers Media SA 
(“Frontiers”) or its licensees and/or 
subcontractors. The copyright in the text 
of individual articles is the property of their 
respective authors, subject to a license 
granted to Frontiers.

The compilation of articles constituting 
this e-book, wherever published, as well 
as the compilation of all other content on 
this site, is the exclusive property of 
Frontiers. For the conditions for 
downloading and copying of e-books from 
Frontiers’ website, please see the Terms 
for Website Use. If purchasing Frontiers 
e-books from other websites or sources, 
the conditions of the website concerned 
apply.

Images and graphics not forming part of 
user-contributed materials may not be 
downloaded or copied without 
permission.

Individual articles may be downloaded 
and reproduced in accordance with the 
principles of the CC-BY licence subject to 
any copyright or other notices. They may 
not be re-sold as an e-book.

As author or other contributor you grant a 
CC-BY licence to others to reproduce 
your articles, including any graphics and 
third-party materials supplied by you, in 
accordance with the Conditions for 
Website Use and subject to any copyright 
notices which you include in connection 
with your articles and materials.

All copyright, and all rights therein, are 
protected by national and international 
copyright laws.

The above represents a summary only. 
For the full conditions see the Conditions 
for Authors and the Conditions for 
Website Use.

ISSN 1664-8714
ISBN 978-2-88919-387-5
DOI 10.3389/978-2-88919-387-5

http://www.frontiersin.org/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://www.frontiersin.org/Neural_Circuits
http://journal.frontiersin.org/ResearchTopic/737


Frontiers in Neural Circuits  February 2015 | Structure, function, and plasticity of hippocampal dentate gyrus microcircuits | 2

STRUCTURE, FUNCTION, AND 
PLASTICITY OF HIPPOCAMPAL 
DENTATE GYRUS MICROCIRCUITS

Images were taken as part of work performed at the National Institute on Aging / National Institutes of 
Health

Topic Editors:  
Peter Jonas, Institute of Science and Technology,  Austria
John Lisman, Brandeis University, USA

http://www.frontiersin.org/Neural_Circuits
http://journal.frontiersin.org/ResearchTopic/737


Frontiers in Neural Circuits  February 2015 | Structure, function, and plasticity of hippocampal dentate gyrus microcircuits | 3

The hippocampus mediates several higher brain functions, such as learning, memory, and 
spatial coding. The input region of the hippocampus, the dentate gyrus, plays a critical role in 
these processes. Several lines of evidence suggest that the dentate gyrus acts as a preprocessor 
of incoming information, preparing it for subsequent processing in CA3. For example, the 
dentate gyrus converts input from the entorhinal cortex, where cells have multiple spatial 
fields, into the spatially more specific place cell activity characteristic of the CA3 region. 
Furthermore, the dentate gyrus is involved in pattern separation, transforming relatively 
similar input patterns into substantially different output patterns. Finally, the dentate gyrus 
produces a very sparse coding scheme in which only a very small fraction of neurons are 
active at any one time.

How are these unique functions implemented at the level of cells and synapses? Dentate 
gyrus granule cells receive excitatory neuron input from the entorhinal cortex and send 
excitatory output to the hippocampal CA3 region via the mossy fibers. Furthermore, several 
types of GABAergic interneurons are present in this region, providing inhibitory control over 
granule cell activity via feedback and feedforward inhibition. Additionally, hilar mossy cells 
mediate an excitatory loop, receiving powerful input from a small number of granule cells 
and providing highly distributed excitatory output to a large number of granule cells. Finally, 
the dentate gyrus is one of the few brain regions exhibiting adult neurogenesis. Thus, new 
neurons are generated and functionally integrated throughout life. How these specific cellular 
and synaptic properties contribute to higher brain functions remains unclear.

One way to understand these properties of the dentate gyrus is to try to integrate 
experimental data into models, following the famous Hopfield quote: “Build it, and you 
understand it.” However, when trying this, one faces two major challenges. First, hard 
quantitative data about cellular properties, structural connectivity, and functional properties 
of synapses are lacking. Second, the number of individual neurons and synapses to be 
represented in the model is huge. For example, the dentate gyrus contains ~1 million granule 
cells in rodents, and ~10 million in humans. Thus, full scale models will be complex and 
computationally demanding.

In this Frontiers Research Topic, we collect important information about cells, synapses, and 
microcircuit elements of the dentate gyrus. We have put together a combination of original 
research articles, review articles, and a methods article. 

We hope that the collected information will be useful for both experimentalists and modelers. 
We also hope that the papers will be interesting beyond the small world of “dentology,” i.e., 
for scientists working on other brain areas. Ideally, the dentate gyrus may serve as a blueprint, 
helping neuroscientists to define strategies to analyze network organization of other brain 
regions.
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The hippocampus mediates several higher brain functions, such
as learning, memory, and spatial coding. The input region of the
hippocampus, the dentate gyrus, plays a critical role in these pro-
cesses. Several lines of evidence suggest that the dentate gyrus
acts as a preprocessor of incoming information, preparing it for
subsequent processing in CA3. For example, the dentate gyrus
converts input from the entorhinal cortex, where cells have multi-
ple spatial fields, into the spatially more specific place cell activity
characteristic of the CA3 region. Furthermore, the dentate gyrus
is involved in pattern separation, transforming relatively similar
input patterns into substantially different output patterns. Finally,
the dentate gyrus produces a very sparse coding scheme in which
only a very small fraction of neurons are active at any one time.

How are these unique functions implemented at the level of
cells and synapses? Dentate gyrus granule cells receive excita-
tory neuron input from the entorhinal cortex and send exci-
tatory output to the hippocampal CA3 region via the mossy
fibers. Furthermore, several types of GABAergic interneurons
are present in this region, providing inhibitory control over
granule cell activity via feedback and feedforward inhibition.
Additionally, hilar mossy cells mediate an excitatory loop, receiv-
ing powerful input from a small number of granule cells and
providing highly distributed excitatory output to a large num-
ber of granule cells. Finally, the dentate gyrus is one of the few
brain regions exhibiting adult neurogenesis. Thus, new neurons
are generated and functionally integrated throughout life. How
these specific cellular and synaptic properties contribute to higher
brain functions remains unclear.

One way to understand these properties of the dentate gyrus
is to try to integrate experimental data into models, follow-
ing the famous Hopfield quote: “Build it, and you understand
it.” However, when trying this, one faces two major challenges.
First, hard quantitative data about cellular properties, structural
connectivity, and functional properties of synapses are lacking.
Second, the number of individual neurons and synapses to be
represented in the model is huge. For example, the dentate gyrus
contains ∼1 million granule cells in rodents, and ∼10 mil-
lion in humans. Thus, full scale models will be complex and
computationally demanding.

In this Frontiers Research Topic series of papers, we col-
lect important information about cells, synapses, and micro-
circuit elements of the dentate gyrus. We have put together a

combination of original research articles, review articles, and a
Methods article. The collection includes contributions on:

• Connectomics and lamellar organization of the dentate gyrus
(Sloviter and Lømo, 2012).

• Role of hilar mossy cells in dentate gyrus microcircuits (Jinde
et al., 2013; Scharfman and Myers, 2013).

• Structural and functional properties of granule cell axons and
mossy fiber output synapses (Zhao et al., 2012; Ruiz and
Kullmann, 2013).

• Adult neurogenesis, with focus on integration of new granule
cells into the dentate network (Lopez et al., 2012; Dieni et al.,
2013; Vivar and van Praag, 2013).

• Analysis of coding mechanisms by full-scale computational
models and theoretical approaches (Schneider et al., 2012;
Stella et al., 2013).

• Plasticity of the dentate gyrus during injury (Perederiy and
Westbrook, 2013).

We hope that the collected information will be useful for both
experimentalists and modelers. We also hope that the papers
will be interesting beyond the small world of “dentology,” i.e.,
for scientists working on other brain areas. Ideally, the den-
tate gyrus may serve as a blueprint, helping neuroscientists to
define strategies to analyze network organization of other brain
regions.
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Andersen et al. (1971) proposed that excitatory activity in the entorhinal cortex propagates
topographically to the dentate gyrus, and on through a “trisynaptic circuit” lying within
transverse hippocampal “slices” or “lamellae.” In this way, a relatively simple structure
might mediate complex functions in a manner analogous to the way independent piano
keys can produce a nearly infinite variety of unique outputs.The lamellar hypothesis derives
primary support from the “lamellar” distribution of dentate granule cell axons (the mossy
fibers), which innervate dentate hilar neurons and area CA3 pyramidal cells and interneu-
rons within the confines of a thin transverse hippocampal segment. Following the initial
formulation of the lamellar hypothesis, anatomical studies revealed that unlike granule
cells, hilar mossy cells, CA3 pyramidal cells, and Layer II entorhinal cells all form axonal
projections that are more divergent along the longitudinal axis than the clearly “lamellar”
mossy fiber pathway.The existence of pathways with “translamellar” distribution patterns
has been interpreted, incorrectly in our view, as justifying outright rejection of the lamel-
lar hypothesis (Amaral and Witter, 1989). We suggest that the functional implications of
longitudinally projecting axons depend not on whether they exist, but on what they do.
The observation that focal granule cell layer discharges normally inhibit, rather than excite,
distant granule cells suggests that longitudinal axons in the dentate gyrus may mediate
“lateral” inhibition and define lamellar function, rather than undermine it. In this review,
we attempt a reconsideration of the evidence that most directly impacts the physiological
concept of hippocampal lamellar organization.

Keywords: hippocampus, hippocampal formation, dentate gyrus, entorhinal cortex, lamellar organization, lateral
inhibition, mossy cells, inhibitory interneurons

ORIGINS OF THE LAMELLAR HYPOTHESIS
The anatomical features of the mammalian hippocampal forma-
tion are well described, and the importance of the hippocampus
to memory formation and spatial navigation is undisputed, but
exactly how the three-dimensional structural organization of the
hippocampal formation governs its behavior at the network level,
and how a relatively simple structure differentiates and encodes
so many distinct memories and locations remains incompletely
understood (O’Keefe and Nadel, 1978; Treves and Rolls, 1992;
McNaughton et al., 1996; Leutgeb et al., 2007; Morris, 2007; Rolls,
2010). The lamellar hypothesis of hippocampal function in its sim-
plest original form posited that excitatory activity travels from the
entorhinal cortex and through the hippocampus via a “trisynaptic
circuit” lying within a series of parallel hippocampal “slices” or
“lamellae” (Andersen et al., 1969, 1971). In this way, it was envis-
aged that temporal lobe interactions between the entorhinal cortex
and the hippocampus were organized topographically, and that
“lamellae” might operate independently, permitting a relatively
simple structure to mediate complex behaviors.

The lamellar hypothesis as originally conceived (Andersen et al.,
1969) was greatly influenced by the still unpublished anatomi-
cal findings of Blackstad and his colleagues in Århus, Denmark,
who had made two observations based on the distribution of

degenerating fibers after focal injury in the dentate gyrus or
entorhinal cortex. First, Blackstad et al. (1970) reported that after
small lesions of the dentate gyrus,degenerating mossy fibers exhib-
ited a “lamellar” pattern in the transverse plane, and they also
noted that “very narrow bands were seen in a few animals with
particularly small lesions.” Second, Andersen and colleagues cited
as a personal communication from Jeune the subsequently pub-
lished finding that, “each specific level of the entorhinal area
distributes fibers to a restricted segment of the hippocampus”
(Hjorth-Simonsen and Jeune, 1972). On the basis of these anatom-
ical features, and the electrophysiological responses to afferent
stimulation (Lømo, 1971), Andersen and colleagues suggested that
entorhinal neurons topographically excite a thin strip of gran-
ule cells, which then topographically excites CA3 neurons, and so
on, through the serial elements of the trisynaptic pathway lying
within a transverse hippocampal “slice” (Andersen et al., 1969,
1971; Lømo,1971). Unsurprisingly, anatomical studies have clearly
demonstrated that the structural organization of the hippocampal
trisynaptic circuit is far more intricate than originally appreciated.

The original lamellar hypothesis (Andersen et al., 1971) did not
anticipate all of the implications of the longitudinal axonal distrib-
utions of Layer II entorhinal neurons, dentate hilar mossy cells and
CA3 pyramidal cells, and because these structural features can be
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interpreted as being either consistent (Andersen et al., 2000; Lømo,
2009) or inconsistent (Amaral and Witter, 1989) with the lamellar
hypothesis, we believe that the hypothesis merits discussion and
updating in a way that takes all of the relevant information into
account. In the original publication that introduced the lamel-
lar hypothesis, Andersen et al. (1971) did not state or imply that
lamellae are spatially rigid“hardware”units that function indepen-
dently under all conditions, or that excitatory neurotransmission
through the “trisynaptic circuit” must remain wholly within indi-
vidual transverse“slices.”To the contrary,Andersen and colleagues
stated that, “the functional independence of neighboring lamellae
suggests that the hippocampus, despite its stereotyped structure, may
be capable of considerable operational flexibility,” and noted that,
“the total output from the hippocampus would derive from a series of
lamellae, the number and size of which would largely depend on the
pattern of afferent impulses passing along the perforant path fibers
from the entorhinal area.” Perhaps most importantly, Andersen
and colleagues also wrote that they had not directly examined,
“. . .the possible defocusing effect of the longitudinal associational
fibers, which are collaterals of CA3 cells running parallel to the
long axis of the hippocampus and making synaptic contact with
other CA3 cells (Lorente De Nó, 1934).” Thus, Andersen and col-
leagues proposed the lamellar hypothesis with the recognition and
understanding that the longitudinal CA3 pathway existed, and that
translamellar facilitation and inhibition mediated by longitudinal
excitatory and inhibitory pathways would sculpt excitatory signals
and govern the parameters of lamellar function (Andersen et al.,
1971).

Following the earliest anatomical studies cited by Andersen and
colleagues in their initial proposal of the lamellar hypothesis, tracer
studies concluded that the entorhinal cortex forms a topographic,
but somewhat divergent innervation of the dentate gyrus (Wyss,
1981; Ruth et al., 1982, 1988; Witter et al., 1989), and that both
CA3 pyramidal cells (Lorente De Nó, 1934; Swanson et al., 1981)
and dentate hilar neurons (Zimmer, 1971; Swanson et al., 1978;
Berger et al., 1981; Laurberg and Sørensen, 1981) also form exten-
sive longitudinal associational axonal projections. The relevance
of longitudinally extensive afferent and associational pathways to
the concept of lamellar organization was addressed in a com-
mentary article by Amaral and Witter (1989), who concluded
that the existence of pathways that travel in the septo-temporal
plane was incompatible with “a strict interpretation of the lamellar
hypothesis,” and stated that, “clinging to the lamellar concept of hip-
pocampal function is fast becoming detrimental to further advances
in understanding structure/function relationships in this system.”
The outright rejection by Amaral and Witter of a “strict” version
of the lamellar hypothesis that was neither stated nor implied by
the original hypothesis (Andersen et al., 2000) has been so influ-
ential that only limited discussion of the lamellar hypothesis has
subsequently appeared, and virtually no mention of the hypoth-
esis is made in the recently published encyclopedic compendium
of all things hippocampal (Andersen et al., 2007).

REVISITING THE LAMELLAR HYPOTHESIS
In our view, the lamellar hypothesis has much to recommend it,
and its appeal involves no attraction to outdated or obsolete con-
cepts. To the contrary, we think it would be imprudent to discard

a useful hypothesis unless its value has been irretrievably dimin-
ished. We suggest that the significance of longitudinally projecting
axons depends not on whether they exist, but on what they do, and
that the data from tracing studies can be just as readily interpreted
as supporting the lamellar hypothesis as undermining it. In this
review, we attempt a reconsideration of the evidence that most
directly impacts the lamellar hypothesis. Our position is not that
the hypothesis as originally formulated anticipated all subsequent
findings, or that it should remain unmodified. Rather, we suggest
that a reappraisal of all of the relevant data is warranted and com-
pelling, and that the implications of the lamellar hypothesis for
understanding hippocampal function need to be reconsidered in
light of several issues that have not informed previous discussions
of the subject.

The structural organization and function of the hippocampus
can be viewed from different perspectives,and we do not pretend to
know how to determine objectively which perspective might most
closely approximate the truth. From the most fundamental biolog-
ical article of faith that structure governs function, we assume that
hippocampal “lamellar” function, if it is an operative physiologi-
cal process that can be defined, is established and governed by the
three-dimensional organization of the hippocampal formation,
and also by other brain regions that influence hippocampal events.
Before considering the connectivity of each hippocampal cell pop-
ulation in greater detail,we will examine the entorhinal input to the
dentate gyrus by perforant path fibers because hippocampal infor-
mation flow apparently starts there, and our understanding of how
information in the entorhinal cortex reaches the hippocampus will
facilitate an understanding of what the dentate gyrus might do and
how it might do it.

HOW “LAMELLAR” OR “NON-LAMELLAR” IS THE ENTORHINAL CORTEX
INPUT TO THE DENTATE GYRUS?
A primary piece of anatomical evidence supporting the initial
formulation of the lamellar hypothesis was the finding that the
entorhinal fibers, “. . .spread out in the septo-temporal direction...”
and that, “each specific level of the entorhinal area distributes fibers
to a restricted segment of the hippocampus” (Hjorth-Simonsen and
Jeune, 1972). The longitudinal spread of entorhinal fibers was
understandable within a “lamellar” context, as noted by Hjorth-
Simonsen and Jeune, because the entorhinal cortex is smaller
than the hippocampus, and therefore, the outputs must fan out
naturally to some extent to form a topographical “lamellar” inner-
vation of the larger hippocampus. However, numerous studies
using tracer injections reported that although the entorhinal cor-
tex input to the dentate gyrus has clear topographic features, with
different parts of the entorhinal cortex projecting to different
segments of the dentate gyrus along the septo-temporal axis, it
is nonetheless more divergent longitudinally than expected for
a “lamellar” input (Ruth et al., 1982, 1988; Witter et al., 1989;
Dolorfo and Amaral, 1998; van Groen et al., 2003; Witter, 2007).
The conclusion that entorhinal cells form longitudinally exten-
sive axonal terminations in the molecular layers of the dentate
gyrus derives mainly from the observation that when an antero-
grade tracer is injected into the entorhinal cortex, the tracer is
subsequently found to distribute along a significant expanse of the
dentate gyrus (Witter, 2007). This finding seems to contradict the
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argument made by Andersen et al. (1971) that “a point source of
entorhinal activity projects its impulses. . . along a slice, or lamella,
of hippocampal tissue.” The tracer data appear similarly incon-
sistent with the observation that local stimulation of perforant
path fibers near their entry to the dentate gyrus excites granule
cells within a narrow transverse plane of the dentate gyrus, with
the extracellular EPSP falling off sharply on either side (Lømo,
1971, 2009). However, no inconsistency arises if the entorhinal
cortex contains separate columns that process incoming informa-
tion similarly across the region, as do columns for individual parts
of the visual field, the body surface, or composite sounds in pri-
mary visual, somatosensory, or auditory cortices (Kandel et al.,
2000). In this scenario, co-mingled neurons that send longitudi-
nally restricted axons to different portions of the dentate gyrus
would appear, after injection of anterograde tracer into one site,
to form highly divergent projections. Therefore, we hypothesize
that cells in one such column (represented by Cell 1 in Figure 1)
project their axons to one transverse lamella, while neighboring
cells in the same column (Cell 2) project their axons to a different
lamella, and so on for other neurons (Cell n) within the column.
In addition, we suggest that cells with properties similar to Cell 1
in Columns 2 and 3 project their axons into the same lamella as
Cell 1 in Column 1, and that cells with properties similar to Cell 2
project into the lamella of Cell 2, and so on (Figure 1). With such
an organization, the results of both the tracer studies and the elec-
trophysiological studies would be completely compatible. There is
anatomical evidence that the entorhinal cortex, like other neocor-
tical regions, is organized into a mosaic of similar columns (Witter
and Moser, 2006). Intermingling of neurons that target spatially

separated targets occurs in other parts of the cortex, for example
in the primary motor cortex where adjacent neurons project to
motor neurons that innervate different muscles (Andersen et al.,
1975), and would give the appearance, after focal tracer injection,
that all cells have divergent axonal projections.

HOW DIVERGENT ARE THE AXONS OF LAYER II ENTORHINAL NEURONS
ALONG THE SEPTO-TEMPORAL AXIS?
Uncertainty regarding the extent of divergence of perforant path
fiber input to the dentate gyrus makes two studies particularly
relevant. First, if most or all Layer II entorhinal cortex neurons
innervate wide expanses of the dentate gyrus, then two different
retrograde tracers injected into two widely separated segments of
the dentate gyrus should be transported and co-localized by most
or all Layer II cells. This study was performed in the monkey, and
although some co-localization of tracer was noted in some cells in
the transitional area between the two cortical regions that project
to the two tracer injection sites, individual cells containing both
tracers were relatively rare (Witter et al., 1989). This finding sug-
gests that most entorhinal neurons probably do not innervate a
large expanse of the dentate molecular layer.

Second, if a small injection of anterograde tracer into the
entorhinal cortex can label a broad expanse of the dentate gyrus
because individual Layer II entorhinal neurons reliably innervate
that same longitudinal expanse, then individual entorhinal neu-
rons filled with dye should exhibit axons that span that large
expanse. However, that does not appear to be the case (Tamamaki
and Nojyo, 1993). Although reviews emphasizing the divergence
of the entorhinal projection to the dentate gyrus cite 2.0 mm

FIGURE 1 | A possible organization of the entorhinal input to the
dentate gyrus. The entorhinal cortex in this perspective consists of a
mosaic of vertical columns. Each column contains subsets of cells of
similar properties (red, green, or blue) present in each column. Cells in
each subset project their perforant path axons into the same lamella.
Tracers injected locally into either the entorhinal cortex or the dentate
gyrus, after anterograde or retrograde transport, respectively, will label

extensive regions of the dentate gyrus or entorhinal cortex, even though
individual axons enter only one lamella. This scenario is consistent with
both the longitudinally restricted axonal projections of single Layer II cells
described by Tamamaki and Nojyo (1993), the divergent spread of tracers
after focal injection into the entorhinal cortex (Witter, 2007) and the
lamellar excitation of dentate granule cells by stimulation of perforant path
fibers where they enter the dentate gyrus (Lømo, 2009).
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(∼20% of the length of the rat dentate gyrus) as the approxi-
mate longitudinal extent of the terminal arbors of individual Layer
II entorhinal neuron axons (Amaral and Lavenex, 2007; Witter,
2007), we note the following points in the study by Tamamaki
and Nojyo (1993), in which the axons of six individual Layer II
neurons were described. Five of the six cells analyzed exhibited
axons that extended <1.5 mm along the longitudinal axis, and the
sixth cell did not reach 2.0 mm in its longitudinal extent. The aver-
age longitudinal spread of single axon terminals may therefore be
<1.5 mm. Functionally, the width of the transverse strip, the size
of the cluster of granule cells, or the spatial extent of the granule
cells brought to firing by perforant path input in the normal state
may be narrower still. This is likely to occur predominantly along
the midline of the axon’s terminal field because that is where the
efficiency or density of terminals is probably highest. That is also
where EPSPs will summate most effectively and where repetitive
impulse activity will cause the greatest “frequency potentiation,”
as observed during repetitive stimulation at 10–20 Hz (Andersen
et al., 1966; Bliss and Lømo, 1973), which corresponds to fre-
quencies recorded in vivo from entorhinal cortex layer II cells
projecting to the dentate gyrus during exploration (Fyhn et al.,
2007).

Several methodological factors make it difficult to be certain
about the axonal distribution of the six cells described by Tama-
maki and Nojyo (1993). Of the 16 cells that were initially labeled,
10 cells were too inadequately filled for the authors to give any
description of their axonal distribution. Thus, it remains a pos-
sibility that the remaining six cells that were reconstructed and
described may have been only partially filled, and the longitudi-
nal extent of their axonal projections underestimated, although the
extensive cell-filling in the transverse plane suggests that the longi-
tudinal axon distribution estimates of most cells may well be accu-
rate (∼1.4 mm). These authors also stated that the somata of all six
Layer II cells were from a dorsolateral subregion of the entorhinal
cortex that specifically innervates the septal dentate gyrus, and that
technical factors may have biased cell selection for large neurons.
Therefore, these six cells may be a non-representative subset of all
Layer II neurons (Tamamaki and Nojyo, 1993).

Thus, we are left with uncertainty about several anatomical
features that have unknown significance for the functional issue
being discussed. But regardless of whether an “anatomical lamella”
or granule cell “cluster” is only as wide as the narrowest part of the
mossy fiber pathway (∼0.2 mm), or is the width of the entorhi-
nal input to the dentate gyrus and most inhibitory interneurons
(∼1.0–1.5 mm), we do not think that these anatomical features can
be assumed to have linear control of lamellar physiology. That is,
we do not see the transverse strips or clusters of active granule cells
as “hard-wired” anatomical lamellae of a fixed width, but rather, as
narrow functional strips or clusters of activity, one strip or cluster
flowing into others, shifting position and width as events unfold,
and interacting via longitudinal connections. Assuming that most
entorhinal neurons have a ∼1.0–1.4 mm axonal divergence along
the septo-temporal axis, the available data support the lamellar
hypothesis in the sense that individual entorhinal neurons appar-
ently send their axons to a relatively narrow transverse segment
of the dentate gyrus (Tamamaki and Nojyo, 1993), as originally
stated by Hjorth-Simonsen and Jeune (1972).

Although the available anatomical data can be cited to support
opposite perspectives, and the scheme in Figure 1 above may be
wrong, it is nonetheless difficult to reconcile the observed acti-
vation of a narrow transverse strip of dentate granule cells in
the rabbit (Lømo, 1971, 2009), or the idea of pattern separation
(McNaughton, 1989; Leutgeb et al., 2007), with the idea of a uni-
formly diffuse non-lamellar input to the dentate gyrus. Clearly,
should future studies demonstrate that most or all Layer II neu-
rons possess axons that target granule cells along most or all of the
dorsal dentate gyrus (∼4.0 mm), as concluded by Amaral and Wit-
ter (1989), our suggested scheme would be incorrect. Regardless,
the issue of the longitudinal divergence of the entorhinal input
to the dentate gyrus may be a moot point with regard to lamellar
function because it is clear that even if the entorhinal input to
the dentate gyrus is only 1.0–1.5 mm along the longitudinal axis
(Tamamaki and Nojyo, 1993), it is still more extensive longitudi-
nally than the clearly “lamellar” mossy fiber pathway, which may
be as limited as ∼0.2 mm in the septo-temporal plane (Blackstad
et al., 1970; Claiborne et al., 1986).

FUNCTIONAL IMPLICATIONS OF A POSSIBLY DIVERGENT ENTORHINAL
INPUT TO THE DENTATE GYRUS
How does the recognition that the entorhinal input to the dentate
gyrus is more extensive longitudinally than the mossy fiber path-
way impact the concept of lamellar function? Very little, in our
view, for several reasons. First, since we have argued that the exis-
tence of longitudinal associational pathways is not, in and of itself,
evidence against the concept of lamellar function, we view the
anatomical features of the entorhinal input to the hippocampus
similarly. That is, we would argue that the existence of a somewhat
divergent afferent pathway has no obvious implications for lamel-
lar function because the physiological implications of anatomical
features cannot be easily inferred. Second, it is now clear that the
perforant path input to the dentate gyrus directly innervates mol-
ecular layer dendrites of granule cells (McNaughton et al., 1981),
basket cells, and axo-axonic cells (Soriano and Frotscher, 1989;
Zipp et al., 1989), as well as the dendrites of hilar mossy cells
(Figure 7C of Sloviter, 1983) and hilar somatostatin-positive neu-
rons that send dendrites into the molecular layer (Sloviter, 1983;
Leranth et al., 1990; Soltesz et al., 1993; Frotscher et al., 1994; Buck-
master, 2012). Thus, the perforant path input to the dentate gyrus
could evoke feed-forward inhibition in granule cells (Buzsáki,
1984; Sloviter, 1991a), thereby inhibiting weakly excited granule
cells and resulting in a highly focused excitation of granule cells,
perhaps at the center of a somewhat divergent entorhinal axonal
plexus. In addition, strong recurrent inhibition of dentate granule
cells, as demonstrated in the rabbit (Lømo, 2009), might similarly
“sharpen” the input message, as might an inhibitory component
included in the entorhinal input to the dentate gyrus (Germroth
et al., 1989). Regardless, it seems highly doubtful that the net phys-
iological influence of any axonal pathway can be inferred solely, or
even secondarily, from its structural dimensions.

THE LONGITUDINAL EXTENT OF THE ASSOCIATIONAL
AXONS OF HIPPOCAMPAL NEURONS: AN OVERVIEW
Before discussing the features of the different hippocampal neu-
ron subpopulations, we summarize here (Table 1) the main
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Table 1 | Comparative lengths of longitudinal associational axon projections of different hippocampal neuron subpopulations.

Cell type Axon plexus

longitudinal length

Reference

Entorhinal layer II pyramidal neurons ∼1.4–1.9 mm Tamamaki and Nojyo (1993)

Dentate granule cells+ ∼0.2–1.3 mm Blackstad et al. (1970), Claiborne et al. (1986),

Acsády et al. (1998), and Ropireddy and Ascoli (2011)

Dentate mossy cells

[periodicity of axonal distribution (Soltesz et al., 1993) : ∼900 µm]

∼6.6 mm Amaral and Witter (1989), Soltesz et al. (1993), and

Buckmaster et al. (1996)

Dentate basket cells ∼1.0–1.5 mm Struble et al. (1978), Amaral and Lavenex (2007),

Freund and Buzsáki (1996), and Sík et al. (1997)

Dentate hilar dendritically projecting cells# ∼1.0–1.5 mm Buckmaster and Schwartzkroin (1995), Freund and

Buzsáki (1996), and Sík et al. (1997)

CA3 pyramidal cells

[periodicity of axonal distribution and HSP72 expression after

ischemic injury (Hsu and Buzsáki, 1993; Li et al., 1994) :

∼300–600 µm]

∼4–7 mm Ishizuka et al. (1990), Li et al. (1994), and Tamamaki

and Nojyo (1991)

CA1 pyramidal cells (associational fibers) Negligible Amaral et al. (1991) and Amaral and Lavenex (2007)

+Note that the longitudinal course taken by the mossy fibers at the end of their trajectory at particular septo-temporal levels (Swanson et al., 1978; Tamamaki and

Nojyo, 1991; Acsády et al., 1998; Ropireddy and Ascoli, 2011) is not considered here.
#Note that the distances are those in which most axon length is sequestered, not the longest distance traversed by a single fiber.

hippocampal cell types with reference to the relative extents of
their longitudinal associational axon projections, because the exis-
tence of these projections has been cited as the primary evidence
undermining the concept of lamellar function (Amaral and Witter,
1989).

Hippocampal neurons with longitudinally limited associa-
tional axon projections, i.e., neurons that form few associa-
tional axons, or keep most of their axons within ∼1.0–1.5 mm
of their somata, include dentate granule cells (Blackstad et al.,
1970; Gaarskjaer, 1978, 1981), most or virtually all hippocam-
pal inhibitory interneurons (Struble et al., 1978; Buckmaster and
Schwartzkroin, 1995; Freund and Buzsáki, 1996; Sík et al., 1997;
Zappone and Sloviter, 2001, 2004; Gloveli et al., 2005; Amaral and
Lavenex, 2007), and CA1 pyramidal cells, which form longitudi-
nal projections to the subiculum, but few associational axons that
interconnect CA1 pyramidal cells (Amaral et al., 1991; Amaral and
Lavenex, 2007). Hippocampal neurons with extensive longitudi-
nal associational axons (most axon length greater than ∼1.5 mm
from the soma of origin) include only dentate hilar mossy cells
(Soltesz et al., 1993; Buckmaster et al., 1996) and CA3 pyramidal
cells (Ishizuka et al., 1990; Li et al., 1994). It should be noted that
although hippocampal interneurons restrict most of their ipsilat-
eral associational axon length to within ∼1 mm of their somata,
many of the same interneurons form long-axon projections that
innervate the contralateral hippocampus and the medial septum
(Zappone and Sloviter, 2001, 2004).

In the discussion that follows, we address the question of
whether the available anatomical evidence really negates the lamel-
lar hypothesis, or whether longitudinal “translamellar” axons
could be consistent with a model in which the granule cells are
functionally separated from adjacent granule cells by lateral inhi-
bition, and further, whether granule cell information transmitted
to mossy cells and CA3 pyramidal cells via the undisputedly
“lamellar” mossy fiber pathway is then conveyed topographically

to targets at multiple levels throughout the longitudinal axis of
the hippocampus, inhibiting some targets and exciting others. In
this scenario, the net effect of “translamellar” axonal projections
would depend on the net effects of longitudinally projecting mossy
cells and CA3 pyramidal cells on principal cells or interneurons at
different levels along their longitudinal trajectories (Gulyás et al.,
1993; Sik et al., 1993; Bernard and Wheal, 1994; Wittner et al., 2006;
Ropireddy et al., 2011). If these effects include excitation of distant
inhibitory neurons, then the existence of longitudinally project-
ing axons could define lamellar function, rather than undermine
it. After all, how could activity in spatially separated “lamellae” or
“clusters”of pyramidal cells or granule cells be coordinated (Dead-
wyler and Hampson, 1999; Hampson et al., 1999; Small, 2002)
without the involvement of longitudinal excitatory projections?

THREE-DIMENSIONAL ORGANIZATION OF THE DENTATE
GYRUS
IS THE EXISTENCE OF LONGITUDINALLY PROJECTING MOSSY CELL
AXONS NECESSARILY ANTITHETICAL TO THE CONCEPT OF LAMELLAR
FUNCTION?
It is clear and undisputed that whereas the dentate granule cells
send “lamellar” axons to their hilar and area CA3 target cells
(Blackstad et al., 1970; Gaarskjaer, 1978, 1981; Claiborne et al.,
1986; Acsády et al., 1998; Ropireddy and Ascoli, 2011), dentate
hilar mossy cells form a complementary longitudinal axon system
that preferentially innervates distant segments of the dentate gyrus
along the septo-temporal axis. That is, mossy cells preferentially
avoid innervating the inner molecular layer within the “lamella” in
which they receive mossy fiber excitation, but instead, apparently
innervate local interneurons in the hilus of their “home” lamella
before their axons enter the molecular layer and travel longitu-
dinally to preferentially innervate the inner molecular layer of
distant segments of the dentate gyrus (Amaral and Witter, 1989;
Soltesz et al., 1993; Buckmaster et al., 1996). Importantly, whereas
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the convergence of granule cell input to inhibitory interneurons is
high, convergence of mossy fibers onto mossy cells and CA3 pyra-
midal cells is low (Acsády et al., 1998), which is a structural feature
consistent with a highly topographic (“lamellar”) excitation of
targeted principal cells by individual granule cells. That is, many
granule cells contribute to the convergent activation of nearby
inhibitory interneurons that presumably generates intralamellar
inhibition, whereas the non-convergent innervation of mossy cells
and CA3 pyramidal cells likely conserves the point-to-point lamel-
lar nature of the transmission from granule cells to their excitatory
target cells.

The “lamellar” pattern of mossy fiber distribution and the
complementary “translamellar” pattern of mossy cell axon dis-
tribution prompt several questions. First, what purpose does it
serve for granule cells to severely limit the longitudinal spread of
their initial communication if that highly focused message is sim-
ply going to be extensively amplified and spread longitudinally to
other granule cells by mossy cells, thereby “defocusing” the exci-
tation of the initially targeted lamella by the entorhinal input?
Second, is the existence of excitatory longitudinal associational
fibers, in and of itself, antithetical to the concept of lamellar orga-
nization? The answers to these questions are apparent, but only
if lamellar function is defined by “on-beam” excitation of gran-
ule cell target cells and “off-beam” translamellar lateral inhibition
that spatially restricts granule cell excitation (Sloviter, 1994; Zap-
pone and Sloviter, 2004). This hypothesized organization within
the dentate gyrus may have significant similarities to the structural
organization of the cerebellum, in which “on-beam” excitation of
Purkinje cells by the parallel fibers is focused by lateral inhibition
mediated via excitation of inhibitory interneurons (Eccles et al.,
1967; Ito, 1984; Cohen and Yarom, 2000; Gao et al., 2006). Thus, if
the mossy cell-derived longitudinal axon system activates distant
dentate inhibitory interneurons, thereby producing lateral gran-
ule cell inhibition in distant granule cells, the “lamellar” pattern
of granule cell axon distribution and the “translamellar” pattern
of mossy cell axon distribution might establish lamellar function,
rather than undermine it. Similarly, if two groups of spatially sepa-
rated CA1 pyramidal cells must discharge synchronously to encode
a particular memory or recognize a particular location in space
(Deadwyler and Hampson, 1999; Hampson et al., 1999), trans-
verse and longitudinal axon collaterals of CA3 pyramidal cells
may be the primary means of synchronizing two or more spa-
tially separated target populations. Of particular relevance to this
issue are reports that both dentate mossy cells and CA3 pyramidal
cells innervate their respective target regions unevenly, with peri-
odic clusters of axon length occurring at intervals of ∼900 µm
for mossy cells (Soltesz et al., 1993) and ∼300–600 µm for CA3
pyramidal cells (Hsu and Buzsáki, 1993; Li et al., 1994), respec-
tively. This pattern of axon distribution by excitatory longitudinal
fibers, which might form “bands” of excitation and inhibition via
excitation of principal cells and inhibitory interneurons (Wittner
et al., 2006), respectively, may be entirely consistent with lamel-
lar organization (Li et al., 1994). That is, communication between
spatially separated neurons or neuronal clusters (Deadwyler and
Hampson, 1999; Hampson et al., 1999; Small, 2002) would require
an excitatory longitudinal associational pathway to coordinate this
spatially separated activity.

LATERAL INHIBITION IN THE DENTATE GYRUS AS A MECHANISM
DEFINING LAMELLAR FUNCTION
The anatomical perspective that the “translamellar” distribution
pattern of dentate mossy cell axons is, in and of itself, antitheti-
cal to the concept of lamellar function (Amaral and Witter, 1989)
was the logical consequence of assuming that hilar mossy cells
directly excite distant granule cells, thereby defocusing the entorhi-
nal excitation of the granule cell layer. However, this does not
appear to be the case. In studies performed in vivo before the
features of the ipsilateral longitudinal associational projections of
mossy cells were fully appreciated, Buzsáki and colleagues (Buzsáki
and Czeh, 1981; Buzsáki and Eidelberg, 1981, 1982) and God-
dard and colleagues (Douglas et al., 1983; Bilkey and Goddard,
1987) reported that stimulation of the excitatory dentate com-
missural pathway formed by glutamatergic mossy cells (Frotscher,
1992; Soriano and Frotscher, 1994) produced a paradoxical net
inhibitory effect on contralateral granule cells because the com-
missural excitation of basket cells apparently predominated over
“very weak”commissural excitation of granule cells (Douglas et al.,
1983). The subsequent finding that mossy cells also form an exten-
sive associational axon collateral system (Amaral and Witter, 1989)
should have led to the hypothesis that mossy cells might also excite
basket cells ipsilaterally, producing granule cell lateral inhibition,
rather than lateral excitation, but that connection was not made at
the time.

It was the discovery that the seizure-induced death of hilar
mossy cells is closely associated with the immediate develop-
ment of granule cell hyperexcitability (Sloviter, 1987, 1991b),
taken together with the data indicating the translamellar pattern
of mossy cell axon distribution (Amaral and Witter, 1989), that
led us to propose the hypothesis that seizure-induced mossy cell
death might denervate distant basket cells, resulting in translamel-
lar granule cell disinhibition (Sloviter, 1994). The concept of
translamellar granule cell disinhibition implied the existence of
normal translamellar inhibition, and this implication led us to
determine whether lateral inhibition exists in the normal den-
tate gyrus (Sloviter and Brisman, 1995), and whether it is abol-
ished following extensive hilar neuron loss (Zappone and Sloviter,
2004).

To selectively activate a “lamella” or “cluster” of granule cells,
and then determine the effect of that discharge on granule cell
responses in a distant“lamella,” is not a trivial undertaking because
even highly localized electrical stimulation of the granule cell
layer might produce ipsilateral effects a few millimeters along
the longitudinal axis via unidentifiable pathways or mechanisms
(Hetherington et al., 1994). Therefore, we developed a method of
locally delivering the GABA-A receptor antagonist bicuculline to
the granule cell layer to produce a highly localized and augmented
granule cell layer discharge in response to afferent stimulation out-
side the hippocampus. During continuous perforant path stimula-
tion in vivo at 0.3 Hz, passive diffusion of bicuculline methiodide
from the tip of a recording microelectrode resulted in spatially
restricted (<1 mm) granule cell layer discharges that caused pow-
erful, long-lasting (>150 ms) lateral inhibition at distant granule
cell layer recording sites up to 4.5 mm along the septo-temporal
axis (Sloviter and Brisman, 1995; Zappone and Sloviter, 2004).
Thus, “lamellar” granule cell layer discharges produce powerful
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distant granule cell lateral inhibition, which apparently predom-
inates over an underlying “associative” excitation of granule cells
by mossy cells (Zappone and Sloviter, 2004).

Importantly, only extensive hilar neuron loss caused by pro-
longed perforant path stimulation abolished this translamellar
inhibitory effect (Zappone and Sloviter, 2004). Minor mossy cell
loss in kainate-treated rats (Zappone and Sloviter, 2004), or in hip-
pocampal slices in which a small percentage of mossy cells were
manually destroyed after being visually identified (Ratzliff et al.,
2004), failed to replicate the granule cell hyperexcitability associ-
ated with extensive hilar neuron loss. The hypothesis that granule
cell hyperexcitability is specifically caused by extensive mossy cell
loss (Sloviter, 1994; Zappone and Sloviter, 2004) is supported by
a recent study in a conditional knockout mouse that selectively
expresses the diphtheria toxin receptor in hilar mossy cells. In these
animals, diphtheria toxin triggers selective and extensive mossy
cell loss, immediate granule cell hyperexcitability in vitro, as well
as impaired pattern separation in the dentate gyrus (Jinde et al., in
press).

Consistent with the studies in rats described above, strong stim-
ulation of perforant path fibers where they enter the dentate gyrus
causes dentate granule cells to discharge along a narrow transverse
strip in the rabbit (Lømo, 2009). Stimulation of mossy fibers in
area CA3 activates a similar transverse strip antidromically. Both
activations are accompanied immediately afterward by lateral inhi-
bition, which in the rabbit lasts up to 100 ms and spreads 4–5 mm
to either side of the strip (Lømo, 2009). Evidently, impulses along
collaterals of granule cell axons activate local interneurons (Acsády
et al., 1998) that inhibit granule cells. Local inhibitory interneu-
rons likely cause the inhibition within and immediately outside
the lamella, whereas mossy cells may inhibit granule cells at greater
longitudinal distances via excitation of inhibitory interneurons, as
described in the preceding paragraphs. Signs of feed-forward inhi-
bition did not appear under the conditions of these experiments
(Lømo, 2009), but may well occur given that many inhibitory
interneurons extend dendrites into the molecular layer, and may
respond to volleys along the perforant path before the granule cells
discharge (Buzsáki, 1984).

LONGITUDINAL INFLUENCES OF DENTATE GYRUS INHIBITORY
INTERNEURONS
If individual lamellae of the dentate gyrus, spatially restricted
clusters of granule cells, or individual granule cells function inde-
pendently and form unique combinations of temporally associated
activity with other granule cells in distant locations, then the
inhibitory interneurons that mossy cells excite would be predicted
to have longitudinally restricted axons that inhibit individual
lamellae, rather than expansive axonal networks that inhibit large
segments of the granule cell layer. That is, if different combinations
of spatially separated granule cells need to discharge in unison
under different conditions, it would be hypothetically unproduc-
tive for the activation of cells in one lamella to inhibit all other
lamellae indiscriminately. Thus, mossy cell activation of distant
interneurons having longitudinally restricted axonal projections
might ideally permit control of individual lamellae, allowing dis-
tantly separated neurons to discharge in varying combinations,
perhaps to encode specific memories (Small, 2002) or to register,

remember, and locate particular spatial locations (Deadwyler and
Hampson, 1999; Hampson et al., 1999).

The results of virtually all studies of the longitudinal
axonal distributions of dye-filled and reconstructed interneurons
appear consistent with lamellar organization because virtually
all interneurons studied keep most of their axon length within
∼1 mm of their somata (Amaral and Lavenex, 2007). Although
the method of filling individual neurons with a dye and then cal-
culating the longitudinal extent of their axons from reconstructed
consecutive sections is technically difficult and prone to underes-
timation when a cell is incompletely filled (Sík et al., 1997), the
studies of the axonal fields of the few dentate gyrus interneurons
that have been filled and reconstructed have consistently shown
that most of the axon length of inhibitory interneurons remains
close to the soma, with a sharp drop-off of axon length as the
septo-temporal distance from the soma increases past ∼1 mm
(Buckmaster and Schwartzkroin, 1995; Sík et al., 1997). Filled hilar
interneurons that innervate the perforant path termination zone
in the outer dentate molecular layer, and correspond to the hilar
somatostatin-positive population (Bakst et al., 1986; Sloviter and
Nilaver, 1987; Halasy and Somogyi, 1993), also concentrate most
of their axonal length within their lamellae of origin (Amaral and
Witter, 1989; Buckmaster and Schwartzkroin, 1995; Freund and
Buzsáki, 1996; Sík et al., 1997), although a few axons extend farther
(Buckmaster and Schwartzkroin, 1995), possibly on their way to
the septum (Zappone and Sloviter, 2001). The few dentate basket
cells that have been analyzed exhibit a similarly restricted axonal
distribution (Sík et al., 1997), with axons extending ∼1.0–1.5 mm
along the septo-temporal axis (Struble et al., 1978; Sík et al., 1997),
which is, interestingly, the width of the septo-temporal expanse
specifically avoided by the mossy cells (Amaral and Witter, 1989;
Soltesz et al., 1993; Buckmaster et al., 1996).

The small body of data describing individual inhibitory
interneurons that have been filled in vivo and reconstructed, and
the complete lack of information about how generally extensive
the longitudinal associational projections of most hippocampal
interneuron subpopulations might be, led us to initiate retrograde
tracer studies to identify the extent of both the commissurally- and
associationally projecting interneuron subpopulations (Zappone
and Sloviter, 2001, 2004). Although a retrograde tracer study can-
not describe the projections of any given single cell, its strength
lies in the ability of a tracer to label a large percentage of any
neuronal population capable of transporting the tracer from a
particular location. Thus, tracer studies give a more representative
estimate of the extent of the axonal projections formed by entire
cell populations, as opposed to the features of single cells that may
not be representative of the larger cell population. The results of
these retrograde tracer studies showed that a majority of dentate
gyrus interneurons, and virtually all somatostatin-positive hilar
interneurons, innervate the contralateral hippocampus, and that
the somatostatin-positive interneurons of both the hippocampal
stratum oriens and the dentate hilus are a unique population of
long-axon-, septally projecting hippocampal interneurons (Zap-
pone and Sloviter, 2001), a finding that has been confirmed by
other laboratories (Jinno and Kosaka, 2002; Gulyás et al., 2003;
Melzer et al., 2012; Quilichini et al., 2012). Most importantly,
despite their ability to pick up and retrogradely transport tracer
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Sloviter and Lømo Lamellar hypothesis of hippocampal organization

from the distant septum or the distant contralateral hippocam-
pus, these same somatostatin-positive interneurons consistently
failed to take up and transport the same tracer when it was
placed only∼2.5 mm along the septo-temporal axis (Zappone and
Sloviter, 2004). This finding is consistent with the observations in
filled cells that somatostatin-positive hilar interneurons concen-
trate their axons within their “home” lamellae (Buckmaster and
Schwartzkroin, 1995; Sík et al., 1997; Amaral and Lavenex, 2007),
and with the results of anterograde tracer distribution to the outer
dentate molecular layer mentioned in a footnote in the study by
Amaral and Witter (1989).

All known interneuron populations of the dentate gyrus
showed similarly minimal associational transport of retrograde
tracer (Zappone and Sloviter, 2001, 2004). Immediately adja-
cent to the tracer injection site, all interneurons with the mor-
phologies and locations of dentate basket cells, molecular layer
axo-axonic cells, and hilar dendritically projecting interneurons
contained tracer in their somata, indicating that all interneuron
subpopulations studied have the capacity to take up and retain
the tracer locally. Although many parvalbumin-positive dentate
basket cells readily transported tracer from the distant contralat-
eral hippocampus (Goodman and Sloviter, 1992; Zappone and
Sloviter, 2001), the same cells did not transport tracer placed
only∼2 mm along the septo-temporal axis (Zappone and Sloviter,
2004). Similarly, the population of axo-axonic interneurons of the
dentate molecular layer that innervate the axon initial segments
of granule cells (Soriano and Frotscher, 1989) appeared to be
exclusively short-axon cells because they did not transport tracer
from the contralateral or ipsilateral hippocampus, or from the
septum (although the possibility of long projections to other areas
not studied cannot be excluded). Thus, no interneuron subpop-
ulation appeared to possess significant, longitudinally extensive
associational axonal projections despite often having much longer
commissural and septal axon projections (Zappone and Sloviter,
2001). These results using a retrograde tracer are consistent with
the findings of the single cell studies indicating that the longitu-
dinal axonal projections of hippocampal interneurons are rarely
significant more than∼1 mm from the soma in the septo-temporal
direction (Struble et al., 1978; Buckmaster and Schwartzkroin,
1995; Freund and Buzsáki, 1996; Sík et al., 1997; Gloveli et al.,
2005; Amaral and Lavenex, 2007).

The finding that focal granule cell discharges caused powerful
and long-lasting lateral inhibition in longitudinally distant gran-
ule cells (Zappone and Sloviter, 2004), taken together with the
anatomical data on the longitudinal axonal projections of each cell
type cited above, has led us to suggest that: (1) granule cells excite
hilar mossy cells and interneurons “on-beam” via the “lamellar”
mossy fiber projection (Acsády et al., 1998), (2) this lamellar excita-
tion produces monosynaptic intralamellar granule cell inhibition
via direct mossy fiber excitation of dentate inhibitory neurons,
and disynaptic intralamellar granule cell inhibition via mossy fiber
excitation of mossy cells that then excite inhibitory neurons, and
(3) excitation of longitudinally distant inhibitory interneurons by
mossy cells evokes distant disynaptic translamellar lateral inhibi-
tion (Sloviter, 1991b, 1994; Zappone and Sloviter, 2004). These
three processes might collectively restrict granule cell excitation to
the lamella most powerfully targeted by an entorhinal input.

IMPLICATIONS OF THE LAMELLAR HYPOTHESIS FOR
UNDERSTANDING DENTATE GYRUS FUNCTION AND
MALFUNCTION
It should be clearly understood that we regard the lamellar hypoth-
esis to be a general perspective regarding the functional implica-
tions of a number of structural features, rather than a specific and
rigid proposal that all granule cells within a transverse plane must
discharge in synchrony in response to a perforant path input that
is anatomically extensive in the transverse plane (Tamamaki and
Nojyo, 1993), or that all activity within the trisynaptic circuit must
remain within the transverse plane.

In the freely behaving rat, specific behavioral tasks apparently
involve the discharge of very few granule cells (Alme et al., 2010),
whereas the large-amplitude population spikes evoked by angular
bundle stimulation reflect a mass discharge that is undoubtedly
an artifact of the experimental condition (Andersen et al., 1966;
Lømo, 1971; McNaughton et al., 1981). Therefore, a physiologi-
cal “lamellar” discharge could involve very few granule cells, and
an activation of a correspondingly small number of CA3 pyra-
midal cells (Deguchi et al., 2011), as long as the longitudinal
spread of the granule cell excitation is restricted. It is perhaps
surprising that so few granule cells discharge during normal
behavior (Alme et al., 2010) and at such low firing frequencies
(<0.2 Hz; Jung and McNaughton, 1993). More recent studies,
however, report that higher spike frequencies (averaging about
1 Hz) normally occur (Leutgeb et al., 2007; Mistry et al., 2011).
Moreover, during behavioral tasks, many perforant path axons
conduct impulses at rates of 10–20 Hz or more (Fyhn et al.,
2007), while granule cells may generate high frequency bursts of
impulses (Mistry et al., 2011). Interestingly, such bursts occur pri-
marily on a background of very low mean frequencies, and only
stimulus patterns that mimic this pattern are capable of induc-
ing long-term potentiation (LTP) at mossy fiber synapses with
CA3 pyramidal cells. The LTP at mossy fiber synapses is presy-
naptic and NMDA receptor-independent (non-Hebbian), whereas
the LTP at perforant path-granule cells synapses is associative
(Hebbian) and requires NMDA receptor activation, for example
through some stronger coincident input. Perforant path synapses
are generally weak because substantial summation of perforant
path evoked EPSPs is needed in order to discharge granule cells
(Lømo, 1971; McNaughton et al., 1981). Yet they undergo LTP if
additional perforant path or other inputs evoke sufficient coinci-
dent depolarization. LTP at both perforant path and mossy fiber
synapses are commonly induced in narrow, transverse slices of
the hippocampus, consistent with the lamellar hypothesis pro-
posed here, and with the idea that storage and recall of infor-
mation from the entorhinal cortex require persistent changes
in synaptic efficiency. For example, in mice in which dentate
granule cells specifically lack NMDA receptors, LTP at perforant
path – granule cell synapses (but not at other synapses in the hip-
pocampus) is abolished, together with the ability to retain mem-
ories that allow discrimination between similar environments in
ways that are consistent with pattern separation (McHugh et al.,
2007).

In contrast to the normal behavioral state in which few gran-
ule cells apparently discharge in response to physiological afferent
input, we suggest that it is entirely possible that many or all
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granule cells within a thin transverse plane might discharge syn-
chronously when hilar neurons are extensively injured and granule
cells become immediately disinhibited (Sloviter, 1991b, 1994). The
recent observations that mature granule cells in normal rats are
strongly inhibited, whereas newly born granule cells are unusu-
ally responsive because their axo-somatic inhibitory innervation
is apparently still incomplete (Kempermann, 2012; Marin-Burgin
et al., 2012), suggests that newly born, hyperexcitable granule cells
constitute a disproportionate population of the granule cells that
normally encode memories or locations, whereas mature granule
cells are more inhibited and thereby perhaps held in “reserve” for
specific tasks (Alme et al., 2010; Nakashiba et al., 2012). We suggest
that the seizure-induced hilar neuron loss that produces imme-
diate granule cell hyperexcitability (Sloviter, 1987, 1991b, 1994)
may convert the inhibitory status of mature granule cells from
“inhibited” to the “disinhibited” phenotype of newly born gran-
ule cells, thereby calling “reserve” granule cells to “active-duty.”
This possible recapitulation of ontogeny as a result of a disin-
hibiting and epileptogenic hippocampal injury might explain why
weak afferent stimulation in these injured animals evokes mas-
sive granule cell population spikes (Sloviter, 1991b, 1994). That is,
inhibited mature granule cells that are normally resistant to dis-
charging (Alme et al., 2010) presumably become disinhibited and
join the younger, already disinhibited granule cells (Marin-Burgin
et al., 2012) in their response to entorhinal input. In this instance,
when young and older granule cells become similarly disinhib-
ited, a lamellar discharge might involve a full strip of granule cells
discharging synchronously within a thin transverse lamella, or in
multiple adjacent lamellae (Sloviter, 1994). Thus, normal “lamel-
lar” function might involve very few granule cells discharging in
the normal state, whereas “lamellar” dysfunction might involve
full strips of granule cells discharging in a spontaneously epileptic
hippocampus (Sloviter, 1994; Bumanglag and Sloviter, 2008).

Normally, however, the dentate gyrus appears to perform pat-
tern separation of inputs coming from the entorhinal cortex
(McNaughton, 1989; Leutgeb et al., 2007; McHugh et al., 2007;
Nakashiba et al., 2012). That is, patterns representing similar infor-
mation are separated and the small differences between them
augmented to facilitate their later recall as different. The CA3
region is then thought to perform pattern completion by storing
the separated patterns in such a way that when a partial version
of one of them is presented later, a more complete version of it
can be reactivated. One recent computational model able to per-
form some form of pattern separation, storage, and recall divides
dentate gyrus and CA3 into lamellae, exploits known properties
of excitatory mossy cells and hilar inhibitory interneurons, and
adds back-propagation from CA3 to inhibit granule cells within
lamellae (Myers and Scharfman, 2011). However, the model does
not incorporate the possibility that mossy cells activate basket cells
more powerfully than granule cells (Douglas et al., 1983; Misgeld
et al., 1992a,b; Scharfman, 1995), or that the perforant path input
may also be functionally lamellar. Nor do most other published
models of dentate-CA3 processing take these factors into account.
As long as these are real possibilities, we believe that these fea-
tures need to be considered if a more complete understanding of
dentate gyrus and CA3 function is to be reached. In particular,
if the perforant path splits information from the entorhinal area

into multiple lamellar units, this may be one of the mechanisms
by which pattern separation is established in the dentate gyrus.

CA3 PYRAMIDAL CELLS AND THEIR EXTENSIVE
ASSOCIATIONAL AXONS
In retrospect, it is easy to see how the longitudinal projections of
dentate hilar mossy cells could have been viewed from a purely
anatomical perspective as being antithetical to the idea of lamel-
lar function (Amaral and Witter, 1989). Given the assumption
that longitudinal excitatory axons of hilar mossy cells must excite
distant granule cells (Amaral and Witter, 1989; Buckmaster and
Schwartzkroin, 1994), despite it having never been demonstrated,
it was possible to conclude that, “. . .the extensive associational pro-
jections of the dentate gyrus have the potential of widely dispersing the
inputs that come into any particular level” (Witter et al., 1989). With
regard to whether the excitation of CA3 and CA1 pyramidal cells
by associational axonal projections of CA3 pyramidal cells should
have been viewed as being similarly inconsistent with lamellar
function (Amaral and Witter, 1989), it is interesting to note which
cells are innervated or avoided by CA3 pyramidal cells. Like den-
tate granule cells, which only innervate ipsilateral hilar and area
CA3 neurons, CA3 pyramidal cells have a limited number of tar-
gets. CA3 pyramidal cells form recurrent excitatory connections
with other CA3 pyramidal cells (Miles and Wong, 1987), and also
innervate CA1 pyramidal cells, axo-somatic inhibitory interneu-
rons (Wittner et al., 2006), and the lateral septum (Swanson et al.,
1981). CA3 pyramidal cells do not innervate the medial septum,
subiculum, presubiculum, parasubiculum, or the entorhinal cor-
tex (Amaral and Lavenex, 2007). Thus, CA3 pyramidal cells receive
lamellar information from granule cells, and primarily convey that
information topographically to other CA3 pyramidal cells, to axo-
somatic inhibitory interneurons, and to CA1 pyramidal cells. CA1
pyramidal cells, in turn, topographically innervate the ipsilateral
subiculum (Amaral et al., 1991). The topographic distribution of
CA3 pyramidal cell axons (Ishizuka et al., 1990; Li et al., 1994), the
selective innervation by CA3 pyramidal cells of the interneuron
subpopulation that mediates powerful axo-somatic pyramidal cell
inhibition (Wittner et al., 2006), and the lack of CA3 pyramidal cell
innervation of the subiculum and entorhinal cortex, indicate that
CA3 pyramidal cells primarily convey lamellar input information
within the hippocampus “proper,” and do not directly influence
the entorhinal source of hippocampal input. Although CA3 pyra-
midal cell axons clearly do not restrict their axons to a transverse
lamella, as acknowledged by Andersen et al. (1971), the collec-
tive picture of the trisynaptic circuit, from our perspective, speaks
to the preservation of topographic lamellar information within the
trisynaptic circuit.

POSSIBLE “LAMELLAR” INFLUENCES OF SEPTAL AND
BRAINSTEM INPUTS TO INHIBITORY INTERNEURONS
The perspective that the mere existence of longitudinal pathways
undermines the entire concept of lamellar function (Amaral and
Witter, 1989) ignores the possible involvement of other influences
that might impose lamellar function on a structure that includes
longitudinal circuitry. Several external inputs to the dentate gyrus
and hippocampus “proper” might serve such a role. A prominent
reciprocal relationship exists between the hippocampus and the
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medial septum/diagonal band of Broca (MSDB; Buzsáki et al.,
1981; Nyakas et al., 1987; Freund and Antal, 1988; Leranth and
Frotscher, 1989; Bland and Oddie, 1998; Takács et al., 2008). Vir-
tually all hippocampal interneurons that innervate the septum
belong to a single subpopulation of hippocampal interneurons:
the somatostatin-positive cells of both the dentate gyrus and
the hippocampus “proper” (Zappone and Sloviter, 2001, 2004).
These hippocampal septally projecting (HS) cells directly inner-
vate GABAergic and cholinergic neurons of the MSDB (Tóth
et al., 1993; Gulyás et al., 2003; Takács et al., 2008). Thus, den-
tate hilar somatostatin-positive interneurons, which receive highly
“lamellar” information from the granule cells, convey this topo-
graphically derived information directly to the medial septum.
In turn, the cholinergic and GABAergic neurons of the sep-
tum/MSDB innervate hippocampal mossy cells, basket cells, and
the somatostatin-positive hippocampo-septal cells (Freund and
Antal, 1988; Freund and Buzsáki, 1996; Lübke et al., 1997; Deller
et al., 1999; Takács et al., 2008). Thus, medial septal cells (both
excitatory cholinergic and inhibitory GABAergic subtypes) appear
ideally organized to regulate translamellar inhibition in the dentate
gyrus by influencing mossy cells and inhibitory interneurons.

Perhaps most importantly, the medial septal projections to the
hippocampus are topographically organized (Amaral and Kurz,
1985; Kiss et al., 1990), suggesting that lamellar information within
the hippocampus is conveyed topographically to cells in the medial
septum via the somatostatin-positive interneurons (because these
cells receive lamellar input from the mossy fibers) and, in return,
medial septal cells control basket cells and mossy cells in particular
lamellae via topographical projections back to the hippocampus.
Therefore, we hypothesize that medial septal GABAergic neurons, by
topographically inhibiting basket cells within a given lamella, con-
vert perhaps multi-lamellar excitatory inputs from the entorhinal
cortex into signals that selectively activate individually disinhibited
lamellae. By disinhibiting one granule cell layer “lamella” via inhi-
bition of its basket cells (Bilkey and Goddard, 1987), medial septal
GABAergic cells may establish lamellar function in the dentate
gyrus without requiring that the entorhinal input to the dentate
gyrus be as “lamellar” as the mossy fiber pathway. That is, a diver-
gent afferent pathway need not be viewed as being antithetical to
the concept of lamellar function because a highly focused topographic
inhibitory input to basket cells in one lamella could result in a highly
restricted ‘lamellar’ response to a divergent excitatory input from
the entorhinal cortex. This control mechanism could be extraor-
dinarily precise depending on the specificity of the topographical
septal input to inhibitory interneurons in both the longitudinal
and transverse planes. The hypothesis that the medial septum
might regulate longitudinal transmission may be consistent with
the conclusions of recent studies indicating that “theta waves”
travel throughout the longitudinal hippocampal axis (Lubenov
and Siapas, 2009; Patel et al., 2012).

A similar external (extrahippocampal) control mechanism may
be exerted by the serotonergic input from the median raphe
nucleus (Winson, 1980; Nitz and McNaughton, 1999), which
selectively innervates several interneuron populations, but specif-
ically avoids parvalbumin-positive basket cells that mediate axo-
somatic inhibition (Halasy et al., 1992; Acsády et al., 1993). Thus,
input from the brainstem median raphe nucleus may selectively

influence several interneuron subpopulations that receive lamellar
input from granule cells and convey that information to medial
septal cells (Zappone and Sloviter, 2001) and other targets. In
this way, the serotonergic input might influence lamellar function
by modulating the inhibitory output of the somatostatin-positive
HS cells, whereas the cholinergic and GABAergic medial septal
cells may modulate lamellar function by topographically exciting
or inhibiting mossy cells and basket cells. Under this scenario,
external inputs to the hippocampus from the septum, brainstem,
hypothalamus, and thalamus (Amaral and Lavenex, 2007) could
conceivably impose “lamellar” function on a structure with both
lamellar and longitudinal structural components, and serve as a
switching mechanism that shifts the hippocampus from a “lamel-
lar” to a “less lamellar-” or “non-lamellar” mode of function.
Incorporating these features of hippocampal organization into the
discussion brings an entirely different perspective to the assertion
that the simple existence of any longitudinal pathways should be
viewed as being inherently antithetical to the concept of lamellar
function (Amaral and Witter, 1989).

ON THE POSSIBILITY OF LAMELLAR AND NON-LAMELLAR
MODES OF HIPPOCAMPAL FUNCTION
It seems at least hypothetically conceivable that the hippocampus
might normally alternate between “lamellar” and “non-lamellar”
functional modes during different behavioral states, e.g., awake
function vs. dreaming. A fully lamellar functional mode may be
necessary during awake interaction with the real spatial and cogni-
tive world, when mistakes in memory or spatial localization have
severe consequences, whereas a non-lamellar mode of function
may be operative during dreaming, when consequence-free inter-
actions with the “intracranial” virtual version of the real world
serve useful purposes, and when memory recall is impaired (De
Gennaro et al., 2010). This hypothesized dual function for the hip-
pocampus may be analogous to the dual function of the thalamus,
which shifts from a topographically faithful sensory relay mode to
a non-topographical rhythmic mode depending on the behavioral
state and the activity of external ascending or descending influ-
ences (Steriade et al., 1969; McCormick and von Krosigk, 1992).

The obvious advantage of duality in hippocampal function
lies in having one piece of hardware serving multiple pur-
poses depending on the behavioral state, or running different
“programs” or “spatial maps” under different conditional states.
Because mossy cells innervate both granule cells and inhibitory
interneurons (Sloviter et al.,2003), the granule cell layer might shift
between lamellar- and non-lamellar modes of function depending
on whether granule cell associative excitation- or translamellar lat-
eral inhibition predominates (Sloviter et al., 2012). That is, when
mossy cell excitation of granule cells and basket cells results in net
inhibition of granule cells, lamellar function might be operative.
Conversely, under unknown conditions in which mossy cells might
predominantly excite granule cells, i.e., if and when basket cells and
axo-axonic cells are powerfully inhibited, perhaps via septal input
as described above, or via basket cell–basket cell interactions (Bar-
tos et al., 2001), the granule cell layer might theoretically respond
to entorhinal excitation as a functional “syncytium,” with the hip-
pocampus operating as a single giant cortical module (Wittner
et al., 2007).
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Just as“petit mal”seizures apparently involve a defective switch-
ing of the thalamic pacemaker that causes sleep-like rhythms to
occur during the awake state (Beenhakker and Huguenard, 2009),
a failure to switch correctly between lamellar and non-lamellar
hippocampal states might give rise to psychotic ideation, which
can occur during spontaneous temporal lobe seizures (Nadkarni
et al., 2007; Elliott et al., 2009; Small et al., 2011). A complete
or partial shift from a “lamellar” to a “non-lamellar” functional
state (Paré and Llinás, 1994) could occur under different normal
behavioral conditions (Winson and Abzug, 1977; Lapray et al.,
2012), or in temporal lobe epilepsy, where the injury-induced loss
of mossy cells may cause normally functionally separated granule
cells to become disinhibited, to coalesce, and to discharge syn-
chronously in response to entorhinal input (Sloviter et al., 2012).
Lamellar malfunction could therefore theoretically underlie both
psychiatric and epileptic phenomena in which the hippocampus
is causally involved. If mossy cells do indeed establish pattern
separation in the dentate gyrus (Jinde et al., in press), then any
genetic or developmental abnormalities that affect the final inner-
vation patterns that mossy cells form postnatally might produce
abnormal lateral inhibitory “maps” that influence lamellar hip-
pocampal function and underlie some psychiatric and/or neuro-
logical disorders (Small et al., 2011), although this is admittedly
speculative.

HOW WIDE IS A “LAMELLA?”
Although few disagreements exist about any specific features of
hippocampal anatomy, perspectives differ with regard to their
possible physiological implications because each perspective is
dependent on how the anatomical data are judged, included,
excluded, weighted, and related to the physiology. For example,
it is difficult to address the question of how “wide” a lamella might
be because we view the maximum lengths of longitudinally pro-
jecting axons to be only superficially related to the parameters of
lamellar physiology. In addition, the fact that very few granule cells
discharge at any given time (Jung and McNaughton, 1993; Alme
et al., 2010), and the observation that individual granule cells form
non-convergent connections with a small number of CA3 pyrami-
dal cells (Acsády et al., 1998), contrast with the simplistic idea that
entorhinal input causes the discharge of all granule cells and CA3
pyramidal cells within a lamella. Thus, it should be recognized
that a perforant path stimulus delivered in the laboratory, which
massively excites many targeted granule cells, is likely to be far less
selective than a perforant path volley that occurs physiologically
in a freely moving animal. In addition, lamellar function may have
significant transverse, as well as longitudinal, components. That
is, some granule cells within a transverse lamella might selectively
innervate a subpopulation of CA3a pyramidal cells, whereas other
granule cells within the same lamella might preferentially target
a subset of CA3b pyramidal cells (Deguchi et al., 2011; Moser,
2011). If this is the case, the discharges of individual granule cells
within the same transverse plane could encode different mem-
ories or locations (Alme et al., 2010) based on differences in the
targeting of each granule cell. Therefore, physiological pattern sep-
aration may occur on multiple levels (multiple locations and long
both the longitudinal and transverse axes) in a far more complex
manner than anything that can be adequately described by citing a

particular anatomical distance along the septo-hippocampal axis.
For these reasons, we hesitate to speculate further on the possi-
bly irrelevant and unanswerable question of how “wide” a lamella
might be, or how many “lamellae” a hippocampus might con-
tain. However, the observations that both dentate mossy cells and
CA3 pyramidal cells innervate their longitudinally distant targets
unevenly, with periodicities of ∼900 µm for mossy cells (Soltesz
et al., 1993) and ∼300–600 µm for CA3 pyramidal cells (Hsu and
Buzsáki, 1993; Li et al., 1994), may be particularly relevant in this
regard.

TESTING THE HYPOTHESES
The value of any hypothesis depends largely on how testable
and falsifiable it is (Popper, 1959; Kuhn, 1962). We contend that
many of the hypotheses we have addressed or suggested in this
review are eminently testable. It is certainly feasible to describe
the topographical details of the entorhinal and septal inputs to
the hippocampus more definitively, and it is similarly possible to
conduct in vivo studies to identify the conditions under which
longitudinal pathways have net excitatory or inhibitory effects
on distant principal cell excitability. The septal inputs to hip-
pocampal principal cells and interneurons can be elucidated in
terms of their topography in both the longitudinal and trans-
verse axes, and selective elimination of septal and other neurons,
as has been done successfully in the hippocampus (Martin and
Sloviter, 2001), is a practical approach that might clarify the role
of extrahippocampal inputs in hippocampal network function.
Whether it is currently practical and feasible to definitively demon-
strate dual modes of lamellar hippocampal function is unclear, but
one purpose in raising these issues is to emphasize that a recon-
sideration of the possibilities will suggest practical strategies to
others and facilitate alternate interpretations of results obtained
in behavioral and electrophysiological studies. As always, a main
obstacle to progress is the belief that the important issues have
been “settled” and, therefore, continued discussion is unneces-
sary and maybe even detrimental to further advances in under-
standing. Our main point is that the structural and functional
organization of the hippocampal formation is still incompletely
understood, and that all possibilities should be considered undog-
matically when the results of experiments are interpreted, or
when the hippocampus is modeled under a particular set of
assumptions.

SUMMARY AND CONCLUSION
If the lamellar hypothesis is strictly defined from an anatomical
perspective to imply that all excitatory activity must be restricted
to single transverse slices no wider than the mossy fiber pathway,
then even a single axon traveling outside a thin transverse hip-
pocampal “slice” might refute the entire hypothesis. In our view,
there is little to be gained from such a restrictive definition of
lamellar organization, which was neither stated nor implied in the
original or subsequent discussions of the hypothesis (Andersen
et al., 1971, 2000; Lømo, 1971, 2009). We suggest that modi-
fication of the original lamellar hypothesis to incorporate new
data and evolving perspectives is the prudent course, and prefer-
able to outright rejection of an unnecessarily strict interpretation
of the hypothesis. With that in mind, we suggest that lamellar
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organization is a likely design feature of the dentate gyrus in par-
ticular, and that the mossy cell-derived longitudinal fiber system
in the dentate gyrus may subserve that function by mediating lat-
eral inhibition (as well as underlying associative excitation) in the
granule cell layer (Sloviter, 1994; Sloviter and Brisman, 1995; Zap-
pone and Sloviter, 2004; Jinde et al., in press). Once the lamellar
impulses reach the CA3 region via the mossy fiber pathway, recur-
rent excitatory connections between pyramidal cells (Miles and
Wong, 1987), and the extensive transverse and longitudinal axons
of CA3 pyramidal cells, presumably convey this lamellar infor-
mation topographically to multiple targets, including inhibitory
interneurons and CA1 pyramidal cells (Ishizuka et al., 1990; Tama-
maki and Nojyo, 1991; Li et al., 1994; Wittner et al., 2006), which
finally activate the subiculum and entorhinal areas topographi-
cally (Amaral and Lavenex, 2007) for purposes that we do not yet
fully understand.

Based on the sum of the available anatomical information,
and the stipulation that every general anatomical statement is
a generalization for which exceptions can be made, we suggest
the following perspective. First, there are significant similarities
between dentate granule cells, the main “entrance gate” to the
hippocampus (Winson and Abzug, 1977), and CA1 pyramidal
cells, the main output population. Granule cells and CA1 pyra-
midal cells lack recurrent excitatory connections, and their axons
form few commissural or associational collaterals (Amaral and
Lavenex, 2007). Therefore, both granule cells and CA1 pyramidal
cells appear designed to receive and faithfully transmit “lamellar”
information to their specific targets, which are the area CA3 neu-
rons and the subiculum, respectively. Second, the lamellar granule
cell output excites CA3 pyramidal cells, which uniquely form
recurrent excitatory connections with other CA3 pyramidal cells,
and also innervate CA1 pyramidal cells (Ishizuka et al., 1990; Li
et al., 1994), axo-somatic interneurons in particular (Wittner et al.,
2006), and targets in the lateral septum (Swanson et al., 1981). If
normal hippocampal function involves synchronized excitation of
spatially separated CA1 pyramidal cells (Deadwyler and Hampson,
1999; Hampson et al., 1999; Senior et al., 2008), then longitudi-
nal associational axons of CA3 pyramidal cells would presumably
be required for lamellar function, rather than being antithetical
to it.

The scenarios discussed above emphasize our clearly subjective
judgments about which anatomical features might be functionally
most important, and we have not highlighted other anatomical
features, such as the mossy fibers that turn longitudinally at the
end of their termination in area CA3a (Swanson et al., 1981; Tama-
maki and Nojyo, 1991; Acsády et al., 1998; Ropireddy and Ascoli,
2011), the entorhinal input from Layer III that innervates stratum
lacunosum-moleculare interneurons and the distal apical den-
drites of CA1 pyramidal cells (Jones, 1993; Vinogradova, 2001),
semilunar granule cells (Hyde and Strowbridge, 2012), the per-
forant path fibers that directly innervate the distal apical dendrites
of CA3a and CA3b pyramidal cells, or the CA3c-mossy cell “back-
projection” (Amaral and Lavenex, 2007). Neurons send axons in
response to molecular guidance cues presumably related to con-
centration gradients (Kolodkin and Tessier-Lavigne, 2011), and
it is possible that some minor anatomical features, such as the

longitudinal turn of mossy fibers at the end of their trajectory,
or the CA3c-mossy cell “back-projection,” could be functionally
insignificant developmental aberrations that unavoidably develop
in response to nearby attractant gradients.

We do not pretend to know which of these and other anatomical
features may have major, minor, or negligible functional impor-
tance, or how, and to what extent, each anatomical feature dictates
or influences hippocampal encoding of memories, or creation
of maps of the spatial environment (Vinogradova, 2001; Gio-
como et al., 2011; Krupic et al., 2012). Multiple hypotheses exist
regarding the relationship between the dentate gyrus and area
CA3 in memory formation and storage (McNaughton and Mor-
ris, 1987; McNaughton, 1989; Treves and Rolls, 1992; Patton and
McNaughton, 1995; Colgin et al., 2008; Rolls, 2010), and it is
beyond the scope of this work to suggest a comprehensive model
of hippocampal function that incorporates and assigns relative
importance to every known structural and molecular feature. Here
we are simply arguing in favor of being open to multiple possibili-
ties, and being willing to consider all of the relevant data, regardless
of whether they support or undermine a particular perspective. In
addition, it is at least possible that studying anesthetized animals
and tissue slices gives us an inherently inaccurate picture of hip-
pocampal physiology in its natural state. From our perspective,
the sum of the available data favors the view that: (1) the existence
of excitatory, longitudinally projecting associational pathways of
dentate mossy cells and CA3 pyramidal cells is in no way anti-
thetical to the concept of lamellar function; it depends on what
these pathways do, and; (2) that afferent activity from the septum
and brainstem nuclei (Bland and Oddie, 1998), which topograph-
ically target mossy cells and inhibitory interneurons, might play a
central role in defining lamellar function, and perhaps switching
between “lamellar” and “non-lamellar” functional states.

Clearly, inputs from extrahippocampal brain regions, and other
factors, including the spatio-temporal interactions between prin-
cipal cells (Senior et al., 2008) and among inhibitory neuron
subpopulations (Bartos et al., 2001) and principal cells (Klaus-
berger and Somogyi, 2008; Lapray et al., 2012), may play crucial
roles in establishing and regulating lamellar function. The recent
finding that there may be parallel, target-specific “subpathways”
within each trisynaptic circuit (Deguchi et al., 2011; Moser, 2011),
which is suggestive of an even more “lamellar” functional separa-
tion of signals in the dentate gyrus than originally conceived by
Andersen et al. (1971), emphasizes the importance of recogniz-
ing that all “pathways” or influences are not anatomically obvious,
and therefore, it might be prudent to have a malleable definition
of what constitutes, defines, and governs “lamellar” function. An
awareness that current hypotheses need to leave room for new
processes and principles of organization that are yet to be dis-
covered might facilitate reaching a closer approximation of the
“truth,” whatever that might someday be understood to be.
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Glutamatergic hilar mossy cells of the dentate gyrus can either excite or inhibit distant
granule cells, depending on whether their direct excitatory projections to granule cells
or their projections to local inhibitory interneurons dominate. However, it remains
controversial whether the net effect of mossy cell loss is granule cell excitation or
inhibition. Clarifying this controversy has particular relevance to temporal lobe epilepsy,
which is marked by dentate granule cell hyperexcitability and extensive loss of dentate
hilar mossy cells. Two diametrically opposed hypotheses have been advanced to explain
this granule cell hyperexcitability—the “dormant basket cell” and the “irritable mossy cell”
hypotheses. The “dormant basket cell” hypothesis proposes that mossy cells normally
exert a net inhibitory effect on granule cells and therefore their loss causes dentate granule
cell hyperexcitability. The “irritable mossy cell” hypothesis takes the opposite view that
mossy cells normally excite granule cells and that the surviving mossy cells in epilepsy
increase their activity, causing granule cell excitation. The inability to eliminate mossy
cells selectively has made it difficult to test these two opposing hypotheses. To this end,
we developed a transgenic toxin-mediated, mossy cell-ablation mouse line. Using these
mutants, we demonstrated that the extensive elimination of hilar mossy cells causes
granule cell hyperexcitability, although the mossy cell loss observed appeared insufficient
to cause clinical epilepsy. In this review, we focus on this topic and also suggest
that different interneuron populations may mediate mossy cell-induced translamellar
lateral inhibition and intralamellar recurrent inhibition. These unique local circuits in the
dentate hilar region may be centrally involved in the functional organization of the
dentate gyrus.

Keywords: mossy cells, granule cells, excitability, epileptogenesis, lateral inhibition, hippocampal mossy fibers,

pattern separation, temporal lobe epilepsy

INTRODUCTION
The hippocampal formation is critically involved in various
brain functions such as spatial memory and navigation (Burgess
et al., 2002; Nakazawa et al., 2004), episodic or autobiographi-
cal memory (Eichenbaum et al., 1999), and the response to stress
(McEwen and Magarinos, 1997). Therefore, any hippocampal
impairments potentially lead to cognitive dysfunction or abnor-
mal sensitivity to stress. The hippocampal formation is also often
the focus of post-traumatic epileptic seizures, and hippocampal
sclerosis is the most common pathology associated with refrac-
tory temporal lobe epilepsy (Margerison and Corsellis, 1966).
Among hippocampal subregions, the dentate gyrus is the first
central information processor, in which granule cells receive sen-
sory inputs from the entorhinal cortex through the perforant
path. Granule cell excitation faithfully detonates CA3 pyramidal
cells as well as interneurons by mossy fiber axons. Dentate gran-
ule cells also send axon collaterals to the dentate hilus (also called
the polymorphic cell layer), a region enclosed by the granule cell
layer between the upper and lower blades of the dentate gyrus
(Amaral et al., 2007). This region has two main classes of neurons,

GABAergic interneurons and glutamatergic mossy cells (Soriano
and Frotscher, 1994; Wenzel et al., 1997). Importantly, both of
these two neuronal cell types are often depleted in the tempo-
ral lobe epilepsy patient brains whereas granule cells are less
affected. Thus, a long-standing debate has centered on whether
hilar neuronal loss is the cause or the consequence of chronic,
persistent epileptic activity. In this review, we focus on the func-
tion of one type of hilar neuron, mossy cells, and its relation
to granule cell activity. In particular, we argue the functional
consequence of selective mossy cell loss from our data obtained
from an inducible toxin-mediated, mossy cell-ablation mouse
line.

PHYSIOLOGY AND CONNECTIVITY OF MOSSY CELLS
Glutamatergic hilar mossy cells are known to be highly excitable,
because they receive high-frequency large excitatory synaptic
potentials (Livsey and Vicini, 1992; Ishizuka and Kosaka, 1998),
while they receive 90% less inhibition, as measured by spon-
taneous inhibitory postsynaptic potentials (IPSPs), when com-
pared with CA3 pyramidal cells (Buckmaster et al., 1993).
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Other properties, such as their relatively high input resistance
together with large anomalous rectifier currents and less spike
frequency accommodation, also appear to make them more
excitable (Buckmaster et al., 1993). Histological studies have
revealed that most of the synaptic inputs to mossy cells arrive via
mossy fibers of dentate granule cells (Amaral, 1978; Murakawa
and Kosaka, 2001). While there are estimated to be a million gran-
ule cells but only ∼30,000 mossy cells in rats (Buckmaster and
Jongen-Rêlo, 1999), the convergence of mossy fibers onto mossy
cells as well as onto CA3 pyramidal cells may be relatively low
because granule cells innervate substantially more inhibitory than
excitatory cells (Acsády et al., 1998; Mori et al., 2007). Therefore,
it is unlikely that the spontaneous activity of mossy cells in vitro
(Scharfman and Schwartzkroin, 1988; Buckmaster et al., 1992)
and in vivo (Henze and Buzsáki, 2007) is attributed to the granule
cell activity. Alternatively, Williams et al. (2007) recently found
that although spiny, granule-like neurons in the inner molecular
layer (IML), termed “semilunar granule cells,” project to granule
cells, these cells’ axon collaterals mono-synaptically excite mossy
cells. Since semilunar granule cells receive the input from entorhi-
nal cortex in the molecular layer, it is suggested that semilunar
granule cells may provide an alternate pathway for entorhinal
inputs to persistently drive hilar neurons and CA3 cells (Larimer
and Strowbridge, 2010; Gupta et al., 2012). Interestingly, semilu-
nar granule cells also appear to receive mono-synaptic excitatory
input from mossy cells (Williams et al., 2007), potentially mak-
ing “reverberatory circuits.” As another alternative, mossy cells
also receive several other inputs. For example, mossy cells are
known to receive excitatory innervation from the CA3 pyrami-
dal cells, which is called “back-projection.” Ishizuka et al. (1990)
and later, Li et al. (1994) histologically revealed that CA3 pyra-
midal cells have collaterals in the hilus, and, particularly, ventral
portion of CA3c that was identified as the area with greatest col-
lateralization in the hilus. Additionally, simultaneous recordings
in slice preparation showed that immediately after the onset of
bicuculline-induced spontaneous bursts in CA3 pyramidal cells,
hilar mossy cells, and GABAergic interneurons also demonstrated
bursts (Scharfman, 1994a). Because mossy cells send axon to den-
tate granule cells, these results demonstrated that CA3 pyramidal
cells can indirectly activate dentate granule cells via mossy cells
under disinhibited condition. A histological study revealed that
cholinergic and GABAergic boutons are also abundant around
mossy cell somata and on their proximal dendrites, suggesting a
direct innervation of hilar mossy cells by GABAergic and cholin-
ergic neurons in the medial septal diagonal band area (Freund and
Buzsáki, 1996; Deller et al., 1999). The dentate hilar region also
received a prominent noradrenergic input, serotonergic input,
dopamine input, and the excitatory inputs from supremammil-
lary area (Amaral et al., 2007) (Figure 1A).

Mossy cells send their associational and commissural axonal
projections to the ipsi- and contralateral IML of the dentate gyrus
along the extensive longitudinal (septo-temporal) axis (Seress
and Ribak, 1984; Amaral and Witter, 1989; Deller et al., 1994;
Buckmaster et al., 1996; Wenzel et al., 1997; Zappone and Sloviter,
2001). This raises an important question about how the mossy
cells function normally. In 1971, Andersen et al. proposed that
the major hippocampal principal cell axons are oriented parallel

to each other and course nearly transversally to the long axis of
the hippocampus, so that the hippocampal cells are activated in
such a near-transverse band, called a lamella, which could repre-
sent a functional unit of the hippocampus (Andersen et al., 1971).
While this lamella hypothesis was criticized because of a wide,
fan-shaped distribution of Schaffer collaterals of CA3 pyramidal
cell axons, Sloviter suggested that this idea may be still valid in
the dentate gyrus, on the assumption that the net effect of the
longitudinal information flow in the dentate gyrus is inhibitory
(Sloviter, 1994). Since the mossy fiber projection is known to
be longitudinally restricted, his proposal on mossy cell-mediated
translamellar lateral inhibition of granule cells was based on the
previous anatomical finding in rats that hilar mossy cells longitu-
dinally project to distant lamellae spanning 6–7 mm (Amaral and
Witter, 1989). While, alternatively, dentate interneurons receiving
mossy cell axons could contribute to translamellar granule cell
inhibition, associational projections of any inhibitory interneu-
rons appear to be minimal beyond a longitudinal distance of
1 mm (Struble et al., 1978; Qiu and Han, 1995; Buckmaster
and Jongen-Rêlo, 1999; Zappone and Sloviter, 2004; Sloviter and
Lømo, 2012).

A central question has been whether translamellar projec-
tions of excitatory mossy cells directly excite or inhibit gran-
ule cells. Anatomically, over 90% of the axon cloud of mossy
cells targets granule cell dendrites at IML more septal or tem-
poral to the lamella where the projecting mossy cell soma is
located (Buckmaster et al., 1992, 1996). Furthermore, of these
synapses 99% are on dendritic spines belonging to granule cells
(Buckmaster et al., 1996; Wenzel et al., 1997). However, the mossy
cells also send axons to local interneurons in a translamellar man-
ner, which could inhibit dentate granule cell excitability, thereby
contributing to feed-forward inhibition (Misgeld et al., 1992;
Scharfman, 1994a; Larimer and Strowbridge, 2008). Supporting
this, in vitro paired recordings studies by Scharfman have demon-
strated that mossy cells mono-synaptically excite both granule
cells and interneurons (Scharfman, 1994a, 1995). In addition, she
observed polysynaptic inhibition of granule cells in response to
mossy cell activity. Therefore, the functional impact of mossy
cells has been the subjects of recent controversy (Scharfman and
Myers, 2012).

MOSSY CELL FUNCTION
Since mossy cells participate in the recurrent excitatory circuitries
with granule cells and also have the potential of inhibiting gran-
ule cells via excitation of GABAergic interneurons as described
above, it has been hypothesized that mossy cells actively regulate
the function of the dentate gyrus (Buckmaster and Schwartzkroin,
1994). Early in vivo electrophysiological studies consistently sug-
gested that the excitatory commissural fibers that originate from
the mossy cells have a net inhibitory effect on granule cells
via activation of inhibitory neurons (Buzsáki and Czéh, 1981;
Buzsáki and Eidelberg, 1981, 1982; Douglas et al., 1983; Bilkey
and Goddard, 1987). However, it has recently been suggested
that there is an excitatory influence of mossy cells on the gran-
ule cells under normal conditions (Ratzliff et al., 2004; Myers
and Scharfman, 2009). In the following sections, we briefly
review the roles that mossy cells are predicted to play in the
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FIGURE 1 | Schematic of the connectivity of hilar mossy cells and

toxin-induced mossy cell degeneration. (A) Mossy fiber axon collaterals of
dentate granule cells are the main input to the mossy cells at their proximal
dendrites, called “thorny excrescences.” Mossy cells also receive strong
excitatory inputs from semilunar granule cells at the relatively distal dendritic
segments of mossy cells. A fraction of CA3 pyramidal cells “backproject” to
mossy cells which also receive scarce input directly from the entorhinal
cortex. Mossy cells also receive GABAergic inputs from hilar interneurons.
Other inputs such as cholinergic and noradrenergic projections are known to
modulate mossy cell activity. Mossy cell axons project to the dentate inner
molecular layer (IML) along the septo-temporal axis and further contra-lateral
hippocampus, where over 90% of asymmetric synaptic contacts are formed

on granule cell proximal dendrites as well as semilunar granule cells. Mossy
cells also send axon collaterals to dentate GABAergic interneurons in the
different lamellae or in the contra-lateral hippocampus. Mutual connections
between mossy cells are rare. For simplicity, not all the connections are
shown. Ach, acetylcholine; EC, entorhinal cortex; GC, granule cell; GCL,
granule cell layer; IN, interneuron; MC, mossy cell; NA, noradrenaline;
PC, pyramidal cell; SGC, semilunar granule cell; 5-HT, serotonin. (B)

Representative photographs of Nissl staining showing histological alterations
in the hilar region in CA3c/mossy cell-cre/floxed-diphtheria toxin receptor
mutant mouse (right) 4 weeks after diphtheria toxin (DT) administration.
Compared to DT-treated control (left), mutant mouse showed the decreased
cell number in the dentate hilus. Scale bar, 100 μm.

various dentate gyrus functions, especially memory processing
and epileptogenesis.

MOSSY CELLS IN LEARNING AND MEMORY
Due to their unique connections, such as feedback excita-
tory connections to dentate granule cells and back projections

from CA3 pyramidal cells, mossy cells have been suggested to
play an important role in normal signal processing in learn-
ing and memory (Lisman, 1999). Among the dentate functions
related to learning and memory, the dentate gyrus actively con-
tributes to pattern separation, defined as the ability to trans-
form a set of similar input patterns into a less similar set
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of output patterns. An advanced hippocampal computational
modeling including mossy cells and hilar interneurons demon-
strated that mossy cells provide a mechanism for dynamic reg-
ulation of pattern separation (Myers and Scharfman, 2009).
This modeling also suggests that pattern separation can be
strongly diminished by decreasing mossy cell function and/or
by increasing inhibitory hilar interneuron function, while pat-
tern separation can be increased by the opposing manipula-
tions. In support of this model, whole cell recoding of mossy
cells in vitro by Lysetskiy et al. (2005) predicted that mossy
cells can modulate information processing in the fascia dentate.
Specifically, their study revealed that, following tetanic stimula-
tion, the mossy fiber synapses on mossy cells showed significant
NMDA receptor-independent long-term potentiation, associated
with the increased amplitude of EPSCs and decreased failure
rates. The mossy fiber synapses on mossy cells also showed
activity-dependent short-term plasticity. Interestingly, Hyde and
Strowbridge (2012) recently reported in the hippocampal slice
preparation that dentate mossy cells reliably encode information
as distinct patterns of spontaneous synaptic activity that persist
for seconds, and these activities resemble the persistent activity
patterns which were previously found in delay periods of working
memory tasks. However, overall there are few reports evaluating
functional roles of mossy cells in learning and memory, per-
haps due to the technical difficulty of manipulating mossy cells
in vivo.

TEMPORAL LOBE EPILEPSY AND MOSSY CELLS
Epilepsy is a neurological disorder characterized by recurrent
seizures. There are many different types of epilepsy, which is
mainly distinguished by “generalized or partial” and “idiopathic
or symptomatic.” Temporal lobe epilepsy, symptomatic partial
epilepsy, is the most common type of epilepsy in adults, and
is frequently associated with a typical pathological change of
hippocampus, called hippocampal sclerosis. One of the patho-
logical characteristics in the tissue of human hippocampal scle-
rosis is the remarkable neuronal loss in the dentate hilus. It
is widely known that hilar cells, mainly glutamatergic mossy
cells and GABAergic neuropeptide Y- or somatostatin-positive
interneurons, are intrinsically vulnerable to excitotoxic damage
(e.g., epilepsy, ischemia, and head trauma), while dentate gran-
ule cells appear to be relatively resistant (Sloviter, 1994; Blümcke
et al., 1999). Another characteristic consequence of repeated
seizures is synaptic reorganization called mossy fiber sprouting,
which is an aberrant mossy fiber innervating to postsynaptic
targets in abnormal locations, including the granule cell den-
drites in the IML (Sutula et al., 1989). Since epilepsy-induced
hilar cell loss and mossy fiber sprouting has been replicated in
several kinds of animal models, such as pilocarpine-induced or
kainic acid-induced epileptic rats (Mello et al., 1993; Buckmaster
and Dudek, 1997), the underlying mechanism of hippocam-
pal sclerosis has been extensively investigated for decades using
these animal models. However, the exact relation between these
pathological changes and epileptogenesis has not been fully
understood yet.

While hilar mossy cells are known to be one of the most
injury-prone hippocampal neurons, the functional consequence

of mossy cell loss has not yet been clarified, regarding whether the
net effect is to promote more or less excitability in the dentate
gyrus. Therefore, the exact role of mossy cell death in epilep-
togenesis has long been a matter of debate among researchers.
To that end, the following three hypotheses have been proposed
and discussed: (1) “mossy cell loss-induced sprouting” hypothe-
sis, (2) “dormant basket cell” hypothesis, and (3) “irritable mossy
cell” hypothesis. The first theory, “mossy cell loss-induced sprout-
ing” hypothesis, proposes that the epilepsy-induced loss of mossy
cells triggers mossy fiber sprouting, which generates epileptoge-
nesis (Nadler, 2003; Jiao and Nadler, 2007). However, there is no
direct evidence that it is specifically the mossy cell loss, as opposed
to hilar interneuronal loss, that triggers mossy fiber sprouting.
Therefore, it has been questioned that mossy fiber sprouting is
epileptogenic.

The second theory, the dormant basket cell hypothesis
(Sloviter, 1991), seeks to explain functional consequences of miss-
ing excitatory hilar mossy cells. The loss of the mossy cells is
thought to deprive interneurons of significant excitatory affer-
ents, leading to a disinhibition of granule cells. In Sloviter’s
experiment, using the experimental epilepsy model of perforant
path stimulation in the rat, an initial 24-h episode of inter-
mittent stimulation-induced hippocampal discharges produced a
decrease in the frequency-dependent, presumably feed-forward,
inhibition of dentate granule cell discharge, and the develop-
ment of permanent hyperexcitability in the granule cell pop-
ulations. These permanent functional changes were replicated
in normal rats by a subconvulsive dose of bicuculline, suggest-
ing that the persistent seizure- and damage-associated functional
changes may primarily reflect a permanent decrease in GABAA

receptor-mediated inhibition of granule cells. In his model, phys-
iological abnormality in dentate granule cell was seen only in
animals that exhibited a loss of adjacent dentate hilar mossy cells
and hilar somatostatin/neuropeptide Y-inimunoreactive neurons.
GABA-immunoreactive dentate basket cells survived despite the
extensive loss of adjacent hilar neurons. However, parvalbumin
(PV) immunoreactivity, present normally in a subpopulation of
GABA-immunoreactive dentate basket cells, was absent on the
stimulated side. According to these results, he proposed the fol-
lowing hypothesis. After mossy cell loss, the excitatory synapses
on interneurons (e.g., basket cells that inhibit granule cells)
in the distant lamella are removed, making these translamel-
lar interneurons hypoactive (“dormant”) and thereby creating
a seizure-prone dentate network. On the other hand, mossy
cell-driven translamellar interneurons inhibit granule cells under
normal condition, thereby dentate information flows only in a
particular lamella to CA3 (Sloviter, 1994). Indeed, later Zappone
and Sloviter (2004) demonstrated that the focally evoked gran-
ule cell activity suppressed distant evoked response ∼2.5–4.5 mm
longitudinally, and this suppression effect was abolished after
extensive hilar cell loss in kainate-treated epileptic rats, sug-
gesting a translamellar lateral inhibition by hilar mossy cells.
While this hypothesis triggered much debate, its validity has not
been clarified yet (Bernard et al., 1998; Sloviter et al., 2003)
because the exact in vivo effect of mossy cell-specific loss on den-
tate network cannot be evaluated by classical pharmacological
techniques.
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The third theory, named the “irritable mossy cell” hypothe-
sis, proposed that it was not the loss but the survival of mossy
cells that played a crucial role in dentate hyperexcitability (Ratzliff
et al., 2002). Slice physiology experiment by Santhakumar et al.
(2000) reported that, using fluid percussion head trauma model,
the percentage decrease in the number of hilar interneurons
labeled with either GAD67 or PV mRNA probes following trauma
was not different from the decrease in the total population of
hilar cells, indicating no preferential survival of interneurons with
respect to the mossy cells. Dentate granule cells following trauma
showed enhanced action potential discharges, and longer last-
ing depolarization’s, in response to perforant path stimulation,
in the presence of the GABAA receptor antagonist bicuculline.
Hilar mossy cells in the traumatic dentate gyrus responded with
significantly enhanced, prolonged trains of action potential dis-
charges to perforant path stimulation suggesting that surviving
mossy cells play a crucial role in the hyperexcitable responses of
the posttraumatic dentate gyrus. Regarding the specific effect of
mossy cell loss on dentate excitability, their recent experiment
revealed that the rapid removal of hilar mossy cells from the
dentate network invariably decreased (and not increased) gran-
ule cell excitability to perforant-path stimulation (Ratzliff et al.,
2004), indicating that the loss of mossy cells in itself is unlikely
to directly underlie dentate hyperexcitability. However, in this
study, only a small subset (roughly 5–20%) of mossy cells were
acutely ablated in slice preparation, which might have been insuf-
ficient to see some of the effect described by Zappone and Sloviter
(2004).

The reason why little is known about mossy cells function
could be due to the lack of specific marker which is commonly
available between species, especially rat and mouse. Another
reason for the difficulty could be that, unlike other principal exci-
tatory cell types of the hippocampus, mossy cells do not form
recognizable layers, and are scattered in the hilar region, which
makes their in vivo accessibility for physiological studies difficult
(Henze and Buzsáki, 2007). Therefore, to solve this question, an
animal model in which mossy cells can be selectively manipu-
lated, such as mossy cell-specific genetically-engineered mouse,
has long been required.

MOSSY CELL-SPECIFIC ABLATION MICE
Recently we have generated a transgenic toxin-mediated, mossy
cell-degeneration mouse line, by crossing the mossy cell/CA3-
restricted Cre line with forebrain-restricted loxP-flanked diph-
theria toxin receptor (fDTR) line (Jinde et al., 2012). Upon i.p.
injection of diphtheria toxin (DT), immunostaining of GluA2/3
and calretinin (mossy cell markers) and Fluoro-Jade B staining
for labeling neurodegeneration revealed that this mossy cell-
restricted diphtheria toxin receptor expression line (mossy cell-
DTR, hereafter referred to as mutant) showed an extensive mossy
cell degeneration. The degree of degeneration was up to nearly
80% within a week and eventually 90% after 1 month, through-
out the longitudinal axis of both dorsal and ventral hippocampus
(Figure 1B). Whereas degeneration was also observed sparsely in
area CA3c, subregion of area CA3 which is located close to the
granule cell layer, there was no statistical difference in the cell
number of CA3c between before and after DT administration and

no other brain areas including dentate granule cells were affected.
In contrast, DT-treated control mice, regardless of genotypes,
showed no neurodegeneration. Therefore, using this mutant
mouse, the impact of mossy cell-specific neuronal degeneration
on dentate physiology and behavior can be evaluated. The major
findings following toxin-induced mossy cell degeneration are
summarized in Table 1.

EVALUATION OF EPILEPTOGENESIS THEORIES REGARDING MOSSY
CELL FUNCTION
Our findings have several implications for the existing theories
regarding the role of mossy cell loss in epileptogenesis. First, our
results revealed that acute granule cell hyperexcitability follows
the selective and extensive degeneration of mossy cells, which
provides the first direct evidence for a net inhibitory role of
mossy cells in the dentate gyrus. Thus, these results support
the central tenet of the “dormant basket cell” hypothesis, which
states that mossy cell loss reduces the excitatory drive onto the
inhibitory basket cells, hence they become “dormant” and as
a result, dentate granule cells become hyperexcitable (Sloviter,
1991; Sloviter et al., 2003). The “dormant basket cell” hypothe-
sis postulates that reduction in GABAergic inhibition results in
seizures, and this is consistent with the diminished GABAergic
inhibition observed in models of temporal lobe epilepsy and
during status epilepticus.

Second, despite of strong support for dormant basket cell
hypothesis, our findings also indicate that the granule cell hyper-
excitability caused by mossy cell loss in this mouse model is
apparently not enough to cause spontaneous granule cell epilepti-
form discharges or spontaneous behavioral seizures. Granule cells
are possibly powerful amplifiers of excitation, but the disinhibited
granule cells alone may not generate spontaneous epileptiform
discharges unless abnormal excitatory inputs elicit spontaneous
epileptiform discharges in granule cells. One plausible expla-
nation is the involvement of the entorhinal cortex and other
related structures in temporal lobe epileptogenesis. Schwarcz and
colleagues (Du et al., 1993) suggested that selective neuronal
loss in the entorhinal cortex plays a pathophysiological role in
epileptogenesis. Indeed, in perforant path-stimulated rats, spon-
taneous granule cell epileptiform discharges began immediately
after stimulation, and preceded spontaneous behavioral seizures
(Bumanglag and Sloviter, 2008). It is conceivable that generation
of spontaneous epileptiform discharges requires aberrant excita-
tory input from the entorhinal cortex onto disinhibited dentate
granule cells.

Third, we did not see any signature for “irritable” mossy cells,
even if 10–20% of mossy cells survived in the mutants, because
sEPSC frequency of granule cells in mutant mice was robustly
reduced upon mossy cell degeneration. Accordingly, granule cell
hyperexcitability in the mutants is unlikely due to the hyperex-
citability of surviving mossy cells after DT treatment. However,
we do not exclude a possibility that surviving mossy cells play
a role in spreading excitability through their long-range direct
connections to granule cells.

Fourth, our findings suggest that mossy cell loss alone is insuf-
ficient to trigger mossy fiber sprouting. As one of potential mech-
anisms of reverberating excitation in the dentate gyrus of epileptic

Frontiers in Neural Circuits www.frontiersin.org February 2013 | Volume 7 | Article 14 | 27

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Jinde et al. Ablation of hilar mossy cells

Table 1 | Summary findings after mossy cell-selective neurodegeneration.

Acute phase (4–11 days) Chronic phase (∼6 weeks) Comments

Morphology No obvious change except mossy
cell degeneration

No mossy fiber sprouting;
GABAergic sprouting at IML

Mossy cell loss triggers no mossy
fiber sprouting

sEPSC and sIPSC from granule cell Frequencies both reduced Back to normal level Transient reduction of both
excitatory and inhibitory input to
granule cell

In vitro perforant path stimulation Hyperexcitable granule cell Back to normal level Net inhibitory role of mossy cell in
granule cell activity

Kainate-induced IEG expression Increase in c-Fos and Zif268 No change Associated with hyper-excitable
granule cell

Kainate-induced seizure More susceptible No change Possibly due to hyper-excitable
granule cell

In vivo LFP recording No epileptiform discharge No epileptiform discharge Mossy cell loss insufficient for
spontaneous epilepsy

Theta power enhanced during
exploration

Back to normal level Possibly due to hyper-excitable
granule cell

Behavior No behavioral seizure No behavioral seizure Mossy cell loss insufficient for
spontaneous seizure

Increased anxiety Back to normal level Possibly due to hyper-excitable
granule cell

Impaired contextual discrimination Back to normal level Possibly due to hyper-excitable
granule cell

IEG, immediate early gene; IML, inner molecular layer; LFP, local field potential; sEPSC, spontaneous excitatory postsynaptic current; sIPSC, spontaneous inhibitory

postsynaptic current.

brains, mossy fiber sprouting has been extensively studied since
the original findings of Nadler and colleagues (Tauck and Nadler,
1985). However, it remains elusive as to what causes mossy fiber
sprouting. One idea was that the sprouting is driven by the degen-
eration of and/or loss of innervation from mossy cells, because
in the pilocarpine-induced status epilepticus rats, the extent of
mossy fiber sprouting is correlated with the number of mossy cell
loss (Jiao and Nadler, 2007). Contrary to this assumption, we did
not observe any Timm staining-positive immunoreactivity in the
IML even 6–8 weeks after DT treatment.

Finally, instead of mossy fiber sprouting, we observed compen-
satory GABAergic sprouting onto IML which began as early as
2 weeks after DT treatment and gradually progressed until 6–8
weeks after mossy cell degeneration. Concomitantly, the sIPSC
frequency from the mutant granule cells, which was transiently
decreased during the acute phase, returned back to the normal
level by the chronic phase. This suggests that this slow process
of synaptic reorganization may reverse the acute granule cell
hyperexcitability.

EVALUATION OF MNEMONIC THEORY REGARDING MOSSY CELL
FUNCTION
Our findings may also shed light on the mechanisms of den-
tate pattern separation. There are several possibilities that may

explain the context discrimination deficits observed following
mossy cell loss in the mutant mice. First, electrophysiological
recordings from dentate gyrus of awake behaving rats demon-
strated decorrelated firing patterns of the dentate granule cells
in response to subtle changes in input as evidence for pattern
separation (Leutgeb et al., 2007). Therefore, it is reasonable to
assume that following mossy cell loss in the mutants the over-
all excitability increase in granule cells disrupts their ability to
fire dissimilar to each other in the context discrimination tasks.
A similar disruption may be elicited by cell-type specific ablation
of functional NMDA receptors in the granule cells (McHugh et al.,
2007).

Alternatively, mossy cell loss may disturb the feed-back regula-
tion by CA3 cells of the pattern separation function, since mossy
cells appear to be under direct modulation by CA3 axons, that
back-project to the dentate gyrus (Scharfman, 2007). However,
there must be some mechanisms that compensate for this poten-
tial disturbance by the chronic phase in the mutants, because
contextual discrimination deficits were no longer observed in the
chronic phase.

Finally, considering a likely role of newborn granule cells in
the mnemonic processes (Aimone et al., 2011; Sahay et al., 2011),
it is plausible that mossy cell loss may impair dentate neurogene-
sis, thereby disrupting pattern separation. However, in this mouse
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model, contextual discrimination deficits are detected 1 week
after toxin treatment, but not during the chronic phase when any
possible effect of mossy cell loss in the neurogenesis should be
seen. We also observed no detectable impact of mossy cell loss
on adult neurogenesis as assessed during the chronic phase (Jinde
et al., 2012). Further studies are necessary to delineate the pattern
separation deficits in this mutant.

LIMITATION OF THIS MOUSE MODEL
There are a few limitations of the mossy cell deletion mouse
model (Jinde et al., 2012) that need to be acknowledged and
addressed. The first limitation is the extent to which the mossy
cells were not quickly ablated. We found that toxin-treatment
induces selective mossy cell degeneration up to over 75% of
cells within a week and over 90% after 1 month throughout
the longitudinal axis of both dorsal (septal) and ventral (tem-
poral) hippocampus. This is quite extensive; however, it is still
possible that the 10–20% of surviving mossy cells may play a
role in epileptogenesis and pattern separation through their long-
range direct connections to translamellar granule cells. Indeed,
the longitudinal connections were cut in our horizontal slice
preparation from ventral hippocampus in our study (Jinde et al.,
2012). It is also noted that continuous EEG recordings across
many days is required to detect any subtle epileptiform activ-
ity. There are also concerns about the mouse strain which we
used. Our transgenic mouse model is in the C57BL/6 strain
background. Systemic injection of pilocarpine results in robust
mossy fiber sprouting in the C57BL/6 mice that survived sta-
tus epilepticus (Shibley and Smith, 2002). However, after sta-
tus epilepticus induced by kainic acid injection, the C57BL/6
strain of mice is also known to be more resistant to hilar cell
loss and to mossy fiber sprouting as compared to other mouse
strains (Schauwecker and Steward, 1997; Schauwecker et al., 2000;
McKhann et al., 2003). The use of C57BL/6 strain in our study
may reduce the vulnerability to spontaneous seizure, and may
make these mice more resistant to mossy fiber sprouting. It will
be interesting to genetically ablate the mossy cells in more seizure-
prone strain background for seizure assessment and sprouting
analysis.

TRANSLAMELLAR LATERAL INHIBITION BY BASKET CELL-LIKE
INTERNEURONS
Our study using mossy cell degeneration mutant mice revealed
that mossy cell-driven GABAergic interneurons play a crucial
role in granule cell inhibition. Since mossy cells presumably
project to virtually all types of interneurons across lamel-
lae, except interneuron-selective cells (Zappone and Sloviter,
2004; Dyhrfjeld-Johnsen et al., 2007), most interneuron types
could contribute to the granule cell lateral inhibition. Are there
any specific types of interneurons involved in this inhibition?
Spontaneous IPSC events from granule cells of mutants and
controls in the presence and absence of glutamate receptor antag-
onists (NBQX and D-AP5) suggests that there are at least two
sources of inhibition that can be found in the granule cells in
the horizontal cut slices of dentate gyrus: 30% may originate
from interneurons that receive intra-lamellar input from gluta-
matergic mossy cells, while the remaining (70%) may receive

no contribution from mossy cells in slice preparation. Since
sIPSC frequencies are nearly the same between control slice with
the blockers and the mutants, we expect that only mossy cells,
but not any other glutamatergic excitatory neurons, are driving
interneurons in the same lamella in our slice preparation, thereby
increasing the sIPSC events by 30% in the control mice.

Furthermore, analysis of granule cell-rise time separated in
these preparation raises a possibility that two distinct types of
interneurons that provide IPSCs of, project to the same granule
cells, in relation to the location of mossy cells activating them
(Figure 2). One group of interneurons target granule cells with
IPSCs of slow-rise time kinetics, and they are located close to the
mossy cells, e.g., they receive excitation from those mossy cells
in an intra-lamellar manner. Another group is the interneurons
with fast-rise time kinetics, which are located translamellar to
the mossy cells, again receiving excitatory projection from those
mossy cells. Since slow-rise time kinetics interneurons compose
of only 30% of inhibition, we think mossy cell feed-forward inhi-
bition is largely translamellar, which was first demonstrated by
Zappone and Sloviter (2004).

It is widely accepted that properties of the presynaptic cells
as well as the target cells determine the synaptic properties
(Klausberger and Somogyi, 2008). Interestingly, there is some
emerging evidence that GABAA receptor subunits inserted at the
synapse also depend on the types of presynaptic interneurons.
Kinetics of GABAergic transmission depends on the subunit com-
position of the GABAA receptors, and α subunits are particularly
important among others. For example, GABAergic transmission
involves α1 subunit at fast-spiking basket cell to CA1 pyrami-
dal cell synapses (Thomson et al., 2000), and α2/3 subunits are
expressed at much higher density at PV-negative basket cells
synapses, and α2 or α2/3 often found in the receptors on the
axon initial segments, while less present in somatic and dendritic
synapses (Nusser et al., 1996; Loup et al., 1998; Pawelzik et al.,
1999; Nyíri et al., 2001). Synapses with α1, α2, or α3 subunit
containing GABAA receptors usually demonstrate fast-rise time
kinetics, while α5 GABAA receptor subunits which are utilized
for example, at the bitufted cell to pyramidal cell synapses in the
somatosensory cortex display slower rise time kinetics (Ali and
Thomson, 2008).

According to anatomical studies, we know that most interneu-
ron types in the dentate gyrus receive inputs from mossy cells
and that mossy cells are involved in translamellar lateral inhi-
bition (Buckmaster et al., 1996; Zappone and Sloviter, 2004).
Therefore, based on our results, we predict that a majority of
translamellar lateral inhibition to granule cells with fast kinet-
ics is derived from basket cell-type interneurons that display
fast-rise time kinetics. In other words, mossy cells may prefer-
entially project to basket cell-like interneurons in a translamellar
manner, which exert a powerful synaptic inhibition onto gran-
ule cells. Therefore, it is plausible that hilar mossy cell loss
results in a robust lateral or translamellar disinhibition of granule
cells by the “dormant basket cells,” which may contribute to the
epileptogenesis after post-traumatic injury or prolonged febrile
seizures (Sloviter, 1994). The types of interneurons with slow-
rise time kinetics which are located in an intra-lamellar manner
to mossy cells remain to be clarified. However, our finding that
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FIGURE 2 | Two hypothetical modes for mossy cell-driven

feed-forward inhibition of granule cells. Based on our findings, dentate
granule cells appear to be inhibited by two distinct categories of
interneurons in light of fast- or slow-rise kinetics of postsynaptic GABAA

receptors. We propose that granule cells located in the same lamellae
receive inhibition from interneurons (In A; interneuron A) which
display slow-rise time kinetics of sIPSCs at the granule cell dendrites.

Conversely, granule cells translamellar to the mossy cells may receive
perisomatic inhibition from interneurons (In B; interneuron B) that display
fast-rise time kinetics. While the nature of those interneurons is
uncertain, we suspect interneurons translamellar to the mossy cells are
basket cell-like cells. For simplicity, the dendrites of mossy cells and
interneurons are omitted. GC, granule cell; GCL, granule cell layer;
MC, mossy cell; ML, molecular layer; PL, polymorphic layer.

IPSC fast-rise time from mutant granule cells is somehow sim-
ilar to that of the control granule cells after glutamate receptor
blockade suggests that glutamatergic mossy fiber projection to
those interneurons has minimal impact on granule cell inhi-
bition. It is possible that dentate molecular layer interneurons
(so-called MOPP cells) play a role in intralamellar inhibition
of granule cells because mossy fibers do not project to these
MOPP cells (Halasy and Somogyi, 1993). Alternatively, mossy
fiber input to the dentate interneurons may be negligible in
slice preparation because the granule cells do not fire sponta-
neously. In this case, any types of interneurons, including HIPP
(Hippocampal Interneurons of the Perforant Path) cells, may
serve as type B interneuron (“In A” in Figure 2) in our model.
Future study is necessary to assess our hypothesis presented
here.

SUMMARY AND CONCLUSIONS
Here we presented an overview the characteristics of mossy cells,
including connectivity, physiology and function. We described
the involvement of mossy cells in temporal lobe epilepsy and
mnemonic processes, reviewing several hypotheses addressing the
effect of mossy cell loss. We further summarized the recent results
from our transgenic mouse that exerts toxin-mediated mossy
cell degeneration. The toxin-induced selective mossy cell degen-
eration resulted in acute granule cell hyperexcitability, which
suggests a net inhibitory effect of mossy cells. Despite this, no
epileptic seizure or mossy fiber sprouting was observed after

mossy cell degeneration. Based on our in vitro slice recording
using the mutant mice, we hypothesize that there are two distinct
populations of mossy cell-driven interneurons which inhibit den-
tate granule cells. One is a type of interneurons with slow-rise
time kinetics of sIPSCs at the granule cell synapse which receive
inputs from mossy cells in an intra-lamellar manner. Another one
is a basket cell-like interneuron-type with fast-rise time kinetics
which receives excitatory input from mossy cells in a translamellar
manner. Since our study as well as previous literature (Zappone
and Sloviter, 2004) demonstrated that the translamellar lateral
inhibition seems to be dominant, it is hypothesized that a major-
ity of mossy cell-mediated granule cell inhibition is derived from
basket cell-type interneurons with fast-rise time kinetics driven
by mossy cells in a translamellar manner. These results may
contribute to clarifying the underlying mechanism of epileptoge-
nesis and the dentate function which is involved in learning and
memory.
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The circuitry of the dentate gyrus (DG) of the hippocampus is unique compared to other
hippocampal subfields because there are two glutamatergic principal cells instead of
one: granule cells, which are the vast majority of the cells in the DG, and the so-called
“mossy cells.” The distinctive appearance of mossy cells, the extensive divergence of
their axons, and their vulnerability to excitotoxicity relative to granule cells has led to
a great deal of interest in mossy cells. Nevertheless, there is no consensus about the
normal functions of mossy cells and the implications of their vulnerability. There even
seems to be some ambiguity about exactly what mossy cells are. Here we review initial
studies of mossy cells, characteristics that define them, and suggest a practical definition
to allow investigators to distinguish mossy cells from other hilar neurons even if all
morphological and physiological information is unavailable due to technical limitations of
their experiments. In addition, hypotheses are discussed about the role of mossy cells in
the DG network, reasons for their vulnerability and their implications for disease.
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“MOSS” AND “MOSSY CELLS”
Ramon y Cajal was the first to describe the unusual large bou-
tons of granule cell axons from his studies of the rabbit or guinea
pig (Ramon y Cajal, 1911). He gave these axons the name “mossy
fibers” because the giant terminals of granule cells, occurring
periodically along the granule cell axons, gave the axons the
appearance that they were covered in moss (Ramon y Cajal, 1911).
The adjective “mossy” is also used for other fiber systems (e.g.,
cerebellar mossy fibers) but in the hippocampus the only cells
with mossy fibers are granule cells.

Many decades later, electron microscopy was used to describe
mossy fiber boutons in more detail, and showed that they are
complex, large terminals, densely packed with synaptic vesicles
(Blackstad and Kjaerheim, 1961; Laatsch and Cowan, 1966).
These boutons innervate equally complex structures on the prox-
imal apical dendrites of CA3 pyramidal cells, called “complex
spines” or “thorny excrescences,” a name that reflects the similar-
ity to thorny excrescence of plants, which are complex protrusions
that emerge from the main stem. The remarkable complexity of
mossy fiber boutons and thorny excrescences—much more intri-
cate than most pre- and postsynaptic structures—is not unique to
area CA3, however. Complex, large mossy fiber boutons of gran-
ule cells are also abundant in the hilus, where they contact thorny
excrescences on the proximal dendrites and somata of a subset of
hilar neurons.

The neurons of the hilus with thorny excrescences were named
“mossy cells” because their appearance resembles a cell covered
in moss (Amaral, 1978) (Figure 1). Hilar mossy cells with these
characteristics have now been described in numerous mammalian

species besides rats and mice, including guinea pig (Scharfman
and Schwartzkroin, 1988), gerbil (Kotti et al., 1996), hamster
(Murakawa and Kosaka, 2001), and primates (Seress and Mrzljak,
1992; Seress and Ribak, 1995).

Before describing mossy cells in more detail, it is important
to clarify nomenclature of the hilar region (see also, Amaral
et al., 2007; Scharfman and Witter, 2007). Originally the hilus was
described by other terms: area H5 (Rose, 1926), CA4 (Lorente
De Nó, 1934), or the polymorphic zone, and it was debated if
the area between the granule cell layer and area CA3 should be
addressed as a single area or multiple subregions (discussed in
Amaral, 1978). At the present time, “hilus” has replaced these
terms for the most part, although the term “polymorphic zone”
is still applicable to the dentate gyrus (DG) because the hilus is a
polymorphic layer if one defines the DG as a structure composed
of a molecular layer, cell layer, and polymorphic layer.

Another aspect of nomenclature that is important relates to
the terms for the different parts of the hippocampus: septal vs.
temporal poles. In the rodent, the septal pole is located in the
dorsal part of the forebrain, and is more anterior than the rest
of the hippocampus; the temporal pole is located in the ventral
part of the forebrain and is more caudal or posterior (Figure 2).
However, septal and dorsal hippocampus are not necessarily syn-
onymous, because some of the hippocampus that is located in the
dorsal part of the forebrain is relatively caudal and is not very
close to the septum. Therefore, it is preferable to discuss the DG
with terms such as septal or temporal rather than dorsal and ven-
tral (Scharfman and Witter, 2007). On the other hand, a section
cut in the horizontal plane in the dorsal part of the brain is best
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FIGURE 1 | Introduction to the hilus and mossy cells. (A) A schematic of
the rat hippocampus from Amaral (1978) in horizontal section shows the
location of the hilus (zone 4). GCL, granule cell layer; H, hilus; ML, molecular
layer; MF, mossy fiber; PCL, pyramidal cell layer. (B) A drawing of a mossy

cell from the same study (Amaral, 1978). (C) A mossy cell that was
physiologically-identified in hippocampal slices from an adult male rat and
filled with Neurobiotin from Scharfman et al. (2001). An arrow points to the
axon; arrowheads point to thorny excrescences. Calibration = 20 μm.

discussed as dorsal, since it contains both septal areas and more
caudal areas.

Since the landmark paper by Amaral (1978), that described
hilar neurons from Golgi-stained tissue of the rat, much more has
become known about the basic structural and functional charac-
teristics of mossy cells, and their potential contribution to the DG
and CA3 network. Below we discuss the fundamental character-
istics of mossy cells, and then discuss the hypotheses about their
function, vulnerability, and implications for disease.

DIVERSE CHARACTERISTICS OF MOSSY CELLS AND THE
QUESTION THEY RAISE: WHAT IS A MOSSY CELL?
EARLY STUDIES OF THE AXON PROJECTION OF MOSSY CELLS AND
THE QUESTIONS THEY RAISED
Before much was known about hilar mossy cells, a great deal
of work was already being conducted to understand the com-
missural projection of large hilar neurons—which later became
identified as the axon projection of mossy cells, as well as some
other types of DG neurons. The axon projection was called the
commissural/associational (C/A) pathway and projected to dis-
tal “lamellae” of the DG ipsilaterally and the contralateral DG.
It formed the major source of afferents to the inner molecular
layer (Figures 2, 3; Ribak et al., 1985). Most of these studies were
conducted in rats and were based on tract-tracing techniques.
Some of the data showed remarkably specificity: the contralat-
eral projection to the inner molecular layer targeted a similar
location along the septotemporal axis as the cell bodies of origin
(“homotopic”; Figure 3).

Most of these studies suggested that the cells of origin of the
C/A pathway were large neurons in the hilus (large referring to
the size of the cell body). However, it was never entirely clear that
these large neurons were exclusively mossy cells or that large hilar
neurons were only mossy cells. One reason to be cautious was that
some rather small-sized hilar neurons appeared to contribute to
the C/A projection (Ribak et al., 1985). These relatively small hilar
neurons seemed unlikely to be mossy cells based on the idea that
mossy cells have a large soma.

Might other neurons besides mossy cells contribute to the C/A
pathway? Did some mossy cells in fact have small cell bodies?
Additional studies supported both ideas. Regarding the hetero-
geneity of neurons contributing to the C/A pathway, it became
clear that other hilar neurons than mossy cells have a commissural
projection. One study was physiological: in the anesthetized rat,
electrical stimulation of the commissure could inhibit the granule
cell population spike evoked by a prior stimulus to the perforant
path (Douglas et al., 1983). These data suggested that there was
a GABAergic contribution to the commissural pathway, which
would be unlikely to be mossy cells because they are glutamater-
gic (although at the time this was debated). Anatomical analyses
of commissurally projecting neurons of the DG showed that
GABAergic neurons which co-localize somatostatin or neuropep-
tide Y project contralaterally—although they do not innervate
the inner molecular layer in the contralateral hemisphere, like
mossy cells (Bakst et al., 1986; Goodman and Sloviter, 1992;
Deller et al., 1994, 1995). In addition, parvalbumin-expressing
GABAergic neurons at the granule cell layer/hilar border project
contralaterally (Goodman and Sloviter, 1992).

Together these studies led to some question about the location
of the mossy cell axon projection—and suggested that mossy cells
cannot be defined by a contralateral projection alone. Moreover, it
is not possible to define them as a neuron with an inner molecular
layer projection. The reason is that CA3 pyramidal cells, mostly
in area CA3c and in temporal hippocampus, project to the inner
molecular layer (Li et al., 1994).

A greater understanding of the mossy cell axon was made
possible by analysis of the axons of intracellularly-labeled hilar
cells which had thorny excrescences in the rat (Buckmaster et al.,
1996). The labeled cells gave rise to both an ipsilateral and con-
tralateral terminal plexus in the inner molecular layer. Within
the ipsilateral projection, the intracellularly-labeled cells had their
most extensive projection to the inner molecular layer in distant
lamellae relative to the cell body (Figure 3). Interestingly, the pro-
jections of intracellularly-labeled mossy cells were not the same.
Mossy cells located in the temporal part of the hippocampus
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FIGURE 2 | The dentate gyrus of the rodent. (A) Dorsal view of the
rodent hippocampus. (B) A schematic of the lamellar organization of the
hippocampus. Two sections are shown in the coronal plane and horizontal
plane as indicated by the arrows. (C) A coronal section from septal
hippocampus is illustrated. MOL, molecular layer; GCL, granule cell layer;
H, hilus. (D) A horizontal section from temporal hippocampus is illustrated.
(E) The laminar organization of the DG is illustrated, with a single granule cell
to show the orientation of dendrites and the granule cell axon, which is called

a mossy fiber. The molecular layer is divided into three zones that are
approximately the same width: outer molecular layer (light red); middle
molecular layer (light blue); and inner molecular layer (light brown). The
granule cell layer (dark gray) has several layers of densely-packed granule
cells. Below the granule cell layer is a small subgranular zone (light green)
containing hilar neurons and precursors of granule cells. The hilus includes
the subgranular zone and a larger area that ends with area CA3c. The zone
near CA3c is sometimes called the deep hilus (light gray).

projected very far, to distant septal locations. However, mossy
cells located in the septal region did not project as far into the
temporal hippocampus (Figure 3; Buckmaster et al., 1996). These
data were consistent with earlier studies using different meth-
ods, which suggested that there was a more extensive spread of
the C/A pathway from temporal to septal hippocampus in the
mouse (West et al., 1979). Similar results have also been found
in the mouse, where calretinin can be used to stain the mossy
cells of temporal hippocampus (Blasco-Ibanez and Freund, 1997;
Fujise et al., 1998), but in septal hippocampus of the mouse and in
rat, calretinin does not stain mossy cells (although calretinin does
stain mossy cells in the human; Seress et al., 2008). In mouse, an
antibody to calretinin stained the inner molecular layer through-
out the septotemporal extent of the DG, even though cell bodies
of mossy cells were stained by the antibody in temporal hip-
pocampus only. These data suggested that temporal mossy cells

have axons which are highly divergent (Blasco-Ibanez and Freund,
1997).

EARLY PHYSIOLOGICAL STUDIES OF MOSSY CELLS AND THE
QUESTIONS THEY RAISED
The first intracellular recordings from mossy cells were made in
hippocampal slices of the guinea pig. These initial studies pro-
vided data that led to a reconsideration of the definition of a
mossy cell because some cells with dense proximal spines—but
not clear thorny excrescences—could not be distinguished from
cells with robust thorns. This raised the question: are mossy
cells defined by robust thorny excrescences, or is there some
variability?

In the recordings, hilar cells were sampled at random with
sharp electrodes (i.e., without visualization of the cell before
impalement), after physiological properties were characterized,
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FIGURE 3 | The commissural/associational (C/A) pathway. (A) An
illustration of the brain viewed from above shows the orientation of the
hippocampus of the rodent. (B) The lamellae of the hippocampus are
illustrated schematically. Mossy cells located near the temporal pole of
the hippocampus (black) project to septal areas and to the temporal
hippocampus contralaterally. The projections that are local terminate
primarily in the hilus; the projections to distant lamellae terminate primarily
on granule cell dendrites in the inner molecular layer. Mossy cells located in
septal hippocampus (gray) have similar local and distant projections but the
distant projection does not extend as far from the cell body as it does for
temporal mossy cells.

the cell was filled with dye to correlate physiological proper-
ties with gross morphological characteristics such as the size
of the cell body, and presence of thorny excrescences. The
results showed that there was a substantial fraction of neurons
in the hilus with physiological properties similar to regular-
spiking glutamatergic neurons in other parts of the CNS; the
other group of hilar neurons was similar to fast-spiking or
slow-spiking GABAergic neurons (below these are all discussed
as fast-spiking for simplicity) (Scharfman and Schwartzkroin,
1988; Scharfman, 1992a). The cell bodies of the regular-spiking
neurons were usually large and the proximal dendrites were
typically large in diameter (relative to granule cells) and cov-
ered with thorny excrescences but this was not the case for the
fast-spiking cells (Scharfman and Schwartzkroin, 1988). The fast-
spiking neurons were generally aspinous, or had spines but they
were primarily on dendrites that were not proximal to the soma
(Figure 4).

Therefore, there was an apparent division based on physiol-
ogy and morphology and the regular-spiking neurons appeared
to be mossy cells whereas the fast-spiking neurons corresponded
to GABAergic neurons. However, the regular-spiking neurons did
not always have numerous thorny excrescences (Figure 4). Some
of the dendrites merely appeared to be large in diameter and
rather “bumpy” which had been shown before (Frotscher et al.,
1991). In addition, the somata of the regular-spiking cells were

not necessarily larger than the fast-spiking neurons (Figure 4),
suggesting that numerous thorny excrescences and a large cell
body did not necessarily define mossy cells. The distal den-
drites of the regular-spiking neurons were sometimes beaded and
lacked spines. These characteristics—beaded, aspiny dendrites—
are considered to be common characteristics of interneurons.
Therefore, the characteristics of distal dendrites of mossy cells did
not seem to be useful in defining them either. Moreover, some
fast-spiking neurons had very large (thick) dendrites and spines
(Figure 4), suggesting that mossy cells could not be defined by
dendrites with a large diameter.

Variations in thorny excrescences in mossy cells also are evi-
dent when species are compared. For example, thorny excres-
cences of hilar cells in the hamster and in humans seem far more
“exuberant” than the guinea pig or rat (Murakawa and Kosaka,
2001; Seress et al., 2004; Abraham et al., 2005). Below we argue
that exuberant thorny excrescences are not a defining feature of
mossy cells, because the cells with robust thorny excrescences
(Figure 1C) can not be discriminated from cells with dense proxi-
mal spines (Figure 4) using physiological criteria. When the axon
is visible, the main branch exits the hilus and enters stratum
oriens of CA3, as one would expect for a mossy cells. Therefore,
there appears to be some variability in the “moss” and size of
mossy cells.

A PROPOSAL FOR CRITERIA TO DEFINE MOSSY CELLS
Below we suggest the criteria to define a mossy cell based on the
data about hilar neurons obtained to date, and based on practical
considerations. Each criterion in itself is insufficient to define a
mossy cell; together they make a compelling case for a mossy cell.

1. A cell body in the hilus, defined as zone 4 of Amaral (1978).
2. Glutamate as the primary transmitter (other markers are less

valuable, as discussed below).
3. An axon that innervates the inner molecular layer.
4. Proximal dendrites with numerous large spines (distal den-

drites may be misleading and thorny excrescences are not an
absolute requirement).

5. A series of physiological characteristics that distinguish the cell
from GABAergic interneurons and CA3 pyramidal cells.

Cell body in the hilus
It is hard to argue against the idea that a hilar cell must have a
cell body in the hilus. However, the definition of the hilus is not
trivial, because the border with CA3c can easily be misconstrued.
As shown in Figure 1, Amaral defined the hilus as a specific area
between the two blades of the granule cell layer (Amaral, 1978).
However, the hilus is not simply the area of the DG that is located
between the two blades. Area CA3c (nomenclature of Lorente De
Nó, 1934) inserts into the DG, and is not part of the DG (Amaral,
1978). The hilus surrounds the area CA3c cell layer as well as the
dendrites of CA3c pyramidal cells; it does not only avoid the cell
layer (Amaral, 1978). In the coronal plane of septal hippocampus
in rodents, it is difficult to sample neurons from the hilus because
area CA3c encompasses the majority of the space between the
supra and infrapyramidal blades; there is only a very small area
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FIGURE 4 | Large cells of the hilus are not always mossy cells. (A) A
physiologically-identified fast-spiking cell with a basket cell axon, located at
the border of the granule cell layer and the hilus. Arrows point to the
axon. Arrowheads point to spines. Note the large size of the cell body.
Calibration = 30 μm (A1); 15 μm (A2). From Scharfman (1995a). (B) A
physiologically-identified GABAergic neuron located in the deep hilus near

area CA3c with a large cell body. Same calibration as (A). (C) A neuron
with dense spines all over its dendrites, with physiological characteristics
that were not possible to discriminate from mossy cells with large thorny
excrescences. This neuron was filled with Lucifer yellow and located
on the border of the subgranular zone and the deep hilus. Same
calibration as (A). From Scharfman (1993a).

where the hilus is located (Figures 1, 2). In the horizontal plane,
the hilus is a larger area (Figures 1, 2).

How does one define the border of the hilus with area CA3c?
This is relatively straightforward with some staining techniques
such as cresyl-violet. Alternatively, almost any stain of the mossy
fiber pathway will stain the hilus, but in area CA3c it will only
stain stratum lucidum. When there is no staining of the tissue to
visualize the CA3c/hilar border, one can identify a cell of inter-
est and then stain the area posthoc. Without staining, however,
cells near CA3c are difficult to define because cells at the tip
of CA3c sometimes appear to be “mossy” but their physiology
suggests they are pyramidal cells (Figure 5; Scharfman, 1993b).
One criterion that sets these area CA3c cells apart from mossy
cells of the hilus is the ability of intracellular current injection to
trigger a burst of decrementing action potentials on a triangu-
lar depolarization, a typical type of intrinsic firing behavior of
CA3 pyramidal cells (Figure 5; Scharfman, 1993b). This is not
a characteristic of mossy cells that are close (within 100 μm) to
the granule cell layer. When the molecular or granule cell layer is
stimulated, an evoked IPSP is a second criterion: in CA3c neu-
rons these IPSPs are robust (Figure 5; Scharfman, 1993a) but this
is not the case for mossy cells located close to the granule cell layer.
Other characteristics have also been used to distinguish area CA3c
pyramidal cells from mossy cells (Buckmaster et al., 1993).

Some of these distinguishing characteristics require close
attention to recording conditions. For example, burst firing has
been reported in mossy cells of the mouse if the recordings are
made in the temporal DG. They occur when ionotropic glutamate
receptors and GABAA receptors are blocked (Jinno et al., 2003).

It is important to note that the definition of the hilus, and
therefore the hilar/CA3c border, varies with species. In the
primate, CA3c is very large and extends very far into the DG.
The distance from the granule cell layer/hilar border to CA3c—
i.e., the hilus—can be very small.

Glutamate as the primary neurotransmitter
Currently mossy cells can be easily distinguished from GABAergic
neurons in the hilus because mossy cells are glutamatergic.
However, this criterion was not always so clear. One reason to
consider that mossy cells might be GABAergic was based on early
studies of the inner molecular layer where commissural afferents
included type I and type II synapses (Laatsch and Cowan, 1966).
Without specific antibodies to glutamate, or direct assessment
of monosynaptically-connected neurons, it remained arguable
whether mossy cells were a type of GABAergic neuron or were
glutamatergic until the early 1990’s. Two studies provided evi-
dence that mossy cells were glutamatergic, one anatomical and the
second physiological. The first anatomical demonstration of glu-
tamate immunoreactivity was made in Golgi-impregnated mossy
cells (Soriano and Frotscher, 1994). The physiological study used
hippocampal slices to impale mossy cells—which were confirmed
to be regular-spiking, hilar, and had thorny excrescences—and
simultaneously recorded from neurons in the granule cell layer
until a monosynaptic connection was identified. That study
showed for the first time that mossy cells produced unitary EPSPs
in granule cells, supporting the hypothesis that mossy cells were
glutamatergic (Scharfman, 1995b). Interestingly, the monosy-
naptic connections between mossy cells and granule cells were
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FIGURE 5 | Characteristics of CA3c “pyramidal cells” and mossy cells.

(A,B) Pyramidal cells of CA3c often have morphology that is not
pyramidal-like in that the cell body and proximal dendrites are not pyramidal.
They are not interneurons because of their dense spines and physiology.
The example shown is from a neuron that was physiologically-identified as a
pyramidal cell because of its intrinsic burst firing (D). The merged images
through multiple focal planes are shown. Calibration [located in (A)] =
100 μm for (A) and 20 μm for (B). (C) A drawing of the cell in (A,B) is shown.
Arrowheads indicate the part of the axon that terminated in area CA3. The
arrows point to the part of the axon that gave rise to collaterals in the hilus.
GCL, granule cell layer; HIL, hilus; PCL, pyramidal cell layer of CA3c.
(D,E) Physiological discrimination of CA3c neurons from hilar mossy cells.
(D) A continuous recording from a neuron in CA3c (top) that exhibited firing
behavior of a pyramidal cell rather than a mossy cell. During the record, a
series of increasing currents are triggered (middle) to elicit firing and the
firing behavior is expanded below (arrows). Weak currents (#1–3) did not elicit

burst firing but the strongest current command did (#4). The burst in #4 has a
characteristic decrement in action potential amplitude, and rides on a
triangular depolarization, followed by a large afterhyperpolarization. In
contrast, these types of bursts are not found in mossy cells under these
recording conditions, and the afterhyperpolarizations are not either. (E) CA3c
pyramidal cells can also be discriminated from mossy cells by a large IPSP
triggered by perforant path or molecular layer stimulation. Top: A continuous
record from a CA3c cell showing an IPSP evoked in response to molecular
layer stimulation (at the dot) and an afterhyperpolarization following
directly-evoked action potentials (arrow). An arrowhead marks a spontaneous
burst of action potentials followed by an afterhyperpolarization. Bottom: A
response of the same cell to stronger stimuli (at the dots). On the right, the
response to the strongest stimulus is shown, which elicited an action
potential followed by hyperpolarization, characteristic of pyramidal cells under
these recording conditions, but not mossy cells. (A–E) are from Scharfman
(1993b).

weak; they were only detected when a GABAA receptor antago-
nist was present. In more recent studies using patch recordings
and younger tissue, much more robust excitatory connections
were evident from mossy cells to GABAergic neurons of the hilus
(Larimer and Strowbridge, 2008). One interpretation of these
data is that mossy cells may innervate hilar GABAergic neurons
close to the mossy cell soma, but preferentially innervate gran-
ule cells in distal areas of the hippocampus. Another implication
is related to the study of Larimer and Strowbridge, which used
young animals (less than 30 days old). Their study suggests that
early in life, mossy cells may form a primarily excitatory connec-
tion to local GABAergic neurons and this is later refined as their
long axon forms synaptic connections to distal granule cells.

Using immunocytochemistry, it is now common to identify
mossy cells in the hilus by their immunoreactivity to GluR2/3,
a marker of glutamatergic neurons (Leranth et al., 1996). One
potential problem, however, is that some granule cells [ectopic
granule cells; (Scharfman et al., 2007)] exist in the hilus too.
However, they are rare under most conditions, compared to
mossy cells (McCloskey et al., 2006; Jiao and Nadler, 2007).
Ectopic granule cells arise in greater numbers after pathol-
ogy. For example, after status epilepticus (SE) in adult rats,
GluR2/3- immunoreactive granule cells are common in the hilus
(McCloskey et al., 2006; Jiao and Nadler, 2007).

Other markers besides GluR2/3 can be used to identify
mossy cells but few are selective. In the mouse, mossy cells in
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temporal hippocampus express calretinin, as mentioned above.
However, there are some hilar GABAergic neurons that express
calretinin in rat and mouse (Liu et al., 1996; Martinez et al.,
1999) and young granule cells at the granule cell layer/hilar
border express calretinin in rats and mice (Brandt et al., 2003;
Scharfman et al., 2007). In humans, cocaine- and amphetamine-
transcript peptide (CART) stains mossy cells (Seress et al., 2004),
but not in rodents. In the rat, one of the glucocorticoid recep-
tors (type II) is present on mossy cells (Patel and Bulloch, 2003).
The α8 integrin subunit also stains mossy cells in rats, but not
selectively—somatostatin/neuropeptide Y immunoreactive cells
stain also (Einheber et al., 2001). Calcitonin-gene-regulated pep-
tide (CGRP)-immunoreactivity is another way to distinguish
mossy cells in rat (Bulloch et al., 1996; Freund et al., 1997).

An axon that innervates the inner molecular layer
Exceptions to the statement that mossy cells project to the inner
molecular layer have not been reported. All neurons with dense
proximal spines or thorny excrescences, where an axon has been
possible to trace, exhibit an inner molecular layer projection.
Therefore, we suggest that one criterion that defines mossy cells is
an axon that projects to the inner molecular layer.

However, in some experimental conditions, it is not always
possible to determine that an axon is present in the molecular
layer. For example, it is hard to find a mossy cell axon in the inner
molecular layer in most hippocampal slices. In these slices, how-
ever, it is often possible to trace the major branch of the axon to
its point of exit from the DG in stratum oriens of area CA3b/c. It
can be distinguished from axon collaterals by its large diameter,
and the fact that most axon collaterals are restricted to the hilus.
In contrast to mossy cells, other hilar cell types do not have this
axon projection, and neurons in area CA3c do not either, making
it a practical method to differentiate mossy cells in hippocampal
slices from other cell types.

It is not widely appreciated that the mossy cell also has a
dense local axon collateral plexus in the hilus, which was empha-
sized in early studies of mossy cells (Frotscher et al., 1991). In
recordings of mossy cells in hippocampal slices, there is a dense
network of hilar collaterals (Scharfman and Schwartzkroin, 1988;
Buckmaster et al., 1992; Larimer and Strowbridge, 2008), which
have implications for the potential functional role of mossy cells.
The local axon collaterals are depicted schematically in Figure 3
and discussed further below.

Although it is often hard to find the branches of the local
axon that extend into the inner molecular layer in slices, empiri-
cal evidence suggests they are present. Thus, the mossy cell axon
that ends in the inner molecular layer was found after inject-
ing dye into mossy cells in hippocampal slices which were only
400 μm thick (Buckmaster et al., 1992). Furthermore, effects of
mossy cells on granule cells have been reported in 400 μm-thick
hippocampal slices (Scharfman, 1995b; Jackson and Scharfman,
1996). Changes in physiology of the DG in hippocampal slices
have also been detected before and after selective ablation of
mossy cells (Ratzliff et al., 2004).

Regarding other inputs to the inner molecular layer besides
mossy cells, there is a long list of inputs that are notable. CA3c
pyramidal cells that are located in the temporal pole of the hip-
pocampus project to the inner molecular layer (Li et al., 1994).

The supramammillary nucleus sends projections to the border of
the inner molecular layer and the granule cell layer (Leranth and
Hajszan, 2007). Hilar GABAergic neurons provide GABAergic
input [HICAP cells; (Han et al., 1993)]. Diverse brainstem nuclei
(dorsal raphe, locus coeruleus) project to the molecular layer,
including the inner molecular layer (Amaral and Campbell, 1986;
Swanson et al., 1987).

Proximal dendrites with numerous spines
Based on the inability to discriminate physiological differences
between cells with obvious thorny excrescences (Figure 1C) and
cells with dense proximal spines but thorny excrescences that are
not as clear (Figure 4C), it seems reasonable to suggest that mossy
cells are characterized by large proximal spines, whether or not
they can be called thorny excrescences. This is practically use-
ful because the discrimination between dense spines and small
thorny excrescences is somewhat subjective, in our view. The
proximal dendrites are the most important area to consider in
this assessment because distal dendrites of mossy cells may have
spines that are far less robust, and some interneurons have distal
dendrites where spines are robust.

Physiological characteristics that distinguish mossy cells from
other cell types
Intrinsic properties. Mossy cells that were initially character-
ized in guinea pig slices, and subsequently in slices of rat and
other species, have “regular-spiking” physiology. Classically the
term “regular-spiking” refers to the width (duration) of the action
potential. The longer duration of the action potential of mossy
cells compared to GABAergic neurons is very easy to discrimi-
nate, whether the action potential is triggered by direct current,
it occurs spontaneously, or it occurs in response to synaptic
stimulation.

However, there are a few potential problems with the imple-
mentation of this criterion. One is the fact that almost any
cell, if unhealthy, develops a broader action potential. And, in
slices, the vulnerability of mossy cells to trauma appears to make
them unhealthy unless great care is taken to prepare the slices.
Therefore, other criteria are useful. For example, an additional
characteristic that is useful to discriminate mossy cells is the ratio
of the rate of rise to the rate of decay of the action potential. The
ratio is much greater than the one for mossy cells and pyramidal
cells but approximates one for GABAergic neurons (Scharfman,
1993b, 1995a).

Additional physiological characteristics of mossy cells in slices
distinguished them from other cell types. For example, mossy
cells have very long time constants (>20 ms in the guinea pig
or rat) which are similar to CA3c pyramidal cells. In contrast,
granule cells and interneurons have relatively short time con-
stants (<15 ms). The absolute numbers may vary depending on
the recording method (sharp or patch) but the relative differences
remain, making this criterion very useful. Mossy cells also have
a very small afterhyperpolarization (AHP) following an action
potential compared to GABAergic neurons. Interneurons have
large AHPs and typically have much less variability in the AHP
from one command pulse to the next, and have much less adap-
tation, than mossy cells [Figure 6 (Scharfman, 1992a, 1995a; Buhl
et al., 1994; Lübke et al., 1998)].
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FIGURE 6 | A subset of hilar cells have low thresholds in response to

electrical stimulation of the perforant path in rat hippocampal slices.

(A1) Mossy cells often have dendrites in the molecular layer if their
cell body is located near the granule cell layer. A Neurobiotin-filled
physiologically-identified mossy cell is shown as an example. There are
numerous dendrites entering the granule cell layer (GCL) and molecular
layer (arrows). The dotted line marks the border of the HIL and GCL.
Calibration = 80 μm. (A2) The same cell is shown at higher magnification.
The arrow indicates the axon; arrowheads mark thorny excrescences.
More examples are shown in Scharfman (1991). Calibration = 40 μm.
(A) is from Scharfman et al. (2001). (B1) A drawing of a hilar interneuron
with a low threshold is shown. (B1–B3) Are sites where the response to
electrical stimulation of the molecular layer was recorded to evaluate
granule cell responses to the same stimulus. The bipolar stimulating
electrode is indicated by two parallel lines (STIM). (B2) Intracellular
current (0.15, 0.3 nA) was used to evaluate firing behavior, and the
responses demonstrated typical firing of GABAergic neurons: weak spike
frequency adaptation. (B3) Top (extracellular): the response recorded
extracellularly at site #1 at weak (left) and strong (right) intensities of
stimulation. Bottom (intracellular): simultaneously recording of the
response to the weak stimulus in the interneuron shown in (B1)

The interneuron reached threshold but there was no indication of

suprathreshold activation of granule cells at the same stimulus strength.
At the higher intensity of stimulation, a population spike occurred,
signaling firing in granule cells. Calibration: 10 mV, extracellular; 15 mV,
intracellular. (C1,C2) A mossy cell with a molecular layer dendrite is
shown after filling the cell with Lucifer yellow in a rat hippocampal slice.
This dendrite bifurcated after exiting the granule cell layer and reached
the outer molecular layer. In the outer two-thirds of the molecular layer
there were additional branches (arrows in C2). The arrowhead (C1) marks
a thorny excrescence. Calibration = 100 μm. (C3) A drawing of the cell
shown in (C1,C2). (C4) Simultaneous extracellular recording from the
granule cell layer at the site closest to the stimulating electrode in
(C3) and intracellular recording from the mossy cell shows a lower
threshold for action potential generation in the mossy cell compared to
the field potential. It is important to note that it might only take 1 granule
cell action potential to activate the mossy cell because of the large
quantal size of a granule cell unitary EPSP in a mossy cell (Scharfman
et al., 1990) and this might not be reflected in the field potential, which
is an average of many cells located only near the recording electrode.
Therefore, many locations were sampled, especially those near the
stimulating electrode where a granule cell might be directly activated,
before concluding that the mossy cell had a relatively low threshold
compared to adjacent granule cells. (B–C) are from Scharfman (1991).

The firing behavior of a mossy cell seems easier to distinguish
from other hilar neurons using a sharp electrode than a patch
electrode (Lübke et al., 1998), probably because a patch electrode
has constituents that affect firing substantially and if the same
internal solution for the patch electrode is used across cells, the
more the firing of different cells is similar.

Synaptic responses. One characteristic of mossy cells is a large,
frequent barrage of spontaneous synaptic input (Scharfman and
Schwartzkroin, 1988; Strowbridge et al., 1992; Scharfman, 1993a;
Soltesz and Mody, 1994). At resting potential, this is evident as
depolarizations which can trigger action potentials, which are
blocked by excitatory amino acid receptor antagonists, so they
are EPSPs. Presumably the majority of the input is due to spon-
taneous release from mossy fiber boutons, but mossy cells also
receive local input from CA3 pyramidal cells, and cut axons of
extrinsic inputs to the hilus may release transmitter also. Mossy
cells are innervated by GABAergic cells, and when glutamate

receptors are blocked, inhibitory potentials or IPSCs are readily
detected (Scharfman, 1992b; Soltesz and Mody, 1994). In con-
trast, hilar interneurons have spontaneous input that is much
smaller and has faster kinetics (Scharfman et al., 1990; Livsey and
Vicini, 1992).

When stimulating electrodes are used to evaluate synaptic
inputs to hilar neurons, EPSPs and IPSPs can be evoked by per-
forant path stimulation in almost all cells. There is extensive
variation within a given hilar cell type (Scharfman, 1995a), and
as a result, this information—while very important—does not
clarify the hilar cell type easily.

ARE THERE SUBTYPES OF MOSSY CELLS?
In light of the variability in many of the characteristics of mossy
cells, one might suggest that there could be subtypes of mossy
cells. For example, one subtype has dense spines on their proxi-
mal dendrites, but no thorny excrescences, and another subtype
might have thorny excrescences. This division would certainly be
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possible to make, but does not seem useful, because physiological
or functional distinctions are not evident when comparing cells
with dense proximal spines and cells with thorny excrescences.

However, there is one division that seems useful, because it
is detectable anatomically and also physiologically: some of the
mossy cells recorded in rat hippocampal slices have a low thresh-
old for action potential generation when the perforant path is
stimulated electrically in slices, compared to granule cells located
nearby (Scharfman, 1991). Thus, perforant path stimulation can
evoke action potentials in these “low threshold” mossy cells before
the stimulus is increased sufficiently to elicit a detectable popula-
tion spike in the granule cells next to it, or action potentials in a
granule cell selected at random from that population. The mossy
cells with low thresholds are usually located close to the gran-
ule cell layer, and have a relatively thin dendrite that passes into
the molecular layer and can either stop in the inner or middle
molecular layer or extend to the hippocampal fissure (Scharfman,
1991; Figure 6). In contrast, mossy cells without these dendrites
appear to have a threshold similar to or higher than granule cells
in the same slice and are activated at a latency consistent with a
perforant path-to-granule cell-to-mossy cell pathway (i.e., disy-
naptic). Therefore, it seems reasonable to suggest that mossy
cells with low thresholds are a subtype of mossy cell (Figure 7).
There also are hilar GABAergic interneurons with dendrites in
the molecular layer and low thresholds to perforant path stimu-
lation in hippocampal slices [Figure 6 (Scharfman, 1991)], which
could be innervated by perforant path fibers that innervate hilar
GABAergic dendrites (Deller et al., 1996) or perforant path
innervation of molecular layer dendrites [Figure 6 (Scharfman,

1991)]. These GABAergic hilar neurons with low thresholds and
both molecular layer and hilar dendrites may correspond to HIPP
cells which co-express somatostatin and neuropeptide Y (see
Figure 7).

The pathway that causes the short latency, low threshold acti-
vation of hilar cells with molecular layer dendrites could be the
perforant path, based on the demonstration that perforant path
fibers in the molecular layer innervate GABAergic neurons. There
is no anatomical evidence that the perforant path innervates
mossy cell dendrites in the molecular layer, however. One study
that could be relevant showed that deep layer entorhinal neu-
rons have axons that enter the inner molecular layer, granule cell
layer, and hilus (Deller et al., 1996). That study suggested that the
axons innervated GABAergic neurons, not mossy cells. However,
some axons terminated on spines, so it is possible mossy cell den-
drites were contacted. In summary, both mossy cells and hilar
GABAergic neurons with dendrites in the molecular layer are neu-
rons that appear to have low thresholds. The reason for their low
thresholds could be direct innervation by the perforant path, but
this explanation is not as well developed for mossy cells as it is for
GABAergic neurons.

Notably, the neurons with low thresholds are a subset of mossy
cells in the normal rat, but appear to be rare in some species, such
as the mouse (Kowalski et al., 2009). In the primate, mossy cells
with molecular layer dendrites and even CA3c pyramidal cells
with molecular layer dendrites have been shown [the “dentate-
CA3 cell”; (Buckmaster and Amaral, 2001)]. The numbers of
these cells relative to the entire population of mossy cells and
CA3c pyramidal cells is not clear, but it seems likely that they

FIGURE 7 | Characterization of dentate gyrus non-granule cells. (A)

Intrinsic electrophysiology of DG non-granule cells include two classes
primarily, those cells that are regular-spiking and those that are not.
Regular-spiking cells are mossy cells with hilar cell bodies and an axon
in all layers but the outer and middle molecular layers. Fast-spiking
cells are found in all layers and have axons that are in all layers.
(B) Axon location indicates at least six types of non-granule cells.
GABAergic neurons include basket cells, typically with a pyramidal

cell-shaped soma, axo-axonic cells, HIPP cells, HICAP cells, and MOPP
cells (Han et al., 1993; Freund and Buzsáki, 1996). Recent studies
suggest that neurogliaform cells and ivy cells exist (Armstrong et al.,
2011, 2012). (C) Mossy cells can be divided into two categories
based on the location of their dendrites, cell body, and threshold to
stimulation of the perforant path. Cells with dendrites in the molecular
layer and primarily located near the cell layer have low thresholds for
activation by the perforant path.
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are a minority. In contrast, the reeler mouse is vastly different
(Kowalski et al., 2009), where disorganization of the cell lay-
ers of the DG is accompanied by many mossy cell dendrites in
the molecular layer, which are innervated by the perforant path
(Kowalski et al., 2009).

VULNERABILITY OF MOSSY CELLS
The vulnerability of the hilar region or “endfolium” in humans
has been known for some time. One of the first studies to sug-
gest that hilar neurons might be vulnerable relative to other
hippocampal cell types was a study of postmortem brain sam-
ples from patients with temporal lobe epilepsy (TLE). It was
noted that endfolium sclerosis, where only hilar neuron loss
occurs, was often evident. In addition, there was often dam-
age in other hippocampal subfields such as CA1 and CA3
(Margerison and Corsellis, 1966). The results suggested that
hilar neuron loss might be a “common denominator” in
TLE, and led to the hypothesis that hilar neuron loss might
cause TLE.

In 1987 a study was published that attempted to simulate end-
folium sclerosis in rats by prolonged activation of DG granule
cells by intermittent perforant path stimulation for 24 h (Sloviter,
1987). It was shown that hilar neurons which lacked GABA
immunoreactivity (presumably mossy cells) were vulnerable. This
was notable because a leading hypothesis for epilepsy at the time
was a loss of GABAergic neurons—not loss of glutamatergic
neurons (Ribak et al., 1979).

Sloviter and colleagues showed using silver stain that termi-
nals in the inner molecular layer were degenerated after prolonged
stimulation, which also suggested that mossy cells were damaged.
Together with earlier studies (Olney et al., 1983; Sloviter, 1983)
and consistent with other ideas at the time (Mattson et al., 1989),
it was hypothesized that release of glutamate from the large bou-
tons of granule cells was excitotoxic to hilar cells such as mossy
cells (Olney et al., 1986).

As animal models of TLE were developed, investigators began
to study neuronal loss in the hilus after insults and injury that are
risk factors for TLE, including a brief period of severe continuous
seizures (SE). Hilar neuron loss was documented in these ani-
mals, and included both mossy cells and HIPP cells (Maglóczky
and Freund, 1993, 1995; Mitchell et al., 1995, 1997), which was
later studied in more detail by others (Buckmaster and Jongen-
Relo, 1999; Sun et al., 2007). After hypoxia/ischemia, mossy cells
and HIPP cells were also reduced in number (Johansen et al.,
1987; Crain et al., 1988; Represa et al., 1991; Hsu and Buzsáki,
1993; Matsuyama et al., 1993). After fluid-percussive injury, a
model of traumatic brain injury, a large reduction in mossy cells
and HIPP cells occurred (Lowenstein et al., 1992; Santhakumar
et al., 2000). In all of these conditions, granule cells were spared,
suggesting a selective vulnerability of hilar mossy cells and
HIPP cells.

Many questions were raised by the results. What was the nor-
mal role of mossy cells and HIPP cells? Did mossy cell and HIPP
cell loss cause TLE? To date there is no method to selectively
remove mossy cells or HIPP cells or to silence them, so investi-
gators have used the animal models where they are reduced in
number to try to gain insight into these questions.

UNDERSTANDING MOSSY CELLS BY EXAMINING THEIR
VULNERABILITY
One hypothesis for the vulnerability of hilar mossy cells and
HIPP neurons was based on the fact that markers of calcium
binding proteins did not stain mossy cells and HIPP cells. Two cal-
cium binding proteins were investigated primarily: parvalbumin,
a marker of relatively resistant perisomatic targeting GABAergic
cells, and calbindin D28K (CaBP), which primarily stains granule
cells within the DG. The correlation between staining for these
two calcium binding proteins and relative resistance to injury,
taken together with the idea that excitotoxicity was caused by cal-
cium accumulation, led to the hypothesis that calcium binding
capacity was strong in resistant neurons and weak in vulnerable
neurons (Sloviter, 1989). Therefore, it was suggested that mossy
cells and HIPP cells were vulnerable because they lacked calcium
binding capacity. When granule cell input was strong, excito-
toxicity occurred more readily than in other cell types, because
intracellular calcium buffering was limited. In support of that
hypothesis, intracellular calcium chelation by a synthetic cal-
cium chelator, BAPTA, led to resistance of hilar mossy cells and
hilar interneurons to prolonged perforant path stimulation in rat
hippocampal slices (Scharfman and Schwartzkroin, 1989). This
hypothesis was also supported by anatomical studies showing that
the relatively resistant CA2 region expresses CaBP (Leranth and
Ribak, 1991). Moreover, we found that CaBP expression occurred
in surviving hilar neurons after SE, suggesting that those hilar
cells which survive might express CaBP de novo as an endogenous
mechanism for protection (Scharfman et al., 2002b; Scharfman,
2012a). However, it has not been proved, to our knowledge,
that calcium binding proteins are the reason for vulnerability or
resistance. In fact, exceptions to the correlation between CaBP
and parvalbumin expression have been described, which argued
against the hypothesis (Freund et al., 1990, 1992; Bouilleret et al.,
2000).

Another hypothesis for the vulnerability of hilar mossy cells is
the nature of their mossy fiber input (Schwartzkroin et al., 1996).
It appears that mossy cells receive more of the “massive” mossy
fiber boutons—relative to the smaller boutons of mossy fibers—
than the GABAergic hilar cells and CA3 pyramidal cells, although
quantitative comparisons are unavailable. Also, the large mossy
fiber boutons are proximal to the soma of mossy cells where
they are likely to have the most impact. It is clear when record-
ing from mossy cells that they receive a great deal of excitatory
drive, because there is usually a continuous barrage of depolariz-
ing input in the form of EPSPs. This barrage may indeed place the
cells at risk of excitotoxicity during injury, because when slices are
made without a great deal of care, the mossy cells with the great-
est frequency of these spontaneous EPSPs are harder to detect
compared to slices with more attention to preservation of the hip-
pocampus. This observation—albeit an anecdotal one—suggests
that the mossy cells with the greatest spontaneous activity did not
survive the trauma of slice preparation but mossy cells with less
spontaneous input did.

Another regulator of vulnerability, which has been examined
mostly in HIPP cells, is expression of striatal enriched protein
tyrosine phosphatase; STEP) (Choi et al., 2007). HIPP cells have
low expression, and other hilar cells (possibly mossy cells) appear
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to also exhibit low expression based on the micrographs that are
published, whereas some large cells near the HIPP cells in the
hilus also have low expression of STEP (Choi et al., 2007). When
challenged with an insult, STEP can rescue HIPP cells (Choi et al.,
2007). HIPP cells are also vulnerable in response to degenera-
tion of the septohippocampal projection (Zhang et al., 1998),
and are reduced in number in postmortem specimens of individ-
uals with Alzheimer’s disease (Chan-Palay, 1987); vulnerability
in Alzheimer’s disease may also be the case for mossy cells but
less evidence is published for mossy cells compared to HIPP cells
(Scharfman, 2012a).

UNDERSTANDING THE FUNCTIONAL ROLE OF MOSSY CELLS
INFERENCES BASED ON THE CONSEQUENCES OF MOSSY CELL LOSS
The dormant basket cell hypothesis
Based on the apparent loss of hilar mossy cells, and preservation
of GABAergic basket cells after prolonged perforant path stimu-
lation in the rat, it was proposed that hyperexcitability following
mossy cell loss was caused by inadequate activation of basket cells
by mossy cells (Sloviter, 1991). Basket cells are a major subtype
of interneuron in the DG, which play a major role in perisomatic
inhibition of granule cells. Without mossy cell input, the basket
cells were suggested to be “dormant”—fully functional, but lack-
ing a major source of afferent input (Figure 8). Evidence for this
hypothesis was provided by several studies, each consistent with
the idea that basket cells were present and functional, but lacked
their normal excitatory input (Sloviter, 1991, 1994). The idea of
dormant basket cells was also applied to other circuits (Bekenstein
and Lothman, 1993).

Since that time, the dormant basket cell hypothesis has been
questioned. One reason is that loss of HIPP cells might also
cause hyperexcitability. Another reason is that granule cells pro-
vide strong afferent input to basket cells and are resistant to
insult and injury. Also, additional data have suggested that post-
synaptic changes in GABAergic synapses on granule cells occur
under conditions of mossy cell loss (Brooks-Kayal et al., 1998;
Mtchedlishvili et al., 2001; Zhang and Buckmaster, 2009) so
presynaptic mechanisms are not necessary to invoke. The idea
that the basket cell is the major cell type that controls granule
cell excitability has also been modified; it is now clear that other
subtypes of GABAergic interneurons are very important (Freund
and Buzsáki, 1996). Therefore, the “dormant” basket cell hypoth-
esis has several potential limitations (Bernard et al., 1998). An
alternative to the dormant basket cell hypothesis, for example,
is a relatively recent idea that NaV1.1 sodium channels of DG
basket cells are altered in epilepsy or Alzheimer’s disease, but
afferent input is unchanged. For example, in mouse models of
familial Alzheimer’s disease, it has been suggested that Nav1.1
sodium channels are reduced at the cell surface of GABAergic bas-
ket cells of the DG, leading to disinhibition of granule cells; in
some genetic forms of epilepsy (Generalized epilepsy with febrile
seizures-plus; Severe myoclonic epilepsy in infancy), mutations in
Nav1.1 cause the disease (Catterall et al., 2010; Scharfman, 2012b;
Verret et al., 2012).

Irritable mossy cell hypothesis
Vulnerability of mossy cells was also addressed by detailed stud-
ies of the fluid-percussive injury model of traumatic brain

injury in rats. In this animal model, it was shown that mossy
cell loss occurred 1 week following injury, and mossy cell loss
was not necessarily greater than the loss of GABAergic neu-
rons (Santhakumar et al., 2000). The relative loss of mossy cells
vs. GABAergic neurons was hard to address because—as the
authors noted—injury changes expression levels of proteins used
to identify GABAergic neurons. The authors conducted mRNA
expression studies to support their findings from immunocyto-
chemistry, although even mRNA measurements have caveats, as
the authors pointed out. Nevertheless, it was clear that there were
surviving mossy cells after brain injury, and granule cell hyperex-
citability developed. Interestingly, the hyperexcitability of granule
cells resembled the findings of the prolonged perforant path stim-
ulation model, i.e., a stimulus to the perforant path evoked a
short train of 2–4 population spikes of granule cells in the injured
animals. The results were also similar to other studies of fluid per-
cussion injury where destruction of hilar cells and a short train
of 2–4 population spikes were recorded in response to stimula-
tion of the perforant path (Lowenstein et al., 1992). Importantly,
surviving mossy cells were more active in slices from the injured
animals, and it was suggested that this mossy cell hyperexcitability
could directly cause the granule cell hyperexcitability in distal hip-
pocampus (Figure 8). It was proposed that surviving mossy cells
became “irritable” (more excitable) after injury, and contributed
to hyperexcitability of distal granule cells as a result (Santhakumar
et al., 2000, 2005; Ratzliff et al., 2002).

The irritable mossy cell hypothesis is important in light of
recent approaches to animal models of epilepsy where the use
of SE to induce hippocampal injury has been modified. Instead
of producing complete hilar loss by prolonged SE, a less severe
SE is induced which produces less damage and less hilar loss
(Scharfman et al., 2001, 2002a, 2009). SE severity is reduced by
administration of an anticonvulsant (e.g., diazepam) ≤1 h after
seizures begin. The result is less damage to hilar mossy cells, hilar
GABAergic neurons, and the rest of the brain (Scharfman et al.,
2001, 2002a).

Animals that were examined that experienced SE with reduced
severity showed effects that supported the irritable mossy cell
hypothesis. Surviving mossy cells exhibited spontaneous burst
discharges called paroxysmal depolarization shifts (Scharfman
et al., 2001), the hallmark behavior of epileptic cortical principal
cells (Prince, 1968; Ayala, 1983). A subset of additional hilar cells
which were fast-spiking, and therefore GABAergic neurons, also
exhibited these discharges (Scharfman et al., 2001). The genera-
tor of the epileptiform activity was area CA3, and activity reached
the hilus by the backprojecting CA3 axon collaterals (Scharfman,
2007). Thus, severing the junction between the DG and CA3
silenced the DG mossy cells (Scharfman, 1994b). The results sug-
gested that, in both an animal model of traumatic injury and an
animal model of epilepsy, mossy cells did not necessarily die, and
the surviving mossy cells became hyperexcitable.

Based on these two hypotheses, the dormant basket cell
hypothesis and the irritable mossy cell hypothesis (Figure 8),
there are two major concepts that have developed to explain the
functional role of mossy cells in the DG. First, mossy cells are
critical for inhibition of granule cells because of their excitatory
effect on GABAergic neurons, which in turn inhibit granule cells.
Second, mossy cells have a potentially powerful direct excitatory
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FIGURE 8 | Hypotheses for mossy cell vulnerability and function. (A) An
illustration of the circuit components used in parts (B–D). Only some cell
types in the DG are shown. Green cells and fibers represent glutamatergic
cells and their axons; black cells and their red processes represent
GABAergic neurons and their dendrites/axons. The triangular black cell
represents the prototype of the GABAergic neuron, the basket cell. (B) The
dormant basket cell hypothesis is illustrated schematically. Without mossy
cell afferent input, basket cells do not have sufficient afferent input to inhibit
granule cells. The result is disinhibition of granule cells. (C) The irritable
mossy cell hypothesis is illustrated schematically. When mossy cells are
activated, they directly excite granule cells. After traumatic brain injury,
they discharge more. The net effect is more granule cell excitation.
(D1) A representation of the lamellae of the hippocampus is shown. Brown =
molecular layer. Gray = cell layers. (D2) A hypothesis that incorporates
aspects of the dormant basket cell and irritable mossy cell hypotheses.
(a) Mossy cell axons near their cell body, i.e., within the lamella of the mossy
cell soma, innervate GABAergic neurons primarily, leading to inhibition of

adjacent granule cells; (b) in distant lamella, the same mossy cells primarily
excite granule cells. (D3) A schematic that illustrates a modification of the
hypothesis of Lisman et al. (2005) to account for differences in circuitry
across the septohippocampal axis, and GABAergic inhibition by the
backprojecting axon collaterals of CA3 pyramidal cells. Following granule
cell activation by the perforant path, CA3 activation by the mossy fibers will
be followed by excitation of GABAergic neurons in the DG by CA3
backprojections [including the hilar dendrites of basket cells as shown;
(Kneisler and Dingledine, 1995)]. The backprojection also innervates mossy
cells which excite local GABAergic neurons. The result is silencing of recently
active granule cells. In distal hippocampus, granule cells will be stimulated by
the same mossy cells. CA3 backprojections in that location will then activate
mossy cells which will project back to a lamella close to where activity began.
This lamella is unlikely to be precisely the same as the original one because
the extent that temporal mossy cells project to septal hippocampus is greater
than the extent that septal mossy cells project to temporal levels. Note that
the circuitry is simplified in the schematic for the purposes of illustration.
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role on distal granule cells. How does one reconcile these two
ideas?

AN INTEGRATIVE HYPOTHESIS FOR MOSSY CELL FUNCTION
Both hypotheses may be correct. Local to the cell body of the
MC, there is a local plexus of mossy cell axon collaterals that
could be primarily inhibitory; this idea is supported by the results
showing that mossy cells have monosynaptic excitatory connec-
tions with local inhibitory neurons in hippocampal slices using
paired recordings (Scharfman, 1995b; Larimer and Strowbridge,
2008). If GABAA receptors are blocked, monosynaptic excita-
tory connections of mossy cells to granule cells can be detected
(Scharfman, 1995b), suggesting that normally GABAergic inhi-
bition masked excitatory effects of mossy cells on granule cells.
However, other studies have shown that excitatory actions of
MCs can be detected in hippocampal slices even when GABAA

receptors are not blocked (Jackson and Scharfman, 1996).
Distal to the area where the mossy cell body is located, the

mossy cell axon appears to primarily innervate granule cells. This
idea is supported by quantitative studies of the mossy cell pro-
jection distal to the location of the cell body. At these distal
locations the mossy cell axon preferentially innervates granule
cells compared to GABAergic neurons (Buckmaster et al., 1996).

Based on these data, the following circuitry is suggested
(Figure 8D): upon activation of a granule cell by entorhinal cor-
tex, local inhibition of granule cells by mossy cells limits the
activation of the recently-activated granule cell. Reducing the
activation of these granule cells may be important for functions
related to pattern separation, where it is not ideal for granule cells
to discharge persistently. When pattern separation is simulated
by a computational model of the DG network, removal of mossy
cells indeed degrades the ability of the network to distinguish a
set of overlapping input patterns (Myers and Scharfman, 2009,
2011). In addition to local inhibition of granule cells that were
recently active, mossy cells could be important to activate distal
granule cells which were not activated by the initial entorhinal
input. Therefore, local inhibition and distal excitation of granule
cells by mossy cells could be an effective modulation of the DG
network to promote pattern separation by granule cells.

This hypothesis is complementary to one that was proposed
before that suggests the DG and mossy cells are important to
associative memory (Buckmaster and Schwartzkroin, 1994). It is
also complementary to the idea that mossy cells are critical to
the ability of the hippocampus to learn sequences of informa-
tion (Lisman et al., 2005). In the model proposed by Lisman
et al. (2005), area CA3 is an autoassociative network and the DG
is heteroassociative; the granule cells and CA3 interact to per-
form the task of sequence learning and sequence prediction. In
this DG-CA3 network, input from the DG is provided to the
CA3 autoassociator, which performs pattern completion along
recurrent collaterals among pyramidal cells; the resulting pat-
tern is provided back to DG via the CA3 backprojection; and the
DG then performs heteroassociation to predict the next inputs
which will arrive from entorhinal cortex. Together, DG and CA3
can learn and reproduce sequences of patterns via this reciprocal
loop. Mossy cells play a critical role in this network in two ways.
First, mossy cells mediate excitatory input from CA3 to granule

cells (the pathway is CA3 pyramidal cell-to-mossy cell-to-granule
cell). Second, mossy cells themselves can mediate an additional
heteroassociative pathway (as proposed by Lisman et al., 2005)
because mossy cells form a second reciprocal loop with granule
cells.

Although the models of Myers and Scharfman (2011), which
stress granule cell inhibition, and of Lisman et al. (2005), which
stress granule cell excitation, appear opposing, the three dimen-
sional structure of the hippocampus may provide a way to recon-
cile these ideas, diagrammed in Figure 8D. Specifically, it has been
shown that the CA3 backprojection innervates both GABAergic
interneurons and mossy cells. In hippocampal slices, normally
the inhibition dominates, probably because most of the axon
projection of mossy cells that excite granule cells is transected
(Scharfman, 1994a,b). However, this may not be the case in vivo.
Rather, in a given lamella, area CA3 excites mossy cells which
in turn activate distal granule cells, and at the same time CA3
excites GABAergic neurons which inhibit granule cells within
the lamella. Inhibition of granule cells within the lamella could
potentially promote pattern separation as proposed by Myers
and Scharfman (2011), while activation of distal granule cells
by mossy cells could provide the heteroassociative component of
the Lisman et al. (2005) model. These distal granule cells would
update area CA3 neurons in the same distal part of hippocampus
because mossy fiber axons of granule cells are a lamellar pathway.
Thus, a focus on the three-dimensional structure of DG-CA3 cir-
cuitry may promote understanding of multiple functions within
the same substrate.

AN EXPLANATION FOR MOSSY CELL VULNERABILITY BASED ON THEIR
NORMAL ROLE IN THE DENTATE GYRUS
A corollary to this hypothesis is that mossy cells are relays to gran-
ule cells, and their high sensitivity is important to the activation
of otherwise silent granule cells. This function may be critical
and therefore worth the “price” of a high risk of excitotoxicity to
mossy cells.

One reason to suggest that mossy cells are relays is based on
their afferent inputs relative to granule cells. Mossy cells receive
numerous intrinsic and extrinsic inputs which do not innervate
granule cells. For example, CA3 pyramidal cells innervate mossy
cells throughout a large part of the septohippocampal axis, but
only in temporal hippocampus does CA3 innervate granule cells
(Li et al., 1994). The fact that mossy cells are the only dentate
neuron with the glucocorticoid receptor subtype 2 receptor (Patel
and Bulloch, 2003) suggests a potential role in stress that is absent
in granule cells. There also is a great deal of extrinsic subcorti-
cal input to the hilus, and in some cases, the input to the hilus
appears to be greater than the molecular layer, suggesting that
the input has a greater effect on hilar neurons than granule cells
(Amaral and Campbell, 1986; Swanson et al., 1987). For example,
serotoninergic fibers are dense in the subgranular zone com-
pared to the molecular layer (Swanson et al., 1987). Dopaminergic
fibers and norardrenergic fibers also appear to innervate the hilus
more than the molecular layer (Swanson et al., 1987). However,
there is some disagreement about the relative patterns of inputs
from these ascending brainstem systems, possibly due to species
differences and differences among the antibodies that have been
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employed (compare Amaral and Campbell, 1986 with Swanson
et al., 1987). It is also important to be cautious in the interpre-
tation of function based on immunocytochemistry, because the
pharmacological effects of the transmitters in these fiber path-
ways are likely to be complex given the large numbers of receptor
subtypes.

Mossy cells are well designed to serve as a relay cell for
other reasons. For example, mossy cells have a resting potential
close to threshold and receive a constant barrage of mossy fiber
input that keeps them even closer to threshold (Scharfman and
Schwartzkroin, 1988; Scharfman, 1993a). Mossy cells also have
a characteristic that may be important if they are a relay cell
to granule cell, because the characteristic predisposes them not
to activate granule cells too much: if mossy cells are induced to
fire repetitively in response to a strong glutamatergic or direct
stimulus, their ability to discharge decays. Their action potential
broadens, shortens, and ultimately they stop firing (Scharfman
and Schwartzkroin, 1989, 1990). On the other hand, it has
been reported that the reverse is true under some conditions
(Strowbridge et al., 1992), which suggests a potential for plasticity
of relay function.

There is one “problem” with the idea that mossy cells are
important as a relay of information to granule cells: the uni-
tary EPSP of mossy cells to granule cells seems quite weak
and often fails (Scharfman, 1995b). However, when granule
cells are depolarized, and potentially there is also a decrease
in GABAergic inhibition of the granule cells, mossy cell input
strengthens (Scharfman, 1995b). Therefore, if a septal GABAergic
input (for example) disinhibits the granule cells, which appears
to be its primary function in the DG (Freund and Antal, 1988),
it may also disinhibit a mossy cell, making distal granule cells
more likely to be activated by input from mossy cells. Another
combination that would be potent is noradrenergic depolariza-
tion of granule cells (Lacaille and Harley, 1985; Lacaille and

Schwartzkroin, 1988; Dahl and Sarvey, 1989) at the same time
as a mossy cell input activates the granule cell. Taken together,
the data from paired intracellular recording and studies of neu-
romodulators suggests that granule cells will be activated best
when there is septohippocampal tone or brainstem activation.
That would mean times of spatial exploration and/or flight/fright
such as when a predator nears. Indeed, mossy cells do dis-
charge during theta rhythm (Soltesz et al., 1993) and it was
predicted that they would have an important role based on these
data and others in vivo data (Buckmaster and Schwartzkroin,
1994; Bragin et al., 1995; Penttonen et al., 1997). These stud-
ies are consistent with the idea that the mossy cell is important
to relay to granule cells information about the environment
or context.

CONCLUSION
Mossy cells of the DG are glutamatergic neurons that have intrin-
sic and circuit properties that make them ideal to activate granule
cells, which is likely to be necessary because the granule cells
are quiescent, hyperpolarized neurons. That quiescence seems
necessary for cognitive functions such as pattern separation but
leaves granule cells at risk of suboptimal activation. Mossy cells
could serve to inhibit local granule cells so they are not acti-
vated too much by an input, supporting pattern separation, but
activate granule cells in distal DG lamellae to relay or “broad-
cast” information that might otherwise be undetected, which may
support heterassociative function. For this potentially important
role, mossy cells may pay a “price”—vulnerability to insults or
injuries that are associated with release of high concentrations of
glutamate from the mossy fibers.
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The granule cells of the dentate gyrus give rise to thin unmyelinated axons, the mossy
fibers. They form giant presynaptic boutons impinging on large complex spines on
the proximal dendritic portions of hilar mossy cells and CA3 pyramidal neurons. While
these anatomical characteristics have been known for some time, it remained unclear
whether functional changes at mossy fiber synapses such as long-term potentiation
(LTP) are associated with structural changes. Since subtle structural changes may
escape a fine-structural analysis when the tissue is fixed by using aldehydes and is
dehydrated in ethanol, rapid high-pressure freezing (HPF) of the tissue was applied.
Slice cultures of hippocampus were prepared and incubated in vitro for 2 weeks. Then,
chemical LTP (cLTP) was induced by the application of 25 mM tetraethylammonium (TEA)
for 10 min. Whole-cell patch-clamp recordings from CA3 pyramidal neurons revealed
a highly significant potentiation of mossy fiber synapses when compared to control
conditions before the application of TEA. Next, the slice cultures were subjected to HPF,
cryosubstitution, and embedding in Epon for a fine-structural analysis. When compared
to control tissue, we noticed a significant decrease of synaptic vesicles in mossy fiber
boutons and a concomitant increase in the length of the presynaptic membrane. On the
postsynaptic side, we observed the formation of small, finger-like protrusions, emanating
from the large complex spines. These short protrusions gave rise to active zones that were
shorter than those normally found on the thorny excrescences. However, the total number
of active zones was significantly increased. Of note, none of these cLTP-induced structural
changes was observed in slice cultures from Munc13-1 deficient mouse mutants showing
severely impaired vesicle priming and docking. In conclusion, application of HPF allowed
us to monitor cLTP-induced structural reorganization of mossy fiber synapses.

Keywords: synaptic ultrastructure, high-pressure freezing, mossy fiber LTP, dendritic spine, actin cytoskeleton,

dentate gyrus, granule cells

INTRODUCTION
The giant synapses formed by hippocampal mossy fibers, the
axons of dentate gyrus granule cells, have attracted researchers
soon after the introduction of electron microscopy (EM) to the
study of the nervous system (Blackstad and Kjaerheim, 1961;
Hamlyn, 1962). Via the mossy fiber synapses, the granule cells
transmit afferent, multisensory input from the entorhinal cor-
tex to the hippocampus proper. Intuitively, one expects that the
granule cells are bipolar neurons in order to serve this function.
Indeed, they send their dendrites into the dentate molecular layer
where the afferents from the entorhinal cortex are known to ter-
minate in a laminated fashion. This input side of the granule cells
is clearly segregated from their output side, represented by the
mossy fibers projecting to the hilus and farther to hippocampal
region CA3. The layer of granule cell somata is forming a “border”
between the two sides. In fact, in the normal dentate gyrus, gran-
ule cells rarely show basal dendrites extending into the hilus so
that they could become a target of other granule cell axons. It has

been shown that hilar ectopic granule cells receive many more
excitatory synapses and show epileptiform burst activity unlike
normal granule cells in the dentate granule cell layer (Dashtipour
et al., 2001; Scharfman et al., 2007). Hence, granule cell ectopia
resulting from an aberrant migration of the granule cells during
development has been assumed to increase the susceptibility to
developing limbic seizures and epilepsy in adulthood (Koyama
et al., 2012). While this may be the case, granule cell ectopia
may also be a secondary effect that can be provoked in normal
mature animals by unilateral injection of the glutamate recep-
tor agonist kainate into the hippocampus (Bouilleret et al., 1999;
Heinrich et al., 2006). Application of kainate renders the ani-
mals epileptic, and they then develop a prominent, secondary
granule cell ectopia, called granule cell dispersion. For the pur-
pose of the present study it may be sufficient to point out that
the information flow is mainly unidirectional in the normal den-
tate gyrus conveying the multisensory entorhinal input to the
hippocampus via essentially two synapses, the synapses formed
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by the entorhinal fibers on the granule cell dendrites and the
synapses that the mossy fibers establish with hilar neurons and
CA3 pyramidal cells, respectively.

The input from the entorhinal cortex is not the only input to
the granule cell dendrites. The commissural/associational fibers
terminating on proximal granule cell dendrites are derived from
distant hilar mossy cells that transmit input from other seg-
ments (lamellae) of the longitudinal axis of the hippocampus.
The mossy fibers, in turn, play an important role in the acti-
vation of local (intralamellar) mossy cells. Other target cells of
granule cell axons are the various types of GABAergic interneu-
ron (Frotscher, 1985, 1989; Acsády et al., 1998) that by recur-
rent and feed-forward inhibition, respectively, keep the balance
between excitation and inhibition in the dentate-hippocampal
network.

In this review, we will first summarize what is known about the
mossy fibers and their characteristic synaptic specializations on
hippocampal CA3 pyramidal neurons. We will make an attempt
to understand the functional significance of the unique struc-
tural components of mossy fiber synapses, and we will study the
structural plasticity of mossy fiber synapses using high-pressure
freezing (HPF), an approach that allowed us to overcome some of
the disadvantages of conventional aldehyde fixation for EM.

THE SPECIALIZED MOSSY FIBER SYNAPSE
What is so special about the giant mossy fiber synapse? The thin
unmyelinated granule cell axon originates at the basal pole of the
granule cell soma and travels through the hilus toward hippocam-
pal region CA3. In its course, it gives rise to regularly spaced
boutons en passage for the contact with various types of hilar
neuron. Toward CA3, the mossy fibers form a dense fiber bun-
dle that occupies stratum lucidum. Depending on the genetic
background, some mossy fibers also run through the layer of
pyramidal cells (intrapyramidal mossy fibers) and underneath
the pyramidal layer (infrapyramidal bundle, Schwegler et al.,
1981). The mossy fiber projection ends abruptly at the border
to CA2/CA1. Thus, the CA1 pyramidal cells do not get direct
granule cell input, suggesting that the information flow from the
entorhinal cortex via the granule cells requires just another pro-
cessing before it is allowed to enter the CA1 region (there is,
however, a direct entorhinal input to the CA1 pyramidal cells).
One is tempted to speculate that at the level of the CA3 pyra-
midal cells there is a comparative evaluation of the individual
granule cell projections, likely by abundant connections among
CA3 pyramidal cells, aimed at providing the CA1 neurons with
a more complete pattern of the lamellar granule cell input from
the dentate gyrus, whereby contextual information is provided by
direct projections from the entorhinal cortex to the hippocampus
proper (Lisman, 1999).

WHAT DOES THE PARTICULAR FINE STRUCTURE OF THE
MOSSY FIBER SYNAPSE TELL US ABOUT ITS FUNCTIONAL
ROLE IN THE DENTATE—HIPPOCAMPAL CIRCUIT?
The location of mossy fiber boutons on proximal dendritic
portions, i.e., close to the site of action potential generation, the
enormous bouton size (2–5 µm in diameter), the abundance of
clear synaptic vesicles (approximately 25,000) intermingled by

dense–core vesicles, and the large number of release sites (up to 45
release sites, see Chicurel and Harris, 1992; Rollenhagen et al.,
2007) strongly suggests that this synapse plays an important
role in the information flow within the “trisynaptic pathway”
(Andersen et al., 1971) connecting the entorhinal cortex with the
hippocampus proper via the granule cells. It is likely that depo-
larization of the presynaptic mossy fiber axon leading to Ca2+
influx into the mossy fiber bouton will result in the simultaneous
activation of several of the 45 contact zones, thereby increasing
the reliability of transmission at the mossy fiber synapse. The
particular fine structure of a mossy fiber synapse is illustrated
in Figure 1. Here, the tissue was not fixed by using aldehydes
and dehydrated in ascending series of ethanol. The tissue (slice
culture of mouse hippocampus) was shock-frozen under high-
pressure in less than a second (Zhao et al., 2012), thereby preserv-
ing the characteristic ultrastructural details of this synapse and
avoiding ethanol-induced shrinkage of tissue components. While
the fine-structural characteristics of mossy fiber synapses have
been known for more than 50 years (Blackstad and Kjaerheim,
1961; Hamlyn, 1962) and were all described by studying tis-
sue fixed in aldehyde solution and dehydrated in ethanol, the
study of rapid, subtle changes at mossy fiber synapses, in par-
ticular at the giant postsynaptic spines, likely requires a rapid
“fixation” procedure such as HPF. We will show in fact, that
the mossy fiber synapse is a highly dynamic structure and that
functional synaptic plasticity is associated with structural changes
in the presynaptic bouton as well as the postsynaptic spine
compartment.

STRUCTURAL CHANGES ASSOCIATED WITH FUNCTIONAL
PLASTICITY AT MOSSY FIBER SYNAPSES
A variety of recent studies have shown that synaptic plasticity
such as long-term potentiation (LTP) is associated with struc-
tural changes at synapses, particularly in the number and size
of dendritic spines (Engert and Bonhoeffer, 1999; Matsuzaki
et al., 2001; Yuste and Bonhoeffer, 2001; Yang et al., 2008). Are
functional changes at mossy fiber synapses associated with struc-
tural changes? With the concept that induction of chemical LTP
(cLTP) results in the stimulation of virtually all potentiatable
mossy fiber synapses in contrast to electrical stimulation that
activates an indeterminate number of synapses (Hosokawa et al.,
1995), we induced cLTP by the application of tetraethylammo-
nium (TEA; 25 mM) to hippocampal slice cultures for 10 min.
Following washout, we recorded from CA3 pyramidal cells using
the patch-clamp technique in the whole-cell mode. As shown pre-
viously (Suzuki and Okada, 2009; Zhao et al., 2012), there was a
strong potentiation of excitatory postsynaptic potentials (EPSPs)
10–15 min after washout. Next, slice cultures exposed to TEA for
10 min were subjected to HPF and embedded for EM (Zhao et al.,
2012). Control slice cultures were treated exactly the same way
except that they were not exposed to TEA. In addition, we used
slice cultures from Munc13-1 mouse mutants in which synap-
tic vesicle priming and docking is compromised (Augustin et al.,
1999).

We measured the following parameters of mossy fiber synapses
in random sections of control cultures and cultures treated with
TEA: Number of clear synaptic vesicles (we also made an attempt
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FIGURE 1 | Fine structure of a large mossy fiber bouton (MFB) and its

postsynaptic element, a proximal dendrite (D) of a CA3 pyramidal cell.

The large complex spine (S) establishes synaptic contact (arrow) with the

mossy fiber bouton. Arrowheads point to dense-core vesicles. Slice culture of
hippocampus following high-pressure freezing, cryosubstitution, and
embedding in Epon. Scale bar: 0.5 µm.

to quantify dense-core vesicles but their number was too low for
a statistical analysis), area and perimeter of mossy fiber boutons,
number and area of postsynaptic spines, number and length of
synaptic contacts (active zones or release sites).

Electron microscopic analysis of high-pressure frozen slice
cultures—controls and TEA-exposed cultures—revealed an
exceptional preservation of fine-structural detail (Figure 1).

Not only were the membranes of mossy fiber boutons and
of postsynaptic spines and dendrites very smooth and crisp,
also intracellular organelles such as microtubules, mitochondria,
endoplasmic reticulum, synaptic vesicles, and in particular active

zones were clearly identifiable. Postsynaptic densities extended
fine fibrillar structures, likely protein accumulations, from the
subsynaptic web into the spine cytoplasm. Occasionally, vesicles
showed small extensions tethering them to other vesicles or to the
presynaptic membrane specialization.

The excellent tissue preservation allowed for a thorough quan-
titative analysis of the various tissue components and for a
comparison with tissue fixed conventionally by transcardial per-
fusion with aldehyde solutions (see Zhao et al., 2012). When
comparing control slice cultures with slice cultures exposed to
TEA for 10 min, we noticed a highly significant reduction in the
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number of clear synaptic vesicles/µm2 mossy fiber bouton area
(control: 183 ± 76 SD; TEA: 104 ± 43 SD; p = 0.000015, Zhao
et al., 2012). This decrease in vesicle number was associated with
an increase in the ratio of bouton perimeter/bouton area in the
TEA-treated cultures (control: 3.85 ± 1.15 SD; TEA: 6.05 ± 1.52
SD; p = 0.00000018, Zhao et al., 2012). Since no significant
differences between controls and stimulated cultures were found
in a comparison of mossy fiber bouton area, we interpret these
findings as resulting from an increased length and a more convo-
luted course of the presynaptic bouton membrane following the
fusion of many synaptic vesicles.

On the postsynaptic side, we observed in the TEA-exposed
cultures numerous finger-like protrusions extending from the
large complex spines or excrescences into the presynaptic bouton
(Figure 2). Accordingly, quantitative analysis revealed a highly
significant increase in the number of spine profiles/µm2 bouton
area in the TEA-treated cultures when compared to controls (con-
trol: 0.42 ± 0.54 SD; TEA: 4.32 ± 2.19 SD; p = 1.569 × 10−10,
Zhao et al., 2012). Similarly, spine area/mossy fiber bouton area
was increased in the potentiated cultures (control: 0.134 ± 0.043
SD; TEA: 0.227 ± 0.078 SD; p = 0.0173, Zhao et al., 2012). Next,
we wanted to know whether this de novo formation of spines
was accompanied by an increase in the number of active zones.
Indeed, we observed a significant increase in the number of
synaptic contacts/µm2 bouton area in the potentiated cultures
(control: 2.64 ± 1.21 SD; TEA: 3.63 ± 1.42 SD; p = 0.00882).

However, the mean length of active zones was decreased when
compared to control cultures (control: 221.8 nm ± 75.04 nm SD;
TEA: 168.69 nm ± 28.63 nm SD; p = 0.04031, Zhao et al., 2012),
suggesting that in the potentiated cultures many synapses were
still immature.

We regarded it as an important result and additional con-
trol for the present experiments that none of the changes in
synaptic structure found in the potentiated cultures was observed
in potentiated slice cultures from mutant mice deficient in
Munc13-1 (Zhao et al., 2012). Munc13-1 is known to be impor-
tant for the fusion competence of synaptic vesicles (Augustin
et al., 1999), and mutant mice deficient in Munc13-1 show
severely compromised vesicle docking and fusion. Together, the
present findings suggest that cLTP-induced by a 10-min expo-
sure to TEA resulted in the fusion of many vesicles that, in
turn, increased the length of the presynaptic mossy fiber bouton
membrane. These changes were accompanied on the postsynap-
tic side by the formation of new spines and synaptic contacts.
In Munc13-1 mutants, in which vesicle priming, docking and
fusion are compromised, these changes were not observed. We
hypothesize that under in vivo conditions, when only a lim-
ited number of granule cells are activated by specific input from
the entorhinal cortex, their respective individual mossy fiber
synapses are strengthened by closely related pre- and postsynaptic
mechanisms eventually leading to additional spines and synaptic
contacts.

FIGURE 2 | Mossy fiber bouton (MFB) and its postsynaptic spines (S) in a hippocampal slice culture exposed to TEA for 10 min prior to high-pressure

freezing. Note finger-shaped small extensions (asterisks) emerging from the large complex spines. D, proximal CA3 pyramidal cell dendrite. Scale bar: 0.5 µm.
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WHAT MECHANISMS MIGHT UNDERLIE THE cLTP-INDUCED
REMODELING OF MOSSY FIBER SYNAPSES?
In the potentiated cultures we observed an increase in the number
of spines and active zones. One way to explain the extension of the
finger-shaped protrusions from the postsynaptic complex spines
is by assuming that this enlargement of the postsynaptic surface
occurred in response to presynaptic membrane growth resulting
from the fusion of numerous vesicles (Zhao et al., 2012). Pre- and
postsynaptic membranes of mossy fiber synapses are attached to
each other by abundant synaptic contacts that do not only rep-
resent release sites but sites of strong mechanical contact (Gray
and Whittaker, 1962), likely by virtue of numerous cell adhe-
sion molecules at synaptic sites (Washbourne et al., 2004; Hortsch
and Umemori, 2009). Alternatively, there might be active growth
of postsynaptic spines and synaptic contacts. Indeed, our studies
have shown that both spines and active zones were smaller than in
controls, suggesting that these synaptic structures were still grow-
ing after the 10-min stimulation period. It has been shown that
LTP induction in CA1 is associated with de novo formation and
growth of dendritic spines, respectively (Engert and Bonhoeffer,
1999; Yuste and Bonhoeffer, 2001; Matsuzaki et al., 2004; Yang
et al., 2008). Growth of spines is accompanied by an increase in
the number of functional glutamate receptors (Matsuzaki et al.,
2001; Noguchi et al., 2005; Béïque et al., 2006; Zito et al., 2009;
Kasai et al., 2010) that are likely to contribute to LTP and memory
consolidation.

Growth of spines is associated with remodeling of the
actin cytoskeleton, which is particularly enriched in dendritic
spines (Matus, 2000). Indeed, a variety of studies have pro-
vided evidence for changes in actin filaments to be linked
to changes in spine shape under various experimental con-
ditions (Fischer et al., 1998, 2000; Matus, 2000; Star et al.,
2002; Fukazawa et al., 2003; Okamoto et al., 2004; Hotulainen
et al., 2009; Hotulainen and Hoogenraad, 2010). Remodeling
of spine structure in synaptic plasticity was found to involve
changes in the equilibrium between F-actin and G-actin by
actin polymerizing/depolymerizing molecules. Thus, opposing
shifts in the relative amounts of F-actin and G-actin have
been observed in bidirectional synaptic plasticity: LTP shifted
the equilibrium toward F-actin, associated with an increase
in the size of spines on CA1 pyramidal neurons; long-term
depression (LTD) shifted the equilibrium toward G-actin and
resulted in smaller spines (Okamoto et al., 2004). Consistent
with increased actin polymerization and an increase in spine
size, phosphorylated cofilin (p-cofilin) was found increased
in LTP in hippocampal region CA1 (Chen et al., 2007; Rex
et al., 2009). Cofilin is an actin-depolymerizing protein and
involved in cytoskeletal remodeling associated with changes in
cell shape (Bamburg, 1999). Phosphorylation of cofilin at ser-
ine3 renders it unable to depolymerize F-actin (Arber et al.,
1998; Yang et al., 1998), thereby stabilizing the actin cytoskele-
ton. In preliminary studies using high-pressure frozen mate-
rial and immunogold staining for p-cofilin following embed-
ding in Lowicryl HM20, we observed labeling specifically at
synaptic sites (Zhao et al., unpublished observations). Similar
synaptic location of cofilin has been reported previously using
an antibody against the N-terminal region of human cofilin

(Racz and Weinberg, 2006). Future studies need to determine
to what extent changes in the actin cytoskeleton and in the
phosphorylation of cofilin are involved in the cLTP-induced
structural plasticity of spines postsynaptic to giant mossy fiber
boutons.

DISCUSSION AND OUTLOOK
The results presented here provide evidence for functional
changes such as synaptic potentiation at mossy fiber synapses to
be associated with structural changes, in particular a de novo for-
mation of spines and synaptic contacts. Thus, our results confirm
and extend previous studies on LTP-induced structural changes
in spines of CA1 pyramidal neurons. Our findings in mossy
fiber synapses imply that a selective activation of single granule
cells, for instance by strong input from the entorhinal cortex,
strengthens their respective synapses on hilar mossy cells and
CA3 pyramidal neurons by the formation of additional synap-
tic contacts and spines postsynaptic to these particular mossy
fiber boutons. As a result, the respective mossy fiber synapses will
become more convoluted and complex. Indeed, previous studies
have shown that long-term experience resulted in rearrangements
of presynaptic mossy fiber boutons (Galimberti et al., 2006, 2010;
Rekart et al., 2007; Routtenberg, 2010). At a systemic level, these
more complex mossy fiber synapses may reinforce transmission in
the trisynaptic pathway in the particular lamella of the activated
granule cell(s). Thus, by virtue of the preferentially transverse
course of the mossy fibers (transverse to the longitudinal axis
of the hippocampus, Blackstad et al., 1970) individual lamellae
will be activated; however, by the simultaneous activation of the
mossy cells that project along the longitudinal axis of the hip-
pocampus, the impulse will not remain restricted to the lamella
but will be propagated to distant septo-temporal segments of the
hippocampus.

What signaling pathways and molecular mechanisms might
underlie the de novo formation of spines and synaptic con-
tacts? Previous studies in CA1 have not only shown that LTP
induces spine formation (Engert and Bonhoeffer, 1999; Yuste
and Bonhoeffer, 2001; Matsuzaki et al., 2004; Yang et al., 2008),
but have also provided evidence for an involvement of brain-
derived neurotrophic factor (BDNF) in LTP (Korte et al., 1995;
Lu et al., 2008). BDNF is particularly enriched in hippocam-
pal mossy fibers (Danzer and McNamara, 2004), and we have
recently shown that it is localized to dense-core vesicles of mossy
fiber boutons (Dieni et al., 2012). One is tempted to speculate
that the structural plasticity of mossy fiber synapses described
here is regulated by BDNF released from dense-core vesicles in
an activity-dependent manner. It has been shown recently that
phosphorylation of TrkB, the cognate receptor for BDNF, by
the proline-directed serine/threonine kinase Cdk5 is required
for activity-dependent plasticity of dendritic spines and spatial
memory (Lai et al., 2012). Future studies in slice cultures from
BDNF-deficient mutant mice will show to what extent the struc-
tural plasticity of mossy fiber synapses described here is affected
by a BDNF deficiency.

Electron microscopy does not allow one to study the time
course of structural changes at mossy fiber synapses. How rapid
are these changes in response to mossy fiber stimulation?
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In order to address this issue, we have recently begun to
patch-clamp CA3 pyramidal cells and hilar mossy cells, respec-
tively, and have filled them with the fluorescent marker Alexa
594-dextran (red). Presynaptic mossy fiber axons were stained by
the extracellular application of Alexa 588-dextran (green). This
experimental design will allow us to monitor pre- and postsy-
naptic changes at identified mossy fiber synapses using real-time
microscopy (Frotscher et al., 2007). Together with the use of slice
cultures from BDNF-deficient mice and from other mutants with

modifications of candidate molecules, this approach will allow
us to obtain further insight into the mechanisms underlying the
structural plasticity of mossy fiber synapses.
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Dentate granule cells process information from the enthorinal cortex en route to the
hippocampus proper. These neurons have a very negative resting membrane potential and
are relatively silent in the slice preparation. They are also subject to strong feed-forward
inhibition. Their unmyelinated axon or mossy fiber ramifies extensively in the hilus and
projects to stratum lucidum where it makes giant en-passant boutons with CA3 pyramidal
neurons. There is compelling evidence that mossy fiber boutons express presynaptic
GABAA receptors, which are commonly found in granule cell dendrites. There is also
suggestive evidence for the presence of other ionotropic receptors, including glycine,
NMDA, and kainate receptors, in mossy fiber boutons. These presynaptic receptors have
been proposed to lead to mossy fiber membrane depolarization. How this phenomenon
alters the excitability of synaptic boutons, the shape of presynaptic action potentials, Ca2+
influx and neurotransmitter release has remained elusive, but high-resolution live imaging
of individual varicosities and direct patch-clamp recordings have begun to shed light on
these phenomena. Presynaptic GABAA and kainate receptors have also been reported to
facilitate the induction of long-term potentiation at mossy fiber—CA3 synapses. Although
mossy fibers are highly specialized, some of the principles emerging at this connection
may apply elsewhere in the CNS.

Keywords: 2-photon microscopy, GABAA receptor, granule cell, immunogold, kainate receptor, mossy fiber bouton,

NMDA receptor, single channel

INTRODUCTION
There are approximately one million granule cells within the rat
dentate gyrus, all projecting a thin unmyelinated axon that forms
a single parent fiber in stratum lucidum, where it makes synaptic
contacts onto CA3 pyramidal cells and various types of interneu-
rones (Amaral et al., 1990; Acsady et al., 1998). These unusual
axons (or mossy fibers) provide one of the most powerful gluta-
matergic input in the brain amid the low basal firing rate observed
in granule cells in vivo (<0.5 Hz) and the inability of granule
cells to fire action potentials for extended periods of time (Jung
and McNaughton, 1993). Mossy fiber—CA3 synapses express a
unique form of frequency-dependent facilitation of transmitter
release that has a pronounced effect with only modest increases
in presynaptic firing frequency (Salin et al., 1996), hence driv-
ing CA3 network activity very efficiently (Wiebe and Staubli,
1999; Henze et al., 2002). In addition, mossy fiber—CA3 synapses
express presynaptic forms of long-term plasticity (LTP and LTD)
that are expressed by persistent changes in the probability of
glutamate release (Nicoll and Schmitz, 2005).

It is now emerging that many of these physiological processes
are regulated by ionotropic receptors localized in presynaptic
and perisynaptic membranes in mossy fibers themselves. In this
paper, we discuss recent advances in our understanding of presy-
naptic receptor function at hippocampal mossy fiber synapses
and expand on the view that they act as important modulators

of synaptic transmission and plasticity in CA3 targets. We first
introduce some of the techniques that have been employed to
investigate presynaptic ionotropic receptors at mossy fibers. We
then review the evidence showing the types of ionotropic recep-
tors and the potential sources of neurotransmitters that can
activate them, the downstream signaling mechanisms that ensue,
and the differing forms of synaptic plasticity mediated by these
receptors at synapses formed onto CA3 pyramidal neurons.

Several criteria must be met to unambiguously identify presy-
naptic ionotropic receptors in axon terminals. These include (1)
ultrastructural localization of a particular receptor subunit to the
presynaptic membrane, (2) detection of single channel activity in
an excised patch from the presynaptic membrane; (3) evidence
that exogenous activation of the receptor affects the presynaptic
membrane potential or resistance. Moreover, (4) to argue that the
receptor has a physiological role, it is necessary to show that it can
be activated by the endogenous neurotransmitter upon activation
of appropriate axons, and that this can be blocked or modulated
by selective ligands.

METHODS AVAILABLE TO INVESTIGATE PRESYNAPTIC
RECEPTOR FUNCTION
Among the plethora of experimental approaches available for
measuring changes in axonal excitability and release probability
consecutive to receptor activation, only high-resolution imaging
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and presynaptic recordings allow direct access to the presynaptic
compartment (Figure 1). All other methods that rely on electro-
physiology and statistical analysis (miniature synaptic current fre-
quency analysis, CV analysis and paired-pulse ratio of amplitude
of electrically-evoked responses) can only yield indirect estimates
and suffer serious drawbacks since the recordings are being made
either from postsynaptic targets, the somatic compartment, or the
extracellular space.

Briefly, when recording from postsynaptic cells, activation of
the presynaptic receptor should affect the frequency of minia-
ture synaptic currents in preference to their amplitudes, and the
paired-pulse ratio of two consecutively evoked synaptic currents
should be increased or decreased by presynaptic receptor activa-
tion (Zucker et al., 1998). However, using the paired-pulse ratio as
a sole indicator of presynaptic receptor activation should be made
with caution since postsynaptic mechanisms can also contribute
(Kirischuk et al., 2002), and an autoreceptor function can also
occlude the change in paired-pulse ratio expected of a presynap-
tic modulation. A complementary analysis is to compare the CV
with the mean amplitude of evoked synaptic currents to deduce
whether variation in synaptic efficacy has a presynaptic or postsy-
naptic locus. Generally, proportionate changes in CV−2 and mean
amplitude imply presynaptic modulation of transmitter release,
whereas changes to the mean amplitude without change in CV−2

imply modulation of postsynaptic receptors (Edwards et al., 1989;
Manabe et al., 1993). However, further complications arise from

this kind of analysis when considering other parameters that can
influence baseline receptor occupancy and diffusion and uptake
of neurotransmitters, such as the recording temperature (Rusakov
and Kullmann, 1998; Perrais and Ropert, 1999).

Several other electrophysiological techniques can be deployed
to investigate the effect of receptor activation on axonal excitabil-
ity (Wall, 1958), the vast majority of which makes use of extra-
cellular electrical stimulation combined with single axon unit
recordings or recordings of the compound presynaptic action
potential (the afferent volley). These methods often lack spatial
resolution and can be sensitive to drift, hampering the analysis of
the effect of receptor activation on single fiber threshold. They are
also extremely sensitive to ionic shifts in the extracellular space,
in particular to K+ that tends to accumulate during repetitive
activity and can alter fiber threshold.

An alternative method to measure changes in fiber excitabil-
ity is to record antidromic action potentials evoked via a stimulus
electrode positioned in the axonal projection zone. In the voltage-
clamp configuration, these are detected as action currents. Two
approaches have been taken to examine changes in the probabil-
ity for evoking antidromic action currents consecutive to receptor
modulation. In its most simple implementation, a threshold-
straddling stimulus is applied so that the success rate for evoking
antidromic action currents is set to ∼50%. Local application of
drugs acting on axonal receptors should increase or decrease the
success rate. A variant of the method is to cycle the stimulus

FIGURE 1 | Patch-clamp recording and 2-photon excitation fluorescence

imaging from single giant mossy fiber boutons. (A) Left, IR–DIC
photomicrograph of a putative mossy fiber bouton in juxtaposition with a
dendrite located in stratum-lucidum. Right: action potentials evoked by a
single depolarizing current step (1 nA, 0.5 ms) repeated at 50 Hz. Note the
spike broadening. Inset shows the I–V relation (−30 to 60 pA, 300 ms; 10 pA

increment). (B) Ca2+ imaging in a dentate granule cell filled with Alexa 594. The
montage was obtained from Kalman-filtered averages of 10–15-μm stacks.
Arrow indicates a giant mossy fiber bouton in stratum lucidum selected for
imaging. Line-scan and fluorescence transients recorded from the same
bouton, in response to five somatic action potentials.
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through a saw-tooth intensity pattern ranging from 100% failures
to 100% success for evoking an action current. Here, the effect
of the drug on axonal receptors is examined over the entire
stimulus—response relation. However, a recurrent problem with
these approaches is that they rely on the integrity of axonal pro-
jections connected to their parent somata, a situation that occurs
in about 12–15% of our slices.

An important breakthrough that allowed direct assessment
was the development of direct patch-clamp recordings from large
mossy fiber terminals (Geiger and Jonas, 2000; Bischofberger
et al., 2006), thus enabling a detailed characterization of the phar-
macological and biophysical properties of presynaptic receptors
at single channel level. Although these recordings have provided
important insights into the relation between receptor activation
and presynaptic membrane potential, they inevitably perturb
intraterminal ionic gradients because the size of the bouton
is very small in relation to the patch pipette. This is particu-
larly problematic when measuring the membrane potential from
whole-terminal recordings because this method clamps [K+]i and
because the input resistance of the clamped structure is compa-
rable to the seal resistance (Verheugen et al., 1999; Tyzio et al.,
2003). It also affects the [Cl−]i which has been estimated ∼20 mM
in the Calyx of Held (Price and Trussell, 2006), therefore poten-
tially compromising the driving force for GABAA receptor and
glycine receptor mediated ion fluxes.

The membrane potential of mossy fiber boutons can in prin-
ciple be estimated non-invasively (Fricker et al., 1999; Verheugen
et al., 1999). When recording in bouton-attached mode with a
high [K+] pipette solution and applying a voltage ramp (from
a holding potential of −100 to +200 mV), a K+ conductance
is activated such that the K+ current reverses when the pipette
potential is equal to the transmembrane potential. There are sev-
eral shortcomings of this bouton-attached configuration mainly
related to the small size of the patched structure: first, the
[K+]i in the terminal is unknown and is assumed to be as high
as in the somatic compartment, but this potential source of
error has only a minor influence (Fricker et al., 1999). Second,
a major bias occurs when the seal resistance is equivalent or
lower than the resistance of the patch, in which case, most of
the K+ current will be shunt (It should not however influence
the potential at which the current changes polarity). That said,
gramicidin perforated-patch recordings, which normally do not
perturb [Cl−]i have not been successfully applied to mossy fiber
boutons.

Large mossy fiber varicosities can be visualized in living slices
with two-photon excitation fluorescence imaging integrated with
patch-clamp electrophysiology (Scott and Rusakov, 2006, 2008;
Nistico et al., 2012). Granule cell loading with a morphologi-
cal tracer such as Alexa Fluor 594 (20–40 μM), together with a
high-affinity Ca2+ indicator, Fluo-4 (200 μM), or Oregon Green
BAPTA-1 (200 μM), then potentially allows Ca2+ signaling in
unambiguously identified mossy fiber boutons. This depends on
tracing the axon from the soma through the hilus and into stra-
tum lucidum. The success rate for imaging a giant mossy fiber
bouton in CA3 supplied by a given granule cell is however low,
because it depends on the integrity of a lengthy mossy fiber
connected to its parent soma.

Presynaptic ionotropic receptors can also been investigated in
acutely dissociated CA3 pyramidal neurons, which can be iso-
lated with adherent functional synaptic terminals. This technique
(Akaike and Moorhouse, 2003) offers the advantage that sin-
gle presynaptic terminals and boutons can be visualized using
fluorescent markers and can be focally stimulated with a glass
micropipette. Adherent contacts are functional and generate
spontaneous postsynaptic currents over a reasonable period of
time, thus enabling pharmacological manipulation of presynaptic
receptors. The method has been successfully applied to CA3 pyra-
midal neurons (Jang et al., 2006). However, it is mainly restricted
to proximal contacts since the dissociation procedure eliminates
most of dendritic processes in postsynaptic neurons.

PRESYNAPTIC GABAA RECEPTORS
Modulation of transmitter release at a synapse was first demon-
strated in the pioneering studies of Dudel and Kuffler (1961)
and Eccles (1964) who showed that presynaptic GABA recep-
tors inhibited transmitter release from crustacean motor neu-
ron terminals and vertebrate sensory neuron terminals in the
spinal cord, respectively. Since then, presynaptic GABAA recep-
tors have been described in the retina (Tachibana and Kaneko,
1984; Lukasiewicz and Werblin, 1994), the cerebellum (Trigo
et al., 2007), the posterior pituitary (Zhang and Jackson, 1993),
thalamic nuclei (Jang et al., 2001), and higher cortical structures
where they have been shown to modulate axonal excitability and
the release of neurotransmitters (Kullmann et al., 2005).

GABAA receptors depolarize presynaptic axons because [Cl−]i

is relatively high, reflecting absence of the main extrusion sys-
tem KCC2 (Gulyas et al., 2001; Hubner et al., 2001). Opening
of GABAA receptors may interfere with the propagation of
action potentials by decreasing membrane resistivity (Segev,
1990; Cattaert and El Manira, 1999; Wachowiak and Cohen, 1999;
Verdier et al., 2003; Alle and Geiger, 2007). Others have argued
that GABAA receptor-mediated depolarization could decrease the
driving force for Ca2+ and/or inactivate Na+ channels (Graham
and Redman, 1994). However, presynaptic depolarization consec-
utive to GABAA receptor activation enhances neurotransmitter
release at the MNTB synapse in the auditory brainstem (Turecek
and Trussell, 2001, 2002). This effect appears to be mediated by
an increase in basal Ca2+ (Awatramani et al., 2005), and recent
evidence suggests that P/Q-type Ca2+ channels can be enhanced
in a [Ca2+]i-dependent manner (Ishikawa et al., 2005; Hori and
Takahashi, 2009).

Nearly a decade ago, we provided the first demonstration
that presynaptic GABAA receptors occur in axon terminals in
the hippocampus (Ruiz et al., 2003). We obtained both ultra-
structural and pharmacological evidence consistent with the pres-
ence of presynaptic GABAA receptors containing α2 (Figure 2A)
subunits (see also Jang et al., 2006; Alle and Geiger, 2007).
By altering [Cl−]i within individual granule cells we showed
that the GABAA receptor agonist muscimol produced opposite
changes in the probability for evoking antidromic action poten-
tials (Figure 2B). Opposite effects on axonal excitability were
also obtained by applying the GABAA receptor blocker SR95531
(gabazine) depending on [Cl−]i, suggesting that these receptors
are tonically active. These results could only be explained by the
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presence of GABAA receptors on mossy fibers. Measurements
of single channel openings of presynaptic GABAA receptors in
outside-out patches from mossy fiber boutons yielded an estimate
36 pS (Alle and Geiger, 2007), similar to the main conductance
state of GABAA receptors found in other preparations (Jones and
Westbrook, 1995; Turecek and Trussell, 2002), but slightly larger
than our own measurements (24 pS; Ruiz et al., 2010). Their
expression is also developmentally regulated. Nakamura et al.
(2007) showed that mossy fiber GABAA receptors are involved
in the activity-dependent facilitation of the fiber volley via depo-
larizing GABA actions, a phenomenon that gradually decreased
with development and eventually vanished at around postnatal
day 30. In contrast, Alle and Geiger (2007) found that functional

presynaptic GABAA receptors are conserved during development
as witnessed by the presence of GABAA receptor-mediated cur-
rents in mossy fiber boutons from 3 month old rats.

What is the normal mode of activation of these receptors?
We demonstrated that mossy fiber excitability was modulated
by trains of stimuli designed to release GABA from neighboring
inhibitory synapses, implying that presynaptic GABAA recep-
tors could be activated by GABA spillover (Ruiz et al., 2003).
This finding was later confirmed by Alle and Geiger (2007)
who characterized a slow and small amplitude current in mossy
fiber boutons, in response to stimulus trains (Figure 2C). These
spillover currents were abolished by application of the GABAA

receptor antagonist gabazine, whereas blocking the main GABA

FIGURE 2 | Evidence for GABAA receptors modulating mossy fiber

excitability. (A) Post-embedding immunolocalization of the GABAA receptor
subunit α2 in a presumptive large mossy fiber terminal. (Asterisk indicates
the presynaptic profile). Labeling is present at the synaptic cleft (arrow) and
at extrasynaptic axonal membranes (small arrowhead). (B) Top, intermittent
antidromic action currents. Local pressure application of the GABAA agonist
muscimol close to the stimulation site decreased the axon excitability.
Bottom, following “break-in” with a pipette containing a high [Cl−], the same
application of muscimol caused an increase in axon excitability. Sweeps on
the right are from one example cell. (C) Spill-over GABAA receptor-mediated

currents in a mossy fiber bouton held in voltage-clamp. Twenty pulses at
100 Hz applied to stratum radiatum in area CA3. Gray traces, successive bath
application of the GAT 1 blocker NNC 711 (1 μM) and the GABAA receptor
antagonist gabazine (10 μM). (D) Muscimol-activated single channel currents
in an outside-out patch from a mossy fiber bouton recorded with symmetrical
[Cl−]. Superfusion of the neurosteroid THDOC (10 nM) reversibly prolongs
the apparent open probability of the channel whereas the GABAA receptor
antagonist picrotoxine blocks the current. Panels (A, B, and D) were
reproduced from Ruiz et al. (2003, 2010) and panel (C) from Alle and Geiger
(2007).
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uptake system GAT-1 with NNC-711 enhanced them. The results
argued that presynaptic GABAA receptors can detect activity-
dependent fluctuations in the extracellular GABA concentration
(see also Nakamura et al., 2007) as shown for a form of GABAB

receptor-mediated signaling at these terminals (Vogt and Nicoll,
1999; Chandler et al., 2003; Safiulina and Cherubini, 2009).

Dentate granule cells express tonically active GABAA receptors,
which are sensitive to physiological concentrations of tetrahy-
drodeoxycorticosterone (THDOC), an endogenous neurosteroid
that is relatively selective for δ-subunit containing receptors (Stell
et al., 2003). We found that 10 nM THDOC reversibly reduces
the excitability of mossy fibers, mimicking the effect of GABAA

receptor agonists and suggesting that high-affinity δ-subunit con-
taining receptors (in addition to α2) are present in the axon.
Similar results were obtained with the hypnotic compound THIP
(gaboxadol, 100 nM), which is a relatively selective agonist at
GABAA receptors that lack γ subunits. Finally, we confirmed
that THDOC increased the apparent open probability of GABAA

receptors in outside-out patches from mossy fiber boutons but
had no effect on the single-channel conductance (Figure 2D).

We further showed that tonically-active presynaptic GABAA

receptors depolarize mossy fibers and modulate the input resis-
tance of mossy fiber boutons, as well as the shape of presynaptic

action potentials (Figure 3A). Blocking GABAA receptors with
gabazine hyperpolarized mossy fiber boutons and reduced spike
half-width, whereas THDOC had the opposite depolarizing effect
and broadened action potentials. These results diverged from
those of Alle and Geiger (2007) who did not detect a change
in mossy fiber bouton input resistance or membrane potential
as a consequence of GABAA receptor blockade. The reason for
this discrepancy is unclear but it could involve differences in rat
strains (Wistar vs. Sprague-Dawley), recording temperature and
state of neuromodulation, for example by zinc or dynorphin.
Notwithstanding these differences, the presence of both high- and
low-affinity presynaptic GABAA receptors suggests a richness of
phasic and tonic modulation of synaptic transmission at mossy
fiber—CA3 synapses.

We also detected a strong influence of GABAA receptors on
action-potential dependent Ca2+ transients in single axonal vari-
cosities imaged with 2-photon excitation fluorescence microscopy
(Figure 3B). We showed that the GABAA receptor antagonist
gabazine decreased the amplitude of action-potential evoked
Ca2+ transients whereas THDOC had the opposite effect. These
results demonstrated that tonically-active GABAA receptors con-
tribute to presynaptic depolarization and Ca2+ influx when a sin-
gle action potential invades a mossy fiber varicosity. To assess the

FIGURE 3 | Tonically-active GABAA receptor–mediated currents modulate

the electrical properties of mossy fiber boutons. (A) Current-clamp
recording from a mossy fiber bouton with 20 mM [Cl−]i . Left, sample traces
showing the action potential before (black) and after (gray) superfusion of
gabazine (5 μM). Right, response to hyperpolarizing current injection showing
an increase in mossy fiber input resistance in gabazine. (B) Tonically-active
GABAA receptors enhance presynaptic action potential-dependent Ca2+

transients in giant mossy fiber boutons. Top, reconstruction of a dentate
granule cell (Alexa Fluor 594 channel, λx = 800 nm). Arrows indicate giant
boutons with characteristic thin filopodia. Bottom, blocking GABAA receptors
with gabazine reduced spike-dependent presynaptic Ca2+ entry. Line scans
and traces are Ca2+ responses in the mossy fiber bouton shown on the left
following a single action potential induced at the soma, in control conditions
and in 1 μM gabazine. Reproduced from Ruiz et al. (2010).
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contribution of presynaptic GABAA receptors to glutamatergic
transmission we recorded from CA3 pyramidal neurons with a
pipette solution containing CsF and 4,4′-diisothiocyanostilbene-
2,2′-disulfonic acid (DIDS) to block postsynaptic GABAA recep-
tors intracellularly, while leaving presynaptic receptors unaffected
(Figure 4A). Local pressure application of THDOC reversibly
increased the amplitude of evoked excitatory postsynaptic cur-
rents (EPSCs) whereas gabazine decreased it, implying that presy-
naptic GABAA receptor normally exert a bidirectional control
over dentate gyrus—CA3 neurotransmission. Finally, we demon-
strated that blocking presynaptic GABAA receptors impaired
the induction of mossy fiber LTP (Figure 4B). A straightfor-
ward explanation for this finding was that tonic GABAA recep-
tor mediated presynaptic depolarization has a permissive role
in mossy fiber LTP because its induction is steeply depen-
dent on the presynaptic membrane potential and Ca2+ influx

(Castillo et al., 1994; Schmitz et al., 2003; Nicoll and Schmitz,
2005). Although the evidence for presynaptic GABAA recep-
tors is compelling some puzzles remain. For instance, muscimol
decreases mossy fiber excitability even though GABAA recep-
tor activation depolarizes boutons (Alle and Geiger, 2007; Ruiz
et al., 2010). Reduced excitability can potentially be explained
by partial inactivation of Na+ channels. Furthermore, although
differences in apparent affinity of GABAA receptors suggest
that multiple biophysically distinct receptors coexist in the
same boutons they have not been resolved at single channel
resolution.

PRESYNAPTIC GLYCINE RECEPTORS
Glycine is a common neurotransmitter in the spinal cord and
the brainstem whose action on glycine receptors activates a Cl−
conductance. Glycine and glycine receptors are, however, not

FIGURE 4 | Bidirectional modulation of synaptic transmission via

tonically active GABAA receptors at mossy fibers. (A) Top, schematic
illustrating the experimental design used to study presynaptic GABAA

receptors at mossy fiber—CA3 synapses. Postsynaptic GABAA receptors in
CA3 pyramidal cells were blocked using an intracellular pipette solution
containing CsF and DIDS. A pressure-application pipette containing THDOC
(50 nM, left) was positioned ∼50–200 μm from the apical dendrite of the
recorded neurons. Bottom, time course of the effects of pressure application
of THDOC (left; n = 8). Traces are averages of 10 consecutive EPSCs before

and after drug application. The effect of gabazine (10 μM) applied as in (A) is
also shown (right; n = 6). (B) EPSC amplitudes recorded in a CA3 pyramidal
neuron in response to stimulation of two pathways. High frequency
stimulation (HFS) was delivered to one pathway (filled symbols) at the times
indicated, either together with local pressure application of gabazine in
stratum lucidum (HFS + gabazine) or alone (HFS). DCG-IV was applied at the
end of the experiment to confirm that the responses were profoundly
depressed, typical of mossy fibers. Average time course of 11 experiments
(error bars indicate s.e.m). Reproduced from Ruiz et al. (2010).
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FIGURE 5 | Glycine-evoked currents in mossy fiber boutons. (A) Currents
in a mossy fiber bouton evoked by focal application of 1 mM glycine.
Superfusion of the glycine receptor antagonist strychnine (3 μM) completely
blocks the current. Arrows indicate glycine puff-application. (B) Left,
representative traces of single-channel currents in an isolated outside-out
patch from a mossy fiber bouton (P12) evoked by continuous application of

1 mM glycine (symmetrical [Cl−]). Dashed lines indicate either baseline
current or glycine induced inward current during channel opening. Right,
Gaussian fit to the single-channel current amplitude histogram indicates a
single-channel conductance of 40 pS. (C) Currents evoked by 1 mM glycine
recorded from mossy fiber boutons in different age groups. Reproduced from
Kubota et al. (2010).
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restricted to these regions, nor do they always promote inhi-
bition. Glycine receptors have been reported in the cerebellum
and the hippocampus (Araki et al., 1988). Glycine receptors in
the forebrain are mainly found at extrasynaptic sites in post-
synaptic membranes or even presynaptically (Harvey and Rigo,
2010). In the retina, presynaptic glycine receptors localize in rod
cells terminals where they inhibit transmission by hyperpolariza-
tion and a shunting mechanism (Morkve and Hartveit, 2009).
Presynaptic glycine receptors enhance glutamate release at the
MNTB synapse by promoting small depolarization’s of the nerve
terminal (Turecek and Trussell, 2001). Interestingly, presynaptic
glycine receptor activation in the ventral tegmental area enhances
GABA release in young neurons but has an inhibitory effect in
older neurons (Ye et al., 2004). Thus, the direction in which trans-
mitter release is regulated by presynaptic glycine receptors varies
within the CNS and during development, and this can affect both
excitatory and inhibitory neurotransmitters.

In the hippocampus, the evidence for functional presynaptic
glycine receptors is sparse. Exogenously applied glycine signifi-
cantly increased the frequency of spontaneous EPSCs recorded
from mechanically dissociated rat dentate hilar neurons attached
with native presynaptic nerve terminals (Lee et al., 2009). The
enhancing effect of glycine on synaptic transmission was blocked
by the specific glycine receptor antagonist strychnine, but was
unaffected by picrotoxin. The evidence that these receptors are
expressed at mossy fibers again comes from direct patch-clamp
recordings and single channel analysis (Kubota et al., 2010).
As shown in Figure 5A, immature mossy fiber boutons chal-
lenged with glycine displayed inward currents that were blocked
by strychnine. Glycine-gated channels showed a main conduc-
tance of 40 pS (Figure 5B) but multiple conductance states were
observed, consistent with expression of both homo- and hetero-
oligomeric glycine receptors (Takahashi and Momiyama, 1991;
Singer and Berger, 1999). The expression profile of presynaptic
glycine receptors at mossy fibers declined dramatically with age
(Figure 5C) in sharp contrast with those found at the Calyx of
Held (Turecek and Trussell, 2001, 2002).

PRESYNAPTIC NMDA RECEPTORS
One of the first demonstration that presynaptic NMDA receptors
occur on axon terminals in the CNS came from the immunolocal-
ization of the NMDA receptor subunit NR1 in both the dorsal and
ventral horns of the rat spinal cord, particularly near the active
zones, suggesting a modulatory role in transmitter release (Liu
et al., 1994). These receptors were later found to modulate the
release of glutamate and substance P from nociceptive fibers (Liu
et al., 1997) and glutamate release from primary sensory neu-
rons (Bardoni et al., 2004). In the cerebellum, presynaptic NMDA
receptors facilitate GABA release at basket cell—Purkinje cell
synapses via retrograde signaling and release of Ca2+ from inter-
nal stores (Duguid and Smart, 2004). In cortical regions, Berretta
and Jones (1996) introduced a trick to specifically block NMDA
receptors in postsynaptic cells, leaving presynaptic NMDA recep-
tors available for pharmacological manipulation. They recorded
in whole-cell mode from layer II enthorinal cortex neurons with
a pipette solution containing 1 mM MK-801 to block NMDA
receptors intracellularly. They showed that superfusion of the

NMDA receptor antagonist D-AP5 resulted in a decrease of the
frequency of miniature EPSCs with little effect on the amplitude,
suggesting that tonically-activated NMDA receptors facilitate glu-
tamate release also at cortical synapses. Finally, in the juvenile
rat barrel cortex, presynaptic NR2B-containing NMDA receptors
enhance AMPA receptor-mediated synaptic transmission at layer
4 to layers 2/3 synapses (Brasier and Feldman, 2008).

Recently, presynaptic NMDA receptors have been implicated
in spike-timing dependent long-term depression at neocortical
synapses (Sjostrom et al., 2003; Buchanan et al., 2012). This
process requires the co-activation of CB1 receptors and is devel-
opmentally regulated such that in the juvenile, the NR3A sub-
unit enhances spontaneous and evoked glutamate release and
is required for spike timing-dependent long-term depression,
whereas in the adult, NR2B-containing presynaptic NMDA recep-
tors enhance neurotransmission in the absence of Mg2+, implying
that they function under depolarizing conditions. Recently, a
new caged compound has demonstrated axonal NMDA receptors
required for induction and the presynaptic locus of expression of
LTD at layer 4-layer 2/3 synapses (Rodriguez-Moreno et al., 2012).
The evidence for presynaptic NMDA receptors in cortical neurons
is however incomplete, and one study failed to detect them using
axonal Ca2+ imaging (Pugh and Jahr, 2012).

Evidence for presynaptic NMDA receptors at mossy fiber
synapses is also incomplete. In the monkey hippocampus, mon-
oclonal antibodies raised against the NMDA receptor subunits
NR1 and NR2 stained stratum lucidum but not postsynaptic
targets (Siegel et al., 1994). The detection of NMDA receptors
subunits in the mossy fiber projection zone does not, however,
prove the presence of functionally active presynaptic receptors. A
study reporting NMDA receptors using patch-clamp recordings
from mossy fiber boutons has only been reported in abstract form
(Alle and Geiger, 2005). Thus, evidence that NMDA receptors are
expressed in mossy fiber terminals is far from conclusive.

PRESYNAPTIC KAINATE RECEPTORS
In contrast with AMPA and NMDA receptors, kainate recep-
tors play a relatively small role in fast glutamatergic transmission
at most synapses. Some exceptions are mossy fiber synapses,
and thalamo-cortical synapses early in development, where they
mediate slow and small amplitude EPSCs (Castillo et al., 1997;
Vignes and Collingridge, 1997; Kidd et al., 2002). There is
however, abundant evidence for kainate receptor expression in
presynaptic terminals where they modulate the plastic proper-
ties of both excitatory and inhibitory connections (reviewed by
Kullmann, 2001; Pinheiro and Mulle, 2008; Contractor et al.,
2012). In the hippocampus, early binding studies using (3)H-
radiolabelled kainate as ligand (Foster et al., 1981; Monaghan and
Cotman, 1982; Bahn et al., 1994) have shown the presence of
high-affinity binding sites restricted to stratum lucidum, where
mossy fibers terminate. This staining pattern was dramatically
reduced by selective destruction of dentate granule cells with the
antimitotic agent colchicine (Represa et al., 1987), suggesting that
kainate receptors are expressed in the axon or in presynaptic
terminals. Immunohistochemical experiments with monoclonal
antibodies directed against GluK1 and GluK2 also stained stratum
lucidum (Petralia et al., 1994), in line with previous results.
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The effects of kainate on dentate gyrus—CA3 neurotransmis-
sion are concentration-dependent and bimodal: superfusion of a
low dose of kainate (50–200 nM) has been reported to facilitate
evoked EPSC recorded in CA3 pyramidal neurons whereas higher
doses (1–5 μM) have a depressant effect. The facilitation of mossy
fiber EPSCs consecutive to the application of a low concentration
of kainate is accompanied by an enhancement of the presynaptic
fiber volley (Figure 6A; Kamiya and Ozawa, 2000; Schmitz et al.,
2001) and by a decrease in the threshold for evoking antidromic
action potentials recorded in granule cells (Kamiya and Ozawa,
2000), consistent with a presynaptic expression of kainate recep-
tors. One explanation for these effects is that mild depolarization
could inactivate K+ channels whereas inactivation of presynaptic
Ca2+ channels may occur with large doses of kainate. Presynaptic
kainate eceptors could be activated by synaptic release of gluta-
mate from neighboring mossy fibers or associational-commisural
fibers, thus mimicking the effect of exogenous agonist application
on the fiber volley and threshold (Schmitz et al., 2000).

Although kainate receptors contribute to the large frequency-
dependent short-term plasticity of mossy fiber synapses, the
identity of the subunits that mediate these effects is unclear.

Studies performed in knock-out mice indicate that presynap-
tic kainate receptors containing the GluK2 (Contractor et al.,
2001; Breustedt and Schmitz, 2004; Rodriguez-Moreno and Sihra,
2007) and GluK3 subunits (Pinheiro et al., 2007; Perrais et al.,
2009) facilitate the induction of this form of synaptic plastic-
ity whereas other studies have identified GluK1 as a principal
player (Bortolotto et al., 1999; Lauri et al., 2001; More et al.,
2004). The reasons for these discrepancies are unknown, but some
of the GluK1 antagonists used in these studies could also block
receptors containing the GluK3 subunit (Perrais et al., 2009).
GluK3 is thought to underlie the effects mediated by presynap-
tic kainate receptors. Receptors containing this subunit have a
low sensitivity for glutamate, are highly Ca2+-permeable, desen-
sitize rapidly and are subject to a voltage-dependent block by
intracellular spermine. However, the view that kainate recep-
tors participate in short-term plasticity at mossy fiber—CA3
synapses was recently challenged by Kwon and Castillo (2008).
The authors found no evidence that presynaptic kainate recep-
tors facilitate transmitter release on CA3 pyramidal neurons
over a wide range of stimulus frequencies delivered to mossy
fibers, and argued that actions generally attributed to presynaptic

FIGURE 6 | presynaptic kainate receptors modulate mossy fiber

excitability and Ca2+ influx in single varicosities. (A) Representative
traces of the afferent volley before and during superfusion of low and
high doses of kainate, as indicated. (B) High-magnification micrograph of
stratum lucidum showing a mossy fiber terminal labeled with antibody
fragments directed against GluK4. Immunogold particles are found along
the presynaptic membrane. Scale bar, 20 nm. (C) Local kainate application
mobilizes Ca2+-store and boosts action-potential-evoked Ca2+entry in
giant mossy fiber boutons. Top, a granule cell axon is traced from the

soma and a patch pipette (dotted lines) is approached near a giant mossy
fiber bouton. Kainate is pressure ejected together with Alexa Fluor 594
from the pipette using a 200 ms pressure pulse (line-scans). Local
pressure application of kainate has no effect on the baseline resting
Ca2+ but increases action-potential-evoked Ca2+ entry in the imaged
bouton. Ca2+ store depletion with ryanodine abolishes the presynaptic
effects of kainate application. Panel (A) is reproduced from Kamiya and
Ozawa (2000), panel (B) from Darstein et al. (2003) and panel (C) from
Scott et al. (2008).
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kainate receptors are likely due to activation of the recurrent CA3
network.

Two studies have provided solid and direct evidence that these
receptors actually occur in presynaptic and perisynaptic mem-
branes in mossy fibers. The first study is the immunolocalization
of kainate receptor subunits at ultrastructural level performed
by Darstein et al. (2003). The authors showed that both GluK4
and GluK5 subunits localize presynaptically, with a preferen-
tial expression for GluK4, whereas GluK5 is mainly found in
postsynaptic membranes (Figure 6B). Interestingly, antibodies
against these two subunits also pulled-down GluK2 in hip-
pocampal membrane extracts but failed to detect GluK3 sub-
units, whose localization is thought to be presynaptic (Pinheiro
et al., 2007). The second report by Scott et al. (2008) used
high resolution multi-photon imaging and pharmacology. Here
the authors showed that individual action potentials evoke an
increase in intracellular Ca2+ in presynaptic varicosities which
is enhanced by kainate receptor activation, and contribute to
activity-dependent facilitation of synaptic transmission in CA3
pyramidal neurons (Figure 6C). Whether glutamate released
from a single varicosity acts on kainate receptors located on that
same varicosity remains, however, to be demonstrated.

Kainate receptors are also thought to facilitate the induction
of long-term potentiation in CA3 pyramidal neurons (Bortolotto
et al., 1999; Lauri et al., 2001; Schmitz et al., 2003; Pinheiro
et al., 2007). Again, conflictive reports have emerged in the lit-
erature about their role in the phenomenon (Kullmann, 2001).
Recently, it has been argued that differences in kainate receptor
involvement in mossy fiber long-term potentiation depend on
slice orientation (Sherwood et al., 2012). In transverse slices, LTP
was found resistant to GluK1 antagonists whereas in parasagit-
tal slices LTP was consistently blocked by these agents. Whatever
the explanations, we believe that many answers will come from
direct recordings from mossy fiber boutons and a detailed char-
acterization of the effects of kainate on the presynaptic membrane
potential.

FUNCTIONAL IMPLICATIONS
Presynaptic modulation via ionotropic receptors may have
broader implications for information processing and hippocam-
pal physiology than previously thought. Endogenous levels of
glutamate, GABA or glycine in brain tissue seem sufficient to pro-
mote baseline activity of high-affinity receptors, whereas recep-
tors with lower affinities might be activated only after sustained
activity and during a short time window consecutive to neuro-
transmitter release. For example, presynaptic kainate receptors
at thalamo-cortical synapses depress glutamate release during
repetitive activation at frequencies >50 Hz (Kidd et al., 2002),
but presynaptic GABAA receptors at mossy fibers regulate glu-
tamate release when presynaptic activity spans a wider range
of frequencies (Nakamura et al., 2007). Presynaptic ionotropic
receptors are also subject to neuromodulation from a large vari-
ety of hormones, cations, and other neurotransmitters, including
monoamines and neurosteroids, whose levels fluctuate exten-
sively in physiological states and behavioral tasks as well as in
pathological conditions. Finally, the permissive and synergistic
effect of presynaptic GABAA and kainate receptors on mossy fiber
LTP highlight a powerful mechanism for information storage in
CA3 networks. It also serves the basis for homeostatic regulation
of feed-forward and frequency-tuned inhibition at a major input
to the hippocampus proper.

CONCLUSIONS
An increasing diversity of receptors normally found in dendrites
are also localized in axon terminals where they mediate fast and
local regulation of presynaptic excitability, Ca2+ influx and neu-
rotransmitter release. A common feature of these receptors is that
their activation leads to membrane depolarization and shunting,
which in turn alter spike shape and the relation between Ca2+
influx and release probability. Direct recordings from mossy fiber
boutons have provided some of the most compelling insights
into the identity, localization, and physiological roles of these
receptors.
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In the developing nervous system synaptic refinement, typified by the neuromuscular
junction where supernumerary connections are eliminated by axon retraction leaving the
postsynaptic target innervated by a single dominant input, critically regulates neuronal
circuit formation. Whether such competition-based pruning continues in established
circuits of mature animals remains unknown. This question is particularly relevant in
the context of adult neurogenesis where newborn cells must integrate into preexisting
circuits, and thus, potentially compete with functionally mature synapses to gain access
to their postsynaptic targets. The hippocampus plays an important role in memory
formation/retrieval and the dentate gyrus (DG) subfield exhibits continued neurogenesis
into adulthood. Therefore, this region contains both mature granule cells (old GCs)
and immature recently born GCs that are generated throughout adult life (young GCs),
providing a neurogenic niche model to examine the role of competition in synaptic
refinement. Recent work from an independent group in developing animals indicated
that embryonically/early postnatal generated GCs placed at a competitive disadvantage by
selective expression of tetanus toxin (TeTX) to prevent synaptic release rapidly retracted
their axons, and that this retraction was driven by competition from newborn GCs lacking
TeTX. In contrast, following 3–6 months of selective TeTX expression in old GCs of
adult mice we did not observe any evidence of axon retraction. Indeed ultrastructural
analyses indicated that the terminals of silenced GCs even maintained synaptic contact
with their postsynaptic targets. Furthermore, we did not detect any significant differences
in the electrophysiological properties between old GCs in control and TeTX conditions.
Thus, our data demonstrate a remarkable stability in the face of a relatively prolonged
period of altered synaptic competition between two populations of neurons within the
adult brain.

Keywords: neurogenesis, mossy fibers, hippocampal, activity-dependent circuit refinement, tetanus toxin,

Moloney virus

INTRODUCTION
The subgranular zone of the hippocampal dentate gyrus (DG)
represents one of only two privileged sites within the mam-
malian central nervous system where adult neurogenesis occurs,
providing a continuous source of newborn granule cells (GCs)
throughout postnatal life (Deng et al., 2010; Ming and Song,
2011). Newborn GCs initially exhibit molecular, anatomical,
and physiological properties distinct from their mature counter-
parts; however, within approximately 4–8 weeks of maturation
newborn GCs appear phenotypically indistinguishable from the
preexisting mature GC cohort (Laplagne et al., 2006; Ge et al.,
2008). Thus, in adult mice the mature GC population com-
prises both embryonically/early postnatal generated GCs as well
as postnatally derived GCs beyond roughly 2 months of age

(hereafter referred to as old GCs). Whereas active adult neuroge-
nesis was once widely regarded as a simple neuronal replacement
mechanism, recent studies indicate that newborn GCs make
unique contributions to hippocampal-dependent learning and
episodic memory. Specifically, newborn GCs critically partici-
pate in the formation of distinct memories of similar events
by encoding unique representations of the spatial relationships
of a given experience. This “pattern separation” function of
the hippocampus is essential for discriminating between similar
episodic memories with overlapping features and is compromised
or enhanced in animals with disrupted or augmented postna-
tal neurogenesis respectively (Clelland et al., 2009; Creer et al.,
2010; Sahay et al., 2011; Nakashiba et al., 2012; Tronel et al.,
2012).
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To mediate pattern separation newborn GCs must become
synaptically integrated into a preexisting hippocampal network.
In the developing nervous system synapse formation and refine-
ment are activity-dependent processes and competition between
afferents for common postsynaptic targets ultimately dictates
mature circuit innervation patterns (Katz and Shatz, 1996; Sanes
and Lichtman, 1999; Yu et al., 2004; Hashimoto and Kano, 2005).
This raises the possibility that newborn GCs must compete with
old GCs to receive afferent input from the entorhinal cortex (EC)
and to innervate postsynaptic targets such as CA3 pyramidal cells
when integrating into the DG-CA3 circuit (Toni et al., 2007, 2008;
Bergami and Berninger, 2012). Consistent with this possibility a
study in developing animals (2–4 weeks of age) found that synap-
tic silencing of old GCs by selective expression of tetanus toxin
(TeTX) light chain promoted retraction of their mossy fiber (MF)
axons in a manner driven by competition from newborn GCs that
continued to transmit to their postsynaptic targets (Yasuda et al.,
2011). Moreover, following MF retraction the population of TeTX
expressing inactive GCs began to die off beyond postnatal day 25
indicating that competition from newborn GCs may ultimately
dictate overall survival of old GCs during the first postnatal
month (Yasuda et al., 2011). Whether such competition-based
axon refinement and cell survival occurs in the adult DG was
not determined. However, in a recent investigation examining

the functional roles of old GCs and adult generated newborn
GCs in learning and memory we generated a transgenic line
of mice that conditionally/inducibly express TeTX selectively in
old GCs beyond 4–6 weeks of age (DG-TeTX mice) and did
not observe any evidence of cell death or axon retraction in the
silenced GCs (Nakashiba et al., 2012). Indeed electrophysiolog-
ical experiments in tissue from control and activated DG-TeTX
adult mice indicated comparable MF axon densities, inconsis-
tent with significant axon retraction and cell death in silenced
GCs [(Nakashiba et al., 2012) and see Figure 1]. Moreover, the
full recovery of MF transmission in activated DG-TeTX mice
after turning-off TeTX expression (i.e., the transgenic strategy
employed allows for inducible and fully reversible synaptic silenc-
ing) further argues against significant axon retraction and cell
death within the synaptically silenced GC cohort (Nakashiba
et al., 2012).

Here we specifically examined the impact of prolonged synap-
tic silencing on the properties of old GCs in adult mice using
a combination of electrophysiology, immunocytochemistry, and
electron microscopy to compare activated DG-TeTX mice and
their control littermates. Our data reveal a remarkable stability
in the morphological and electrophysiological properties of old
GCs following 3–6 months of synaptic silencing. Thus, in con-
trast to developing systems, neither the survival of old GCs nor

FIGURE 1 | Impaired MF-CA3 transmission but normal MF excitability in

activated DG-TeTX mice. (A) Representative fEPSP waveforms recorded in
CA3 stratum lucidum evoked by stimulation in the DG GC layer obtained in
control and activated DG-TeTX (DG-TeTX) mice in control (ACSF, upper traces)
and DCGIV (1 μM) containing ACSF (DCGIV, middle traces). Traces are the
average of 6 consecutive individual sweeps obtained in each condition (scale
bars 20 ms/0.5 mV). The pure MF-CA3-mediated fEPSP is obtained by digital
subtraction of the DCGIV condition waveform from the control condition

waveform (bottom traces). (B) Group data bar chart summary of the MF-CA3
fEPSP areas and AFV amplitudes observed in control (n = 10 slices from 7
animals) and DG-TeTX (n = 7 slices from 5 animals) mice. (C) Representative
fEPSP waveforms from control and DG-TeTX mice obtained at the three
different stimulus intensities indicated (traces are the average of 6 events
obtained at each stimulus intensity, scale bars 5 ms/0.5 mV). (D) AFV
input-output functions for control (n = 8 slices from 5 mice) and activated
DG-TeTX mice (n = 10 slices, from 5 mice).
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maintenance of their MF projections are dictated by output-based
competition with newborn GCs in the adult brain.

MATERIALS AND METHODS
All procedures relating to animal care and treatment conformed
to Institutional and NIH guidelines.

GENERATION OF MICE
DG-TeTX mice maintained in a C57BL/6 genetic background
harbor three transgenes; POMC-Cre (TG1), αCamKII-loxP-
STOP-loxP-tTA (Tg2), and TetO-TeTX (Tg3-TeTX) as previously
described in Nakashiba et al. (2012). To obtain DG-TeTX mice,
heterozygous Tg1 × Tg3 – TeTX (POMC-Cre/+, TetO-TeTX/+)
mice were crossed to generate homozygous double trans-
genic mice (POMC-Cre/POMC-Cre, TetO-TeTX/TetO-TeTX).
Male homozygous mice were then bred with the female Tg2
(αCamKII-loxP-STOP-loxP-tTA/+). Half of the resultant progeny
was thus heterozygous triple-transgenic mice (POMC-Cre/+,
TetO-TeTX/+, αCamKII-loxP-STOP-loxP-tTA/+), herein referred
to as DG-TeTX mice. The other half of the progeny was thus het-
erozygous double transgenic mice (POMC-Cre/+, TetO-TeTX/+,
+/+), which did not express TeTX and therefore served as con-
trol mice. Breeding pairs and their progeny for experiments were
maintained on a Dox diet, and then all experiments were per-
formed on tissue from adult mice (3–8 months old) maintained
on a Dox free diet for at least 2 months to induce TeTX expression
in DG-TeTX mice.

VIRUS GENERATION AND INJECTION
We used a Moloney viral vector to express GFP obtained from
Dr. Carlos Lois (M.I.T.). Moloney viral particles were produced as
previously described in Nakashiba et al. (2012). Viral titers were
∼109 infectious units/ml. DG-TeTX mice and their control lit-
termates (12–16 weeks old) were anesthetized with avertin and
stereotaxically injected at two sites targeting the right DG (0.9 μl
of viral aliquot per site). The stereotaxic coordinate for the first
site was 2.06 mm posterior from bregma, 1.25 mm lateral from
the midline, and 1.75 mm ventral from the brain surface. The
second site was 2.70 mm posterior from bregma, 2.00 mm lateral
from the midline, and 1.75 mm ventral from the brain surface.
The scalp incision was sutured, and postinjection analgesics were
given to aid recovery (1.5 mg/kg, Metacam).

IMMUNOHISTOCHEMISTRY
For immunohistochemical visualization of the stratum lucidum
and adult-born GFP + GCs, mice were perfused transcardially
using a 0.1 M PBS solution containing 4% paraformaldehyde
followed by overnight postfixation at 4◦C. Brains were then cry-
oprotected in 30% sucrose/PBS at 4◦C, sliced to 50 μm thickness
using a microtome. After washing in PBS, free-floating sec-
tions were blocked for 2 h at room temperature in a PBS/0.5%
Triton X-100/1% BSA/10% normal goat serum (NGS) solution
before being incubated overnight at 4◦C with anti-calbindin
(mouse, 1:1000; Sigma), and anti-GFP (chicken, 1:1000, Aves)
antibodies. Primary antibodies were diluted in a PBS/0.5% Triton
X-100/1% BSA/10% NGS (BGT-PBS). Slices were washed with
BGT-PBS before being incubated for 2 h at room temperature

with secondary antibodies diluted in BGT-PBS. After washing in
PBS, slices were mounted on Superfrost Plus microscope slides
(Fisherbrand, Hampton, NH). Secondary antibodies were used
in the following concentrations: goat anti-chicken Alexa Fluor
488 and goat anti-mouse Alexa Fluor 555 (1:1000; Invitrogen).
Although the transgene construct for the Tg3-TeTX was ini-
tially generated as a fusion protein with GFP, we failed to
detect any GFP-TeTX fusion protein in the DG-TeTX mice with
this immunostaining procedure (data not shown). Thus, sig-
nals detected by anti-GFP here are mostly derived from GFP
introduced by the Moloney virus. Fluorescent images were cap-
tured using a Zeiss LSM 780 inverted confocal microscope (Zeiss,
Germany). To quantify the extent of old GC MF projections into
CA3 in individual sections we measured the length of a curved
line tracing the GFP signal through stratum lucidum toward CA2
from a straight line drawn connecting the ends of the upper and
lower blades of the DG (Zhao et al., 2006). A total of 3–12 sec-
tions per animal from similar levels of the hippocampus were
examined.

ELECTRON MICROSCOPY
Animals used for the electron microscopy were deeply anes-
thetized and transcardially perfused first with a buffered sodium
sulphide solution (12 g Na2S.9H2O and 12 g NaH2PO4.H2O
in 1000 ml of distilled water, pH 7.4; 0.05 M) for 1 min, then
with a buffered 3% glutaraldehyde solution in 0.12 M PBS (pH
7.4) for 20 min, and finally with the sodium sulphide solution
again for 15 min. Brains were removed from the skull, post-
fixed in the 3% buffered glutaraldehyde solution for 2 h and
sectioned with a Vibratome at 50 μm. Free-floating sections were
washed with Tris buffer (pH 7.4) for 5 min periods in order
to eliminate adsorbed phosphate ions, which would react with
silver ions, causing an unwanted precipitation. Thereafter, sec-
tions were placed in the physical developer containing sodium
tungstate as protective colloid, hydroquinone as reducing agent,
sodium acetate and acetic acid to adjust the pH and silver nitrate
for further details see Seress and Gallyas (2000). The process
of development was stopped by placing the sections into 1%
sodium thiosulfate for 1 min. Next, the sections were washed
with Tris buffer for 5 min, then osmificated with 1% OsO4

for 1 h, dehydrated, and flat-embedded in Durcupan accord-
ing to routine electron-microscopic procedure. After microscopic
examination, the area of interest was cut, re-embedded, and thin
sectioned. The resulting thin sections were then stained with
uranyl acetate and lead citrate and imaged using a Tecnai electron
microscope.

Quantification
Black particles indicating zinc were used to identify MF terminals.
Quantification of area measurements was done by an observer
who was blinded to the genotype of the samples. Surface area
measurements were done manually using Fiji software.

In Vitro SLICE PHYSIOLOGY
Hippocampal slices (300 μm thick) were prepared from 3- to
8-month-old DG-TeTX mice and their control littermates. Mice
were anesthetized with isoflurane, and brains were dissected in
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partial sucrose artificial cerebrospinal fluid (ACSF) containing (in
mM): 80 NaCl, 3.5 KCl, 1.25 H2PO4, 25 NaHCO3, 4.5 MgSO4, 0.5
CaCl2, 10 glucose and 90 sucrose, equilibrated with 95% O2 and
5% CO2. The brains were hemisected, and transverse slices were
cut using a VT-1000S vibratome (Leica Microsystems). The slices
were then incubated in the above solution at 35◦C for 30 min and
then kept at room temperature in the same solution until use.

For extracellular field recordings, slices were transferred to
a recording chamber and perfused (3–5 ml/min, 32–35◦C) with
ACSF composed of (in mM): 130 NaCl, 24 NaHCO3, 3.5 KCl,
1.25 NaH2PO4, 2.5 CaCl2, 1.5 MgCl2, 10 glucose, 0.05 ± dl-
AP5, and 0.01 bicuculline methobromide, saturated with 95%
O2 and 5% CO2, pH 7.4. Field excitatory postsynaptic poten-
tials (fEPSPs) were recorded using electrodes (2–3 M�) pulled
from borosilicate glass (World Precision Instruments) filled with
oxygenated ACSF and connected to a Multiclamp 700A amplifier
(Axon Instruments, Foster City, CA). Mossy fiber to CA3 pyra-
mid (MF→CA3) fEPSPs were recorded by placing the recording
electrode in stratum lucidum and evoking synaptic responses at
0.1 Hz by stimulation (150-μs duration, 0.05- to 0.25-mA inten-
sity) via a constant-current isolation unit (A360, World Precision
Instruments, Sarasota, FL) connected to glass electrode filled with
oxygenated ACSF placed in the DG cell layer. Data acquisition
(filtered at 3 kHz and digitized at 20 kHz) and analysis were per-
formed using a PC equipped with pClamp 9.2 software (Axon
Instruments).

MF afferent fiber volley (AFV) input-output (I/O) relations
were obtained by stepping the stimulus intensity from 0.05 mA
to 0.25 mA. Then fEPSPs monitored at a single stimulus inten-
sity that gave AFVs of between 0.2 and 0.3 mVs were obtained
in control ACSF and again in the presence of DCGIV (2 μM,
Tocris). Averaged waveforms (10 consecutive sweeps) obtained
in DCGIV were digitally subtracted from the corresponding
averaged waveform obtained in control ACSF to obtain pure
MF→CA3 fEPSPs (Kamiya et al., 1996). For analysis, the area
of the pure MF→CA3 fEPSPs was determined in the first 2.5 ms
after the end of the AFV determined prior to the digital subtrac-
tion. Area was used rather than peak or slope because MF→CA3
fEPSPs have complicated waveforms that may confound peak
or slope measurements, particularly in the activated DG-TeTX
mice (Henze et al., 2000; Nakashiba et al., 2012). AFV amplitudes
and slopes were measured directly from non-DCGIV-subtracted
traces.

To characterize the electrophysiological properties of individ-
ual mature GCs we performed whole-cell patch clamp record-
ings in slices prepared from 4 to 6 month old mice 3–4 weeks
after Moloney virus injection targeting GFP negative GCs near
the inner molecular layer. Slices were perfused (3–5 ml/min)
with extracellular solution composed of (in mM) 130 NaCl,
24 NaHCO3, 3.5 KCl, 1.25 NaH2PO4, 2.5 CaCl2, 1.5 MgCl2,
and 10 glucose, saturated with 95% O2 and 5% CO2 (pH 7.4).
Recordings were performed at 32–34◦C with electrodes (3–5 M�)
pulled from borosilicate glass (World precision instruments)
filled with either (in mM) 150 K-gluconate, 3 MgCl2, 0.5 EGTA,
2 MgATP, 0.3 Na2GTP, and 10 HEPES plus 2 mg/ml biocytin
for characterization of membrane properties and LTP experi-
ments or 130 CsCl, 8.5 NaCl, 0.5 EGTA, 4 MgATP, 0.5 Na2GTP,

5 QX-314Cl, and 10 HEPES for basic postsynaptic current (exci-
tatory and inhibitory) characterization. Whole-cell patch clamp
recordings were made using a Multiclamp 700A or 700B amplifier
(Molecular Devices, Sunnyvale, CA) in current- or voltage clamp-
mode. The signals were filtered at 3 kHz (Bessel filter; Frequency
Devices, Haverhill, MA) and digitized at 20 kHz (Digidata 1322A
or 1440A and pClamp 9.2 or 10.2 Software; Molecular Devices).
Recordings were not corrected for a liquid junction potential.

The resting membrane potential was noted immediately upon
achieving a whole-cell configuration. The membrane potential
was then biased to −60 mV by constant current injection. The
input resistance (Rm) was measured using a linear regression of
voltage deflections (±15 mV from the resting potential, ∼60 mV)
in response to 2-s current steps of 6–10 different amplitudes in
5-pA steps. The membrane time constant (Taum) was calculated
from the mean responses to 20 successive hyperpolarizing current
pulses (−20 pA; 400 ms) and was determined by fitting voltage
responses with a single exponential function. Action potential
(AP) threshold was defined as the voltage at which the slope
trajectory reached 10 mV/ms and AP amplitude was defined as
the difference in membrane potential between the threshold and
the peak. Spike half-width was defined as the duration of the
AP at half of the determined amplitude. These properties were
measured for the first two APs elicited by a depolarizing 800 ms
current pulse of amplitude that was just sufficient to bring the cell
to threshold for AP generation. Firing frequency was calculated
from the number of spikes observed during the 800 ms window
during a current injection twice this amount. All intrinsic elec-
trophysiological parameters were measured in pClamp or using
procedures written in Igor 6 (Wavemetrics, Portland, OR).

Spontaneous inhibitory postsynaptic currents (sIPSCs) were
pharmacologically isolated by the addition of DNQX (10 μM)
and dl-AP5 (50 μM) to the perfusing medium and recorded
as inward currents at a holding potential of −70 mV with the
chloride reversal potential set to 0 mV (CsCl-based internal).
Events were detected using a template matching algorithm and
analyzed in pClamp. At the end of the recordings, bicuculline
(10 μM) was added to the perfusing medium to determine the
tonic GABAergic current. Spontaneous and evoked excitatory
postsynaptic currents (s/eEPSCs) were pharmacologically iso-
lated by the addition of bicuculline (10 μM) to the perfusing
medium. sEPSCs were recorded at a holding potential of −70 mV
and detected by a template matching strategy and analyzed in
pClamp. eEPSCs were elicited at 0.1 Hz as paired pulses (20 Hz)
by low-intensity microstimulation (100 μs duration; 10–30 μA
intensity) via a constant-current isolation unit (A360, World
Precision Instruments, Sarasota, FL) connected to a patch elec-
trode filled with oxygenated extracellular solution placed in the
middle molecular layer. The AMPA receptor-mediated compo-
nent was determined from the peak of the eEPSC (the first event
of paired pulses) observed at a holding potential of −70 mV, and
the NMDA receptor-mediated component was measured 25 ms
after the peak at a holding potential of +40 mV. Paired pulse ratios
(PPRs) were calculated as the mean P2/mean P1, where P1 was the
amplitude of the first evoked current and P2 was the amplitude of
the second synaptic current obtained for consecutive individual
traces.
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For LTP experiments, bicuculline was added to the perfus-
ing medium, and AMPAR-mediated EPSCs were monitored in
voltage clamp mode (Vh = −70 mV) before (2–3 min) and after
(15–20 min) LTP induction with a theta burst stimulation (TBS)
protocol (Schmidt-Hieber et al., 2004). TBS was performed in
current clamp mode with the membrane potential biased to
−60 mV via constant current injection. TBS consisted of 10 trains
of stimuli at 5 Hz, with each train consisting of 10 stimuli at
100 Hz. The duration of each train was paired with a postsynaptic
depolarizing current injection of 300–400 pA that was sufficient
to evoke a burst of postsynaptic APs. This was repeated four times
at a frequency of 0.1 Hz, after which the recording configuration
was switched back to voltage clamp mode, and AMPAR-mediated
EPSCs were monitored as described above for a minimum of
20 min post-TBS.

For all electrophysiological parameters tested each cell was
treated as an independent observation. Data are presented as
means ± SEMs unless otherwise indicated. Data sets were sub-
jected to a Normality Test and statistical significance was assessed
using parametric (Student’s t-test for normally distributed data
sets) or nonparametric (Mann–Whitney test for data sets not
normally distributed) analyses as appropriate.

For anatomical reconstruction of recorded cells after bio-
cytin filling during whole-cell recordings, slices were fixed
with 4% paraformaldehyde and stored at 4◦C then permeabi-
lized with 0.3% Triton X-100 and incubated with Alexa Fluor
555-conjugated streptavidin (Molecular Probes). Resectioned
slices were mounted on gelatin-coated slides using Mowiol
mounting medium. Cells were visualized using epifluorescence
microscopy (Olympus AX70) and images for representative
examples were obtained with a Leica TCS SP2 RS Confocal
Microcope. Frames of maximum projection images were cre-
ated from stacks (2 μm steps) and stitched together in Adobe
Photoshop.

RESULTS
To examine the role of activity and competition in regulating
hippocampal GC anatomy and function we compared several fea-
tures of old GCs from adult activated triple transgenic DG-TeTX
mice (Nakashiba et al., 2012) with those from control littermate
adult mice (Control). In the DG-TeTX mice, TeTX expression is
induced selectively and comprehensively in old GCs (beyond 4–6
weeks of age) when the mice are kept on a doxycycline (Dox)
free diet, thus, effectively silencing the synaptic output of the
vast majority of GCs by preventing presynaptic vesicle fusion
(Nakashiba et al., 2012). In contrast, due to the delayed onset of
αCamKII promoter activity (see methods) newborn GCs in DG-
TeTX mice cannot be induced to express TeTX within the first
4–6 weeks after their genesis (Nakashiba et al., 2012) leaving them
release competent and potentially placing them at a competitive
advantage within the hippocampal circuit. Consistent with our
prior observations, activated DG-TeTX mice exhibited severely
impaired MF transmission as revealed by an almost complete loss
of MF-CA3 fEPSPs in DG-TeTX mice kept on a Dox free diet for
2–3 months (Figures 1A,B). It is important to note that although
young GCs remain release competent their potential contribu-
tion to the MF-CA3 fEPSP is minimal due to their low numbers

[<5% of the entire GC population, (Imayoshi et al., 2008)] and
the sparse nature of GC release sites (Amaral and Dent, 1981;
Claiborne et al., 1993; Henze et al., 2000). Despite deficiencies in
the fEPSPs of activated DG-TeTX mice, MF excitability was com-
parable to control animals as indicated by examination of the MF
AFVs (Figure 1B). Indeed I/O functions of AFVs in activated DG-
TeTX mice revealed no significant differences with those obtained
from control mice (Figures 1C,D). Because the AFV reflects the
simultaneous activation of multiple tightly packed axons near
the recording electrode its magnitude serves as a proxy measure
for the density of MF axons within stratum lucidum where the
recordings are made. While our experiments do not allow us to
determine an absolute value of fiber density the comparable I/O
curves obtained in control and DG-TeTX mice indicate similar
MF densities providing initial evidence that old GCs silenced in
activated DG-TeTX mice remain healthy and do not retract their
MF axons from stratum lucidum.

Next we probed for evidence of competition-based MF retrac-
tion by examining individually labeled axons of silenced GCs. To
label individual GCs we injected a genetically modified Moloney
viral vector encoding GFP into the DG of control and activated
DG-TeTX mice to specifically infect a small cohort of newborn
GCs generated at or shortly after the time of viral infection
(Van Praag et al., 2002; Tashiro et al., 2006; Zhao et al., 2006).
Immediately following viral injection the animals were placed
on a Dox free diet and allowed to survive for an additional 3–6
months providing sufficient time for the labeled cohort of cells to
enter the old GC population and become silenced in the mutant
mice by induction of TeTX as the cells aged beyond 4–6 weeks.
Individual GFP labeled MFs were found to project into CA3
stratum lucidum in both control and activated DG-TeTX mice
with no obvious signs of axon retraction in the silenced fibers
(Figure 2). Indeed in both lines of mice GFP labeled fibers with
regularly spaced MF boutons (MFBs) coursed through the entire
CA3 stratum lucidum region, revealed by co-staining for cal-
bindin (Figure 2A), terminating at the distal junction with CA2
revealed by co-staining for the CA2 pyramidal cell marker RGS14
[Figure 2B; (Lee et al., 2010)]. Quantification of the extent of
old GC MF projections into CA3 by measuring the distance from
the hilar border to the farthest projections of GFP labeled fibers
(Zhao et al., 2006) revealed no significant differences between
control (1220 ± 31 μm, n = 4 mice) and activated DG-TeTX
mice (1271 ± 51 μm, n = 5 mice; p = 0.4, t-test). Upon closer
inspection at higher magnification typical MFBs with associated
filopodial extensions were evident (Figure 2C) in control and
mutant animals, but we found no evidence of axon degenera-
tion such as retraction bulbs or axosomes that were previously
reported for silenced MFs in young developing mice (Yasuda
et al., 2011).

The persistence of MFBs along the axons of old GCs in acti-
vated DG-TeTX mice suggests that the silenced terminals main-
tain structural contact with postsynaptic targets despite their
lack of vesicle-mediated transmission consistent with the ability
to recover MF-CA3 transmission when DG-TeTX mice are re-
treated with Dox (Nakashiba et al., 2012). To examine the effects
of synaptic silencing on the ultrastructural features of MFBs
and associated postsynaptic elements we compared terminals in
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FIGURE 2 | Normal MF projection throughout CA3 stratum lucidum in

activated DG-TeTX mice. (A) Representative images of hippocampal
sections obtained from control (upper panels) and activated DG-TeTX mice
(lower panels) stained for calbindin (red) to label stratum lucidum and GFP
(green) to label silenced old GCs (at least 3 months of age) that were
infected with GFP encoding Moloney Virus at their time of genesis (scale
bars 300 μm). Boxed region in the merged images indicate regions that
were digitally magnified in images at the far right (scale bars 100 μm).
(B) Similar to (A) except that the sections were stained for GFP (green) and
RGS14 (red) to label CA2 pyramidal cells demarcating the distal boundary of
CA3. (C) Images of representative GFP labeled MFBs from old GCs in
sections from control (upper panels) and activated DG-TeTX mice (lower
panels). Similar observations were obtained in a total of 5 mutant and 4
control mice examined 3–6 months after viral infection and maintained
under Dox free conditions for this entire period (mutant mice were
examined at 100, 127, 182, 182, and 178 days postinfection and control mice
were examined in parallel at 100, 127, 189, and 162 days postinfection).

control and activated DG-TeTX mice using electron microscopy.
To easily identify MFBs, sections were neoTimm stained to reveal
the zinc rich MF projections (Haug, 1967; Ibata and Otsuka, 1969;
Amaral and Dent, 1981). Importantly, at the light microscopy
level a strong zinc signal was clearly evident throughout the entire
stratum lucidum in hippocampal sections from both control and

activated DG-TeTX mice consistent with maintained MF projec-
tions to distal CA3 in silenced GCs (Figures 3A,B). At the EM
level typical zinc labeled MF terminals with multiple release sites
and associated postsynaptic densities were readily encountered in
tissue from both control and activated DG-TeTX mice with no
evidence of axon retraction or degeneration (Figures 3C–F). As
expected from our analyses of AFVs (Figures 1B–D), MF density
in randomly selected areas of the stratum lucidum was similar in
control and activated DG-TeTX mice with ∼10% of the total sur-
face identified as MF terminals in both samples (Figure 3G; 8.4 ±
1.2% in control; 8 ± 0.87% in DG-TeTX samples). Moreover,
the density of MF synaptic contacts, calculated from the total
length of synaptic specializations formed by a single terminal
and the surface area of the bouton, was comparable between
control and DG-TeTX mice suggesting that silenced terminals
maintain a physical interaction with target postsynaptic elements
(Figure 3H; 0.22 ± 0.03 μm synapse/μm2 terminal and 0.2 ±
0.03 μm synapse/μm2 terminal in control and DG-TeTX sam-
ples, respectively). Surprisingly, despite the deficiency in VAMP2-
mediated release, vesicle density in terminals of DG-TeTX mice
was similar to that in control terminals (Figure 3I; 189 ± 8
vesicles/μm2 in control and 193 ± 12 vesicles/μm2 in DG-TeTX
samples). Closer examination of synaptic vesicles revealed that
while vesicle density was similar between the two genotypes, vesi-
cle size distributions were not (Figures 3J,K). In control tissue
vesicle size showed little variability, and the average vesicle area
was 1.47 × 10−3 ± 2.02 × 10−5 μm2 (corresponding to 42 nm
vesicle diameter). In DG-TeTX samples the distribution of vesi-
cle size was larger with a noticeable skew toward larger vesicles
(2.24 × 10−3 ± 7.22 × 10−5 μm2). Although the limited number
of mice examined at the ultrastuctural level precludes statistical
comparisons between the genotypes our observations generally
confirm that MF axons of old silenced GCs remain stable pro-
jecting throughout CA3 stratum lucidum. Moreover, the main-
tenance of an anatomically defined synaptic contact by silenced
terminals in activated DG-TeTX mice suggests that the recovery
of transmission upon reversal of TeTX expression by treatment
with Dox does not reflect a massive rewiring of the circuit but
rather a simple resumption of communication at preexisting
connections.

Our data to this point indicate that TeTX expressing GCs
maintain stable electrically active MF projections throughout the
DG-CA3 circuit. However, it remains possible that the silenced
old GCs undergo other homeostatically induced changes due to
altered participation within the circuit (Desai, 2003; Davis, 2006;
Turrigiano, 2012). In our previous study we did not detect any
differences in the electrophysiological properties of young (3–4
week old) adult generated GCs in control and activated DG-
TeTX mice (Nakashiba et al., 2012). In both lines of mice the
newborn cells exhibited immature intrinsic membrane properties
and excitatory/inhibitory postsynaptic response profiles typical
for cells of their age indicating that being placed at a competitive
advantage in activated DG-TeTX mice did not promote enhanced
maturation of these physiological properties of adult generated
GCs (Nakashiba et al., 2012). However, whether any electrophys-
iological changes occurred in the synaptically silenced old GCs
was not previously tested. Thus, in a final series of experiments
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FIGURE 3 | Ultrastructural comparison of active and silenced MF

terminals. (A,B) Mossy fiber tracks in representative sections from control
(A) and DG-TeTX (B) mice are labeled with neoTimm staining.
(C–F) Representative electron micrographs demonstrate that mossy fiber
terminals (T) form multiple synaptic contacts (arrowheads) with their
postsynaptic targets in control (C,D) and in DG-TeTX (E,F) mice.
Zinc-labeled terminals (T1–T3) are abundant in the stratum lucidum of
DG-TeTX samples (E), T1 is shown in panel F at higher magnification
where the high degree of variability in vesicle size is clearly evident.
(G) The density of mossy fibers measured as a ratio of the percentage of
surface area covered by zinc-positive large presynaptic specializations was

similar in the stratum lucidum of control and DG-TeTX animals (n = 5
sections per animal, 1 mouse per genotype). (H,I) Synapse density
(H, n = 20 terminals examined across the 5 sections for each genotype)
and vesicle density (I, n = 20 terminals examined across the 5 sections for
each genotype) was also comparable between the two groups. (J) Plots of
vesicle area reveal a typical uniform vesicle size in control samples but a
higher degree of variability in DG-TeTX mice. (K) Cumulative probability
distribution of vesicle size measurements plotted in (J) revealing the skew
toward larger vesicles in DG-TeTX mice (n = 620 vesicles in 20 terminals
across 5 sections from 1 mouse per genotype). Scale bars: (A,B: 200 μm,
C–E: 400 nm, F: 800 nm).

we performed whole-cell patch clamp recordings targeting old
GCs in acute hippocampal slices from 4–6 month old control
and activated DG-TeTX mice to determine if long-term silencing
of synaptic output precipitates any changes in basic membrane
or postsynaptic properties of GCs. No significant differences
were observed between old GCs from the two genotypes for any

of the basic membrane and spiking properties assayed includ-
ing resting membrane potential, input resistance, membrane
time constant, and spike frequency/duration (Figures 4A–D and
Table 1, p-values ranged from 0.1 to 1.0). In addition silenced and
control GCs received similar levels of excitatory and inhibitory
drive as assessed by monitoring spontaneous glutamatergic and
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FIGURE 4 | Prolonged blockade of the synaptic output from old GCs

does not alter their electrophysiological characteristics.

(A,B) Composite images of representative old GCs recorded in slices from
control (A) and activated DG-TeTX (B) mice. (C,D) Traces from
representative recordings obtained in old GCs of control (C) and activated
DG-TeTX mice (D) showing membrane responses to hyperpolarizing
(−50 pA; black traces), just threshold level depolarizing (red traces) and
twice threshold level depolarizing (blue traces) current pulses. (E–H)

Representative gap-free traces of pharmacologically isolated spontaneous
GABAA receptor- and AMPA receptor-mediated IPSCs (E,F) and EPSCs
(G,H) with ensemble averages (right traces) obtained in old GCs of control
(E,G) and DG-TeTX (F,H) mice. (I,J) Paired pulse (50 ms inter-stimulus
interval) perforant path-evoked EPSCs at a holding potential of −70 mV
(black traces, to monitor the AMPAR-mediated component) and at a holding
potential of +40 mV (red traces, to reveal the NMDAR-mediated
component) in representative recordings from old GCs in control (I) and
DG-TeTX (J) mice.

GABAergic synaptic events as well as tonic GABAergic inhibi-
tion (Figures 4E–H and Table 1). Comparison of control and
activated DG-TeTX old GCs revealed no differences in any of
the synaptic properties assayed including inhibitory/excitatory
postsynaptic current kinetics, AMPA/NMDA ratios, and short-
term synaptic plasticity at perforant path inputs (Figures 4I,J
and Table 1, p-values ranged 0.2–0.9). Moreover, silenced GCs
in activated DG-TeTX mice exhibited theta-burst stimulation-
induced long-term potentiation (LTP) of excitatory synaptic
transmission that was comparable to active GCs in control mice
(Figures 5A,B and Table 1, p = 0.8). In both genotypes LTP was
associated with a reduction in PPR consistent with an increase

Table 1 | Summary of electrophysiological properties of mature

granule cells.

Control mice DG-TeTX mice

Intrinsic membrane properties (n = 14 cells (n = 15 cells

from 5 mice) from 4 mice)

Resting potential (mV) −71 ± 1 −68 ± 2

Input resistance (M�) 199 ± 14 225 ± 27

Time constant (ms) 23 ± 2 19 ± 2

Membrane capacitance (pF) 117 ± 9 94 ± 8

Frequency at 2× threshold (Hz) 23 ± 2 19 ± 2

Spike threshold (mV) −35 ± 2 −35 ± 2

Spike amplitude (mV) 77 ± 3 74 ± 3

Spike half-width (ms) 0.84 ± 0.04 0.87 ± 0.06

Spike maximal decay (mV/ms) −93 ± 5 −90 ± 6

IPSC properties (n = 8 cells (n = 3 cells

from 3 mice) from 2 mice)

sIPSC amplitude (pA) −60 ± 5 −64 ± 14

sIPSC frequency (Hz) 5 ± 0.4 4.3 ± 1.1

sIPSC τdecay (ms) 7.6 ± 0.4 8.2 ± 0.5

GABAtonic(pA) −30 ± 8 −45 ± 19

EPSC properties (n = 6 cells (n = 6 cells

s/eEPSCs, s/eEPSCs,

5 cells LTP 6 cells LTP

from 3 mice) from 4 mice)

sEPSC amplitude (pA) −11 ± 1 −10 ± 0.6

sEPSC frequency (Hz) 1.6 ± 0.3 1.3 ± 0.2

sEPSC τdecay (ms) 5.6 ± 0.5 5.8 ± 0.3

eEPSC AMPA/NMDA ratio 1.3 ± 0.2 1.5 ± 0.2

eEPSC PPR 1.0 ± 0.04 1.2 ± 0.09

eEPSCNMDA τdecay (ms) 73 ± 3 83 ± 7

eEPSC TBS LTP (% control) 212 ± 47 191 ± 50

in presynaptic function during the expression of this plastic-
ity (Figures 5A,B). Together, these findings indicate that pro-
longed blockade of synaptic output from old GCs does not
precipitate overt changes in their basic electrophysiological and
synaptic input properties arguing against any significant home-
ostatically induced plasticity in the cells due to altered network
participation.

DISCUSSION
Neuronal cell replacement strategies offer incredible therapeu-
tic potential for circuit repair in neurodegenerative disorders or
following traumatic brain injury (Lopez-Bendito and Arlotta,
2012). However, the realization of this potential requires a thor-
ough understanding of the cellular mechanisms underlying the
integration of new neurons into mature existing neural networks.
A wealth of data supports a role for active competition between
presynaptic terminals of individual neurons in establishing and
sculpting network connectivity in the developing nervous system
(Katz and Shatz, 1996; Sanes and Lichtman, 1999; Yu et al., 2004;
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FIGURE 5 | Normal LTP of perforant path inputs to old GCs in

activated DG-TeTX mice. (A,B) The upper panels are pooled data time
course plots showing LTP of perforant path-evoked AMPA
receptor-mediated EPSCs in response to a theta burst induction protocol
in old GCs of control (A, n = 5 cells from 3 animals) and activated

DG-TeTX (B, n = 6 cells from 4 animals) mice. Inset traces show EPSCs
taken at the times indicated on the x-axis. Lower panels show the
corresponding pooled data time course plots of the paired pulse ratios
for AMPA receptor-mediated EPSC peak amplitudes (PPRS) in control and
activated DG-TeTX mice.

Hashimoto and Kano, 2005), but whether the circuit integration
of new neurons into preexisting adult circuits relies upon similar
competition-based axonal refinement is unclear. In a previous
study examining the role of young and old GCs in DG func-
tion we did not obtain any evidence for altered maturation or
circuit integration of newborn GCs in activated DG-TeTX adult
mice (Nakashiba et al., 2012). In this model the newborn GCs
should be at a competitive advantage in terms of communicating
with downstream DG and CA3 postsynaptic targets compared to
old GCs that are prevented from releasing transmitter due to the
selective expression of TeTX. In the present study we utilized the
same neuronal competition model focusing on the silenced old
GC population to determine if being placed at a competitive dis-
advantage within the circuit precipitated any changes in their MF
projections or electrophysiological properties. In developing sen-
sory circuits, cerebellum, and neuromuscular junctions neurons
placed at such a competitive disadvantage retract their axons fol-
lowing destabilization of their presynaptic terminals triggered by
competitive interactions with more active axons innervating the
same postsynaptic targets (Fladby and Jansen, 1990; Antonini and
Stryker, 1993; Buffelli et al., 2003; Ruthazer et al., 2003; Yu et al.,
2004; Hashimoto and Kano, 2005; Hua et al., 2005). In contrast
we found no evidence of axon retraction in silenced old GCs of
adult DG-TeTX mice. Indeed our electrophysiological, immuno-
cytochemical, and EM data all indicated that the MF axons of

presynaptically silenced GCs continue to project throughout the
entire extent of CA3 despite potential competitive influences from
continuously generated newborn GCs. The silenced axons even
retained typical presynaptic specializations, the giant MFBs, in
association with postsynaptic targets in stratum lucidum suggest-
ing that VAMP2-dependent release is dispensable in the mainte-
nance of the structural integrity of established MF synapses in
adult mice. One caveat to this interpretation of our EM data is
that we could not distinguish between terminals of old silenced
GCs versus those belonging to newborn GCs leaving open the
possibility that our failure to observe terminal changes at the
EM level in DG-TeTX mice simply reflects preferential examina-
tion of unsilenced terminals from newborn GCs. However, since
DG-TeTX mice do not exhibit enhanced neurogenesis (Nakashiba
et al., 2012) and newborn GCs comprise only a small propor-
tion of the overall GC population, the similar densities of MFBs
in control and DG-TeTX mice argues that our data sets are
overwhelmingly comprised of terminals from old silenced GCs
in mice of both genotypes. Finally, we found no differences in
the basic electrical and synaptic input properties of active and
silenced GCs indicating that altered circuit participation of old
GCs in activated DG-TeTX mice did not promote homeostatic
plasticity of cell membrane properties or excitatory/inhibitory
synaptic input to these cells. Together these findings reveal
a remarkable stability in the morphological and electrical
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properties of old GCs following prolonged periods of synaptic
silencing.

Our findings contrast starkly with observations in the devel-
oping hippocampus of juvenile mice. Using a similar TeTX-based
strategy, but with mutants that express TeTX from early postnatal
stages, Yasuda et al. (2011) found that silenced GCs undergo axon
retraction and elimination in mice 3–4 weeks of age. The TeTX
expressing GCs initially projected normally into CA3 within the
first two weeks postnatally but then retracted their axons during
the 3rd and 4th postnatal weeks and ultimately died after axon
elimination. Importantly, this process was prevented by pharma-
cological global inhibition of circuit activity or suppression of
neurogenesis beyond the second postnatal week indicating that
axon elimination and cell death of the silenced GCs was driven by
activity-dependent competition from newborn GCs that did not
express TeTX (Yasuda et al., 2011). Interestingly, in the same study
the authors reported a similar competition-based axon elimi-
nation in juvenile mice for afferents from the EC and for CA1
pyramidal cell axons (Yasuda et al., 2011). In both cases when
TeTX expression was limited to approximately half of the EC and
CA1 fibers the authors found an activity-dependent elimination
of TeTX expressing axons, presumably driven by the remaining
release competent EC and CA1 fibers. Our failure to observe such
competition driven axon refinement in the adult hippocampus
suggests that this process is limited to a critical period during the
first month of hippocampal development or potentially the first 4
weeks postgenesis of an adult born GC. In our model GCs cannot
be induced to express TeTX until approximately 6 weeks of age,
suggesting that sometime between 3 and 6 weeks of age the synap-
tic connections made by a GC become immune to any destabi-
lizing influence from more active neighboring fibers that would
disrupt the integrity of less active axons and associated terminals.
Alternatively, it is possible that by 6 weeks of age the relative con-
tribution of newborn GCs to the entire MF pathway is too small
to drive competition-based retraction of large numbers of old GC

axons. Such limited competition may only promote axon retrac-
tion of a small percentage of silenced old GCs below the detection
limits of our experimental approaches. While future experiments
designed to increase the degree of competition by enhancing neu-
rogenesis or reducing the percentage of TeTX expressing cells
would be informative, our current findings clearly indicate that
under basal conditions the competition driven by newborn GCs
does not promote gross axon retraction of the entire silenced
old GC population in adult mice. Despite the structural immu-
nity to competition observed in silenced GCs, it remains possible
that young and old GCs still compete for synaptic control over
downstream postsynaptic targets in adult mice. For instance a
recent investigation in slice culture indicates that differences in
the activity levels among neighboring synapses regulates MFB
motility, suggesting that synaptic remodeling events may be influ-
enced by activity-dependent competition (Chierzi et al., 2012).
Alternatively, competing inputs to common postsynaptic targets
may influence the efficacy of existing synapses without promot-
ing axon retraction by triggering changes in presynaptic release
or postsynaptic responsiveness. Future investigations will be nec-
essary to probe for such heterosynaptic plasticity interactions
between young and old GCs and may provide insight into the
cellular mechanisms underlying the distinct circuit functions of
these cohorts in mediating pattern separation and completion.
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The dentate gyrus is one of the few areas of the brain where new neurons are
generated throughout life. Neural activity influences multiple stages of neurogenesis,
thereby allowing experience to regulate the production of new neurons. It is now well
established that GABAA receptor-mediated signaling plays a pivotal role in mediating
activity-dependent regulation of adult neurogenesis. GABA first acts as a trophic signal
that depolarizes progenitors and early post mitotic granule cells, enabling network activity
to control molecular cascades essential for proliferation, survival and growth. Following the
development of glutamatergic synaptic inputs, GABA signaling switches from excitatory to
inhibitory. Thereafter robust synaptic inhibition enforces low spiking probability of granule
cells in response to cortical excitatory inputs and maintains the sparse activity patterns
characteristic of this brain region. Here we review these dynamic functions of GABA
across granule cell maturation, focusing on the potential role of specific interneuron
circuits at progressive developmental stages. We further highlight questions that remain
unanswered about GABA signaling in granule cell development and excitability.

Keywords: dentate gyrus, adult neurogenesis, interneuron, parvalbumin, neurogliaform, neural stem cell,

neuroprogenitor, activity-dependent

INTRODUCTION
The dentate gyrus (DG) contains a pool of neuronal stem
cells that generates new dentate granule cells (GCs) through-
out the life of mammals, including humans (Eriksson et al.,
1998). These adult-generated neurons become synaptically inte-
grated into the existing circuitry and participate in normal
hippocampal function. While the role of adult neurogenesis
in behavior is not fully understood, treatments that enhance
neurogenesis, such as environmental enrichment, exercise and
electrical stimulation, are well known to enhance cognitive per-
formance whereas treatments that reduce neurogenesis typically
impair performance [reviewed by Deng et al. (2010)]. The DG
has long been associated with the computational task of pat-
tern separation, i.e., the ability to transform a set of similar
inputs into a more distinct pattern of outputs (Marr, 1971).
Interestingly, selective manipulations of neurogenesis reliably
affect performance in tasks that involve spatial pattern separa-
tion (Clelland et al., 2009; Sahay et al., 2011; Nakashiba et al.,
2012), suggesting that ongoing neurogenesis is required for this
normal dentate function. Other roles of adult neurogenesis in
time encoding and memory resolution have also been proposed
(Becker and Wojtowicz, 2007; Deng et al., 2010; Aimone et al.,
2011).

Adult neurogenesis encompasses the proliferation, differenti-
ation, and maturation of new GCs that are continually added
to the dentate. The continuum of neuronal development can
be simplified into the stepwise progression of neural stem cells
(Type I cells) into progenitors (Type II cells), differentiation of
post mitotic newborn neurons, and the synaptic integration of

immature GCs, with each stage exhibiting different physiological
properties [Figure 1; reviewed by Mongiat and Schinder (2011)].
The absolute number of cells generated each day depends on
rodent age and species, with estimates ranging between 2000
and 9000 under basal conditions (Kempermann et al., 1997b;
Cameron and McKay, 2001). Adult generated neurons that sur-
vive the first few weeks following cell birth are likely to persist
long term (Dayer et al., 2003), allowing adult generated neurons
to accumulate over time, potentially achieving up to 10% of the
total granule cell population (Lagace et al., 2007; Imayoshi et al.,
2008). Yet the majority of newly generated cells undergo apopto-
sis within the week after division (Hayes and Nowakowski, 2002;
Sierra et al., 2010), resulting in a population of immature neu-
rons that is a small percentage of the total population of GCs.
In young adult mice, it has been estimated that ∼10–12 day-old
GCs comprise about 3% of the population (Pugh et al., 2011)
and 4-week old immature GCs comprise <1% of the population
(Kempermann et al., 1997b), whereas in rats there is about twice
as many surviving immature GCs (Snyder et al., 2009).

Recent interest has focused on how the population of
immature adult generated neurons between 1 and 2 months
post-mitosis can make contributions to various hippocampal-
dependent behaviors (Kim et al., 2012). During this developmen-
tal period immature neurons are fully integrated in hippocampal
network, receiving cortical afferents and forming functional out-
put synapses with hilar and CA3 neurons (Esposito et al., 2005;
Toni et al., 2007), yet they also retain distinctive immature prop-
erties that make them more responsive to synaptic activation.
Stimulation of cortical afferents in vitro triggers spiking and
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FIGURE 1 | GABAergic innervation in adult neurogenesis. Cartoon
depiction of the stages of GC maturation highlighting the sequence
of interneuron innervation. Progressive stages of GC maturation are
indicated by the blue cells. Select interneurons and their axonal targeting
regions are indicated by the corresponding shaded areas (red, PV+
basket cells; green, Ivy/NG cells; orange, axo-axonal cells). The shift in

function of GABA signaling from excitation to inhibition, and the
sequence and modes of signaling from interneuron subtypes are
indicated in the gradient bars below. The sequence of innervation by
numerous other dentate interneuron subtypes [reviewed in Houser
(2007)] is not yet known so not included. SGZ, subgranule zone; GCL,
granule cell layer; ML, molecular layer.

synaptic plasticity in a greater fraction of immature GCs com-
pared to mature GCs (Schmidt-Hieber et al., 2004; Ge et al.,
2007b; Marin-Burgin et al., 2012). This proclivity for excitation
is in sharp contrast with the overall sparse population coding
evident in the DG in vivo, where only a fraction of GCs are
activated by sensory stimulation in behaving rodents (Jung and
McNaughton, 1993; Chawla et al., 2005; Neunuebel and Knierim,
2012). Thus it has been proposed that the small population of
excitable immature GCs can make a significant contribution to
overall network function due to preferential recruitment over
mature GCs (Kee et al., 2007; Snyder et al., 2009; Alme et al., 2010;
Marin-Burgin et al., 2012), but see also (Stone et al., 2011).

The realization that adult neurogenesis is highly regulated by
stimuli like exercise and environmental enrichment contributed
to its widespread acceptance as a physiologically relevant phe-
nomenon (Kempermann et al., 1997a; van Praag et al., 1999).
Each process underlying neurogenesis from stem cell quiescence
through synaptic integration is regulated by a surprisingly large
number of physiological and pathological stimuli (Ming and
Song, 2011). The profound extrinsic regulation of adult neuro-
genesis identified in animal models represents a dramatic form of
plasticity in the adult brain and a potential therapeutic target for
human conditions. Considerable effort is underway to uncover
the mechanisms that mediate adaptability. One well established
mechanism for activity-dependent regulation of neurogenesis is

the translation of network activity to newborn neurons using the
neurotransmitter GABA (Ben-Ari et al., 2007; Ge et al., 2007a).
Although GABA is the principal inhibitory neurotransmitter for
mature neurons, GABA acts as a trophic factor for immature
neurons and progenitor cells via Cl−-mediated depolarization.
Here we review the dynamic role of GABA across GC develop-
ment, highlighting the interneuron circuits that potentially serve
distinct trophic and inhibitory functions. Although the focus is
GABAA receptor (GABAR)-mediated signaling, it is also relevant
to note that dentate interneurons express a variety of other sig-
naling molecules that influence adult neurogenesis that have been
reviewed elsewhere (Masiulis et al., 2011).

DIVERSITY IN GABAA RECEPTOR-MEDIATED SIGNALING
There is substantial potential for diversity and specialization
in signaling mediated by GABARs. Sources of diversity include
the large number of distinct interneuron subtypes with differ-
ing contributions to network activity, flexibility in the polarity
of GABAR- mediated postsynaptic potentials achieved via reg-
ulation of intracellular Cl− concentration, the multiple modes
of transmission mediated by tonic and phasic activation of
GABARs, and numerous combinations of receptor subunits that
can comprise receptors with differing GABA affinities and acti-
vation/inactivation kinetics. How newly generated GCs take
advantage of the diversity in GABA signaling mechanisms at

Frontiers in Neural Circuits www.frontiersin.org January 2013 | Volume 6 | Article 113 | 81

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Dieni et al. GABA signaling during granule cell maturation

different developmental stages is just beginning to be understood.
First we briefly describe these fundamental mechanisms.

DIVERSITY OF GABAergic INTERNEURONS
GABAergic interneurons in the hippocampus comprise a hetero-
geneous population that can be classified by a variety of morpho-
logical, neurochemical, and physiological criteria (Maccaferri and
Lacaille, 2003). An important criterion is based on the idea that
interneuron functions are dictated by the specificity of their post-
synaptic target-domain (Freund and Buzsaki, 1996). For example,
axo–axonic and basket cells form synapses exclusively on the
axon initial segments and proximal somatodendritic regions of
principal cells, respectively, whereas numerous other interneuron
subtypes target dendritic regions. It is well established that inhi-
bition mediated by dendritic vs. perisomatic projecting interneu-
rons differentially contribute to neural integration (Miles et al.,
1996). Distinctive domain innervation allows single principal
cells to take advantage of the overall diversity and specialization of
interneuron functions by performing a variety of different com-
putational tasks simultaneously in a spatially segregated manner
(Klausberger and Somogyi, 2008). In the context of adult neu-
rogenesis, the variety of interneuron subtypes raises questions
about how these precise patterns of innervation are achieved, how
the sequence of innervation contributes to the activity-dependent
maturation of newborn cells, and how the innervation pattern
contributes to the switch in the role of GABA signaling from an
early trophic factor into complex regulator of neural timing and
synchronization. In the simplest case, the laminar organization
of interneuron axonal arborization is expected to determine the
temporal sequence of synaptogenesis by interneuron subtypes,
as dentate GCs born in the subgranular zone encounter increas-
ing varieties of interneurons as newly formed neurites expand
throughout the layers of the DG (Figure 1). Elucidating the pre-
cise sequence of GC innervation by interneuron subtypes will
provide insight into how specific interneuron circuits subserve
distinct functions during the course of GC maturation.

THE POLARITY OF GABAA RECEPTOR MEDIATED RESPONSES
GABA released from interneurons acts at postsynaptic ionotropic
GABARs that are permeable to Cl−, allowing shifts intracel-
lular [Cl−] to alter the polarity of the postsynaptic response.
Neuroprogenitors and immature neurons express high levels of
the sodium-potassium-chloride exchanger NKCC1 that main-
tains high intracellular [Cl−] using sodium and potassium
gradients. High intracellular [Cl−] results in GABAR-mediated
depolarization since the Cl− reversal potential E[Cl−] is typically
significantly more positive than the resting membrane potential
(Ben-Ari, 2007). As maturation proceeds, up regulation of the
potassium chloride coupled co-transporter KCC2 reduces intra-
cellular [Cl−] to low mature levels, typically switching GABA
responses from depolarizing to hyperpolarizing (Rivera et al.,
1999). Sequential expression of NKCC1 and KCC2 is likewise
thought to be responsible for the developmental shift in E[Cl−]
from approximately −40 mV in newborn GCs to more negative
than −65 mV in mature GCs (Overstreet-Wadiche et al., 2005;
Ge et al., 2006; Chiang et al., 2012; Sauer et al., 2012). The
shift in the polarity of GABAergic responses in adult generated

neurons occurs before the 4th week of maturation (Ge et al.,
2006), and presumably is involved in the transition away from
trophic functions that primarily rely on depolarization-mediated
Ca2+ influx (Tozuka et al., 2005; Overstreet-Wadiche et al.,
2006). However, the very negative resting membrane potential
of GCs (below −75 mV) means that GABAR-mediated responses
continue to depolarize even mature GCs (Chiang et al., 2012;
Sauer et al., 2012). Depolarizing GABAR responses are typ-
ically inhibitory since the E[Cl−] is hyperpolarized from the
threshold for action potential generation and GABAR-mediated
conductances shunt excitatory signals (Staley and Mody, 1992;
Smith and Jahr, 2002), although modeling predicts that depo-
larizing GABAR responses in mature GCs could have exci-
tatory actions depending on the exact timing and location
of GABAergic postsynaptic currents (GPSCs) (Chiang et al.,
2012).

MULTIPLE MODES OF GABAergic TRANSMISSION
Whether depolarizing or hyperpolarizing, GABAR-mediated sig-
naling occurs in two modes termed phasic and tonic (Farrant
and Nusser, 2005). Phasic signaling refers to conventional synap-
tic transmission, in which GABA is released from presynaptic
vesicles and activates postsynaptic GABARs on a rapid timescale.
Tonic signaling refers to the activation of GABARs by ambient
levels of GABA in the extracellular space. The different concen-
tration profiles of GABA underlying synaptic and tonic signaling
have significant consequences for GABAR function. The high
(>1 mM) and brief (<1 ms) concentration profile in the synap-
tic cleft triggers rapid activation and deactivation of synaptic
receptors (Mozrzymas, 2004), whereas persistent low concen-
trations of GABA favor receptor desensitization over activation
(Overstreet et al., 2000). Despite accumulation of receptors in
desensitized states, a large population of receptors exposed to low
ambient [GABA] will equilibrate between desensitized, open and
unbound states to generate steady-state conductances that can be
large enough to affect excitability of dentate GCs (Overstreet and
Westbrook, 2001; Nusser and Mody, 2002).

The source of GABA mediating phasic signaling is action
potential-driven or spontaneous fusion of synaptic vesicles from
presynaptic terminals, whereas the source of GABA mediating
tonic signaling is less clear. Unlike extracellular levels of gluta-
mate that are maintained in the low nM range by the 3:1 Na+:
glutamate stoichiometry of glutamate transporters (Herman and
Jahr, 2007; Tzingounis and Wadiche, 2007), the 2:1 Na+: GABA
stoichiometry of GABA transporters predicts that a higher extra-
cellular level of GABA (hundreds of nM) could persist in the
absence of other sources of GABA release (Richerson and Wu,
2003; Farrant and Nusser, 2005). Ongoing synaptic release of
GABA also contributes to the ambient concentration, potentially
allowing regional and temporal regulation of extracellular tonic
signaling to reflect ongoing network activity (Farrant and Nusser,
2005).

Synaptic vesicles containing GABA are released at morpho-
logically identifiable presynaptic terminals with GABA acting at
GABARs clustered at postsynaptic sites across the synaptic cleft.
Thus phasic signaling is precisely localized to synapses although
in some cases GABA diffusion outside the synapse can activate
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nearby extrasynaptic (perisynaptic) receptors (Kullmann, 2000).
In contrast, it is not known whether there is regional specificity
in the distribution of tonic GABAR currents across subcellular
locations, although there is general agreement that tonic GABAR
currents are primarily generated by extrasynaptic GABARs (see
below).

Interestingly, a 3rd form of synaptic signaling that is inter-
mediate between phasic and tonic signaling is used by specific
subtypes of GABAergic interneurons (Szabadics et al., 2007). This
form of transmission is mediated by the Ivy/Neurogliaform family
of interneurons (Ivy/NG cells), and has recently been estab-
lished to mediate slow inhibitory postsynaptic currents (IPSCs)
sometimes termed GABAAslow (Capogna and Pearce, 2011). In
contrast to the large and fast GABA transients produced at typ-
ical synapses made by perisomatic-projecting interneurons such
as basket cells, GABA released from Ivy/NG cells presynaptic ter-
minals generates a prolonged GABA transient with a low peak
concentration that results in IPSCs with slow kinetics (Karayannis
et al., 2010). The unusual GABA concentration transient could
result from GABA released into the extracellular space from
densely spaced neurogliaform presynaptic terminals, in a form
of volume transmission (Olah et al., 2009; Capogna and Pearce,
2011).

HETEROGENEITY OF GABAA RECEPTOR SUBUNITS
GABARs are heteropentameric channels typically composed of
2α and 2β subunits and either a γ or a δ subunit. Tonic and synap-
tic GABA signaling are associated with various GABAR subunits
that have different biophysical properties and subcellular localiza-
tions [reviewed in Farrant and Nusser (2005)]. In dentate GCs,
tonic signaling is mediated by extra- or peri-synaptically located
α4, α5, and δ subunit containing GABARs (Stell et al., 2003;
Chandra et al., 2006; Duveau et al., 2011). Conversely, α1, α2, and
γ2 receptors are often clustered at synapses (Nusser et al., 1995;
Sun et al., 2004) but consistent with the idea that subunits are
not completely segregated these receptors are also found extrasy-
naptically. γ2 subunits are required for initial synaptic clustering
and maintenance of GABARs within the synapse, and predomi-
nately found at synaptic sites (Essrich et al., 1998; Schweizer et al.,
2003). Compensation and injury alters the expression levels and
localization of subunits, suggesting flexibility in localization and
function. For example, in epilepsy models there is altered expres-
sion and localization of δ and α2 subunits in dentate GCs that
impair both tonic and phasic inhibition (Peng et al., 2002; Zhang
et al., 2007; Rajasekaran et al., 2010). Furthermore, the subunit
organizations of synaptic and non-synaptic GABAR clusters are
dynamically regulated across development (Hutcheon et al., 2000,
2004).

TROPHIC ROLE OF GABA IN EARLY DEVELOPMENT OF
DENTATE GRANULE CELLS
The trophic function of GABA in neuronal development has been
studied extensively in the neonatal brain. Pioneering work in
the developing cortex showed that GABARs located on prolif-
erating neuroprogenitor cells provide a depolarizing signal that
increases intracellular calcium [(Ca2+)i] through the action of
voltage-gated calcium channels (VGCCs), resulting in a reduction

in DNA synthesis (LoTurco et al., 1995). Subsequent studies have
established a common theme involving Ca2+ influx provided by
GABAR-depolarization as a key component for many aspects of
neuronal development, including proliferation, differentiation,
and morphological maturation. The large literature establishing
the role of GABA in neurodevelopment in both the develop-
ing and adult brain has been reviewed elsewhere (Ben-Ari et al.,
2007; Ge et al., 2007a; Sernagor et al., 2010). Here we focus
on reviewing recent studies delineating the contribution of spe-
cific GABARs and circuits to the development of adult generated
dentate GCs.

Similar to principal cells in many developing brain regions,
innervation by local GABAergic interneurons is established prior
to glutamatergic synaptogenesis (Ambrogini et al., 2004; Esposito
et al., 2005; Ge et al., 2006; Overstreet-Wadiche and Westbrook,
2006; Piatti et al., 2006), and the sequence of GABAergic inner-
vation of newly generated cells follows the sequence established
in the developing dentate where GPSCs with slow rise and decay
kinetics are present prior to GPSCs with fast kinetics (Hollrigel
and Soltesz, 1997; Liu et al., 1998; Esposito et al., 2005; Overstreet-
Wadiche et al., 2005). Analogous to the synaptically “silent”
immature neurons identified in the neonatal brain (Owens et al.,
1999; Tyzio et al., 1999), neural stem cells and progenitors in
the adult dentate also have tonic GABAR signaling prior to the
formation of functional synapses.

GABAR SIGNALING IN TYPE I STEM CELL PROLIFERATION
Radial glial cells (Type I cells) that express nestin are the puta-
tive neural stem cells of the adult DG (Seri et al., 2001; Bonaguidi
et al., 2012). Located in the subgranular zone (Figures 1 and 2),
Type I cells express the glial marker GFAP and have astrocytic
properties including low input resistance and a resting poten-
tial near the K+ equilibrium potential (Filippov et al., 2003;
Fukuda et al., 2003). Two reports indicate that Type I cells have
functional GABARs that respond to high concentrations of exoge-
nously applied GABA (Wang et al., 2005; Song et al., 2012),
although GABA-evoked currents were not detected in another
study (Tozuka et al., 2005). Type I cells do not have GABA synap-
tic innervation since both electrical stimulation and light-driven
activation of parvalbumin (PV)-expressing interneurons fail to
evoke synaptic currents (Figure 2A; Song et al., 2012). However,
Song et al. (2012) proposed that tonic currents mediated by γ2-
GABARs promote quiescence since knockout of the γ2 GABAR
enhanced proliferation of Type I cells. Repression of stem cell pro-
liferation by tonic GABAR signaling is likewise supported by the
increased proliferation of progenitors seen in germline α4 GABAR
knockout mice that have impaired tonic GABAR signaling in
adult-generated progeny (Duveau et al., 2011). Tonic GABAR sig-
naling in mature GCs is typically mediated by α4β2δ GABARs
(Farrant and Nusser, 2005), but δ-GABAR subunit knockout
mice did not have any of the deficits seen in the α4 knockout
(Duveau et al., 2011). Thus, GABARs involved in tonic signal-
ing in progenitors may be different than those of mature GCs.
Indeed, γ2-GABAR subunits are typically associated with phasic
GABAergic signaling since the γ2 subunit is essential for clus-
tering receptors at synaptic sites (Essrich et al., 1998). It will be
important to establish the mechanism by which tonic GABAR
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FIGURE 2 | Modes of GABAR signaling during GC development.

(A) Tonic signaling to Type I radial glial-like stem cells: Top, schematic
depiction of whole cell patch clamp recording from mature granule cells
(mGCs) or Type I GFP+ radial glial-like stem cells (RGLs) during
photoactivation of PV+ interneurons expressing channelrhodopsin (ChR2).
Middle, photoactivation of ChR2+PV+ interneurons (indicated by blue
lines, 1 Hz) generates large synaptic currents in mature GCs that are
blocked by the GABAR antagonist bicuculline (Bic). Bottom, photoactivation
of ChR2+PV+ interneurons (blue bar, 8 Hz) generates small tonic currents
in Type I RGLs that are blocked by bicuculline. Adapted from Song et al.
(2012) with permission from Macmillan Publishers Ltd. Estimates for input
resistance (IR) of Type I and Type II cells are from Fukuda et al. (2003).
(B) Synaptic signaling to Type II neuroprogenitors: Top, schematic
depiction of innervation of Type II cells by dentate interneurons. Middle,
hilar stimulation evokes inward currents in Type II cells that are blocked by
bicuculline. Bottom, the frequency of spontaneous activity in Type II cells
is increased by bath application of 4-aminopyridine (4-AP; 100 μM), a
potassium channel blocker that causes synchronous firing of dentate
interneurons (Michelson and Wong, 1994; Markwardt et al., 2011).
4-AP-induced currents are blocked by tetrodotoxin (TTX). Insets show
currents on an expanded time scale. Adapted from Tozuka et al. (2005)
with permission from Elsevier. (C) Synaptic signaling to newborn GCs by
Ivy/NG interneurons: Top, reconstructed Ivy/NG interneuron (red cell body

and dendrites, black axon) from a paired recording with a POMC-GFP+
newborn GC (green). ML, molecular layer. Middle, current injection into
presynaptic Ivy/NG cells evokes slow GPSCs in newborn GCs. The
averaged unitary IPSC (green) is overlaid on individual currents (gray). From
Markwardt et al. (2011). Bottom, bath application of 4-AP (100 μM) induces
synaptic currents in newborn GCs that are blocked by picrotoxin (PTX).
Insets show currents on expanded time scales [scale bars are 200 pA and
10 s (left) or 500 ms (right)]. From Markwardt et al. (2009). The estimate
for IR of newborn GCs is from Overstreet et al. (2004). (D) Heterogeneous
synaptic signaling to mature GCs: Top, schematic depiction showing that
mature GCs are innervated by a variety of interneuron subtypes including
Ivy/NG cells and perisomatic projecting interneurons. Ivy/NG cells also
provide slow GABAergic inhibition to perisomatic-projecting interneurons.
Middle, current injection in individual interneurons evokes either fast (left)
or slow (right) uIPSCs in mature GCs, reflecting the heterogeneity of
innervation. Bottom, spontaneous GPSCs in mature GCs arise from
perisomatic-projecting interneurons (Soltesz et al., 1995). The frequency of
sGPSCs is reduced by stimulation of the ML (arrows) that evokes slow
NO711-sensitive IPSCs in mature GCs (insets) and perisomatic projecting
interneurons (not shown). Together these results support the circuit
diagram shown above. Scale in inset, 300 pA, 500 ms. Adapted from
Markwardt et al. (2011). The estimate of IR for mature GCs is from
Schmidt-Hieber et al. (2004) and Overstreet et al. (2004).

signaling through γ2 or α4 subunits contributes to stem cell pro-
liferation, since the characteristics of Ca2+ influx generated by
tonic depolarization of low-input resistance Type I cells will likely
be distinct from Ca2+ transients generated by phasic GABAR sig-
naling to later stage progenitors and newborn GCs that have high
input resistance.

Interestingly, PV+ interneurons have a preferential role in
promoting tonic GABAR signaling to Type I neural stem cells.
PV+ interneurons form perisomatic basket-like synapses with
mature GCs and have several functional specializations for rapid
and precise phasic transmission (Bartos et al., 2001; Bucurenciu
et al., 2008; Hu et al., 2010). Using the selective expression of

light-activated channelrhodopsin (ChR2) in specific subtypes of
interneurons, Song et al. (2012) showed that repetitive activation
of PV+ expressing interneurons, but not somatostatin- or vasoac-
tive intestinal peptide (VIP)-expressing interneurons, increased
tonic GABAR currents in Type I cells in acute slices (Figure 2A).
Furthermore, ChR2 activation of PV+ interneurons over a period
of days in vivo reduced proliferation of Type I cells, whereas inac-
tivation of PV+ cells with Halorhodopsin increased proliferation.
Together these results suggest that despite the specializations the
promote fast phasic GABA release from PV+ interneurons to
mature GCs, PV+ interneuron activity regulates Type I stem cell
quiescence via tonic GABAR signaling. The involvement of PV+
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interneurons in proliferation is also supported by enhanced pro-
liferation but reduced differentiation of progenitor cells when the
BDNF receptor TrkB is selectively deleted from PV+ interneurons
(Waterhouse et al., 2012). Thus PV+ interneurons have diverse
roles GC function including modulation of proliferation via tonic
signaling as well as control of mature GCs excitability by phasic
signaling.

GABAR SIGNALING IN TYPE II PROGENITOR DIFFERENTIATION
Type II cells comprise a heterogeneous population of progeni-
tors that arise from Type 1 neural stem cells with variable mitotic
capabilities and marker expression (Encinas and Enikolopov,
2008; Bonaguidi et al., 2012). Notably, the immature neuronal
marker doublecortin is expressed in the “oldest” Type II progen-
itors. No longer displaying astrocytic properties, Type II cells are
smaller than Type I cells with only minor processes, and they
have high input resistance and heterogeneous voltage gated cur-
rents (Wang et al., 2005). Most Type II cells express functional
GABARs (Tozuka et al., 2005; Wang et al., 2005), but robust
tonic GABAR currents were not detected in nestin-GFP express-
ing Type II cells (Tozuka et al., 2005). Tonic GABAR currents
are prominent, however, in adult generated cells at 3 days fol-
lowing retroviral infection (Ge et al., 2006), a time point when
Type II progenitors are expected to comprise a large percentage
of retroviral-labeled cells. Although tonic and phasic GABAergic
signaling in distinct subtypes of Type II cells is not yet pre-
cisely defined, it is clear that during this period synaptic input
are first detected in response to focal stimulation of the molec-
ular layer and hilus (Figure 2B; Tozuka et al., 2005; Wang et al.,
2005).

GABAergic signaling to Type II cells caused depolarization
that increased [Ca2+]i via voltage gated calcium channels (Tozuka
et al., 2005). Treating cultured slices with GABA caused prolifer-
ating cells to differentiate, measured as in increase in neuroD, a
gene required for granule cell differentiation. These results sug-
gests that GABA-mediated depolarization drives Type II cells to
leave the cell cycle and differentiate via the down regulation of
anti-neuronal genes and up regulation of neuroD, establishing one
mechanism underlying the so-called “excitation-neurogenesis”
coupling previously identified by NMDAR activation of progen-
itors in culture (Deisseroth et al., 2004; Deisseroth and Malenka,
2005). GABAR mediated depolarization can also promote CREB
signaling needed for cell survival. A large proportion of Type II
progenitors undergo apoptosis, followed by a smaller proportion
of cells undergoing apoptosis over the next 2–3 weeks after the
transition to post mitotic newborn neuron (Sierra et al., 2010).
Jagasia et al. (2009) demonstrated that cell autonomous loss of
GABA depolarization leads to cell death of 1–2 week-old cells,
an effect that is rescued by CREB signaling. Since selectively
blocking tonic signaling in developing GCs by deletion of the α4
GABAR subunit did not alter newborn neuron survival (Duveau
et al., 2011), phasic rather than tonic GABAR signaling may be
involved in promoting survival during the differentiation of Type
II progenitors into newborn post mitotic GCs (see below).

The trophic role of GABA in GC maturation was elegantly
established by knocking down NKCC1 expression in prolif-
erating progenitors in order to block the depolarizing action

of GABA throughout GC maturation (Ge et al., 2006). Two-
week old newborn GCs that lack NKCC1 had shorter and less
complex dendritic trees, and a delay in the development of
glutamatergic synaptic inputs compared to 2-week-old control
GCs. Although the mode of GABAR signaling and the devel-
opmental stage that were involved in these maturational delays
were not specifically identified, subsequent work showed that
deletion of α4-GABARs selectively blocks tonic signaling and
impairs dendritic development in 2-week-old newborn GCs
(Duveau et al., 2011). Thus early tonic GABAR signaling plays
a role in dictating the rate of morphological maturation. On
the other hand, deletion of the α2-GABAR subunit that is
typically found in synapses disrupted dendritic structure in 1-
month-old cells (Duveau et al., 2011). Together these results
suggest that tonic and phasic signals have distinct and stage-
specific trophic functions in Type II progenitors and newly post
mitotic GCs.

GABAR SIGNALING TO NEWLY POST MITOTIC GCs
Although little is known about the source and modes of
GABAergic signaling to Type II progenitors, GABAergic signal-
ing to newly post mitotic GCs has been extensively studied.
Esposito et al. (2005) demonstrated that retroviral labeled new-
born GCs between 1–3 weeks post-infection had evoked GPSCs
with slow rise and decay kinetics similar to slow dendritic IPSCs
observed in mature GCs and neurons in other brain regions.
Evoked GPSCs with fast kinetics were only detected in retrovi-
ral labeled GCs that were ∼4 week-old, suggesting that synapses
mediating slow GPSCs develop prior to GABAergic synapses
that mediate fast GPSCs generated at perisomatic locations.
A GABAR antagonist applied to the dendritic region blocked slow
evoked currents, supporting the dendritic origin for the earliest
inputs (Esposito et al., 2005). Similarly, newborn GCs identi-
fied in proopiomelanocortin-GFP (POMC-GFP) reporter mice
also received exclusively slow spontaneous and evoked GPSCs
(Overstreet-Wadiche et al., 2005, 2006). These results suggest that
early developing slow GABAR-mediated synaptic signaling could
promote depolarization and Ca2+ influx needed for trophic func-
tions, whereas later developing perisomatic synapses that mediate
fast inhibitory currents may not be required to control neural
output until after the development of excitatory glutamatergic
synapses.

The mechanisms responsible for the early slow GABAR signal-
ing in newborn GCs was studied in POMC-GFP reporter mice
that allow identification of post mitotic newborn GCs with rel-
atively uniform intrinsic excitable properties and morphology
(Overstreet et al., 2004). This developmental stage is typically
achieved at 10–12 days post-mitosis, when slow GABAR signal-
ing is depolarizing and AMPA receptor-mediated transmission
is not yet established (Overstreet-Wadiche et al., 2005, 2006).
Markwardt et al. (2009) conducted a series of experiments to
determine if slow synaptic currents resulted from non-specific
spillover from nearby perisomatic terminals on mature GCs or
dedicated inputs to newborn cells. GPSCs at perisomatic synapses
have fast rise and decay times due to fast release mechanisms
and the close proximity of postsynaptic receptors to the brief and
high concentration of GABA within the cleft (Bartos and Elgueta,
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2012), and are minimally affected by blockade of GABA trans-
porters (Overstreet and Westbrook, 2003). However, the GABA
transport antagonist NO711 robustly increased the amplitude,
rise and decay times of GPSCs in newborn GCs, suggesting that
the receptors underlying GPSCs were located far from the site of
GABA release (Markwardt et al., 2009). Furthermore, impeding
diffusion in the extracellular space enhanced GPSCs in newborn
GCs but not fast GPSCs in mature GCs, suggesting that receptors
on newborn GCs are far from saturation. Directly comparing the
sensitivity of GPSCs to the low affinity antagonist TPMPA (Jones
et al., 2001) confirmed that a lower concentration of GABA gener-
ated GPSCs in newborn GCs. These results are consistent with the
possibility that slow GPSCs in newborn GCs result from spillover
from perisomatic synapses on mature GCs, yet subsequent results
ruled out this idea. First, a manipulation expected to reduce
spillover transmission by reducing the density of active release
sites did not preferentially decrease GPSCs in newborn GCs, and
second, GPSCs in newborn GCs were enhanced by blockade of
presynaptic GABAB receptors whereas GPSCs in mature GCs were
not, suggesting that the source of slow GPSCs in newborn GCs are
unlikely the perisomatic terminals on mature GCs (Markwardt
et al., 2009).

An alternative possibility to reconcile the results for and
against spillover signaling was that slow GPSCs in newborn
GC are generated by specific interneuron subtypes that mediate
GABAAslow in the cortex, since GABAAslow also has character-
istics of spillover even when it is generated by activation of a
single interneuron (Szabadics et al., 2007). In support of this
possibility, Markwardt et al. (2009) found coincident sponta-
neous slow GPSCs in simultaneous recordings from mature and
newborn GCs, suggesting the existence of an interneuron sub-
type that mediates slow GPSCs in both newborn and mature
GCs. This possibility was confirmed by the subsequent demon-
stration that single interneurons of the Ivy/NG family gener-
ate slow GPSCs in mature GCs (Armstrong et al., 2011) and
newborn GCs (Figure 2C; Markwardt et al., 2011). Although
almost all POMC-GFP labeled newborn GCs have slow evoked
GPSCs, Markwardt et al. (2011) found that the probability of
achieving a paired recording between a presynaptic interneu-
ron and a newborn GC was very low compared to finding
interneurons connected to mature GCs, likely reflecting the
sparse innervation of newborn GCs. Furthermore, mature GCs
received synapses from a wide variety of interneuron subtypes,
whereas most (75%) of the presynaptic interneurons to new-
born GCs had characteristics of Ivy/NG cells (the remaining
presynaptic interneurons were not identifiable). Interestingly,
bath application of the K+ channel blocker 4-AP generated low-
frequency rhythmic firing in Ivy/NG interneurons resulting in
phasic and tonic GABAR currents in newborn GCs (Figure 2C)
that was correlated with inhibition in other interneuron subtypes
(Markwardt et al., 2011). Further recordings from interneu-
rons and mature GCs suggested that slow GABAR inhibition
of other interneurons reduces spontaneous IPSCs in mature
GCs (Figure 2D), demonstrating potential interactions between
interneuron subtypes that mediate fast and slow inhibition. This
idea is consistent with prior studies of GABAAslow in the CA1
(Capogna and Pearce, 2011), as well as the connectivity of

Ivy/NG interneurons in the dentate molecular layer (Armstrong
et al., 2011). A greater understanding of the interactions between
specific interneuron subtypes will provide important insight
into the complex roles of GABAergic circuits in controlling
neurogenesis.

As mentioned above, synaptic GABAR signaling to newly post
mitotic GCs could have a role in survival, since blockade of GABA
depolarization at or prior to this stage reduces survival depen-
dent on CREB activation (Jagasia et al., 2009), and there is an
increase in GABA synaptic activity in newborn GCs associated
with manipulations that enhance survival (Ambrogini et al., 2010;
Chancey and Overstreet-Wadiche, unpublished). Recent results
from our lab also suggest a novel role for slow GABAR signal-
ing in providing the depolarization necessary for the activity-
dependent incorporation of AMPA-type glutamate receptors at
the first silent NMDAR-only synapses on newborn GCs (Chancey
et al., 2012). These findings may provide experimental evidence
supporting the longstanding idea that synaptic GABA depo-
larization allows synapse unsilencing at the first NMDAR-only
glutamatergic synapses on developing neurons (Ben-Ari et al.,
1997) and establish one specific mechanism whereby GABAR-
mediated depolarization contributes to the functional integration
of adult generated GCs (Ge et al., 2006).

INHIBITORY CIRCUITS CONTROL GRANULE CELL OUTPUT
Together the studies described above demonstrate that GABA-
mediated depolarization has trophic functions for all stages of
granule cell development, from proliferation to synaptic inte-
gration. Early GABAergic signaling is associated with relatively
slow and/or persistent activation of GABARs via ambient GABA
in the extracellular space and a spillover-like mode of signal-
ing from interneurons of the Ivy/NG family. Future work may
determine how these forms of signaling are particularly suited
to specific trophic functions. However, upon the development of
glutamatergic synapses (represented by the transition from new-
born GC to immature GC in Figure 1), inhibitory functions of
GABA are likely required to control the output of immature GCs
that retain high intrinsic excitability (Schmidt-Hieber et al., 2004;
Esposito et al., 2005). Although many questions remain unan-
swered about the mechanisms and timing of the switch in trophic
GABAergic signaling to the conventional inhibitory function, key
events are the hyperpolarizing shift in the E[Cl−] and the devel-
opment of perisomatic synapses that mediate fast IPSCs. These
two changes occur between 2–4 weeks post-mitosis, overlapping
with the period when cortical afferents are establishing functional
glutamatergic synapses (Esposito et al., 2005; Ge et al., 2006;
Mongiat et al., 2009). Despite the significant differences between
the intrinsic properties and synaptic connectivity of developing
and mature GCs, both neonatal and postnatal derived GCs appear
to ultimately converge into a functionally homogeneous popu-
lation once full maturation is complete (Laplagne et al., 2006,
2007).

REDUCED INHIBITION OF IMMATURE GCs PROMOTES SYNAPTIC
ACTIVATION
Mounting evidence suggests that the physiological significance
of adult neurogenesis derives from the distinctive, yet transient,
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properties of immature GCs that could endow them with a
unique function in network activity. This idea has lead to intense
interest in delineating the properties of immature GCs that
are different from mature GCs, with an emphasis on intrin-
sic excitability and synaptic plasticity. The high input resistance
of immature GCs results in large voltage responses produced
from small membrane conductances, allowing action potential
threshold to be achieved in response to small excitatory inputs
(Schmidt-Hieber et al., 2004; Esposito et al., 2005; Mongiat et al.,
2009). Immature GCs also display increased propensity for glu-
tamatergic synaptic plasticity compared to mature GCs (Wang
et al., 2000; Schmidt-Hieber et al., 2004; Ge et al., 2007b; Li
et al., 2012). Since only a small fraction of dentate GCs fire action
potentials in response to sensory stimulation in behaving rodents,
the high excitability and plasticity of immature GCs could result
in the preferential activation of immature GCs (Kee et al., 2007;
Snyder et al., 2009; Alme et al., 2010), thereby allowing even a
small population of adult generated GCs to contribute to network
activity.

Recent findings directly demonstrate that immature GCs are
more likely to fire action potentials in response to synaptic stim-
ulation than mature GCs (Marin-Burgin et al., 2012). These
authors used Ca2+ imaging and single cell recordings to show that
stimulation of the perforant path triggers spiking in a greater frac-
tion of immature GCs than mature GCs, and that immature GCs
require a lower input strength (i.e., number of activated inputs)
to elicit spiking. Enhanced activation of immature (4-week-old)
GCs resulted from reduced inhibition relative to excitation, evi-
denced by the strong effect of GABAR blockade on activation of
mature GCs but not immature GCs. The E[Cl−] of immature GCs
was nearly as hyperpolarized as E[Cl−] of mature GCs, indicating
the polarity of GABAR responses was not responsible for reduced
inhibition, and the peak ratio of excitation to inhibition was also
similar. However, the rise time of perisomatic-evoked IPSCs in
immature GCs was slower than the rise time of perisomatic IPSCs
in mature GCs, resulting in a higher ratio of excitation to inhibi-
tion at the time of spike initiation (Marin-Burgin et al., 2012).
These results demonstrate that the slow kinetics of IPSCs con-
tributes to greater synaptic activation of immature GCs. Whether
slow kinetics resulted from differences in relative innervation by
perisomatic projecting PV+ and CCK+ basket cells that differ
in their speed of signaling (Bartos and Elgueta, 2012) or devel-
opmental differences in postsynaptic GABAR subunits (Hollrigel
and Soltesz, 1997) will be interesting to test. Notably, these results
reveal that the precise properties of interneuron signaling to
immature GCs have important consequences for determining
their role in network activity.

POWERFUL INHIBITORY CIRCUITS MAINTAIN SPARSE
ACTIVATION OF MATURE GCs
The important role of GABAR signaling across all stages of
GCs development is perhaps not surprising, given the well-
established role of synaptic inhibition in the “gating function”
of the DG. Historically the dentate has been viewed as a fil-
ter or gate that restricts the flow of neural activity through the
hippocampus, particularly in the context of pathologies that pro-
mote epileptogenesis (Dudek and Sutula, 2007). The DG has

also received considerable attention for its physiological function
in the computational task of pattern separation, or the abil-
ity to differentiate similar but different patterns of spatial or
sensory inputs (Stella et al., unpublished; Vivar et al., unpub-
lished). Both dentate gating and pattern separation require sparse
activation of the numerous GCs and accordingly, physiological
stimuli in behaving rodents activates only small subsets of den-
tate GCs (Jung and McNaughton, 1993; Chawla et al., 2005;
Alme et al., 2010; Neunuebel and Knierim, 2012). Sparse acti-
vation is also apparent in vitro by minimal activation of GCs
in response to afferent input from the perforant path; how-
ever widespread activation results even with incomplete blockade
of GABARs (Coulter and Carlson, 2007). The central role of
inhibitory circuits in the formation of granule cell place fields
has been modeled as a competitive network phenomenon that
engages strong feedback inhibition to silence the majority of
GCs (de Almeida et al., 2009; Renno-Costa et al., 2010), con-
sistent with strong activity-induced inhibition identified in vivo
(Sloviter, 1991). In vitro work also demonstrates that perforant
path stimulation preferentially recruits fast spiking interneurons
that control the output of GCs in a frequency-dependent manner
(Ewell and Jones, 2010). Numerous types of interneurons inner-
vate mature GCs, including those defined by the location of their
somato-dendritic and axonal domains such as molecular layer
perforant path-associated (MOPP) cells and hilar commissural-
association (HICAP) cells [reviewed by Houser (2007)], as well as
interneurons defined by their physiological properties and neuro-
chemical content such as PV+ and CCK+ basket cells (Hefft and
Jonas, 2005), somatostatin-expressing cells (Zhang et al., 2009)
and nitric-oxide expressing neurogliaform cells (Armstrong et al.,
2011). It would be interesting to determine how specific interneu-
ron subtypes contribute to sparse activation of GCs and behav-
ioral performance of tasks that require information processing
by the DG.

CONCLUSIONS
GABA-mediated signaling is involved in all stages of dentate
GC maturation and function. Early in GC development, slow
forms of GABA-mediated depolarization provide trophic sig-
nals necessary for regulating proliferation, differentiation, sur-
vival, and synaptic integration. Then during a transient time
period between GABAergic excitation and the full development
of fast synaptic inhibition, reduced inhibition contributes to
the high responsiveness of young GCs to cortical inputs. Once
GCs become fully mature, fast and powerful synaptic inhibi-
tion shapes GC output, allowing for the sparse population cod-
ing necessary for DG functions including pattern separation.
Specific subtypes of interneurons, modes of GABAR activation,
and GABAR subunits serve distinct roles in each stage of GC
development, illustrating the diversity of GABAR signaling mech-
anisms and also raising many additional unanswered questions.
For example, it is not clear what controls the sequence and
timing of innervation by all the various DG interneuron sub-
types, nor the timing of the switch in GABA signaling from
trophic depolarization to predominantly inhibition. There is also
very little known about postsynaptic GABAB receptor signaling,
despite evidence that neurogenesis can be altered by blockade
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of GABAB receptors (Felice et al., 2012). Immature GCs, how-
ever, do express functional presynaptic GABAB receptors that
modulate presynaptic excitability (Cabezas et al., 2012). Finally,
the extent to which GABAergic mechanisms contribute to reg-
ulation of neurogenesis in specific pathological or physiological

conditions is just beginning to be explored (Li et al., 2009; Sun
et al., 2009; Song et al., 2012). Future studies will provide new
insights into how the diversity of GABAR mediated signaling in
the DG contributes to dynamic regulation of GC development
and excitability.
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The hippocampus is crucial for memory formation. New neurons are added throughout
life to the hippocampal dentate gyrus (DG), a brain area considered important for
differential storage of similar experiences and contexts. To better understand the
functional contribution of adult neurogenesis to pattern separation processes, we recently
used a novel synapse specific trans-neuronal tracing approach to identify the (sub) cortical
inputs to new dentate granule cells (GCs). It was observed that newly born neurons
receive sequential innervation from structures important for memory function. Initially,
septal-hippocampal cells provide input to new neurons, including transient innervation
from mature GCs as well as direct feedback from area CA3 pyramidal neurons. After about
1 month perirhinal (PRH) and lateral entorhinal cortex (LEC), brain areas deemed relevant
to integration of novel sensory and environmental information, become substantial input
to new GCs. Here, we review the developmental time-course and proposed functional
relevance of new neurons, within the context of their unique neural circuitry.

Keywords: dentate gyrus, adult neurogenesis, rabies virus, retrograde trans-neuronal tracing, learning and

memory, area CA3, lateral entorhinal cortex, pattern separation

INTRODUCTION
The hippocampus, a brain area important for the acquisition of
new memories (Scoville and Milner, 1957; Squire et al., 2004),
consists of three subfields: dentate gyrus (DG), area CA3 and area
CA1. Information is considered to be processed from entorhinal
cortex (EC) to DG, DG to CA3 pyramidal cells, and from CA3
to CA1 pyramidal cells to be ultimately stored in cortex, form-
ing the “tri-synaptic hippocampal circuit” (Amaral and Witter,
1989). Each of these regions has specific cell types and plasticity
contributing to learning and memory processes (Nakazawa et al.,
2002, 2004; Gold and Kesner, 2005; Kesner, 2007). The DG is of
particular interest as new dentate granule cells (GCs) are gener-
ated continuously in the adult mammalian brain (Altman and
Das, 1965; Cameron and McKay, 2001; Ming and Song, 2011).
Over the past decade, the maturation, integration into the hip-
pocampal network, and the functional relevance of new GCs has
been researched extensively (for review see Zhao et al., 2008;
Suh et al., 2009; Deng et al., 2010; Ming and Song, 2011). Adult
neurogenesis is considered important for regulation of cogni-
tion and mood (Zhao et al., 2008), and has been proposed as a
mechanism underlying efficient cortical storage of new memo-
ries (Kitamura et al., 2009). It has also been suggested that new
neurons contribute to pattern separation (Clelland et al., 2009;
Creer et al., 2010; Guo et al., 2011; Sahay et al., 2011; Nakashiba
et al., 2012), the distinct encoding of very similar events or stim-
uli, a function attributed to the DG (Marr, 1971; Gilbert et al.,
2001; Leutgeb et al., 2007). However, until recently, relatively lit-
tle was known about the specific circuitry into which the new
neurons are integrated, which may provide further clues to their
functional role. Using a novel combination of viral vectors (Vivar
et al., 2011, 2012), we found that newborn neurons have unique
afferents. In particular, new GCs receive inputs from mature

GCs, a direct “back-projection” from area CA3 and predomi-
nant innervation from the lateral (LEC) rather than the medial
(MEC) entorhinal cortex. LEC and MEC provide different types
of information to the hippocampus (for review see Knierim et al.,
2006; McNaughton et al., 2006; Lisman, 2007). Stronger input
from LEC (information about external cues and context) than
from MEC (spatial position information) may facilitate the role
of newly born neurons in pattern separation. The potentially
important role of new neurons in this process as well as the time-
course of their physiological and anatomical integration into the
hippocampal circuitry is the focus of this review.

METHODS RELEVANT TO ADULT NEUROGENESIS
The initial studies that suggested the adult brain could gen-
erate new neurons were largely ignored. In the 1960s Joseph
Altman and colleagues used tritiated thymidine autoradiogra-
phy to label dividing cells, but could not prove conclusively that
these were new DG neurons rather than glia (Altman and Das,
1965). Subsequently, combined electron microscopy and triti-
ated thymidine labeling was used to show that labeled cells in
the rat DG have ultrastructural characteristics of neurons, such
as dendrites and synapses (Kaplan and Hinds, 1977). An impor-
tant advance was the use of the thymidine analog, 5-bromo-2′-
deoxyuridine (BrdU), which is incorporated into the genome of
dividing cells, and can be combined with specific neural mark-
ers (Kuhn et al., 1996). Retroviral methods, selective for dividing
cells (Figure 1), can be used for birth-dating, genetic marking,
electron microscopy, and electrophysiology, and have provided
strong evidence that newborn neurons in the adult mammalian
brain are functional and synaptically integrated (van Praag et al.,
2002; Carleton et al., 2003; Ming and Song, 2005). Furthermore,
modulation of neurogenesis using x-irradiation, pharmacology,
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FIGURE 1 | Retroviral labeling of newborn neurons in the DG.

(A) Photomicrograph shows retrovirally labeled newborn dentate GCs
(pCAGGFP, Zhao et al., 2006) expressing green fluorescent protein
(GFP) throughout the entire cell, at 42 days post-retroviral injection
(dpi). (B) Low power overview of new neurons shown in panel (A),
expressing cytoplasmic GFP in the DG at 42 dpi. Nuclei are labeled
with 4′ -6-diaminodino-2-phenylindole (DAPI), blue. Scale bar, 25 µm.

environmental factors, and transgenic mouse models has pro-
vided important functional insights about the possible role of
these new neurons in the adult brain. Reduction of neurogenesis
generally results in deficient memory function whereas increased
cell genesis is associated with enhanced cognition (for review see
Zhao et al., 2008; Deng et al., 2010).

All of the above methods, however, do not reveal the cir-
cuitry into which the newborn GCs are integrated. Network
analysis is essential for understanding how new neurons are acti-
vated, as well as comprehending the functional significance of
adult neurogenesis. To overcome this limitation, we recently used
a novel combination of retroviral labeling with rabies virus as
a retrograde tracer (Figures 2 and 3). Rabies virus as a trans-
neuronal circuit tracer offers several advantages over other con-
ventional neuronal tracers (for review see Callaway, 2008; Ugolini,
2010, 2011). Rabies virus propagates by trans-neuronal trans-
fer exclusively in retrograde direction. In particular, intracellular
transport of rabies virus after replication is only directed to

neuronal dendrites (Ugolini, 1995), and subsequently by retro-
grade trans-neuronal transfer to presynaptic terminals of higher
order neurons (Callaway, 2008; Ugolini, 2010, 2011). Rabies virus
propagation occurs at chemical synapses, regardless of their neu-
rotransmitters, synaptic strength, termination site, or distance
(Ugolini, 1995, 2010), but not via gap junctions (Tang et al.,
1999) or cell-to-cell spread (volume transmission) (Tang et al.,
1999; Ugolini, 2010). The mechanisms underlying selective ret-
rograde transport of the rabies virus are not fully understood,
however, it has been proposed that several presynaptic elements
can act as rabies virus receptors, including the p75 neurotrophin
receptor, the nicotinic acetylcholine receptor, and NCAM, among
other, as of yet unidentified receptors. The large variety of neu-
rons infected by rabies virus suggests that presynaptic receptors
for rabies virus are ubiquitously distributed in the central nervous
system (Ugolini, 2010).

Modifications of the rabies virus genome have made it possible
to control synaptic spread, reduce pathogenicity, infect select cell
types, and add optogenetic tools (Osakada et al., 2011). Trans-
synaptic retrograde spread of rabies virus has been proposed to
be critically dependent on rabies glycoprotein (Rgp; Etessami
et al., 2000). Recently, a glycoprotein-deleted (�G) variant of
the SAD-B19 strain of rabies virus (SAD�G, Mebatsion et al.,
1996) in which Rgp was exchanged for a fluorophore such as
green fluorescent protein (GFP) or MCherry (MCh) was devel-
oped. Providing exogenous Rgp to infected cells allows the virus
to cross one synapse, enabling the selective study of infected
first-order afferents (Wickersham et al., 2007a). Further speci-
ficity can be achieved by pseudotyping the �G rabies virus with
an avian viral glycoprotein (EnvA) to selectively infect mam-
malian neurons modified to express the, typically foreign, avian
TVA receptor (Wickersham et al., 2007b; for review see Ginger
et al., 2013). Monosynaptic trans-neuronal tracing with rabies
virus has been applied to analyze the properties of neural cir-
cuits in different parts of the central nervous system such as the
amygdala (Haubensak et al., 2010), olfactory bulb (Arenkiel et al.,
2011; Miyamichi et al., 2011), visual cortex (Wickersham et al.,
2007b; Marshel et al., 2010; Rancz et al., 2011), barrel cortex (Wall
et al., 2010), cerebellum (Wall et al., 2010), ventral tegmental area
(Lammel et al., 2012; Watabe-Uchida et al., 2012), spinal cord
(Stepien et al., 2010), and retina (Yonehara et al., 2011). Recently,
Arenkiel et al. (2011) applied the EnvA-TVA methodology to
identify inputs to newborn olfactory bulb neurons, the only other
brain area considered to generate new neurons under basal condi-
tions (Ming and Song, 2011). Specifically, a conditional reporter
mouse was generated, harboring a Cre/LoxP-dependent allele
driving cytosolic tdTomato expression upon electroporation of a
plasmid containing Rgp, TVA, and Cre, which was introduced on
postnatal day 2 into the lateral ventricles. Thirty days later EnvA
pseudotyped rabies virus was injected to trace connections to the
tdTomato, TVA and Rgp expressing cells. It was shown that early
postnatal-born GCs of the olfactory bulb make synaptic connec-
tions with cortical inputs and multiple olfactory bulb cell types
which could be modified by olfactory experience.

We applied the powerful EnvA-TVA tracing method to map
the inputs to newborn dentate GCs by developing a selective
and direct dual virus approach that can be used in wild-type
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FIGURE 2 | Labeling of “starter” neural progenitor cells.

(A) Photomicrograph showing retrovirally labeled newborn GCs
(pRV-SYN-GTRgp) expressing nucleus-localized histone-tagged green
fluorescent protein (hGFP), avian TVA receptor, and rabies glycoprotein
under control of the synapsin promoter. Co-labeling of hGFP+ cells
(green), with bromodeoxyuridine (BrdU, red), and the immature neuronal
marker doublecortin (DCX, blue). Insert shows a new GC expressing all
three markers (yellow). (B) Confocal image of hGFP+ cell (green)

co-labeled with DCX (blue) and the TVA receptor (red). (C) Overview of
the DG showing newborn GCs labeled with retrovirus expressing nuclear
hGFP (green, top). Magnification of the GC layer shows dual virus
labeled newborn “starter” cells with retrovirus expressing hGFP (green)
and EnvA pseudotyped rabies virus expressing MCherry (MCh, red) at
30 dpi. Scale bar, 25 µm. Nuclei labeled with DAPI (blue). From Vivar
et al. (2012); Reprinted with permission from Macmillan Publishers Ltd.:
Nature Communications Copyright 2012.

animals. Monosynaptic rabies virus-mediated retrograde tracing
was combined with retroviral labeling (Vivar et al., 2011, 2012).
Specifically, Murine Maloney leukemia virus (MMLV) retrovirus
which only infects dividing cells (Lewis and Emerman, 1994; van
Praag et al., 2002) was modified to express nuclear GFP, TVA
receptor and Rgp. This vector was used to label proliferating neu-
ral progenitor cells in the DG that are destined to become neurons
by using the neuron-specific synapsin promoter. Double-labeling
of GFP+ cells with the immature neuronal marker doublecortin
in the majority of the labeled cells at 15 days postinjection, sup-
ported the specificity of the retrovirus (Figure 2A). Following an
interval of 21, 30, 60, or 90 days after retroviral injection during
which the progenitor cells matured into GC neurons, EnvA pseu-
dotyped rabies virus (EnvA-�G-MCh) was injected into the DG
and mice were perfused 1 week thereafter. This rabies virus selec-
tively infects new neurons expressing the TVA receptor, which
were termed “starter cells” (Figures 2B,C). The rabies virus is
then complemented with Rgp provided by the retrovirus in the
new neurons. The virus crosses synapses, labeling presynaptic
neurons, and because the traced cells lack Rgp, the virus does
not spread any further, labeling only first order inputs (Figure 3).
Indeed, when Rgp was deleted from the retroviral vector
and subsequent infection with EnvA-�G-MCh was performed,
double-labeled new GCs (GFP + MCh) were observed but not
traced cells, indicating Rgp is required for the system to work.
Altogether, this novel approach has allowed us to evaluate how the
anatomy of newborn neuron circuitry changes over time and to
identify the neurochemical characteristics of their specific inputs.
Moreover, as rabies virus does not compromise cell viability, at
least for 2 weeks after infection, characterization of the physiol-
ogy and synaptic plasticity of afferent inputs can be performed
(Wickersham et al., 2007a; Callaway, 2008; Vivar et al., 2012).

TIME-COURSE OF CIRCUITRY DEVELOPMENT
It is generally considered that it takes about 1 month for pro-
liferating progenitor cells to develop into new GC neurons and
that full maturation takes several months (Zhao et al., 2008).
During the first month, subgranular zone neural stem cells (Type
I cells) and progenitor cells (Type II, Type III) have been shown
to go through stages with distinct morphological, physiological
and molecular characteristics. Newborn neurons are considered
to originate from Type I neural stem cells in the subgranular
layer. These cells have radial processes extending into the molec-
ular layer, are deemed relatively quiescent and express markers
such as nestin, glial fibrillary acidic protein (GFAP) and Sox2.
Activation of Type I neural stem cells is considered to be medi-
ated by niche factors such as Notch or bone morphogenic protein
(Lugert et al., 2010; Mira et al., 2010) and the neurotransmit-
ter GABA (Song et al., 2012). Type I cells likely give rise to
Type II progenitor cells under the influence of additional local
niche factors [fibroblast growth factor-2 (Jin et al., 2003), sonic
hedgehog (Lai et al., 2003), vascular endothelial growth factor
(Cao et al., 2004), and Wnt7a (Qu et al., 2010)]. A subset of
the cells retain neural stem cell markers (such as nestin and
Sox2), whereas the remaining cells begin to differentiate along
a neuronal lineage becoming NeuroD and Prox1 positive, pro-
gressing into Type III neuroblasts expressing markers such as
PSA-NCAM, calretinin and doublecortin before maturing into
GCs (Encinas et al., 2006; Suh et al., 2007, 2009; Lugert et al.,
2010). While 1 month later these cells have the morphologi-
cal and physiological characteristics of GCs, their full matura-
tion and incorporation into functional circuits appears to be a
prolonged process. Indeed, newborn neuron physiology, plastic-
ity, and circuitry may continually evolve for at least 3 months
(Figure 4).
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FIGURE 3 | Monosynaptic retrograde tracing of inputs to new GCs.

Virus I, Retroviral labeling. 1. Retrovirus (RV-SYN-GTRgp) expressing
nucleus-localized histone-tagged green fluorescent protein (hGFP), avian
TVA receptor, and rabies glycoprotein (gp) under control of the synapsin
promoter infect proliferating neural progenitor cells (NPCs) in the DG. 2.
The retrovirally labeled NPCs differentiate into newborn GCs over time
and express hGFP, TVA and gp. Virus II, Rabies virus. 3. Avian
envelope glycoprotein EnvA pseudotyped rabies virus, in which rabies gp
was replaced with MCherry (EnvA-�G-MCh) is injected into the same

DG at different time-points after retroviral labeling (21–90 dpi). Through
interaction between EnvA glycoprotein and its receptor, TVA,
pseudotyped rabies virus can selectively infect newborn GCs. 4.
EnvA-�G-MCh rabies virus is complemented with rabies gp provided by
the retrovirus and MCherry is expressed in the cytoplasm. 5. The rabies
virus spreads trans-synaptically to presynaptic neurons connected to the
new GC. 6. Only neurons synaptically connected are labeled and
express MCherry. The traced cells lack rabies gp, therefore this virus
will not spread any further.

FIRST WEEK
During the first week of the maturation process, neuronal lineage-
committed Type II cells begin to migrate into the inner GC
layer of the DG. Initially, there are no clear dendritic or axonal
processes and patch-clamp recordings indicate that the cells do
not show spontaneous synaptic activity (Esposito et al., 2005).
However, these cells are tonically activated by ambient GABA.
Indeed, upon recording from retrovirally labeled cells 3 days
after infection a tonic inward excitatory current could be selec-
tively blocked by bicuculline, suggesting non-synaptic activation
of GABAA receptors (Ge et al., 2006).

SECOND WEEK
During the second week, the cells extend spineless dendrites that
reach the inner molecular layer (I-ML) 10 days after retroviral

injection (dpi), and the middle molecular layer (M-ML) at 14 dpi.
In addition, mossy fiber axons are estimated to begin to form
synapses with pyramidal cells at 10–14 dpi (Zhao et al., 2006).
The physiological properties of the cells are immature with cells
firing few action potentials with a small amplitude (Esposito et al.,
2005; Vivar et al., 2012). GABA continues to be depolarizing (Lo
Turco and Kriegstein, 1991). However, at this time-point hilar
interneurons are considered to provide synaptic input to newborn
neurons (Tozuka et al., 2005; Ge et al., 2006). The depolariz-
ing action of GABA depends on the Na-K-2Cl co-transporter
(NKCC1). NKCC1 maintains high [Cl−]i and regulates the rest-
ing membrane potential of developing neurons (Ge et al., 2006;
Mejia-Gervacio et al., 2011). A recent study shows that knock-
down of NKCC1 in vivo reduces DG progenitor cell proliferation
and delays dendritic development (Young et al., 2012).
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FIGURE 4 | Time course of afferent innervation of newborn GCs.

Schematic representation of monosynaptic inputs to the newborn GCs at
time-points evaluated (21, 30, 60, and 90 days after retroviral infection). At
21 days (d), newborn GCs mainly receive connections from mature GCs.
This input gradually shifts from mature GCs to cortex following
strengthening of afferents from the perirhinal (PRH) and lateral entorhinal
cortex (LEC). Increased hilar cell (mossy cells and interneurons) innervation
is observed over time. Convergence of excitatory afferents onto the
newborn GCs around 30 days correlates with transiently enhanced new
neuron excitability and plasticity. Innervation from septum and area CA3
pyramidal cells (PYR) remains constant over time.

Around this time-point, the cells go through a critical
period. Indeed, more than 50% of adult born granule neu-
rons are lost about 2 weeks into the maturation process
(Cameron et al., 1993; Dayer et al., 2003). Around 14 dpi, gluta-
matergic signaling through NMDA receptors may be critical for
the survival and integration of newborn neurons (Tashiro et al.,
2006). Since the main glutamatergic input to newborn GCs from
the EC develops around 1 month (Mongiat et al., 2009), inner-
vation by ipsi- and contralateral mossy cells (Kumamoto et al.,
2012) and/or mature GCs may provide the glutamatergic input
critical for new cell survival. Morphological evidence for input
from mature GCs to newborn GCs was substantiated by electro-
physiological recordings performed at short time intervals (1–2
weeks) after viral labeling. Specifically, cells double-labeled for
both vectors (retrovirus + rabies virus expressing “starter” cells)
showed immature physiological characteristics, while cells with
single-labeling (rabies virus only, afferent “traced” cells) exhib-
ited properties of mature GCs in the same acute slice (Vivar et al.,
2012), suggesting mature-newborn GC connectivity.

Interestingly, intra-granular connections have been observed
after denervation of EC input to the DG, producing sprouting of
the mossy fibers into the molecular layer. These mossy fibers form
synaptic contacts with spines on proximal dendritic segments of
GCs, suggesting that the lack of EC input may be compensated
for by intra-granular synapses (Frotscher and Zimmer, 1983).
This connectivity has been also observed after seizures or brain
injury, producing the same extension of mossy fibers to the

molecular layer (Buckmaster et al., 2002; Marqués-Marí et al.,
2007; Murphy et al., 2011). It should be noted that seizures accel-
erate the integration of the new GCs, albeit with a reduction of
dendritic length (Overstreet-Wadiche et al., 2006), and increase
adult neurogenesis (Parent and Lowenstein, 2002). Whether this
can be interpreted as brain self-repair or lead to further pathology
(Parent, 2003; Pun et al., 2012; Sanchez et al., 2012) remains to be
determined.

THIRD WEEK
During the third week, the cells begin to resemble mature GCs
more closely. The GC dendrites reach the outer molecular layer
(O-ML) with spine formation from 17 dpi onwards. In addition,
mossy fiber output to area CA3 increases (Zhao et al., 2006), phys-
iological properties are more mature and spontaneous synaptic
activity is detected, indicative of synaptic input (Esposito et al.,
2005; Vivar et al., 2012). Furthermore, GABA has become hyper-
polarizing and excitatory glutamatergic responses are consistently
observed (Ge et al., 2006; Ming and Song, 2011). The source of
excitatory input, according to our observations, is mainly from
mature GCs, hilar mossy cells, a direct “back-projection” from
area CA3 pyramidal cells and sparse input from LEC and perirhi-
nal cortex (PRH) (Vivar et al., 2012). Interestingly, the direct
“back projection” from area CA3 pyramidal cells contrasts with
the generally accepted idea that the “trisynaptic hippocampal cir-
cuit” is unidirectional, a pathway that relays information from EC
to hippocampus (EC → DG → CA3 → CA1) and then to cortex
(Amaral and Witter, 1989). Although the concept of a “back-
projection” from area CA3 to the DG is not entirely new, it is
generally considered to be indirect. Indeed, previous anatom-
ical and physiological studies of mature GCs have provided
evidence for a di-synaptic “back-projection” from CA3 to DG
through hilar inhibitory interneurons and/or excitatory mossy
cells (Scharfman, 2007). Our recent finding of a direct “back pro-
jection” is consistent with anatomical studies that showed that
CA3 pyramidal cells axons can be found in the I-ML of the
ventral DG (Li et al., 1994; Wittner et al., 2007). Indeed, the speci-
ficity of retroviral labeling for newborn neurons, combined with
the selective TVA-EnvA retrograde tracing method, supports the
notion of a direct “back-projection” from area CA3. However,
it remains to be determined whether this connectivity is unique
to newborn GCs and if so, what the potential functional conse-
quences are. One could imagine a faster processing of information
through a direct “back-projection,” which may support a specific
role for new neurons in physiological processing of sequential
memories (Lisman, 1999) and in pattern separation (Lisman,
2011).

Substantial input from septal cells was also observed at this
time. Using immunohistochemistry for GABA and ChAT, we
identified inputs to new GCs as cholinergic. Our observations
indicate that newborn neurons receive direct robust input from
septal cholinergic cells at 21 dpi (the starting point of our study,
when new GCs consistently show spontaneous postsynaptic activ-
ity), suggesting that this innervation may be important during
the maturation of new neurons. Indeed, it is quite possible
that new GCs receive septal cholinergic innervation at earlier
developmental stages (Ide et al., 2008). Previous research has
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shown that neurotoxic cholinergic forebrain lesions decrease cell
proliferation and neurogenesis in the DG (Cooper-Kuhn et al.,
2004; Mohapel et al., 2005), whereas activation of the cholinergic
system with donezepil increases new cell survival (Kaneko et al.,
2006). Both nicotinic (beta2, alpha7) and muscarinic (m1, m2,
m4) acetylcholine receptors are present on the somata of imma-
ture GCs (Mohapel et al., 2005; Kaneko et al., 2006). Nicotine
receptors have been implicated in cell proliferation and survival.
Chronic nicotine administration (Abrous et al., 2002) and knock-
out of nicotinic beta2 receptors (Harrist et al., 2004) reduce
hippocampal cell genesis while selective knockdown of alpha7
receptors in DG progenitors affects dendritic complexity and
branching (Campbell et al., 2010). It has also been suggested
that acetylcholine may have a modulating effect, by regulating
excitability and network integration of newborn (olfactory bulb)
neurons (Lin et al., 2010).

While rabies virus infection is almost exclusively restricted to
neurons, there are electron microscopic reports of rare infection
of glia cells (Matsumoto, 1963; Gosztonyi, 1994). It has been sug-
gested that this may be indicative of inflammation associated with
rabies virus administration (Marshel et al., 2010). However, rabies
virus positive glial cells were associated with new neurons in the
molecular layer of the DG (Vivar et al., 2012), as well as the olfac-
tory bulb (Arenkiel et al., 2011). Immunocytochemical analysis
showed that these cells express GFAP and are astrocytes. One
possible explanation for an association between new GCs and
astrocytes is the formation of a stem cell niche that influences
the maturation of neuroblasts, similar to that observed in the
subventricular zone (Lim and Alvarez-Buylla, 1999; Platel et al.,
2010). Indeed, in vitro and in vivo experiments have shown that
DG astrocytes support progenitor cell differentiation (Song et al.,
2002; Barkho et al., 2006; Ashton et al., 2012). Interestingly, very
few astrocytes were observed in the molecular layer at 3 weeks,
however, an increase over time was observed, potentially asso-
ciated with incremental spine density of the newborn neurons.
Recent research has shown that astrocytes may express spe-
cific proteins important for the formation of excitatory synapses
(Huang and Bergles, 2004; Allen et al., 2012). As the rabies
virus appeared to “trace” these cells, this suggests that there may
be synapse-like connections between new GCs and astrocytes.
Indeed, astrocytes are considered to form synapse-like connec-
tions with the dendrites/spines of new GCs that may enhance
synapse maturation and integration of new neurons (Toni and
Sultan, 2011).

FOURTH WEEK
At this time-point new GC processes continue to grow.
Dendritic branching and protrusions, including mushroom
spines, increase. The cells now have axosomatic, axodendritic
and axospinous synapses (Zhao et al., 2006; Toni et al., 2007,
2008). Concurrently, mossy fibers have formed extensive con-
tacts with area CA3 (Zhao et al., 2006; Faulkner et al., 2008; Ide
et al., 2008; Toni et al., 2008). Glutamatergic and GABAergic (slow
and fast) synaptic responses are detected, and enhanced intrinsic
excitability is exhibited (Esposito et al., 2005). However, the new
GCs still display immature characteristics compared to mature
GCs, such as higher input resistance (Rin) and smaller membrane

capacitance (Cm) (van Praag et al., 2002; Ambrogini et al., 2004;
Esposito et al., 2005; Couillard-Despres et al., 2006; Mongiat et al.,
2009). At this time-point, we observed that the new GCs continue
receiving synaptic input from intra-hippocampal areas, including
mature GCs, CA3 pyramidal cells and hilar cells (mossy cells and
interneurons). Interestingly, intra-granular connectivity was sub-
stantially reduced as compared to 21 dpi. The reduction of this
connectivity may be compensated for by gradual strengthening
of distal cortical input (Vivar et al., 2012). Indeed, temporary
overlap of intra-granular and cortical inputs may provide a mech-
anistic explanation for the transiently enhanced excitability and
lower threshold for induction of long-term potentiation (LTP) in
new GCs (Wang et al., 2000; Schmidt-Hieber et al., 2004; Ge et al.,
2007) (Figure 4).

The EC is the major excitatory glutamatergic input to the DG.
Projections arise from the LEC, considered to integrate novel
environmental information, as well as from the MEC which
contains grid cells with spatial specificity (Fyhn et al., 2004).
LEC and MEC projections course through the lateral (LPP) and
medial (MPP) perforant pathways, toward the outer (O-ML) and
M-ML of the DG, respectively (Witter, 2007). Our trans-synaptic
tracing approach revealed predominant LEC and PRH rather
than MEC input to new GCs, as well as some input from dor-
sal caudo-medial entorhinal cortex (CEnt). Stimulation of the
LPP and MPP evokes synaptic responses of larger amplitude in
1 month old GCs as compared to 3-week-old GCs, consistent
with the strengthening of cortical input (Mongiat et al., 2009).
Interestingly, stimulation of the MPP evokes synaptic responses
in the new GCs even without substantial input from the MEC.
There are several further questions that arise from this obser-
vation. First, is it possible that rabies virus may not trace well
to the MEC and the observed response may be due to other
glutamatergic inputs? This is unlikely, as upon labeling of both
immature and mature GCs with lentivirus expressing TVA, GP,
and GFP, trans-synaptic tracing is observed in the MEC, indicat-
ing that the rabies virus can reach this brain area (Vivar et al.,
2012). Second, is it possible that axons from the LEC, usually
confined to the O-ML (Witter, 2007), cross into the M-ML and
mediate the synaptic response evoked by the stimulation of the
M-ML in the new GCs? This remains to be determined. Third,
recent research showed that selective optogenetic activation of the
MEC evokes synaptic responses in 1 month old GCs (Kumamoto
et al., 2012). However, could the elicited response be indirectly
mediated via a polysynaptic pathway and/or by glutamatergic
spillover (volume transmission) (Kullmann and Asztely, 1998)?
Indeed, rabies virus propagation occurs at chemical synapses but
not via cell-to-cell spread (volume transmission) (Ugolini, 1995;
Tang et al., 1999). Consistent with this assumption, we were not
able to see trans-synaptic tracing from ventral tegmental area or
locus coereleus, two monoaminergic (dopaminergic and nora-
drenergic) areas, whose signaling is mainly mediated by volume
transmission (Fuxe et al., 2007; Rice and Cragg, 2008), even
though it has been described that dopamine modulates the activ-
ity of new GCs in the DG (Mu et al., 2011). Therefore, synaptic
input from the MEC may be mediated by glutamate spillover in
the M-ML, which may also play a role in the observed unique
short-term plasticity of new GCs.

Frontiers in Neural Circuits www.frontiersin.org February 2013 | Volume 7 | Article 15 | 96

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Vivar and van Praag New neuron circuitry

Evaluation of short-term plasticity in newborn and mature
GCs revealed differences in integration of LEC and MEC inputs.
It is well established that LEC and MEC projections to the DG
exhibit distinctive physiological properties (McNaughton, 1980;
Abraham and McNaughton, 1984). Stimulation of O-ML evokes
paired-pulse facilitation (PPF), characteristic of LEC input, while
stimulation of the M-ML evokes pair-pulse depression (PPD),
characteristic of MEC input (McNaughton, 1980). Interestingly,
at 1 month, new GCs exhibit PPF following M-ML stimulation
instead of PPD (Vivar et al., 2012). Our findings are consis-
tent with studies showing that stimulation of M-ML produced
PPF in putative young GCs recorded from the inner GC layer
(Wang et al., 2000) and in embryonic stem cell derived neurons
transplanted into DG of hippocampal slice cultures (Benninger
et al., 2003). However, the mechanisms underlying this differ-
ential response are as of yet unknown and may be associated
with selective (segmental) dendritic spine maturation, whereby
the medial portion of the cell could be preferentially activated
by glutamate spillover and the outer portion by direct synaptic
contacts.

Spine density in new GCs (6 weeks after retroviral injection)
shows a progressive increment by branch order (Stone et al.,
2011). Full maturation of the spines in the O-ML may take
6 months (Zhao et al., 2006; Toni et al., 2007). The medial
portion may develop even more slowly and therefore contain
a larger proportion immature dendritic spines or filopodia. At
30 dpi new GC filopodia are preferentially associated with bou-
tons already synapsing on a dendritic spine (Toni et al., 2007).
Development of these filopodia into spines may be regulated by
neurotransmission (Harris, 1999), including glutamate spillover
from active synapses (Kullmann and Asztely, 1998; Richards et al.,
2005), which may in turn affect short-term plasticity. In addi-
tion, differential expression of glutamate receptors in young and
mature neurons may play a role. AMPA receptor density is cor-
related with spine (Hall and Ghosh, 2008) and GC maturation
(Hagihara et al., 2011). Furthermore, NR2B-containing NMDA
receptors associated with enhanced synaptic plasticity in the new
GCs (Ge et al., 2007) may be differentially expressed along the
medial and outer portions of the dendritic tree. Indeed, structural
and biophysical properties of the dendritic tree regulate synap-
tic input integration and neuronal function (Cline, 2001), and
these appear to differ between newborn and mature GCs. Overall,
the mechanisms underlying this differential short-term plastic-
ity are as of yet unknown and future studies will be necessary to
elucidate it.

The LEC appears to play an important role in the integration
and function of the newborn GCs in the mature hippocampal
network, similar to observations made during early postnatal
development of new GCs, when EC axons preferentially make
synapses onto distal dendritic GC segments (O-ML) (Frotscher
et al., 2000; Förster et al., 2006). Indeed, LEC has been previously
suggested to be important for adult neurogenesis (Froc et al.,
2003; Shimazu et al., 2006). Shimazu et al. (2006) showed that
deletion of the NT-3 (Neurotrophin-3) gene results reduced adult
neurogenesis and spatial memory function, and is associated with
impaired DG LTP induced by stimulation of the LPP but not the
MPP. Similarly, LPP stimulation failed to induce LTP in aged rats

(Froc et al., 2003), which correlates with the observed decline in
adult neurogenesis with aging (Seki and Arai, 1995). Moreover,
LEC and MEC excitotoxic lesion experiments in young adult
mice showed that the synaptic responses of retrovirally labeled
newborn neurons to stimulation of either the LPP or MPP after
LEC or MEC lesions were differentially affected. Both mature and
new GCs exhibited impaired synaptic responses evoked by LPP
stimulation after LEC lesion. However, only synaptic responses
evoked in mature GCs by MPP stimulation were affected by MEC
lesion (Vivar et al., 2012). Altogether these observations show that
newborn GCs respond preferentially to LEC input, and suggest
that synaptic connectivity/integration differs between mature and
newborn GCs.

TWO AND THREE MONTHS
At these time-points, new GCs continue receiving synaptic input
from area CA3 pyramidal cells, hilar cells (mossy cells and
interneurons) and distal cortex (PRH, LEC and CEnt) but not
from mature GCs. Interestingly, hilar cell innervation increased
from one to 3 months (Vivar et al., 2012). The majority of the
hilar cells appear to be calretinin positive mossy cells (Blasco-
Ibañez and Freund, 1997). Interestingly, recent research using
a transgenic mouse model to selectively ablate these cells indi-
cates that the net effect of mossy cells on GCs may be inhibitory
rather than excitatory (Jinde et al., 2012). A smaller portion of
the hilar cells were GABAergic interneurons, which expressed
characteristic markers such as parvalbumin (PV), neuropeptide
Y (NPY) and somatostatin (STT). In particular, NPY has been
implicated in cell proliferation in the adult DG (Howell et al.,
2005). In addition, recent research has shown that PV cells express
TrkB receptors and may regulate newborn GC differentiation via
a brain-derived neurotrophic factor (BDNF) dependent mecha-
nism (Waterhouse et al., 2012). While interneurons are relatively
few in number, these cells have an elaborate axonal arboriza-
tion that forms synaptic contacts with multiple GCs (Freund
and Buzsáki, 1996). The increased hilar input together with the
reduction of intra-granular connectivity may lead to diminished
excitability of new neurons observed during this time window (Ge
et al., 2006). Even so, morphological plasticity of adult newborn
neurons, for parameters such as dendritic branching and soma
size, is reportedly greater than that of those born during develop-
ment, at 2 and 4 months after retroviral labeling (Lemaire et al.,
2012).

The distal cortical input from LEC/PRH became more robust
over time. Analysis of the ratio of LEC/PRH cells to new GCs
showed a strengthening of this synaptic input over 3 months
after retroviral labeling. Trans-synaptic tracing from MEC was
not obvious though cells were detected in the CEnt, which
has both spatial and non-spatial memory processing functions
(Sauvage et al., 2010). Electrophysiological recordings showed
that at 60 dpi, newborn GCs still exhibit PPF. At 90 dpi, new neu-
rons appear to begin to transition toward PPD (Vivar et al., 2012).
Possibly, substantial input from MEC will develop upon complete
maturation of the newborn GCs which has been suggested to take
about 6 months (Toni et al., 2007). Overall, further research will
be needed to elucidate how exactly the shift toward a more mature
phenotype in new GCs occurs.
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FUNCTIONAL SIGNIFICANCE OF ADULT NEUROGENESIS
Research into the functional significance of adult neurogene-
sis has hitherto mainly focused on the DG. However, it should
be considered that newborn GCs do not operate in isolation
but rather are part of an elaborate neural circuitry important
for learning and memory that originates in the EC. The flow
of information from EC is generally considered to be propa-
gated serially by excitatory synaptic transmission to DG → CA3
→ CA1 and back to EC (Amaral and Witter, 1989). While it
has become increasingly clear that there are recurrent networks
between these areas (Lisman, 1999; Scharfman, 2007), for new GC
neurons, this wiring diagram has further selective characteristics.
Our recent work shows that newly born neurons receive preferen-
tial input from the LEC, PRH, and some innervation from CEnt,
as well as a direct “back-projection” from area CA3 (Figures 4
and 5). This unique connectivity may have important implica-
tions for understanding the role of new DG neurons in memory
function.

Information from the EC relays from two major cortical
inputs, the MEC and LEC (Witter, 2007; van Cauter et al., 2012).
The MEC, a region that contains grid cells, conveys highly spe-
cific spatial information to the hippocampus (“where”) (Fyhn
et al., 2004; Hafting et al., 2005). In contrast, LEC is consid-
ered important for integration of sensory information about the
environment, as well as for processing of novel object recogni-
tion and familiarity (“what”) (Myhrer, 1988; Zhu et al., 1995a,b;
Hargreaves et al., 2005; Lisman, 2007; Murray et al., 2007;
Deshmukh and Knierim, 2011). LEC receives non-spatial infor-
mation mainly from the PRH (Insausti et al., 1997; Burwell,
2000). Evidence of a direct input from PRH to DG has been
controversial (Liu and Bilkey, 1997; Canning and Leung, 1999).

However, our recent work shows that newborn GCs receive direct
input from the PRH (Vivar et al., 2012). The PRH is impor-
tant for visual discrimination and novel objection recognition
(Mumby and Pinel, 1994; Bussey et al., 1999; McTighe et al.,
2010; Winters et al., 2010). PRH lesions lead to impairments
in visual discrimination between closely related complex stim-
uli (Baxter and Murray, 2001; Bussey et al., 2003; Buckley, 2005;
Bartko et al., 2007). In addition, aging related changes in the PRH
in rodents have been implicated in the reduced ability to dis-
tinguish between objects with overlapping features (Burke et al.,
2010, 2011). Pattern separation of perceptual sensory information
in cortex may facilitate similar downstream mnemonic encod-
ing processes. Indeed, the excitatory input from PRH/LEC may
play an important role in enabling the DG to further process
closely related events and locations and store them in mem-
ory. Preferential input to new GCs from PRH/LEC as compared
to mature GCs, which are innervated by both LEC and MEC,
suggests that newborn GCs may be more “specialized” in the
processing of incoming environmental information than mature
GCs.

Distinct storage of information is critical for minimizing
memory overlap between closely similar stimuli and events. DG
neurons outnumber EC cells resulting in sparse encoding (Treves
and Rolls, 1992, 1994) considered to underlie pattern separa-
tion (Gilbert et al., 2001; Leutgeb et al., 2007; McHugh et al.,
2007; Bakker et al., 2008; Yassa and Stark, 2011; Yassa et al., 2011;
Schmidt et al., 2012; Hunsaker and Kesner, 2013), and newborn
GCs may play an important role therein. Disruption of new neu-
ron circuitry by PRH/LEC lesions (Vivar et al., 2012) as well as
knockdown of adult neurogenesis by focal x-irradiation in the DG
(Clelland et al., 2009) led to deficits in fine discrimination in the

FIGURE 5 | Comparison of inputs to newborn and mature GCs.

(A–D) Photomicrographs and models of inputs, and their hypothesized
relative synaptic strengths, onto newborn and mature GCs. (A,D)

Photomicrographs of horizontal sections (40 µm) derived from a mouse
injected with retrovirus, followed by rabies virus at 30 dpi (30 dpi
retrovirus + 7 dpi rabies virus). (A) Retrograde tracing is observed in
cortical layers II/III of LEC, traced cells express MCherry (red) and nuclei
are labeled with DAPI (blue). (B) Newborn GCs receive synaptic input from
PRH, LEC and CEnt rather than from MEC. The new neurons are highly
excitable, their mossy fiber outputs enable firing in area CA3 pyramidal
cells. New GCs receive both direct and indirect “back-projections” from

area CA3. (C) Inputs from LEC, CEnt and MEC converge onto mature
GCs. It is unknown (?) if they receive first-order afferents from PRH.
Mature GCs are less excitable and may have a weaker impact on CA3. It
is unknown (?) if mature GCs receive a direct “back-projection” from CA3,
but indirect connectivity via hilar cells has been reported. (D) Horizontal
section through the hippocampus shows double-labeling of hGFP and
MCherry (“starter” cells, yellow) and traced cells in the DG and area CA3
(red). Nuclei are labeled with DAPI (blue). DG, dentate gyrus; PRH,
Perirhinal Cortex; PYR, pyramidal cells; HC, hilar cells; LEC, Lateral
entorhinal cortex; MEC, medial entorhinal cortex; CEnt, Caudo-medial
entorhinal cortex. ? Unclear whether this is a direct input.
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touchscreen task. In addition, in experiments in which neurogen-
esis is reduced followed by testing in contextual fear conditioning
paradigms or the radial arm maze provide support for a role of
new neurons in fine contextual discrimination (Guo et al., 2011;
Nakashiba et al., 2012; Tronel et al., 2012). Furthermore, enhance-
ment of neurogenesis (Creer et al., 2010; Sahay et al., 2011)
results in improved pattern separation. This raises the possibility
that new DG neurons may process contextual rather than spa-
tial path integration information. Consistently, research showed
that reduction of neurogenesis by x-irradiation selectively affected
contextual fear conditioning, but not water maze or Y-maze learn-
ing (Saxe et al., 2006). In other behavioral studies, spatial memory
was found to be impaired following knockdown of adult neuroge-
nesis (Snyder et al., 2005; Imayoshi et al., 2008; Deng et al., 2009;
Jessberger et al., 2009). However, tasks evaluated may rely both
on external/contextual information (such as cues on the walls
of a water maze room) as well as internal navigation strategies
(traversing a maze requiring location of “self”), (Lisman, 2007).
As reduction or silencing of new neurons also affects area CA3
function (Niibori et al., 2012), a brain area that receives direct
input from MEC grid cells and is important for spatial path
integration processes (Leutgeb et al., 2007), it may be difficult
to determine the precise role of new neurons based on ablation
studies.

Physiological research shows that DG cells have multiple
place fields throughout an environment (Leutgeb et al., 2007).
Interestingly, recent research suggests these could reflect the sub-
population of newly born GCs (Neunuebel and Knierim, 2012).
Furthermore, computational modeling studies (de Almeida et al.,
2009) indicate that the majority of DG cells are non-functional
(Lisman, 2011), as well as that adult-born neurons may become
redundant after 1 month of age and “retire” early (Alme et al.,
2010), suggesting that young GCs may be the DG subpopulation
of cells preferentially active in encoding incoming information.
Indeed, transgenic mice in which output of old GCs (mossy
fibers) to area CA3 was silenced had improved or normal pat-
tern separation between similar contexts in fear conditioning
paradigms. However, when young GCs were ablated, deficits in
pattern separation were observed (Nakashiba et al., 2012), sug-
gesting that new neurons are the main functional component.
Thus, mossy fiber output to area CA3 may convey contextual
rather than spatial position information and may arise from
new rather than from mature, relatively silent, GCs. This output
may be further modulated by the transiently enhanced plastic-
ity of newborn as compared to mature GCs (Wang et al., 2000;
Schmidt-Hieber et al., 2004; Ge et al., 2007).

Interestingly, newly born GCs receive direct innervation
from area CA3 (Vivar et al., 2012). It is as of yet unknown

whether mature GCs receive similar feedback or only indirect
“back-projections” via mossy cells and inhibitory interneurons
(Scharfman, 2007). While the functional significance of direct
input from area CA3 to new GCs is unclear, this finding provides
further support for the notion that recurrent circuits between
the DG and area CA3 are important (Hunsaker et al., 2008;
Myers and Scharfman, 2011; de Almeida et al., 2012). CA3 pyra-
midal cells have extensive collateral connections (Marr, 1971;
Ishizuka et al., 1990; O’Reilly and McClelland, 1994; Rolls, 2010)
which are considered to mediate pattern completion, a process
where parts of objects or events are combined into a retrievable
memory (Nakazawa et al., 2002; Hunsaker and Kesner, 2013). A
back-projection can play a role in pattern separation (Myers and
Scharfman, 2009, 2011), as there are fewer area CA3 than DG
cells. Furthermore, the ability to make fine distinctions between
closely related stimuli, such as the choice between adjacent arms
in a radial arm maze (Clelland et al., 2009; Guo et al., 2011),
may be supported by a component of spatial information from
the MEC to area CA3, and then from area CA3 directly to new-
born GCs. Behavioral studies where rats sustained area CA3
lesions suggest that the DG requires area CA3 for metric spa-
tial detection (Hunsaker et al., 2008). In addition, monosynaptic
area CA3 back-projections may be important for the correc-
tion of cumulative errors in episodic and spatial memory that
could arise from serial uni-directional propagation of informa-
tion in the network (Lisman, 1999; Lisman et al., 2005). If so,
a feedback loop between the cells that may be most active in
encoding new information (adult-generated GCs) and the CA3
auto-associative network may enhance efficiency and accuracy of
memory storage.

Recent imaging studies in humans support the concept that
pattern separation is mediated by circuitry consisting of EC,
DG and CA3 (Yassa and Stark, 2011). It should be noted that
this network is particularly susceptible to aging related changes
(Bevilaqua et al., 2008). Especially the input from the EC via the
perforant pathway is compromised with aging (Yassa et al., 2011).
It is of interest that in Alzheimer’s disease patients PRH and LEC
are among the first cortical regions to be affected (Hyman et al.,
1984; Braak and Braak, 1991). The close association between these
brain regions and adult neurogenesis may open new windows for
therapeutic interventions in humans. Further research, however,
is needed to better understand the functional significance of adult
neurogenesis within this memory circuit.
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Recent advances in parallel computing, including the creation of the parallel version
of the NEURON simulation environment, have allowed for a previously unattainable
level of complexity and detail in neural network models. Previously, we published a
functional NEURON model of the rat dentate gyrus with over 50,000 biophysically
realistic, multicompartmental neurons, but network simulations could only utilize a
single processor. By converting the model to take advantage of parallel NEURON, we
are now able to utilize greater computational resources and are able to simulate the
full-scale dentate gyrus, containing over a million neurons. This has eliminated the
previous necessity for scaling adjustments and allowed for a more direct comparison to
experimental techniques and results. The translation to parallel computing has provided a
superlinear speedup of computation time and dramatically increased the overall computer
memory available to the model. The incorporation of additional computational resources
has allowed for more detail and elements to be included in the model, bringing the model
closer to a more complete and accurate representation of the biological dentate gyrus. As
an example of a major step toward an increasingly accurate representation of the biological
dentate gyrus, we discuss the incorporation of realistic granule cell dendrites into the
model. Our previous model contained simplified, two-dimensional dendritic morphologies
that were identical for neurons of the same class. Using the software tools L-Neuron
and L-Measure, we are able to introduce cell-to-cell variability by generating detailed,
three-dimensional granule cell morphologies that are based on biological reconstructions.
Through these and other improvements, we aim to construct a more complete full-scale
model of the rat dentate gyrus, to provide a better tool to delineate the functional role of
cell types within the dentate gyrus and their pathological changes observed in epilepsy.

Keywords: computational model, dentate gyrus, parallel, morphology, variability

INTRODUCTION
The dentate gyrus network model was developed to study the role
of the circuit alterations present in the epileptic dentate gyrus
(Santhakumar et al., 2005; Dyhrfjeld-Johnsen et al., 2007) and
has been used to make predictions for the existence of non-
random microcircuits in epilepsy (Morgan and Soltesz, 2008).
The network model has also been used in other studies on top-
ics such as epilepsy (Thomas et al., 2009, 2010), paired-pulse
inhibition (Jedlicka et al., 2010), excitability (Winkels et al.,
2009; Jedlicka et al., 2011), computational modeling software
(Gleeson et al., 2007), and in the construction of a CA1 model
(Cutsuridis et al., 2010). Of particular note is the use of the
model to test improvements to the NEURON simulation envi-
ronment (Migliore et al., 2006; Hines and Carnevale, 2008;
Hines et al., 2008a,b). The network simulations performed in
the studies listed above have exclusively used the smaller 1:2000
scale model (Santhakumar et al., 2005), in part due to the
increased time associated with simulating the 1:20 scale model,
with a reported 35–70 h per simulation (Dyhrfjeld-Johnsen et al.,
2007).

The creation of parallel NEURON and the speedup obtained
during tests on the 1:2000 scale model (Migliore et al., 2006)
have provided a means to not only make the recent model
more accessible to researchers, but to also remove the limita-
tions on the size and complexity of the computational model.
The results presented in this study represent the next step in
model development, expanding the size and scope of the model.
The results from the translation of the 1:20 scale model from
a serial to parallel implementation are described, as well as
the enlargement of the model to the full size of the rat den-
tate gyrus. Through the cooperation of two software tools, the
complexity of the model can be increased with the generation
of variable and realistic dendritic morphology for the sample
case of granule cells. These model improvements reflect a sig-
nificant advancement toward a realistic full-scale computational
model.

MATERIALS AND METHODS
All simulations, virtual neuron generation, and analysis were
performed on the UCI Broadcom Distributed Unified Cluster
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(BDUC) or a PC running Ubuntu Linux. Data analysis and
plotting were performed using Python 2.7.1.

DENTATE GYRUS NETWORK SIMULATIONS
All network simulations were performed using NEURON
7.0 (Hines and Carnevale, 1997). NEURON was config-
ured to run in parallel on the Linux BDUC cluster with
Openmpi 1.4.3, as shown previously (Hines and Carnevale,
2008). The serial version of the 1:20 scale model is freely
available at ModelDB (http://senselab.med.yale.edu/modeldb/
ShowModel.asp?model=124513). The serial version of the den-
tate model was translated to a parallel implementation using
strategies described elsewhere (Migliore et al., 2006; Hines and
Carnevale, 2008). This involved assigning each cell a global iden-
tifier, so that even though a cell is only created on one host, all
other hosts are still be able to refer to that cell. Each cell was
then associated with its own random number generator for cre-
ating connections which uses a seed that is dependent on its
global identifier. The dentate model NEURON code has also been
rewritten with an emphasis on modularization and explanatory
commenting in order to increase its adaptability and accessibility
for the general neuroscience community.

The 1:20 scale parallel model was constructed in accordance
with the serial model from previous studies (Dyhrfjeld-Johnsen
et al., 2007; Morgan and Soltesz, 2008). Multicompartmental
models for granule cells, mossy cells, basket cells, and hilar cells
with axonal projections to the perforant path (HIPP) were taken
from the original 1:2000 scale model (Santhakumar et al., 2005).
These are the numerically dominant cell types found in the
dentate gyrus. The single-cell models contained ionic currents
dependent on the given cell type, including sodium, fast- and
slow-delayed rectifier potassium, A-type potassium, Ih, L, N, and
T-type calcium, and calcium-dependent potassium currents. The
ionic currents in the cell models were previously tuned to match
the passive and active properties observed experimentally for each
cell type (Santhakumar et al., 2005). Connectivity was based on a
highly realistic, data-driven structural model (Dyhrfjeld-Johnsen
et al., 2007), and the probability of making a connection between
two cells was increased fivefold to account for the reduced size
of the network. The two elements of the injured model (hilar
cell loss and mossy fiber sprouting) were simulated at 80% of
their maximum values, as this value produced maximal epilep-
tiform activity in the network model and corresponds to the level
of mossy cell survival observed in human temporal lobe epilepsy
(Blumcke et al., 2000; Gabriel et al., 2004). Perforant path stimu-
lation was simulated through simultaneous input to 5000 granule
cells (10%), 10 mossy cells (3.3%), and 50 basket cells (10%)
located in the middle lamella of the model dentate gyrus at 5 ms
from the start of the simulation.

The full-scale model eliminated previous scaling adjustments
that were required by the smaller network size. The number of
cells was the same as estimated to be in the dentate gyrus in
the rat (for a detailed description, see Dyhrfjeld-Johnsen et al.,
2007), with 1,000,000 granule cells, 30,000 mossy cells, 10,000
basket cells, and 12,000 HIPP cells evenly distributed along the
septotemporal axis. Hilar cell loss and mossy fiber sprouting were
again simulated at 80% of their maximum. The peak conductance

for sprouted granule cell synapses was reduced from 1.0 to 0.5 nS,
the original estimate based on experimental data (Molnar and
Nadler, 1999). Synaptic conductances for connections from gran-
ule cells to both inhibitory cell types were reduced by a factor of
two to avoid depolarization block, as done previously (Dyhrfjeld-
Johnsen et al., 2007). Perforant path stimulation was simulated
through simultaneous input to 10,000 granule cells (1%), 20
mossy cells (0.33%), and 100 basket cells (1%), which corre-
sponds to stimulation of 1/10th of the middle lamella of the
model dentate gyrus.

RECONSTRUCTIONS
Digital reconstructions of dendritic trees were obtained from
19 granule cells labeled in vivo in the rat dentate gyrus
(Buckmaster, 2012). The three-dimensional Neurolucida recon-
structions were corrected for shrinkage in the transverse
(1.06X) and depth (1.96X) planes based on previous esti-
mates (Buckmaster and Dudek, 1999) using Neurolucida soft-
ware (MicroBrightfield, Williston, VT). Reconstruction files were
converted from .DAT to .ASC format for compatibility with
morphological analysis.

ANALYSIS AND GENERATION OF DENDRITIC MORPHOLOGY
The creation of realistic dendritic morphologies was performed
using two freely available software programs: L-Measure and
L-Neuron. Morphological parameters from granule cell recon-
structions and generated virtual neurons were extracted using
L-Measure v4.0 software (Scorcioni et al., 2008). L-Measure is
available at http://cng.gmu.edu:8080/Lm/. Virtual dendritic trees
were generated using L-Neuron v1.08 (Ascoli and Krichmar,
2000), available at http://krasnow1.gmu.edu/cn3/L-Neuron/
index.htm. The L-Neuron program was executed with the
Hillman/PK dendritic growth algorithm (Ascoli et al., 2001), and
outputs were generated in Southampton Archive format (.swc)
for compatibility with L-Measure analysis.

The parameters utilized by the dendritic growth algorithm,
referred to as basic parameters, were extracted from the gran-
ule cell reconstructions as raw values. Extracted basic parameter
distributions were then incorporated into L-Neuron using one or
more of the statistical distributions allowed in L-Neuron: gamma,
normal, uniform, and constant value distributions. Many of the
basic parameters are compatible and can thus be directly incor-
porated into L-Neuron from L-Measure. The definitions for some
basic parameters, however, are different between L-Neuron and
L-Measure, which can be modified to create congruency. For
example, L-Neuron generates terminal dendritic branches by cre-
ating an interbifurcation segment and then attaching a terminal
segment, whereas L-Measure analyzes the two segments as a sin-
gle branch. This creates a discrepancy between the distribution
input for L-Neuron and the distribution for generated outputs
measured with L-Measure for parameters such as the path length
of the terminal branch. Adjustments were made to the L-Neuron
input to maximize the overlap between the basic parameter dis-
tributions extracted from generated virtual neurons and those
extracted from reconstructions. As a result, L-Neuron creates
morphologies that have similar basic parameters, including the
path length of terminal branches noted above, as the sample
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reconstructions. For statistical tests, the outputs for the constant
value distributions in L-Neuron were set to their intended values
due to minor deviations imposed in the L-Neuron program.

Morphological parameters not used in the dendritic growth
algorithm, known as emergent parameters, were used to compare
virtual and real neurons, as well as to filter for biologically realis-
tic virtual granule cells. Scalar emergent parameters summarize a
morphological characteristic in a single value, whereas distribu-
tion emergent parameters show the dependence of one parameter
on another. The scalar and distribution emergent parameters used
in this study were largely taken from a previous study using
L-Neuron (Ascoli et al., 2001). The scalar emergent parameters
used were total dendritic length, number of bifurcations, surface
area, average path distance to dendritic tips, average Euclidean
distance to tips, maximum Euclidean distance to tips, maximum
branch order, partition asymmetry, transverse spread, and lon-
gitudinal spread. The transverse and longitudinal spreads were
used instead of height, width, and depth in order to provide
an orientation-independent measure of the three-dimensional
extent of dendritic trees. Transverse spread was defined as the
maximum distance in the xy plane between dendritic tips, while
longitudinal spread was the maximum distance in the z plane.
Generated virtual neurons were selected if they fell within two
standard deviations of the mean for all emergent parameters
except surface area. Assuming a normal distribution, this theo-
retically includes more than 95% of the granule cell population.
The two standard deviation limit for surface area would have
allowed for unrealistic values that were lower than the allowed
length, so the constraint was changed to 1.65 standard deviations
(theoretically more than 90% of granule cells).

RESULTS
PARALLELIZATION OF THE 1:20 SCALE MODEL
Previous implementations of the rat dentate gyrus network model
were scaled down from the biological dentate gyrus because they
were limited to the use of a single processor. The creation of
parallel NEURON (Migliore et al., 2006) dramatically increased
the computational resources available to network simulations.
Increasing the number of processors for the 1:2000 scale model
has been shown to produce a superlinear speedup of the over-
all runtime when tested on several different parallel computing
systems (Migliore et al., 2006). Using the principles detailed in
that conversion, the more recent 1:20 scale dentate gyrus model
(Dyhrfjeld-Johnsen et al., 2007; Morgan and Soltesz, 2008) was
translated for compatibility with parallel NEURON. Because the
granule cells in the control model network only fire sparsely
as in the biological dentate gyrus (Morgan and Soltesz, 2008),
the “injured” model, which contains several of the experimen-
tally observed changes in epilepsy and displays epilepsy-related
hyperactivity, was used in order to generate network activity for
the parallel implementation. The general network topology of
the dentate gyrus model is depicted in Figure 1A. The superlin-
ear speedup from previous studies was also observed with the
1:20 scale model for up to the 90 processors tested, as shown
in Figure 1B. The superlinear quality, instead of a purely linear
result, is thought to be due to the more efficient use of a pro-
cessor’s memory (Migliore et al., 2006). The use of 90 processors

decreased the overall runtime from 11.0 h to 6.8 min for 300 ms
of model network activity. The granule cell activity for parallel
model simulations is shown in Figure 1C. The model network
connectivity and activity were identical for all parallel simulations
regardless of the number of processors used.

The conversion to a parallel implementation makes the con-
struction of a full-scale dentate gyrus computational model
feasible. The increased availability of computational resources
provided by parallel computing addresses the two main limiting
factors to model network size: runtime and memory capacity. To
construct the full-scale model, the number of cells and the con-
nectivity of the 1:20 scale model were modified to be in agreement
with the previous dentate gyrus structural model (Dyhrfjeld-
Johnsen et al., 2007). The full-scale model contained over
1,000,000 cells and over 470,000,000 connections when simulated
with the 80% injured model. The full-scale simulation shown in
Figure 2 was performed on 150 processors, required ∼220 GB of
RAM, and was completed in 11.1 h. The reverberating network
activity seen in previous scaled down injured models is observed
in the full-scale network, shown for each cell type in Figure 2A.
The granule cell activity spreads throughout the network and per-
sists for the entire simulation time of 1 s. A voltage trace recorded
from a granule cell demonstrates the realistic firing pattern of the
model granule cells, shown in Figure 2B. The model, as explained
above, represents a dentate gyrus from the epileptic rat brain
with 80% hilar cell loss and heavy mossy fiber sprouting. The
model depicted in Figure 2, while data-driven, still omits many
of the changes known to occur in epilepsy, with hilar interneu-
ron axon sprouting as one example (Zhang et al., 2009), as well
as several other features, e.g., some interneuronal subtypes, gap
junctions, short-term plasticity, etc. These features will need to be
incorporated into the model in the future.

CREATING VARIABILITY IN DENDRITIC MORPHOLOGY
Due to the additional computational resources provided by par-
allel computing, the complexity of the dentate gyrus model can
be expanded just as with the network size. The single cell mod-
els are one of the previously simplified aspects of the model that
can be improved, such as the single granule cell model. The cur-
rent granule cell model [introduced in Santhakumar et al. (2005)
for the 1:2000 model and also used in Dyhrfjeld-Johnsen et al.
(2007) for the 1:20 model] contains nine cylindrical compart-
ments with the diameter of the dendrites constant throughout
the dendrites, based on a previous computational model (Aradi
and Holmes, 1999). In addition, the morphology and biophysics
are equivalent for every granule cell in the network, so that the
1:20 scale model contains 50,000 identical simplified granule cells.
The introduction of realistic morphology and cell-to-cell variabil-
ity would greatly improve the complexity of the network model
and can be achieved using two freely available software tools:
L-Measure (Scorcioni et al., 2008) and L-Neuron (Ascoli and
Krichmar, 2000).

The general strategy for virtual neuron generation was to
use morphological parameters extracted from granule cell recon-
structions to create realistic virtual neurons that are as much
as possible indistinguishable from the reconstructed cells. Basic
morphological parameters required by the L-Neuron dendritic
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FIGURE 1 | Translation to parallel NEURON. (A) Basic network
connectivity of the dentate model. A depiction of the dendritic structure,
connectivity, and location of synapses for the four cell types is shown.
Note that the septo-temporal extent of the axons is also incorporated into
the model (see Dyhrfjeld-Johnsen et al., 2007) but is not illustrated here.
In the injured model, HIPP cells and mossy cells are lost, while granule

cells synapse onto other granule cells (changes are represented by dashed
lines). GC, granule cell; BC, basket cell; HC, HIPP cell; MC, mossy cell;
and PP Stim, perforant path stimulation. (B) Runtime of 80% injured
network simulations versus the number of processors for actual and ideal
scaling. (C) Granule cell activity for the parallel 1:20 scale model. Each dot
represents a single granule cell spike.

FIGURE 2 | Full-scale dentate gyrus simulation. (A) Activity for each of the four cell types in the 80% injured model. Each dot represents a single spike.
(B) Voltage trace from the simulation shown in (A) for granule cell #500,000.
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growth algorithm were extracted from granule cell reconstruc-
tions using L-Measure and are listed in Figure 3. The extracted
parameter distributions were incorporated into L-Neuron to gen-
erate virtual dendritic trees with the same basic parameters as the
experimental reconstructions. There was no significant difference
between real and virtual granule cell basic parameter distributions
(Figure 3; p > 0.05, two-sample Kolmogorov–Smirnov test). The
L-Neuron program thus creates granule cell dendritic trees with
similar basic parameters to those seen in granule cells in the bio-
logical dentate gyrus. However, the basic parameter distributions
used in L-Neuron have a high degree of variability, and it has
been noted by previous studies (Ascoli et al., 2001; Donohue
et al., 2002) that virtual dendrites generated with L-Neuron have
an excessive degree of variability when compared with sample
dendrites. Accordingly, generated dendrites will not necessarily
be biologically realistic nor produce a representative popula-
tion. To counteract the excessive variability, the high degree of

variability in L-Neuron inputs is still allowed, but the outputs
are filtered to select for only those morphologies that are repre-
sentative of the experimental reconstructions. A population can
then be constructed from these biologically realistic morpholo-
gies that have a similar degree of variability as the sample set of
reconstructions.

The generated granule cells were filtered based on scalar emer-
gent parameters that are not used in the dendritic growth algo-
rithm, such as the total dendritic length of the cell. Constraints
involving variability up to two standard deviations for most emer-
gent parameters allowed for values beyond those measured from
the sample reconstructions, but restricted generated neurons to
only those that have biologically realistic values. The virtual
granule cells were then chosen to match a Gaussian or Poisson
distribution for the total dendritic length, number of bifurcations,
and surface area, shown in Figure 4A, to create a representative
and distributed population. The virtual granule cell population

FIGURE 3 | Basic parameter distributions are matched in order to

generate virtual granule cells. The basic parameters extracted from
L-Measure and incorporated into L-Neuron are listed with their definitions. For
more information see the L-Measure website listed in Materials and Methods.

The probability distributions are plotted as probability density versus the basic
parameter value for experimental reconstructions (gray bars) and 10,000
generated virtual neurons (black bars), and the p-value for the two-sample
Kolmogorov–Smirnov test for the overlap of these distributions is shown.
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FIGURE 4 | Emergent parameter distributions demonstrate the

creation of variable and realistic virtual granule cells of the

dentate gyrus. (A) Probability distributions for several scalar
emergent parameters of 100,000 generated granule cells. Distributions
for total dendritic length, number of bifurcations, and surface area

are shown with their ideal respective truncated Gaussian and Poisson
probability density functions. (B) Distribution emergent parameters for
real (dashed line) and 10,000 generated (solid line) neurons.
(C) Sample reconstructed and generated dentate granule neurons,
visualized in NEURON.

and granule cell reconstructions were also compared using dis-
tribution emergent parameters that examine the relationship
between two parameters. The distribution emergent parameters
shown in Figure 4B demonstrate that the generated granule cells
are nearly indistinguishable from the reconstructed cells. This
method of constraining and selecting virtual dendrites allows a
small set of experimental reconstructions to be amplified to create
a realistic and distributed population of granule cells. A sample of
real and virtual granule cells is shown in Figure 4C. The dendritic
trees can be improved by adding tropism to increase the curva-
ture and smoothness of the dendrites, but the overall structures
for real and generated neurons are statistically indistinguishable.

DISCUSSION
The model development presented in this study reflects a sig-
nificant advancement in bridging the gap between the biological

dentate gyrus and the dentate gyrus network model. The speedup
conferred by parallel computing makes the 1:20 scale model more
accessible for use with even a small computing cluster by reducing
the time required for simulations, and the additional compu-
tational resources enable the model to be implemented at full
scale. These full-scale simulations are advantageous in that they
remove the scaling adjustments made for smaller models, and val-
ues determined experimentally can now be directly incorporated
into the model. The computational model thus becomes a more
effective complement to experimental techniques.

The additional computational resources also allow for the
complexity of the network to be increased to provide a greater
level of accuracy, including at the level of single cells. The inher-
ent cooperation between morphological analysis with L-Measure
and generation with L-Neuron provides a means by which to
amplify a small sample of reconstructed cells into a distributed
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virtual population. The availability of detailed reconstructions is
ever-growing, such as through the Neuromorpho.org database
(Ascoli et al., 2007), so the tools and principles used in this study
can be applied to other cell types within the dentate gyrus. The
potential covariance of morphological parameters, however, is
not considered in this study. Similarly, the inter-dependence of
physiological parameters will also need to be addressed, especially
with a functional model, given previous insights (Golowasch
et al., 2002). The introduction of realistic morphology expands
the network from a two-dimensional structure that is dominated
by a linear strip to a three-dimensional model that allows for cells
to be distributed in space and throughout layers. This ability gives
rise to the possibility of making more direct comparisons to the
experimental literature, through concepts such as taking a virtual
slice of the model.

The incorporation of realistic morphology can be used in con-
cert with experimentation on the passive and active properties of
dentate gyrus neurons to create accurate and variable neurons.
Recent studies using a combination of experimental methods
and computational modeling have described the dynamics of
action potential initiation (Schmidt-Hieber and Bischofberger,
2010) and dendritic integration (Schmidt-Hieber et al., 2007;
Krueppel et al., 2011) for dentate granule cells. Generated func-
tional models will need to possess the documented characteristics

of granule cells in these studies, such as axonal action poten-
tial initiation and a similar level of dendritic attenuation of
backpropagating action potentials. In addition, the passive and
active properties (e.g., resting membrane potential, action poten-
tial threshold, etc.) will be compared to literature values, sim-
ilar to the development of our previous single cell model
(Santhakumar et al., 2005). The improvement of single cell mod-
els is not reserved only to principal cells, as the properties of
fast-spiking basket cells determined through experiment and
modeling (Hu et al., 2010; Norenberg et al., 2010), for exam-
ple, can be incorporated into a more accurate basket cell model.
Through these improvements and the resources conferred by par-
allel NEURON, the computational model of the rat dentate gyrus
can reflect a previously unattainable size and accuracy in order
to approach a more complete model of the biological dentate
gyrus.
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How are neuronal representations of space organized in the hippocampus?
The self-organization of such representations, thought to be driven in the CA3 network by
the strong randomizing input from the Dentate Gyrus, appears to run against preserving
the topology and even less the exact metric of physical space. We present a way to
assess this issue quantitatively, and find that in a simple neural network model of CA3,
the average topology is largely preserved, but the local metric is loose, retaining e.g., 10%
of the optimal spatial resolution.
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INTRODUCTION
CA3 neurons in rodents develop their selectivity for certain por-
tions of any new environment (O’Keefe and Dostrovsky, 1971;
Wilson and McNaughton, 1993) through an ongoing unsuper-
vised learning process, probably driven by the dentate gyrus
(Treves and Rolls, 1992; Leutgeb et al., 2007) which is random
in nature and which generates a non-trivial mapping between the
external input (the position of the animal in that environment)
and the response of individual cells. The position, the shape and
the number of the fields developed by each CA3 cell are thus not
captured by any simple rule of organization (Park et al., 2011).
This is true also for non-spatial stimuli, which are most prob-
ably deposited in the hippocampal memory store in a similar
fashion (Komorowski et al., 2009; Naya and Suzuki, 2011; Tort
et al., 2011). Also in this case, we expect neurons to develop ran-
dom profiles of activation to stimulus features, spanning random
regions of feature space (Quiroga et al., 2005).

What is specific about physical space, and makes it differ-
ent from other correlates of neuronal activity, is its intrinsic
topographical structure. A set of spatial stimuli are naturally
endowed with a canonical topology and with a continuous metric,
defined by the relative position of locations in the environ-
ment. These stimuli thus span a multi-dimensional manifold,
which, in the typical experimental situation of a recording box,
is two-dimensional and Euclidean. How “spatial” is the internal
representation generated in CA3? How much of the external met-
ric is preserved inside the brain? (Samsonovich and McNaughton,
1997; Stringer et al., 2002; McNaughton et al., 2006).

One may pretend to ignore the real-world metric, and study
the metric of the virtual manifold established by the patterns
of neuronal activity with which physical space has been associ-
ated (Muller and Stead, 1996; Muller et al., 1996). How? In CA3
the movements of an animal traversing an environment elicit,

on repeated trials, a distribution of responses which one can
use to define distances between pairs of locations (Brown et al.,
1998; Deneve et al., 1999; Averbeck et al., 2006), in terms e.g., of
the mean overlaps in the corresponding distributions of popu-
lation vectors, and one can analyze the overall structure of such
pair-wise distances in geometric terms.

Ideally a faithful mapping of space should produce isometric
representations, i.e., whose relationships mirror the relation-
ships induced in real space by the Euclidean metric (Curto
and Itskov, 2008). Such an ideal mapping is, however, unfea-
sible with any finite neuronal population, even more so with
a random self-organization process (Tsodyks and Sejnowski,
1995; Hamaguchi et al., 2006; Papp et al., 2007; Roudi and
Treves, 2008). But how to assess the degree of deviation from
isometricity?

Spatial representations in CA3 depend, of course, not just
on the physical structure of external space but also on how it
is perceived by the animal, and on the effective dimensionality
of the representation, as spanned by animal behavior (Hayman
et al., 2011; Ulanovsky and Moss, 2011). Distant locations might
be seen as similar or confused altogether, irrelevant dimensions
might be ignored, e.g., on a linear track, the relative distance
between locations might be distorted, not all the locations might
be assigned a representation in the population, etc. In a word,
the Euclidean nature of external space may be altered arbitrarily.
To start with, it is useful, however, to remove such arbitrariness
and consider a model situation in which there is nothing but the
Euclidean metric of physical space to be represented, through self-
organization. This is what we set out to do in this study. While in a
companion paper (Cerasti and Treves, under review) we focus on
characterizing the local smoothness of these representations, and
how it scales with the size of the network, here we aim to quantify
their metric content.
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In Treves (1997), and later papers, e.g., Treves et al. (1998),
Ciaramelli et al. (2006), and Lauro-Grotto et al. (2007), a met-
ric content index was introduced in order to characterize the
amount of perceived metric in the representation of a discrete set
of stimuli, such as faces. It was shown empirically that such met-
ric content index is almost invariant as one varies the sample of
cells used to assess the representation. Thus, it approaches the role
of an objective or intrinsic measure, insensitive to the procedure
used to extract it (e.g., how many and which cells are recorded in
a particular experiment). Can a similar descriptor be applied to
the representation of real space?

Although physical space is low dimensional, each spatial vari-
able can span during everyday behavior a small or large interval
along any of the dimensions and, crucially, can do so contin-
uously. To actually define a set of distinct locations, for data
analysis, one has in practice to discretize space in a finite number
of bins and to assign to each of them a reference population vec-
tor, resulting from averaging over the activity expressed when in
that bin (the actual procedure to perform this average can vary).
One would want these bins to be as small as possible, to retain
part of the continuity compromised by the binning. On the other
hand, any refinement of the bin resolution leads unavoidably to a
low sampling problem.

This “curse of dimensionality” (Golomb et al., 1997; Panzeri
et al., 2007) (where the dimensionality referred to is not of space
itself, but of multiple locations in space) limits the current feasi-
bility of the metric content analysis of a set of real, experimental
data. The length of a recording session necessary to properly sam-
ple the distribution of population vectors tends to be prohibitive.
One may, however, turn to computer simulations, which can be
as long as needed, to produce the data necessary for the analysis.

MATERIALS AND METHODS
BASIC MODEL
The model we consider is, as in Cerasti and Treves (under review)
an extended version of the one used in our previous study (Cerasti
and Treves, 2010), where the firing rate of a CA3 pyramidal cell,
ηi, was determined, as the one informative component, by the fir-
ing rates {β} of DG granule cells, which feed into it through mossy
fiber (MF) connections. The model used for the neuron was a
simple threshold-linear unit (Treves, 1990), so that the firing of
the unit results from an activating current (which includes several
non-informative components) and is compared to a threshold:

ηi(�x) = g

⎡
⎣∑

j

cMF
ij JMF

ij βj(�x) + δ̃i − T̃

⎤
⎦

+
(1)

where g is a gain factor, while [·]+ equals the sum inside the
brackets if positive in value, and zero if negative. The effect of
the current threshold for activating a cell, along with the effect
of inhibition, and other non-informative components, are sum-
marized into a single subtractive term, with a mean value across
CA3 cells expressed as T̃, and a deviation from the mean for
each particular cell i as δ̃i, which acts as a sort of noise; thresh-
old and inhibition, in fact, while influencing the mean activity
of the network, are supposed to have a minor influence on the

coding properties of the system. In the earlier reduced model,
however, T̃ and δ̃i also included the effect of other cells in CA3,
through RC connections, and that of the perforant path, both
regarded as unspecific inputs—this based on the assumption that
information is driven into a new CA3 representation solely by MF
inputs.

In Cerasti and Treves (under review) and in this study, instead,
since we are interested in the ability of the RC system (Amaral
et al., 1990; van Strien et al., 2009) to express spatial representa-
tions, we separate out the RC contribution, and redefine T̃ and
δ̃i into T and δi—which sum the remaining unspecific inputs,
including the perforant path, not analyzed here:

ηi(�x) = g

⎡
⎣∑

j

cMF
ij JMF

ij βj(�x) +
∑

k

cRC
ik JRC

ik ηk(�x) + δi − T

⎤
⎦

+

(2)
Connections between cells are indicated by the fixed binary matri-
ces {cMF}, {cRC}, whose non-zero elements (which take value 1)
represent the existence of anatomical synapses between two cells.
The synaptic efficacies are instead indicated by the matrices of
weights {JMF}, {JRC}, whose elements are allowed to take posi-
tive values. The notation is chosen to minimize differences with
our previous analysis of other components of the hippocampal
system (e.g., Treves, 1990; Kropff and Treves, 2008).

The perforant path inputs from Entorhinal Cortex are not
explicitly included in the model, in line with the hypoth-
esis that they relay the cue that initiates the retrieval of
a previously stored representation, and have no role in the
storage of a new representation and in defining the prop-
erties of the attractors in CA3. This perspective has been
theoretically described in (Treves and Rolls) and has found
experimental support (Lassalle et al., 2000; Lee and Kesner,
2004).

The firing rates of the various populations are all assumed
to depend on the spatial position �x of the animal; and the time
scale considered for evaluating the firing rate is of order the theta
period, about 100 ms, so the finer temporal dynamics over shorter
time scales is neglected. To be precise, in the simulations, we take
a time step to correspond to 125 ms of real time, or a theta period,
during which the simulated rat moves 2.5 cm, thus at a speed of
20 cm/s. This is taken to be an average over a virtual exploratory
session, familiarizing with a new environment.

THE STORAGE OF NEW REPRESENTATIONS
The important novel ingredient that was introduced by (Cerasti
and Treves, 2010), and that makes the difference from previ-
ous models of self-organizing recurrent networks, is a realistic
description of the patterns of firing in the inputs, i.e., in the den-
tate gyrus. As the virtual rat explores the new environment, the
activity βj(�x) of DG unit j is determined by the position �x of the
animal, according to the expression:

βj(�x) =
Qj∑

k = 0

β0e−(�x − �xjk)
2/2σ2

f (3)
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The firing rate of the granule cells is then a combination of Qj

Gaussian functions, resulting in “bumps,” or fields in the firing
map of the environment, centered at random points �xjk. The envi-
ronment is taken to have size A, and the fields are defined as all
having the same effective size π(σf )

2 and height β0. Qj, which
indicates the multiplicity of fields of DG cell j, is drawn from a
Poisson distribution:

P(Qj) = qQj

Qj! e−q (4)

with mean value q, which roughly fits the data reported by
Leutgeb et al. According to the same experimental data, we
assume that only a randomly selected fraction pDG << 1 (here
set at pDG = 0.033) of the granule cells are active in a given envi-
ronment. Hence population activity is sparse, but the firing map
of individual active granule units need not be sparse [it would
only be sparse if qπ(σf )

2/A << 1, which we do not assume to be
always the case].

The activity of DG units determines the probability distri-
bution for the firing rate of any given CA3 pyramidal unit,
once the connectivity level between the two layer has been

fixed:
{

CMF
ij

}
= 0, 1 with P

(
CMF

ij = 1
)

= CMF

NDG
≡ cMF. In agree-

ment with experimental data, we set CMF = 50, a value in the
range of the ones providing an optimal information transmis-
sion from DG to CA3 (Cerasti and Treves, 2010). The MF
synaptic weights are set to be uniform in value, JMF

ij ≡ J, and

similarly JRC
ij ≡ JRC

0 initially. Subsequently, during the learning
phase, RC weights are modified according to the simulated learn-
ing process and under the influence of the input coming from
the MF connections. Following the simplified hypothesis that
the MFs carry all the information to be stored without con-
tributing anything to the retrieval process, which is left to the
recurrent collateral, MF weights are kept fixed to their ini-
tial values J; note that we have found, in our earlier study
that MF connections appear to be inadequate, even when asso-
ciatively plastic, to support retrieval of spatial representation
(Cerasti and Treves, 2010).

The connectivity among CA3 cells is given by the matrix{
CRC

ij

}
= 0, 1 with P

(
CRC

ij = 1
)

= CRC

NCA3
≡ cRC, where CRC =

900 in most simulations. The activity of the network is regu-
lated by the constraint we impose on its mean and on its sparsity
aCA3, i.e., the fraction of the CA3 units firing significantly at
each position, which is an important parameter affecting mem-
ory retrieval [(Treves, 1990); more precisely, aCA3 = 〈ηi〉2/〈η2

i 〉].
Here we set the sparsity of each representations as aCA3 = 0.1, in
broad agreement with experimental data (Papp et al., 2007), and
at each time step we regulate the threshold T accordingly, to fulfill
such requirement, while keeping the mean activity 〈ηi〉 = 0.1 by
adjusting the gain g.

RECURRENT COLLATERAL PLASTICITY
During the learning phase, the activity of CA3 is driven by DG
inputs, and RC connections contribute through weights uni-
formly set to their initial value JRC

0 . While the virtual rat explores
the environment, RC weights are allowed to change according to

an associative “Hebbian” learning rule, such that the total change
in the synaptic weights is given as a sum of independent terms

�JRC
ij (t) = γηi(t)

(
ηj(t) − �j(t)

)
(5)

where �Jij(t) indicates the variation of the connection weight
between cells i and j occurring at a given time step t, ηi, and ηj are
the postsynaptic and presynaptic firing rate, while γ is the learn-
ing rate. This associative learning rule includes the contribution
of a trace, �, of the recent past activity of the presynaptic cell,
defined as

�j(t) = 1

τ

τ∑
ts = 1

ηj(t − ts) (6)

where τ is taken equal to 14 time steps (1750 ms). RC weights
are forced to be non-negative, so they are reset to zero each time
they become negative. Moreover, the total of the synaptic weights
afferent to a single postsynaptic CA3 cell is normalized at the end

of the learning process, so that
∑CRC

j = 1 JRC
ij = 1 per each CA3 cell.

In words, the synaptic plasticity on recurrent connections allows
the system to store the information about the current environ-
ment conveyed by MF inputs; such information is expressed in the
form of place-like patterns of activity in CA3 units, and the Hebb-
like learning rule strengthens the connections between units that
show overlapping fields.

THRESHOLD SETTING IN CA3
CA3 units fire according to Equation (2), with the threshold T
hypothesized to serve to adjust the sparsity aCA3 of CA3 activity
to its required value. The sparsity is defined as

aCA3 =
(∑

i

ηi(�x)
)2 /∑

i

η2
i (�x) (7)

and it is set to aCA3 = 0.1. This implies that the activity of the
CA3 cell population is under tight inhibitory control.

SIMULATIONS
The mathematical model described above was simulated with a
network of 45,000 DG units and 1500 CA3 units. A virtual rat
explores a continuous two dimensional space, intended to rep-
resent a 1 sqm square environment but realized as a torus, with
periodic boundary conditions. In each time step (of 125 ms) the
virtual rat moves 2.5 cm in a direction similar to the direction of
the previous time step, with a small amount of noise.

Before and during the learning session, all recurrent connec-
tions weights take the same value JRC

0 ; after the learning phase,
they take the values resulting from the sum of all modifica-
tions occurred during the session, and described by Equation
(5), with learning rate γ. The trajectory of the virtual rat dur-
ing the learning session is a random path, extended over a
time long enough for it to effectively visit repeatedly all pos-
sible locations in space: 10,000 time steps to cover the entire
environment. This is taken to correspond to about 20 min of
exploration in real time. Such synaptic modifications start to
have an effect on the CA3 firing rate only at the end of the
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learning session, when the RC weights are updated to their new
values.

After the learning phase for the CA3 network, we run a train-
ing phase for our decoding algorithm, during which we build the
so called activity templates (Rolls and Treves, 2011): the environ-
ment is discretized in a grid of 8 × 8 locations and to each of
these bins we associate a reference population vector. This ref-
erence vector for a bin is obtained averaging the activity of the
network in all the time steps that the rat spends in that bin during
a simulation of 100,000 time steps.

Subsequently a test phase is run. This time the rat is left
wandering on a random trajectory through the environment
and at each time step the activity generated in the network
is compared to the templates previously defined. The dynam-
ics is analyzed when the input coming from the DG units is
either on, to characterize externally driven representation, or
turned off, to characterize instead memory driven attractors
(Wills et al., 2005; Colgin et al., 2010). The noise level we use
is kept very low (δ = 0.002), as we are more interested to probe
the microstructure of the spatial representation rather than to
test its robustness. To have a roughly even coverage of the sur-
face of the environment and to produce a sufficient number of
visits to each one of the locations in which it is divided, simu-
lations are run for 400,000 time steps (nearly 35 h of virtual rat
time).

For simulations without DG direct input, aimed at describ-
ing attractor properties, in each step of the virtual rat trajectory,
activity is allowed to reverberate for 15 time steps; with a full DG
input during the first one, an input reduced to 1/3 during the
second, and to 0 for the remaining 13 time steps. The final config-
uration attained by the system after this interval is then observed
and the rat is moved to the next position and the procedure is
repeated.

ANALYSIS AND RESULTS
GLOBAL METRIC
What does the global structure of the CA3 representation gen-
erated in our simulations look like? One may start address-
ing this question by using the most comprehensive measure of
activity in the network. In our simulations, templates are gen-
erated using the entirety of the cells and averaging their activity
over the spatial extent of the relative bin. They are the finger-
prints of the representation of the environment contained in
CA3. Templates are vectors in a high-dimensional space, namely
the number of dimensions corresponds to the number of units
in the network, 1500 in the simulations we use for the anal-
ysis. To visualize the configuration of these vectors and their
arrangement, one should use some procedure to reduce their
dimensionality and to produce a readable picture. One can use
the correlation between the vectors associated to different posi-
tions to construct a similarity matrix containing the relative
distance of all the vector pairs. Multidimensional scaling (MDS)
uses this similarity matrix to assign positions to the templates
in a Euclidean space of a specified dimension (in our case, 3-
dimensional), so as to best preserve the ordering of the distances
in the distance matrix. One can then directly compare the con-
figuration obtained from the algorithm to the topology of the

external environment, which, in the case of our simulations that
make use of periodic boundary conditions, is a two-dimensional
torus.

In fact, also configurations produced by a metric MDS
[Sammon algorithm (Sammon Jr), Stress = 0.04] tend to have
a torus-like topology (Figure 1). The global properties of the
model CA3 representation thus faithfully reproduce those of
external space, at least in terms of average templates. This
assessment, however, is only qualitative and it misses finer
details that may hide at different levels of resolution. The
actual responses of the network while the animal is travers-
ing the environment are averaged away in building the tem-
plates. Moreover a measure based on the activity of the whole
population does not provide indications as to the distribu-
tion of information sampled, in practice, from the few neurons
which can be recorded simultaneously, leaving doubts as to
whether such a global measure has any experimental relevance.
We are then left with the problem of constructing a synthetic
description of the representation that comprises information
on its local properties, as gauged by observing a few units at
a time.

DECODING
To quantitatively assess the features of a neural representation
of any set of stimuli we can rely on some standard procedures
(Quian Quiroga and Panzeri, 2009). Decoding the spike trains
emitted by a population of neurons, when one (s) of a set of
stimuli is presented, means applying an algorithm that estimates,
given the current spike train and those previously recorded in
response to each stimulus, the likelihood for each (s’) of the pos-
sible stimuli to be the current one. The stimulus for which the
likelihood is maximal is the stimulus predicted on the basis of
the chosen decoding algorithm. One repeats this all the times s
is the current stimulus, to generate a table P(s’ | s). The decoded
stimulus is not necessarily the correct one, and a first measure
of the nature of the representation is just the fraction of correct

FIGURE 1 | Multidimensional scaling analysis. The figure shows the
3-dimensional configuration of template vectors based on pairwise
correlations obtained by multidimensional scaling [Sammon criterion
(Sammon, 1969)], applied to the spatial representation produced by the
model CA3 network. The configuration closely reproduces the original
similarity matrix (Stress = 0.04). Red and blue lines correspond to
orthogonal directions in the external environment.
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hits in the table,
∑

s P(s | s)P(s), where P(s | s) are just the diago-
nal elements of the confusion matrix. A more complex, yet more
complete, measure is given by the mutual information I

I =
∑
r,s

P(r, s) log2
P(r, s)

P(r)P(s)
(8)

which also reflects the distribution of errors, and thus provides
further insight on the way the stimuli are encoded (Rolls and
Treves). These two quantities, percent correct and mutual infor-
mation, depend on the pool of neurons used to perform the
decoding, and most crucially on the size of this pool. More cells
obviously allow for better decoding.

The two quantities are not completely independent, as there
are mutual constraints between them. At the same time, one does
not completely define the other: given a certain percent correct
there is a possible range of information values that depends on
the way errors are distributed among incorrect locations. At one
extreme, when there is no overlap between the representations of
different stimuli, we expect errors to be distributed at chance: the
“distance” between any pair of stimuli is maximal and effectively
the same, and no non-trivial metric can be defined. Conversely,
any non-uniform overlap influences the way errors are produced.
The more the distribution of errors deviates from being flat,
the more the representation contains overlapping and interfering
elements.

THE SPATIAL CONFUSION MATRIX
During the test phase of our simulations, at each time step, the
firing vector of a set of CA3 units is compared to all the templates
recorded at each position in the 8 × 8 grid, for the same sample,
in a test trial (these are the template vectors). The comparison is
made by calculating the Euclidean distance between the current
vector and each template, and the position of the closest template
is taken to be the decoded position at that time step, for that sam-
ple. This procedure applies to our spatial analysis what has been
termed maximum likelihood Euclidean distance decoding (where
the distance between population vectors should not be confused
with the distance between locations in the environment). The fre-
quency of each pair of decoded and real positions are compiled
in a so-called “confusion matrix.” Should decoding “work” per-
fectly, in the sense of always detecting the correct position in space
of the virtual rat, the confusion matrix would be the identity
matrix. The confusion matrix is thus L2 × L2 (64 × 64 for our
simulations) and its dimension grows very fast when increasing
the number of bins, requiring a prohibitively longer number of
time steps to properly fill all its entries.

The confusion matrix gives us the value of the percent correct
and of the mutual information. The size of the sample is then var-
ied to describe the dependence of these quantities on the number
of cells in the pool. We used samples of up to 256 units, a num-
ber which can be compared with the total population in our CA3
network, 1500 units.

METRIC CONTENT
For a given percent correct (fcor) there is in general, in a
non-spatial paradigm, a certain range of possible amounts of

information contained in the confusion matrix. Ideally the infor-
mation should be comprised between a minimum value

Imin = log2 S + fcor log2 fcor + (1 − fcor) log2(1 − fcor)

− (1 − fcor) log2(S − 1) (9)

(where S is the number of elements in the stimulus set) corre-
sponding to an even distribution of errors among all the possible
stimuli, while the maximum is attained when all the errors are
concentrated on a single incorrect stimulus

Imaxbias = log2 S + fcor log2 fcor + (1 − fcor) log2(1 − fcor) (10)

However, this maximum corresponds to a systematic misclassifi-
cation of the current location by the network. It might therefore
be reasonable to assume that our system is an unbiased classi-
fier, which implies that incorrect stimuli can at most be chosen
as frequently as the correct one, and reformulate the previous
maximum in the following terms

Imax = log2 S + log2 fcor (11)

The metric content index can then be defined, in such a non-
spatial paradigm, as

λ = I − Imin

Imax − Imin
(12)

This is the measure considered in our previous studies. With
this choice, though, we wouldneglect the intrinsic topological
structure of spatial information. In fact, the high correlation
existing between the representations of neighboring locations
constrains the distribution of errors. We need to distinguish
between errors originating from random correlations in the rep-
resentation of distant, unrelated locations, and errors emerg-
ing form the continuity of the representation. The latter can
be considered as structural to the representation and they
are expected to be present around the correct location even
in the case of optimal decoding, but with limited spatial
resolution.

FULL AND REDUCED MATRIX
The confusion matrix conveys information which is location-
specific: we know for each of the locations how it was decoded
during the test phase. The appearance of a typical exam-
ple of these location-specific matrices shows how a decoding
approach reveals characteristics of the representation otherwise
overseen (Figure 2A). Far from being close to the real posi-
tion, the decoded positions appear to be distributed in multiple
locations over the environment, often far away from the cor-
rect spot. The pattern of distribution of decoding probability
depends on the choice of the sampled neurons, and on the size
of the sample, and it seems to lack any regular principle of
organization.

If any regularity in the distribution of errors across positions
exists, we can try to reveal it by extracting the transla-
tional invariant component of this distribution. By deriving a
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position-averaged version of the matrix (Figure 2B), we construct
a simplified matrix Q(x−x0), which averages over all decoding
events with the same vector displacement between actual (x0) and
decoded (x) positions. Q(x−x0) is easily constructed on the torus
we have used in all simulations, and it is only L × L, much smaller
than the complete confusion matrix.

The two procedures, given that the simplified matrix is
obtained just by averaging the full confusion matrix after a
row translation, might be expected to yield similar measures,
but this is not the case (Cerasti and Treves, 2010). In fact
the amount of information that can be extracted from the
reduced matrix is significantly inferior to that of the full matrix,
even if the difference decreases as the sample of neurons gets
larger (Figure 3A). The discrepancy between the two measures

FIGURE 2 | Representative examples of the full and of the reduced

confusion matrix. (A) Decoding probability distribution for a single location
extracted from the complete confusion matrix. (B) Decoding probability
distribution obtained from the reduced matrix. Both are obtained with a
sample size of N = 4. Color coding just reflects the relative heights of the
points in the probability distributions.

reflects the presence of a distribution of errors which is not
translational invariant. The distribution found in the reduced
matrix instead represents the performance of the system when
the effects of specific firing configurations are averaged away.
Being quasi-randomly distributed, the errors of the complete
matrix average out and produce a smooth, radially decreas-
ing distribution around the central, correct position in the
reduced matrix (Figure 2B). We are thus able to extract the
average error dependence on the distance between two points,
regardless of their specific position. The reduced matrix is the
expression of the overlaps induced by the external metric of
space together with the continuity of the internal place field
representation.

All the quantities of interest, the information contained in the
full and reduced matrix and the percent correct, have a depen-
dence on the sample size which can be fit rather precisely by a
sigmoid function. The function we use to fit the information is

Ifit = Isat

1 + (n0/n)b
(13)

where n is the number of units in the decoding sample and
Isat, n, and b are the fit parameters. An analogous form is used
for the percent correct,

fcorfit = fcormin + fcormax − fcormin

1 + (n0/n)b
(14)

The change in the convexity of the data is particularly evident
when using a log scale for the number of unit in the sample
(Figures 3A,B).

THE METRIC INDUCED BY AN ACTIVE DG
We can use the information contained in the reduced matrix
to separate the effects of the external metric on the CA3

FIGURE 3 | Information and Percent Correct dependence on sample

size. (A) Information values. Markers: model data. Lines: fit curves.
Gray markers/blue lines: information content of the confusion matrix.
Purple markers/red lines: information content of the reduced matrix.

Square markers/solid lines: results with the DG input active.
Triangular markers/dashed lines: results without the DG input.
(B) Percent Correct values. Markers: model data. Lines: fit curves,
as in (A).
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representation from the other sources of correlation. For this aim,
the condition with the active DG is better suited, as we consider
the original map imposed by the external input, before the mod-
ifications induced by the storage, which will be described in the
following section.

If we fit the distribution of values in the reduced matrix with
a Gaussian we can extract the parameters describing the dis-
tance dependence of the errors, namely the height of the central
peak (pc), the width of the distribution (w) and the total vol-
ume below the distribution (a). They correspond, respectively,
to the number of correct hits, the spread of errors around the
central location and to the proportion of decoding steps asso-
ciated with a single location. These parameters depend on the
sample size (Figure 4): a larger sample corresponds to a higher
peak of the Gaussian (corresponding to an increase in the per-
cent correct), to a lower standard deviation around the mean
and to a higher total volume. It should be noted, however, that
the observed width w bundles together the distribution of out-
right errors and the spread of correct but spatially imprecise
responses.

A non-zero standard deviation σ, which can then be regarded
as a component of the width w, expresses the difference between
decoding a set of spatial stimuli and decoding a non-spatial one.

We can use this measure of the structural confusion between
locations of the environment to reformulate our measure of met-
ric content for the case of spatial information. We can argue that
given a certain percent correct, the minimal information would
be obtained when the decoding distribution corresponds to a
Gaussian of width σ and total volume a centered on the cor-
rect location, plus the remaining (1 − a) evenly distributed on
all the spatial bins. Analogously the maximal information attain-
able would correspond to the situation in which 1/a Gaussians
of the same shape sit on the same number of different locations

FIGURE 4 | The Gaussian distribution parameters vs. sample size. The
values obtained from the fit of the central bump of the reduced matrix, are
plotted for different sample sizes. Pc and a are probabilities. w is measured
in spatial bin units (each bin is 12.5 cm in size).

(one of them, of course, should be placed on the correct one).
Indeed this is a first maximum, and it corresponds to the max-
imal unbiased information defined above for the non-spatial
case.

For the spatial case, however, these minimum and maxi-
mum information values largely reflect simply the definition
of the reduced and full confusion matrix. They tell us about
the procedure used in the analysis more than about the rep-
resentations being analyzed. We can, however, go further, as
we can also extract the limit toward the discrete case for our
model, attained when the spatial resolution is optimal, i.e., the
spatial code is precise, spatially exact. By sending the stan-
dard deviation σ to zero, in the limit, and by replacing the
Gaussian distribution with a single peak of height a located
in the central spot, we retrieve the situation in which, in the
absence of errors due to fluctuations in the topology, only the
“retrieval” (i.e., identification) of a certain location is taken
into account. This upper maximum does not differ from the
previous one in terms of the number of different locations erro-
neously decoded as the correct one, but it modifies the way
in which individual decoded locations are distributed around
them. Of course all the conditions between these two extremes
can be obtained, using an intermediate value of the standard
deviation.

We can then define a spatial descriptor of the metric content
applicable to spatial representations, as

χ = 1 − σ

w
(15)

Note that χ = 0 implies that the entire width of the Gaussian in
the reduced confusion matrix is due to the poor spatial resolu-
tion, as decoding has a standard deviation σ = w; χ = 1 instead
implies that decoding is spatially exact, and the apparent width w
emerges entirely from averaging the errors in the full confusion
matrix. We can call χ the metric resolution index.

We can see where the data we generated with our simula-
tions sit in relation these three reference curves (Figure 5A). For
simplicity and clarity, instead of the original data we will use
the fit curves we previously calculated. For each sample size, the
parameters of the fit define the two maxima (lowest and high-
est dark blue dashed curves for χ = 0 and χ = 1, respectively)
and the minimum (dark red dashed line) for the information,
and we can compare then with the actual value of the simulated
network, both the value extracted from the complete confusion
matrix (blue solid line), and the value coming from the reduced
one (Figure 5A, red solid line). Both series of values appear to
sit on a curve of constant metric resolution. The metric resolu-
tion expressed by the complete confusion matrix is just above the
one defined by our “first maximum” curve, in fact it sits roughly
at χ = 0.1. This corresponds to having a matrix in which there
are essentially no randomly distributed errors, while those associ-
ated with specific locations are spread out locally, with resolution
σ = 0.9 w.

As expected, the form of the reduced matrix is quite differ-
ent. It belongs to a complete different category: here the errors
are almost entirely randomly distributed, with the exception of
those giving rise to the central bump.
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FIGURE 5 | Metric Resolution. (A) Metric resolution of the CA3
representation generated with the external DG input. Blue solid line:
information content of the confusion matrix (close to χ ∼ 0.1). Red
solid line: information content of the reduced matrix. Dark red dashed
line: theoretical minimum for the information. Dark blue dashed lines:

theoretical maxima of the information for progressively decreasing
values of the error dispersion. (B) Metric resolution of the CA3
representation based on the internal collateral activity only (also close
to χ ∼ 0.1). Color code, same as (A). Only the metric resolution of the
full confusion matrix is shown.

This measure of metric resolution, thus, extends the previous,
non-spatial notion of metric content, and captures the qualita-
tively different nature of the information expressed by the two
different types of matrices, full and reduced. It allows us to shed
light on the way spatial information is encoded in a CA3-like net-
work by quantifying the presence and the relative importance of
the different sources of confusion present in the system. Moreover
it indicates that the nature of the confusion is an invariant of the
spatial code expressed by the network and it does not depend on
the size of the sample of cells used for the decoding.

DRIFT
One may ask how the procedure previously described applies to
the other condition, in which the DG input is removed. As already
shown by Cerasti and Treves (2010) the removal of the external
drive causes a major drop in the information about the position
of the rat retrievable from the system (also shown in the figure).
This drop comes with a parallel decrease in the percent correct
obtained by the system (Figure 3B). This effect has been exten-
sively described by Cerasti and Treves (in preparation) and has to
do with what there has been called “drift.”

The main effect of storing a map in CA3 is to reduce the num-
ber of positions stably represented by the system. After initializing
the network in a certain configuration, the activity reverberated in
the collaterals modifies this initial pattern and drives it to another,
stable point of the configuration space. Eventually, when the final
population vector is used to decode the rat position, the out-
come will not correspond to the real position. Note that this
effect is not due to fast noise, which is kept very low or even
absent in the simulations, nor to the use of a limited sample
of units: it persists even when the whole population is used in

the decoding. Moreover such drift is completely deterministic: at
every presentation of the same position, the trajectory of the sys-
tem’s “relaxation” is the same. The size of the distance between the
real position and the one decoded after drifting varies for different
location of the environment. Its average depends on the number
of units in the network.

METRIC RESOLUTION WITHOUT DG INPUT
The main effect of drift on our analysis is to introduce a systematic
bias in the decoding of some of the positions in the environment.
Since we discretize space in bins of side L, every time drift crosses
bin boundaries, the decoded position will belong to a neighboring
bin. Not all the points in the same bin are decoded as belonging
to another bin, however, some of them will be assigned correctly,
while those who are not may move in different directions to
different neighboring bins.

This phenomenon introduces a series of non-negligible effects
in our measure. It undermines one of the fundamental assump-
tions of the approach, the unbiased nature of the decoding.
In many cases, in those locations where the drift is strong
enough, the maximum of the decoding matrix will be associ-
ated to an incorrect bin. Moreover it invalidates the use of the
reduced matrix to extract information about the distribution
of errors around the correct location. Being limited in space,
the bump obtained in the reduced matrix is a combination
of metric errors and of neighboring bins reached by the drift.
This makes the parameters of the bump very unreliable and of
little use.

It turns out, however, that the effects of drift can be effectively
accommodated in the analysis. To estimate the metric content
of the representation generated without the contribution of the
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external input we follow the same procedure used in the “DG
On” condition with a single modification. We calculate the mini-
mal and maximal information levels as in the previous case, using
the same parameters extracted from the previous fits and there-
fore still coming from the reduced matrix of the “DG On” case.
The only adjustment we introduce is to impose that each of the
1/a bumps present in the confusion matrix is transformed to
a combination of two adjacent Gaussian bumps, with the same
width of the original, but half of the height. In this way the
amount a of hits associated with the location is preserved but
the drift away from (some of) the locations comprised in the bin
is taken into account. This solution is an average of the effects
present at different locations in the environment, as in some of
them no drift is taking place, while in others the phenomenon
is present with different strengths and a variable number of
directions.

The result proves that this simple procedure captures very well
the effects of drift on the properties of the representation and jus-
tifies the 2-bump choice. As shown in Figure 5B, the data sits on
a curve of constant metric resolution, which happens to coincide
with the one expressed in the previous condition.

The calculation of the metric resolution offers insights on the
characteristics of this representation. In fact it shows how, fac-
toring out the drift phenomenon, the representation expressed
by the recurrent collaterals alone appears to have the very same
metric properties as the one obtained with the active contri-
bution of the DG. For each sample size, the distribution of
errors around the central location is indeed the same, as are
the number of locations erroneously chosen by the decoding
algorithm. As in the previous case, no portion of the errors
is allocated randomly. This consistency is noteworthy as we
applied a method adapted, in the previous study, to a com-
pletely different set of data, where both the information and the
percent correct values are drastically different. The metric con-
tent analysis shows a remarkable persistence of the relationship
between these two quantities, even when the external input is
removed.

DISCUSSION
The ability of the hippocampus to operate as a cognitive map
and to successfully guide spatial behavior (Morris et al., 1982)
lies in the amount of information about the external environ-
ment that can be stored and retrieved from its representations
(Battaglia and Treves, 1998; Kali and Dayan, 2000). In partic-
ular one would expect that the global topography expressed by
these representations, the set of relationships existing among the
patterns of activation associated with the different points of the
environment, should reflect the one which the animal actually
experiences (Curto and Itskov, 2008; Dabaghian et al., 2012). If
we imagine an internal observer trying to decode the position of
the rat, and the structure of the environment in which it is mov-
ing, only relying on the sequence of units that get activated in the
hippocampus, similarities between the population vectors would
be the most probable criteria to infer the geometrical location
of points traversed at different times, or to predict the existence
of traversable routes (Gupta et al., 2010; Dragoi and Tonegawa,
2011).

In fact we observe that the topology realized by the averaged
activity of our network actually reproduces the torus in which
the virtual rat of our simulations is moving. From such a coarse-
scale perspective, a CA3 representation is a true reconstruction
of the metric the rat is experiencing. Within minor deviations,
the correlation between two average population vectors is a good
estimate of the distance of the two locations over which their
individual population vectors were recorded.

But does such a general approach capture all the variabil-
ity expressed by the network during its normal operation? We
actually find that at a finer scale, the structure of a CA3 spatial
representation is richer than it appears at the coarser scale. The
difference we observe, between the information content of the full
confusion matrix and its reduced version, is telling us about other,
non-metric sources of correlation between different parts of the
representation. This difference appears when decoding is based
on limited samples of network units, but the effects persist up to
substantial sizes of the sample, and one should also consider the
experimental impracticality of a decoding procedure based on the
whole population.

To quantify the properties of the finer aspects of the spatial
representation we propose the use of an index, the metric reso-
lution that like the metric content used earlier with non-spatial
stimuli, combines the measures of information and percent cor-
rect, which are obtained from a confusion matrix. The index
allows for an assessment of the metric in the internal representa-
tion of space. The measure of metric resolution is applied to our
model of a CA3 network in two different regimes, when driven
by an external input coming from DG, and when this external
input is absent and the active representation is solely an expres-
sion of the activity reverberating in the collateral connections. In
both cases we find that the metric resolution of the representa-
tion is roughly constant, at a value χ ∼ 0.1, when the size of the
sample is varied, and that the same combination of metric and
non-metric structure is present in the confusion matrix gener-
ated from these different samples. The metric resolution measure
tells us that the self-organizing process has generated an inter-
nal representation of space, in the model, which is consistent with
external space but has limited metricity, i.e., limited spatial resolu-
tion, close to the minimum amount possible (which would yield
χ = 0.0).

We acknowledge the possible dependence of the results on the
size of the network that represents the real CA3. Although a net-
work of 1500 units is significantly smaller than the actual rodent
hippocampus, in some respects it can produce representations
which faithfully reproduce the characteristics of the ones exper-
imentally observed (Cerasti and Treves). Moreover the difference
in size is less extreme if one regards the real CA3 network as com-
prised of partially independent sub-modules. The fact that metric
content, in our model system, is independent of sample size and
of the mode of operation (whether or not externally driven) is an
indication of the robustness of this measure.

The errors in decoding that do not depend on the similar-
ity in the representation due to close distance, might be seen
as hindering the proper operation of the hippocampal mem-
ory system, by introducing ambiguities in the reconstruction of
the external space. But another possibility is that these “holes”
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in the consistency of the representation offer the hippocampus
a handle to introduce non-spatial elements of information in
the representation itself (Wood et al., 2000; Leutgeb et al., 2005;
Singer et al., 2010; Eichenbaum et al., 2012).

Thus the metric content analysis reinforces the suggestion
(Cerasti and Treves, submitted) that the CA3 network, with its
effectively random drive from the Dentate Gyrus, might be best

adapted to serve a memory function, rather than to produce
faithful representations of space.
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The adult brain is in a continuous state of remodeling. This is nowhere more true than in
the dentate gyrus, where competing forces such as neurodegeneration and neurogenesis
dynamically modify neuronal connectivity, and can occur simultaneously. This plasticity
of the adult nervous system is particularly important in the context of traumatic brain
injury or deafferentation. In this review, we summarize a classic injury model, lesioning
of the perforant path, which removes the main extrahippocampal input to the dentate
gyrus. Early studies revealed that in response to deafferentation, axons of remaining fiber
systems and dendrites of mature granule cells undergo lamina-specific changes, providing
one of the first examples of structural plasticity in the adult brain. Given the increasing role
of adult-generated new neurons in the function of the dentate gyrus, we also compare the
response of newborn and mature granule cells following lesioning of the perforant path.
These studies provide insights not only to plasticity in the dentate gyrus, but also to the
response of neural circuits to brain injury.

Keywords: perforant path lesion, adult neurogenesis, dentate gyrus, reactive synaptogenesis

PLASTICITY IN THE ADULT BRAIN
The ability of the mammalian brain to change with experience
is perhaps its most important feature. At the organismal level,
the positive (adaptive) benefits of experience-dependent changes
underlie our abilities to learn, speak multiple languages, ride
a bicycle and so on. However, equally important are enduring
negative (maladaptive) effects that are associated with experience-
dependent changes including benign habits as well as more dis-
ruptive conditions such as anxiety, post-traumatic stress, and
drug addiction. In both cases, these changes are manifested at
the level of circuits and individual neurons as a reordering of
gene expression profiles, synaptic strength, and circuit connec-
tivity. Reorganization reflects the adaptation of the network to
a changing environment, either encoding new information or
compensating for injury-induced degeneration. Reorganization
following a brain injury inevitably perturbs the dynamic equi-
librium, which can affect many aspects of neuronal structure
and function including intrinsic neuronal properties, synaptic
interactions, and connectivity within and between networks. The
cellular and molecular landscape can impose limits on plasticity
and regenerative capacity of the adult brain.

A variety of injury models have been used to examine the
response of the brain such as crush injuries to peripheral nerves,
cortical stab wounds, and spinal cord injury (SCI) models. For
example, SCI models have been extensively examined for factors
that limit the growth of axons following damage or transection
(Akbik et al., 2012; Tuszynski and Steward, 2012). Here we focus
on the perforant path lesion, a brain injury model that interrupts
the main excitatory input to the dentate gyrus of the hippocam-
pus. This model has the experimental advantages of a highly
laminated structure and allows analysis of not only the axonal

response to injury, but also changes in dendrite morphology
and synaptic reorganization. This classic lesion provided some
of the first evidence for structural plasticity following injury in
the CNS, and also provides an opportunity to examine the injury
response of some of the most highly plastic neurons in the brain,
adult-generated newborn granule cells. Because perforant path
axons are lesioned at a site remote from the dentate, this model
is particularly useful to evaluate axonal sprouting from other
pathways terminating in the dentate gyrus. Prior results indi-
cate that axonal sprouting occurs, but only in a lamina-specific
manner. There are also compensatory changes in dendritic struc-
ture and dendritic spines on the post-synaptic mature granule
cells, including an initial reduction in dendritic complexity and
spine counts, followed by a limited recovery, presumably based
on axonal sprouting. Recent studies with adult-generated granule
cells indicate that these cells are highly dynamic following dener-
vation, surprisingly developing dendritic spines in the denervated
zone in the absence of functional input. These latter studies sug-
gest that a unique post-lesion environment affects development
of dendritic spines and new synapses in deafferented laminae.
Before discussing the insights gained from the perforant path
lesion model, we first highlight features of neuronal and non-
neuronal plasticity that drive adaptive and maladaptive changes
in brain circuits.

SYNAPTIC AND DENDRITIC PLASTICITY IN THE INJURED BRAIN
It is well known that synaptic and dendritic plasticity occur
in sensory systems following deprivation, and in motor sys-
tems following disuse (Hickmott and Steen, 2005; Hofer et al.,
2006). However, spines and dendrites also undergo dynamic
functional and structural changes following acute injury or
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neurodegeneration. These changes fall into several categories
including retraction of dendritic arbors following loss of inputs,
compensatory increases in dendritic arbors in domains of afferent
inputs unaffected by the injury, transient changes in spine densi-
ties, and alterations in the types or shapes of dendritic spines. For
example, dendritic reorganization occurs after ischemia (Hosp
and Luft, 2011), but the degree of remodeling depends on the
proximity of dendrites to the site of infarction. Brown et al. (2010)
reported a dendritic retraction following ischemic injury in cor-
tex adjacent to the infarct, but compensatory dendritic outgrowth
away from the site of injury. On the other hand, Mostany and
Portera-Cailliau (2011) saw only dendritic pruning at cells in
peri-infarct cortex. Dendritic spine density is also sensitive to
ischemia (Brown et al., 2008) and SCI (Kim et al., 2006), both
of which lead to a reduction in spine density and elongation
of the remaining spines, albeit at different time scales. Because
spine elongation is associated with synaptogenesis, the under-
lying mechanisms for these changes are in many cases thought
to be sensitive to injury-induced alterations in network activ-
ity. For example, the intense neuronal activity associated with
kainate-induced seizures triggers beading of dendrites and sub-
sequent loss of spines (Drakew et al., 1996; Zeng et al., 2007).
However, brief seizure activity can also trigger more “physio-
logical” responses, such as the induction LTP in CA3 pyramidal
neurons (Ben-Ari and Gho, 1988). This dichotomy suggests that

network responses to injury are likely to be context-specific, and
may reflect exaggerations of the normal adaptive responses to
stimuli (Figure 1).

SPROUTING AND THE AXONAL RESPONSE TO INJURY
Axons can also reorganize following injury, although the extent of
regeneration varies. In the peripheral nervous system, regenerat-
ing axons can grow long distances and re-innervate their targets,
thus leading to functional recovery. However, regenerating axons
in the central nervous system are often unable to penetrate the
lesion, thus limiting long-range axonal outgrowth. Perhaps most
extensively studied examples are experimental models of SCI,
in which cut or damaged axons of the corticospinal tract form
retraction bulbs and eventually move away from the lesion site,
unable to penetrate the gliotic scar (Hill et al., 2001; Fitch and
Silver, 2008). However, if the transection is incomplete, sprout-
ing of uninjured axons, as well as cortical reorganization can lead
to partial functional recovery following injury (Raineteau and
Schwab, 2001; Maier and Schwab, 2006). The difference in the
capacity for axonal regeneration in the peripheral and central ner-
vous systems reflects differences in intrinsic neuronal properties
(Liu et al., 2011) and in post-injury changes in the extracellular
environment (Giger et al., 2010). Whereas degenerating material
in the peripheral nervous system is effectively cleared following
injury (Chen et al., 2007; Bosse, 2012), these processes are much

FIGURE 1 | Plasticity in the central nervous system. (A) Axons from
two different pathways synapse onto spines on the same dendrites. Each
synapse is surrounded by astrocytes (red), microglia (green), and extracellular
matrix. (B) Increases in activity, such as occur during learning, can strengthen
connections by axonal sprouting (blue) as well as formation of new filopodia
and dendritic spines (*). Adjacent afferents, surrounding glia, and extracellular

matrix are relatively unaffected. (C) Disruption of afferents, such as following
injury, leads to degeneration of damaged axons (dotted lines), activation of
astrocytes, microglia, and extracellular matrix, as well as retraction of
dendritic spines (*). Compensatory sprouting of undamaged afferents from
another brain region (orange) can form new synapses, including contacts
with denervated spines (#).
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slower in the central nervous system (Vargas and Barres, 2007;
Giger et al., 2010), and may thus interfere with reinnervation of
deafferented target areas. Axonal structural plasticity may also be
maladaptive following injury, as can occur in the brain of patients
with temporal lobe epilepsy. Following seizures, mossy fiber axons
sprout recurrent collaterals that synapse onto granule cell den-
drites in the inner molecular layer, thereby increasing excitatory
connectivity within the dentate gyrus (Sutula and Dudek, 2007).
Such structural reorganization can lead to an imbalance between
excitation and inhibition in the circuit, which may underlie
recurrent seizures.

GLIAL AND EXTRACELLULAR RESPONSE TO BRAIN INJURY
Glial cells are intimately involved in function and plasticity of
the healthy adult brain, however, their contribution to recov-
ery following injury is even more striking. Brain and spinal cord
trauma, neurodegeneration, ischemia, and infection, all stimulate
morphological and molecular changes in surrounding astrocytes,
often referred to as reactive gliosis. Depending on the triggering
mechanism and its duration, the glial response can promote or
inhibit recovery (Figure 2; Sofroniew, 2009). For example, during
mild insults to the CNS, such as the immune reaction that fol-
lows a viral infection or as occurs in areas distant to a lesion site,
astrocytes hypertrophy but remain tiled (Figure 2B; Wilhelmsson
et al., 2006). In such cases, tissue reorganization is minimal and
reactive astrogliosis resolves within a few weeks. However, fol-
lowing more severe CNS insults such as major trauma, stroke, or
neurodegeneration, astrocytes proliferate, acquire expansive reac-
tive morphology, and their processes extend beyond their original

borders (Sofroniew and Vinters, 2010). The resulting dense net-
work of newly proliferated astrocytes can recruit other cell types,
including fibromeningeal cells and microglia, resulting in the for-
mation of a permanent and impenetrable glial scar (Figure 2C).
Reactive astrogliosis has traditionally been viewed as maladap-
tive because gliosis can contribute to glutamate toxicity (Takano
et al., 2005), generation of seizures (Jansen et al., 2005; Tian
et al., 2005), inflammation (Brambilla et al., 2005), and chronic
pain (Milligan and Watkins, 2009). Furthermore, the glial scar
can inhibit axonal regrowth (Silver and Miller, 2004). Although
experimental interference with glial scar formation can increase
axonal regeneration, it can also increase lesion size and dimin-
ish functional recovery (Sofroniew, 2009). The latter suggests that
the presence of reactive astrocytes, depending on the context, can
have positive effects on neuronal reorganization by stabilizing the
extracellular ion balance, reducing seizure likelihood, and damp-
ening excitotoxicity (Rothstein et al., 1996; Koistinaho et al., 2004;
Swanson et al., 2004).

An important product of glial cells, the extracellular matrix
(ECM), surrounds the synapse (Dityatev et al., 2006, 2010b) and
is instrumental in synaptic plasticity both in the healthy and
injured brain (Dityatev and Fellin, 2008; Dityatev et al., 2010a;
Frischknecht and Gundelfinger, 2012). For example, astrocyte-
derived ECM components, such as thrombospondins, initiate
synaptic development (Christopherson et al., 2005; Xu et al.,
2010) as well as regulate synaptic plasticity (Eroglu, 2009). In
addition, inactive perisynaptic matrix metalloproteases are tran-
siently activated following induction of LTP in the hippocampus
(Nagy et al., 2006; Bozdagi et al., 2007). Because ECM

FIGURE 2 | Adaptive and maladaptive glial changes following injury.

The degree of astrogliosis depends on the severity of injury. (A) Glia and
extracellular matrix at baseline. Astrocytes are tiled, i.e., their processes
do not overlap with neighboring astrocytes. Microglia are interspersed
throughout the region. (B) Mild injury triggers activation of microglia and
astrocytes. Astrocytes and microglia increase in size and acquire more
complex process morphology, but astrocytes maintain their tiled formation.

This response is considered adaptive because it limits the spread of
degeneration away from the site of injury, dampens excitotoxicity, and
promotes tissue regeneration. Such glial activation typically resolves within a
few weeks after a mild, transient injury. (C) In contrast severe injury causes
reactive astrocytes to invade neighboring domains, recruit reactive microglia,
and increases secretion of extracellular molecules. This results in formation
of a persistent glial scar that can be impenetrable to sprouting axons.
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components originate from glia, activation of astrocytes follow-
ing injury can affect expression of ECM molecules and thus
post-injury neuroplasticity. Like the astroglial response, these
molecules can have a dual role in recovery. For example, chon-
droitin sulfate proteoglycan expression is beneficial in containing
the size of a lesion, but a few days later can inhibit axonal growth
(Zuo et al., 1998; Galtrey and Fawcett, 2007). Likewise, matrix
metalloproteinases have a positive effect on reactive synaptogene-
sis when transiently upregulated (Falo et al., 2006), but persistent
and widespread MMP expression leads to regression of dendritic
spines, degeneration of synapses and neuronal apoptosis (Falo
et al., 2006; Huntley, 2012). The complexity of the glial and ECM
response underscores both the potential for, and the limitations
of, repair and regeneration following brain injury.

PERFORANT PATH LESION AS A MODEL OF POST-INJURY
PLASTICITY IN THE ADULT BRAIN
ADVANTAGES OF MODEL
Lesioning of the perforant path was one of the first models to doc-
ument injury-induced plasticity in the adult brain. This lesion of
the major excitatory input into the dentate gyrus affects the trisy-
naptic hippocampal circuit, disrupting the distinctly unidirec-
tional progression of excitatory activity arriving from other brain
regions (Knowles, 1992). Because the entorhinal lesion site is
distant from the dentate gyrus, local degenerative/inflammatory
effects at the lesion site can be easily separated from the regen-
erative effects of post-lesion circuit reorganization. The simple

cyto- and fiber architecture and lamination pattern of the den-
tate gyrus also provides an experimental advantage because the
lesion affects only one of many afferent fiber systems. Each affer-
ent input terminates in a specific lamina of the molecular layer
(Hjorth-Simonsen and Jeune, 1972) and each is functionally and
molecularly distinct (Leranth and Hajszan, 2007). This diver-
sity allows a comparison of heterotypic and homotypic sprouting
post-lesion (Ramirez, 2001), as the balance of these inputs may
have a role in functional recovery.

POST-LESION CIRCUIT REORGANIZATION—AXONS
Afferents to the dentate gyrus have diverse origins and neu-
rotransmitter phenotypes that converge on the hippocampus
(Figure 3, left panel). Glutamatergic inputs to the outer two-
thirds of the dentate molecular layer include the entorhinodentate
perforant path (Hjorth-Simonsen and Jeune, 1972; van Groen
et al., 2003) and a weak species-specific commissural projec-
tion from the contralateral entorhinal cortex (van Groen et al.,
2002; Deller et al., 2007). Glutamatergic input to the inner
molecular layer consists of the mossy cell axons from the com-
missural/associational (C/A) collaterals (Gottlieb and Cowan,
1973; Soriano and Frotscher, 1994). These excitatory synaptic
inputs are complemented by cholinergic, GABAergic, noradren-
ergic, dopaminergic, and serotonergic projections that terminate
throughout the molecular layer (Leranth and Hajszan, 2007).
Because the entorhinodentate projection is the largest gluta-
matergic afferent fiber system, a perforant path lesion severs the

FIGURE 3 | Lamina-specific axon sprouting and reactive gliosis following

perforant path lesion. The molecular layer of the adult dentate gyrus is a
highly laminated structure with afferent inputs segregated based on their
origin and neurotransmitter phenotype. All afferent axons form either
symmetrical or asymmetrical synapses with mature granule cells (black
traces) in a lamina-specific manner. Left panel: the inner molecular layer
(IML) is occupied by the glutamatergic commissural/associational fibers (C/A)
that arise from mossy cells in the ipsi- or contralateral hilus. The middle and
outer molecular layer (MML, OML) are occupied predominantly by the
glutamatergic perforant path (MPP, LPP), which originates in the ipsilateral
entorhinal cortex. In rats (but not in mice), there is also a crossed
glutamatergic projection from the contralateral entorhinal cortex (cEC) that
terminates in the outermost molecular layer (OML). Cholinergic axons (ACh)

from the septal nuclei/diagonal band of Broca are interspersed throughout
the molecular layer, as are astrocytes (red) and quiescent microglia (green).
Right panel: lesion of the entorhinal cortex (red X, left panel) transects both
medial and lateral perforant path, thus eliminating the majority of excitatory
input into the dentate gyrus. Degeneration of these axons induces
lamina-specific sprouting of the remaining septohippocampal (ACh),
commissural/associational (C/A), and crossed entorhino-dentate (cEC)
afferents. In the rat, the contralateral entorhino-dentate projection (cEC)
partially restores excitatory innervation of the mature granule cells
(black trace), however, their dendritic length and complexity are still reduced.
The microglia (green) and astrocytes (red) become “activated” following
lesion, but this response is limited to the deafferented zone. Note the
expansion of the inner molecular layer and shrinkage of the outer layers.
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majority of excitatory innervation in the dentate gyrus, thus effec-
tively denervating the outer two-thirds of the molecular layer and
vacating 80–90% of all synapses in that region (Matthews et al.,
1976a; Steward and Vinsant, 1983). Such degeneration of exci-
tatory synapses triggers compensatory axonal sprouting that is
lamina-specific (Frotscher et al., 1997) and can be either homo-
or heterotypic, depending on the neurotransmitter involved.
Sprouting of other glutamatergic axons, defined as homotypic to
the perforant path, includes the weak entorhinodentate projec-
tion from the contralateral, non-lesioned entorhinal cortex that
normally terminates in the deafferented region (Steward et al.,
1973; Steward, 1976; Cotman et al., 1977; Deller et al., 1996a), and
the glutamatergic component of the commissural/associational
fiber system that normally terminates in the inner molecular layer
(Gall and Lynch, 1981; Deller et al., 1996b). Although homo-
typic reactive sprouting can partially replace lost synapses in the
denervated zone (Marrone et al., 2004), the degree of excita-
tory reinnervation is species-specific (van Groen et al., 2002; Del
Turco et al., 2003; Deller et al., 2007). Homotypic sprouting also
can partially restore postsynaptic function (Reeves and Steward,
1988) as well as ameliorate some behavioral deficits (Ramirez,
2001).

Lesion of the perforant path also triggers reactive heterotypic
sprouting of non-glutamatergic afferents such as the choliner-
gic septodentate projection. Sprouting of this fiber system was
initially detected as an increase in acetylcholinesterase (AChE)
staining in the denervated zone (Figure 4; Lynch et al., 1972;
Nadler et al., 1977a,b). The width of the AChE band was sub-
sequently correlated with the extent of the lesion and the time
course of reorganization (Zimmer et al., 1986; Steward, 1992),
and therefore has been used as a marker for the extent and

completeness of a perforant path lesion. Although the increase
in AChE staining density in the denervated region has been cor-
roborated (Vuksic et al., 2011), it remains uncertain whether this
increase indicates actual cholinergic sprouting or is a consequence
of post-lesion tissue shrinkage (Phinney et al., 2004). Perforant
path lesions also cause sprouting of GABAergic C/A axons (Deller
et al., 1995) as well as trigger receptor reorganization and new
inhibitory synapse formation on mature granule cells (Simbürger
et al., 2000, 2001). In combination with a decrease in glutamater-
gic innervation, these results suggest that lesions of the perforant
path can alter the excitation/inhibition balance in the dentate
gyrus (Clusmann et al., 1994), which can potentially compli-
cate functional recovery. However, heterotypic sprouting may also
serve an adaptive purpose in post-lesion circuit reorganization by
reinnervating vacated synapses and thus preventing or delaying
transsynaptic cell death.

POST-LESION CIRCUIT REORGANIZATION—DENDRITES/SPINES
Interruption of the perforant path denervates one of the main
inputs to the principal neurons in the adult dentate gyrus—the
mature granule cells. These cells are part of the trisynaptic hip-
pocampal circuit, with their dendrites receiving afferent input
from the entorhinal cortex and other brain regions; and their
axons forming the mossy fibers that synapse with pyramidal cells
in CA3. The two subdivisions of the perforant path, medial and
lateral, synapse with mature granule cell dendrites in the mid-
dle and outer molecular layers, respectively (Hjorth-Simonsen
and Jeune, 1972; van Groen et al., 2003). Following a perforant
path lesion, these axons degenerate (Matthews et al., 1976a), thus
eliminating the majority of excitatory input onto dendritic seg-
ments in the outer two-thirds of the molecular layer (Figure 3).

FIGURE 4 | Structural plasticity following perforant path lesions. Left

panels (modified from Steward and Messenheimer, 1978): Mature cat
hippocampus histochemically stained for acetyl cholinesterase (AChE)
activity at 60 days post-lesion. The density of AChE is dramatically
increased in the denervated outer molecular layer (A,B, top right, dark
band), consistent with sprouting of the cholinergic septohippocampal axons
following lesion. Also note that the thickness of the inner molecular layer is

increased due to sprouting of the glutamatergic commissural/associational
fibers (C,D, bottom right, double arrows). Right panels (modified from
Matthews et al., 1976b): Ultrastructural evidence for synaptic regeneration
in the denervated zone at 60 days post-lesion in the mature rat. Serial
sections through a complex spine (a,b,c,d, green) show synaptic contacts
with a degenerating bouton “D” as well as with a regenerating axon “∗.”
a = spine apparatus.

Frontiers in Neural Circuits www.frontiersin.org February 2013 | Volume 7 | Article 17 | 127

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Perederiy and Westbrook Perforant path lesion and adult neurogenesis

The loss of excitatory input initiates a series of morphological
and functional changes in the post-synaptic mature granule cells.
Dendrites retract, resulting in less complex dendritic arbors in
the denervated region (Caceres and Steward, 1983; Diekmann
et al., 1996; Schauwecker and McNeill, 1996; Vuksic et al., 2011).
Distal dendritic segments are progressively lost for periods up to
90 days post-lesion, with some recovery by 180 days post-lesion.
However, the recovery most likely reflects the extension of exist-
ing dendrites, rather than formation of new branches (Vuksic
et al., 2011). Similarly, the density of dendritic spines—the post-
synaptic targets of the entorhinodentate projection—is signifi-
cantly reduced following lesion, but only in the deafferented zone
(Parnavelas et al., 1974; Vuksic et al., 2011). Surprisingly there
is relatively little data assessing the functional state of the den-
tate gyrus circuit following such lesions. However, spontaneous
neural activity in mature granule cells post-lesion appears to
transiently decrease immediately following lesion, then gradually
returns to pre-lesion levels by 8 days (Reeves and Steward, 1988).
The source of this activity presumably reflects reorganization of
synaptic inputs that follows excitatory reinnervation by sprouting
afferents.

POST-LESION GLIAL AND EXTRACELLULAR MATRIX (ECM) RESPONSE
Post-lesion structural reorganization in the adult dentate gyrus is
influenced by the post-injury dynamics of the extracellular envi-
ronment. Reactive gliosis following perforant path lesion is both
rapid and sustained, and is considered adaptive in this context.
Gliosis serves to clear degenerating debris, to maintain laminar
borders, and to aid reactive synaptogenesis in the deafferented
region. For example, microglia proliferate and acquire reactive
morphology within 3 days post-lesion and return to baseline by
day 10 (Hailer et al., 1999). However, activation of astrocytes in
the denervated zone is delayed relative to microglia and persists
for at least 30 days post-lesion (Hailer et al., 1999). Together,
microglia and astrocytes participate in phagocytosis of degener-
ating axons (Bechmann and Nitsch, 2000) and may regulate axon
sprouting and reactive synaptogenesis (Gage et al., 1988; Ullian
et al., 2004). The efficiency of phagocytosis following injury, espe-
cially of degenerating myelinated axons, generally correlates with
the degree of regeneration in the CNS (Neumann et al., 2009).
Because the glial response is limited to the denervated lamina
with relatively little reactive gliosis in the inner molecular layer,
this lamina-specific reaction may underlie the lack of sprout-
ing across laminar borders into the denervated zone. Reactive
gliosis also triggers changes in the extracellular matrix, which
may affect the maintenance of laminar borders following lesion.
For example, tenascin-C (Deller et al., 1997) and chondroitin
sulfate proteoglycans (Haas et al., 1999) are secreted by reac-
tive astrocytes following perforant path lesion. Both these factors
affect axon outgrowth during development as well as follow-
ing injury (Bovolenta and Fernaud-Espinosa, 2000; Bartus et al.,
2012). Similarly, reactive astrocytes can secrete thrombospondins
or matrix metalloproteases (Christopherson et al., 2005; Warren
et al., 2012), which can provide a scaffold for lesion-induced
synaptogenesis (Deller et al., 2001; Mayer et al., 2005).

In summary, lesion of the perforant path eliminates the main
excitatory input in the outer two-thirds of the dentate molecular

layer, thus partially denervating dendrites of mature granule cells.
This lesion illustrates both the potential for regeneration in the
CNS, but also some of the limits. Within 2 weeks post-lesion,
remaining afferent homo- and heterotypic systems can sprout,
but the laminar borders largely limit reorganization of axons and
synaptic terminals. Changes in the composition of the extracel-
lular matrix, triggered by degenerating perforant path axons and
reactive gliosis, are a major contributing factor in this regard.

ADULT-GENERATED NEWBORN NEURONS AND THE
RESPONSE TO BRAIN INJURY
Plasticity of neuronal circuits occurs in the adult mammalian
brain and is particularly intriguing in the form of adult neuro-
genesis (Lledo et al., 2006). The dentate gyrus of the hippocampal
formation harbors a continuously proliferating population of
granule cells precursors, some of which mature over several weeks
and become functionally indistinguishable from mature granule
cells in the dentate gyrus (van Praag et al., 2002; Overstreet-
Wadiche and Westbrook, 2006; Ge et al., 2008). In contrast to
mature granule cells, newborn neurons have enhanced synaptic
plasticity (Ambrogini et al., 2004; Schmidt-Hieber et al., 2004),
suggesting that they may have distinct roles in normal hippocam-
pal function as well as following injury.

PROLIFERATION OF ADULT-GENERATED NEURONS FOLLOWING
INJURY
Proliferation of newborn neurons in the dentate gyrus is highly
sensitive to environmental and endogenous signals, such as learn-
ing, exercise, or severe stress (van Praag et al., 1999; Overstreet
et al., 2004; Tashiro et al., 2007). Interestingly, increases in
proliferation also occur in various animal models of ischemia,
epilepsy, and traumatic brain injury (Liu et al., 1998; Parent,
2003; Jessberger et al., 2005; Lichtenwalner and Parent, 2006;
Parent, 2007; Kernie and Parent, 2010). Depending on the stimu-
lus, increased proliferation of neuronal precursors can be adaptive
and has therefore been targeted as a potential therapeutic avenue
(Magavi et al., 2000; Mitchell et al., 2004; DeCarolis and Eisch,
2010). However, proliferation can also be maladaptive. For exam-
ple, following seizures, newborn neurons can proliferate and
disperse throughout the granule cell layer as well as ectopi-
cally in the hilus (Scharfman et al., 2000; Parent et al., 2006;
Koyama et al., 2012). Ectopic cells in the hilus show enhanced
excitability and fire synchronously with aberrantly reorganized
mossy fibers (Scharfman et al., 2000), thus potentially contribut-
ing to epileptogenesis (Parent, 2007; Koyama et al., 2012; but see
also Buckmaster and Lew, 2011). However, abnormal migration
of mature granule cells (without accompanying neurogenesis)
has also been reported following seizures induced by intrahip-
pocampal kainic acid (Heinrich et al., 2006), suggesting that both
proliferation and dispersion are context-specific. Interestingly
proliferation of neuronal precursors is also stimulated by a uni-
lateral lesion of the perforant path, which removes the major
input to the dentate gyrus and thus might be expected to reduce
neuronal activity in granule cells. A dramatic increase in new
granule neurons can be observed in the ipsilateral dentate gyrus
at 14 days post-lesion (Figure 5, green cells; Perederiy et al.,
2013).
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FIGURE 5 | Adult neurogenesis and synaptic integration following

perforant path lesion. Data montage of dorsal hippocampus in mature
mouse. Left panel: The morphology of 14-day-old newborn granule cells
(POMC-EGFP, green), and typical maturation of newborn granule cells (white
traces) shown at 14- (white cell at right in panel) and 21- (white cell at left in
panel) days post-mitosis. At 14 days, dendritic arbors are limited to the inner
molecular layer (IML) and lack spines, whereas dendrites of 21-day-old
granule penetrate the middle (MML) and outer (OML) molecular layers and
develop spines. Typical dendritic spine densities are shown at far left for
the inner (IML) and outer (OML) molecular layers. Right panel: Unilateral
perforant path lesion increases proliferation of newborn granule cells

(POMC-EGFP, 14 days post-mitosis) and reduces their dendritic outgrowth
(white traces). Traces of 14- (left trace) and 21- (right trace) day-old granule
cells shown at 14- (left) and 21- (right) days post-lesion, respectively.
Dendritic length and complexity are reduced relative to those of newborn
granule cells in the contralateral hemisphere (left panel). At 21 days
post-lesion de novo spine formation in 21-day old granule cells (far right
panels) is decreased in the deafferented zone (OML), but increased in the
intact inner molecular layer (IML). Note the dramatically reduced staining for
a marker for glutamatergic axons (vGlut1, red) at 21 days post-lesion in the
middle and outer molecular layers illustrating the absence of excitatory
inputs in the denervated zone.

DENDRITIC MATURATION OF NEWBORN GRANULE CELLS
Newly-differentiated neurons in the first 1–2 weeks post-mitosis
(Kempermann et al., 2004), have a distinct morphology with
small cell bodies, a primary dendrite that is confined to the
inner molecular layer, and an immature axon that has reached
the CA3 region (Overstreet et al., 2004). Although newborn
neurons in the first 1–2 weeks post-mitosis express glutamate
receptors, they have yet to make synaptic contact with perforant
path axons. Instead, these cells receive depolarizing GABAergic
inputs (Ambrogini et al., 2004; Ge et al., 2006), consistent with
a trophic role for GABA in neuronal development (Owens and
Kriegstein, 2002). Over the subsequent 2 weeks, newborn granule
cells extend their dendrites to the middle and outer molecu-
lar layers, develop dendritic spines, and are innervated by the
glutamatergic perforant path (van Praag et al., 2002; Overstreet-
Wadiche and Westbrook, 2006). This stereotyped maturation
process provides an ideal opportunity to examine how newborn
neurons in the adult dentate gyrus develop in the absence of
their main excitatory input from the perforant path. Specifically,
one can follow a cohort of new neurons labeled on the day of
the injury as they extend processes and form synapses in the
weeks following the injury, in this case lesion of the perforant
path. As discussed above, this is a dynamic period of extracellular
changes and circuit reorganization. At 14 days after a unilateral
perforant path lesion—the time of maximal sprouting and reac-
tive synaptogenesis in the deafferented molecular layer—newly
developed dendrites on newborn neurons have extended into

the intact inner molecular layer. However, their total dendritic
length is shorter than dendrites in the contralateral hemisphere
(Figure 5, right panel; Perederiy et al., 2013). By 21 days post-
lesion, dendrites of 21-day-old neurons have penetrated into the
deafferented zone, but the overall dendritic length and complexity
are reduced. The dendritic complexity deficit is most pronounced
in the distal segments, which at 21 days normally would be con-
tacted by perforant path afferents. The reduced complexity of
the dendritic arbor on newborn neuron post-injury is similar in
degree to the post-lesion retraction of distal dendritic segments in
mature cells (Vuksic et al., 2011).

LAMINA-SPECIFIC DEVELOPMENT OF DENDRITIC SPINES FOLLOWING
LESION
Although dendritic arbors are reduced in total length and com-
plexity, 21-day-old granule cells in the adult mouse develop
dendritic spines in the denervated zone. This is surprising because
mice have no detectable entorhino-dentate projection from the
contralateral hemisphere (van Groen et al., 2002; Del Turco
et al., 2003; Deller et al., 2007). Thus, the spines develop in the
apparent absence of functional presynaptic input (Figure 5, red
stain/vGlut1). Dendritic spine density, however, is lower than
that in the contralateral hemisphere. The newly formed spines
in the denervated outer molecular layer have postsynaptic den-
sities, but typically lack a functional apposing presynaptic ter-
minal (Perederiy et al., 2013). What signal substitutes for the
presynaptic terminal as these new dendritic spines appear in
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the denervated zone remains a mystery. One possibility is that
the post-lesion environment surrounding distal dendrites pro-
vides molecular signals that substitute for glutamatergic axons
in the formation of dendritic spines. The overall reduction in
spine density in the denervated zone is comparable between den-
drites of newborn and mature granule neurons. However, newly
formed dendrites in the ipsilateral inner molecular layer show a
dramatic increase in spine density relative to those in the con-
tralateral hemisphere (Figure 5, lower far right panel), whereas
spine density on mature granule cells is unaffected in this region
(Vuksic et al., 2011; Perederiy et al., 2013). The increase in spine
density in the inner molecular layer may reflect the enhanced
synaptic plasticity of newborn neurons relative to mature granule
cells. Immature granule cells in the normal dentate gyrus exhibit
decreased LTP induction thresholds at 2–3 weeks and increased
LTP amplitudes at 4–6 weeks, which can be observed even with
sparse glutamatergic innervation (Schmidt-Hieber et al., 2004; Ge
et al., 2007; Lemaire et al., 2012). These observations indicate that
newborn neurons are preferentially targeted by sprouting axons in
the intact inner molecular layer and suggest that newborn gran-
ule cells may be more responsive during circuit reorganization
than mature granule cells. Such post-lesion innervation of new
dendrites by sprouting homotypic axons may provide a sufficient
amount of excitatory input to ensure functional integration and
survival of newborn granule cells, thus partially compensating for
the degenerated perforant path.

LIMITS OF PLASTICITY
The perforant path model serves as an example of CNS plas-
ticity that incorporates many features of the injury response.
Neuroplasticity in the adult brain is a complex process that
involves all aspects of the neural circuit—axonal sprouting and
terminal bouton turnover, reorganization of dendrites and spines,
activity-dependent modulation of synaptic strength, as well as
adult neurogenesis. The dynamic nature of the adult brain gives
hope for endogenous repair following injury, however, the lim-
its of neuroplasticity must be recognized in order to optimize
medical treatments. Following perforant path lesion, newborn

neurons showed a greater degree of structural plasticity than
mature granule cells by accommodating sprouting axons in the
inner molecular layer. However, circuit-appropriate reinnerva-
tion of denervated targets is essential for functional recovery,
and this aspect of recovery has yet to be fully explored. For
example, following ischemic lesions, newborn neurons from
the expanded ipsilateral SVZ can replenish cells lost in the
striatum by migrating in chains toward the site of infarction,
where they differentiate into medium spiny neurons (Arvidsson
et al., 2002; Parent et al., 2002). Interestingly, migration of
these cells can persist for at least 1 year after stroke (Kokaia
et al., 2006), suggesting that repair mechanisms can remain
active long after the insult. Some evidence shows that newly
differentiated neurons in the striatum grow dendrites, form
synapses, and have spontaneous post-synaptic activity, indicative
of functional integration (Hou et al., 2008). However, whether
these cells receive appropriate inputs is unknown (Burns et al.,
2009). The importance of appropriate reinnervation is perhaps
best exemplified by stem cell therapy following SCI. Although
promising (Bareyre, 2008; Coutts and Keirstead, 2008), graft-
ing of neural progenitor cells around the lesion site can trigger
aberrant axonal sprouting and subsequent pain hypersensitiv-
ity in the forepaw (Hofstetter et al., 2005). This issue poten-
tially may be resolved by creating a favorable environment for
stem cell maturation and functional integration, including axon
guidance molecules, growth factors, and, if necessary, immune
suppressors (Liu et al., 2003; Williams and Lavik, 2009). The
lamina-specific reorganization following perforant path lesion
suggests that effective circuit regeneration and functional recov-
ery will require a rebalancing of the glial response and the
extracellular environment, to allow new axons to find their
appropriate targets and to provide a permissive scaffold for
synaptogenesis.
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