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These last years, a new class of proteins involved in the regulation of gene expression has 
been unraveled besides such classical elements as polymerases, transcription factors or 
enhancers, directly responsible for gene expression. This class introduces a second order level 
of regulation which is superimposed on that of the standard regulators and is revealed by 
epigenetic modifications.

One end of this group is occupied by the so-called gene insulators such as CTCF that organize 
the action of the standard regulators and of invasive chromatin in order to limit and target 
their action to a specific gene or genetic entity.

At the other end, one would find the proteins operating at the level of the whole genome and 
of cellular programming, such as SATB1.

They are specific proteins nearly totally dedicated to organization and coordination of 
gene expression, like CTCF, or proteins also found involved in other cellular devices, like 
transcription factors extracted from the transcriptional machinery , such as TFIIIC, or 
proteins involved in sister chromatid cohesion, like cohesin. But they share in common to 
generally act over long distances or between chromosomes, to structure a true intra- or  
inter-chromosomal genomic architecture, and to mainly act at the epigenetic level.

Their role in the control of gene expression is certified by the increasing number of 
pathologies to which their dysfunction contributes.

ADMINISTRATION AND  
COORDINATION OF GENETIC  
EXPRESSION BY PROTEINS  
STRUCTURING THE GENOME

http://www.frontiersin.org/Genetics/
http://www.frontiersin.org/Epigenomics_and_Epigenetics/researchtopics/Administration_and_coordinatio/726


Frontiers in Genetics June 2013 | Administration and coordination of genetic expression by proteins structuring the genome | 3

Table of Contents

04 Administration of Genetic Expression by Multi-Task Proteins and  
Long-Rangeaction
Michèle Amouyal

06 Transcription Factor Binding At Enhancers: Shaping a Genomi Cregulatory 
Land-Scape in Flux
Robert-Jan Palstra and Frank Grosveld

18 More Than Insulator: Multiple Roles of CTCF At the H19-Igf2 Imprinted Domain 
Purnima Singh, Dong-Hoon Lee and Piroska E. Szabó  

27 The Role of CTCF Binding Sites in the 3 Immunog Lobulin Heavy Chain 
Regulatory Region
Barbara k. Birshtein

35 Role of CTCF in the Regulation of Micro RNA Expression
Yoshimasa Saito and Hidetsugu Saito

40 Regulation of Chromatin Structure by Poly (ADP-ribosyl) Ation
Sascha Beneke

56 Diverse Developmental Disorders from the One Ring: Distinct Molecular 
Pathways Underlie the Cohesinopathies
Julia A. Horsfield, Cristin G. Print and Maren Mönnich

71 Chromatin Loops, Gene Positioning, and Gene Expression
Sjoerd Holwerda and Wouterde Laat

84 A Repetitive Elements Perspective in Polycomb Epigenetics
Valentina Casa and Davide Gabellini

100 Me CP2 as a Genome-Wide Modulator: The Renewal of an Old Story
Floriana Della Ragione, Stefania Filosa, Francesco Scalabrì and Maurizio D’Esposito

106 TFC6 (TFIIIC Subunit): A Bridge Between Prokaryotic and Eukaryotic Gene 
Regulation
Michèle Amouyal

http://www.frontiersin.org/Genetics/
http://www.frontiersin.org/Epigenomics_and_Epigenetics/researchtopics/Administration_and_coordinatio/726


EDITORIAL
published: 10 April 2013

doi: 10.3389/fgene.2013.00052

Administration of genetic expression by multi-task
proteins and long-range action
Michèle Amouyal*

Centre National de la Recherche Scientifique-Interactions à Distance, Paris, France
*Correspondence: michele.amouyal@club.fr

Edited by:
Michael E. Symonds, The University of Nottingham, UK

Reviewed by:
Michael E. Symonds, The University of Nottingham, UK

In eukaryotes, a gene must be switched on or off at a given time of
development, in a given tissue, in a given environment. To meet
these specific obligations and accommodate their diversity, the
gene mobilizes genetic elements all over the genome and factors
which are not necessarily transcription-specific. The 10 articles of
this book highlight the latest advances in the topic, focusing on
the extraordinary adaptability of some of these proteins and their
unexpected spectrum of competencies.

Historically, enhancers were the first elements found to act at-
a-distance from the gene, as exhaustively reviewed by Palstra and
Grosveld (2012), starting from the β-globin locus, a model for cel-
lular differentiation. It is now well evidenced that these enhancers
contact promoters with looping of in-between chromatin.

Other elements, such as insulators, assist this process. A pro-
totype insulator is CTCF. At the β-globin locus (Palstra and
Grosveld, 2012), the Igf2/H19 parent-of-origin imprinted locus
(Singh et al., 2012), or at the immunoglobulin heavy chain anti-
bodies locus (Birshtein, 2012), CTCF confers a basal folding
to the genome, creating the proximity necessary for the pro-
ductive contacts. CTCF also blocks RNA elongation at pause
sites, sharing this feature with prokaryotic factors in addition to
looping. Last, insulators are implicated in epigenetic regulation,
counteract the spread of heterochromatin, decide of chromatin
composition.

This 3-D genomic architecture allows to direct enhancer action
from one gene to another, to coordinate expression of several
genes or genetic loci simultaneously, to couple and control genes
within one unit or several processes with the same factors, if nec-
essary, sometimes delineating eukaryotic equivalents of prokary-
otic operons. This structural scaffold provides strengthened, yet
dynamic, interactions, stable enough to allow other contacts to
take place, to resist to moving cellular tensions, even possibly to
cell division.

However, the frontier between the different classes: (1) pro-
moters/proximal elements, (2) enhancers, (3) insulators, are not
clearly defined. The cell actually makes use of any element
to ensure proper genetic expression. Hence, some promoters
(for RNA polymerases II or III) and basal/proximal elements
of the transcriptional machinery of initiation such as TFIIIC,
indifferently act as insulators, as reported in (Amouyal, 2012;
Holwerda and de Laat, 2012; Palstra and Grosveld, 2012). The
LCR enhancer, of which the deletion leads to thalassemia, con-
versely illustrates this ambiguity. Once thought to only act by
counteracting the spread of heterochromatin like some insulators,

it also operates like classical enhancers by contacting promoter
with specific factors (EKLF, GATA-1, FOG-1) and looping.

In addition, some factors perform other tasks than genetic
expression, using the same structural device at the molecular
level. Thus, according to cell cycle progression, but always by
ensuring chromosomal cohesion, cohesin is either structurally
involved in (1) sister chromatids cohesion/DNA damage repair,
or in (2) gene transcription with chromosomal looping at several
loci. Multi-functionality here explains the diversity of pheno-
types in cohesinopathies due to defective cohesin, from Roberts
to Cornelia de Lange syndromes, with all intermediates (Horsfield
et al., 2012).

The extensive utilization by the cell of a peculiar skill for dif-
ferent applications is not restricted to DNA loopers. Thus PARP1
transcription factor (reviewed by Beneke, 2012) has the capacity
to synthesize poly(ADP)ribose and to transfer it either covalently
or non-covalently to other proteins. Addition of this polymeric
sugar to CTCF presumably improves chromosomal looping by
providing a dimerization interface and by stabilizing CTCF DNA-
binding at several loci. Cancer marks a defective process. But
PARP1 is also part of the basal RNA polymerase II machinery
(as TFIIC), both a positive and negative cofactor of transcrip-
tion, and mediates the response to DNA damage with the same
tool. Thus, it loosens chromatin structure for the access of appro-
priate factors by the simple interaction of the poly(ADP-ribose)
with histones.

In the same vein, CTCF regulates coding mRNAs as well as
non-coding RNAs, in the same field of tumor suppression, con-
trol of cell cycle and proliferation, including embryonic stem cell
differentiation for RNA regulators (Saito and Saito, 2012), which
nicely corroborates the way CTCF acts in one case, anticipates it
in the second one.

The cell also makes use of long-range action at different lev-
els to assist gene expression. First thought to be confined to
enhancer-promoter interaction, it has been extended with insu-
lators to the structuring of a whole locus, and at an upper level,
to genome-/cell-wide organization, by means of the same fac-
tors/auxiliaries of transcription, as if “he who can the least, can
the most.”

Holwerda and de Laat (2012) tackle the question of gene
positioning within the nucleus in this context. The new tech-
nologies (Hi-C, lac operators tethered to lamina,. . .) indicate
a susceptibility to gene silencing close to the nuclear periph-
ery or at the heart of chromosome territories. Out of these

www.frontiersin.org April 2013 | Volume 4 | Article 52 | 4

http://www.frontiersin.org/Genetics/editorialboard
http://www.frontiersin.org/Genetics/editorialboard
http://www.frontiersin.org/Genetics/editorialboard
http://www.frontiersin.org/Genetics/about
http://www.frontiersin.org/Genetics
http://www.frontiersin.org/Epigenomics_and_Epigenetics/10.3389/fgene.2013.00052/full
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=Mich�leAMOUYAL&UID=37869
http://www.frontiersin.org
http://www.frontiersin.org/Epigenomics_and_Epigenetics/archive


Amouyal Structuring the genome for regulation

locations, up to 1 Mb domains of active chromatin are enriched
at their border with insulators (CTCF, tRNAs, SINEs,. . .) insti-
gating, at least contributing to this partitioning. These technically
difficult and fully progressing in vivo researches are somewhat in
line with earlier studies related to the nuclear matrix and genome
attachment defined by chemical treatments.

Transition from DNA looping to high-order genomic organi-
zation is not surprising as the same elements (DNA repeats and
protein apt to oligomerize in the simplest case) lead to intra-
chromosomal looping, chromosomal clustering and condensa-
tion when reproduced, inter-chromosomal interactions, coating
with arrays of tandem repeats.

In fact, genomic repetition is as common as enhancer
occurrence and is extremely susceptible to genome rear-
rangements and pathogenic. In mammals, these genomic
repeats would recruit the Polycomb/Trithorax proteins
(reviewed by Casa and Gabellini, 2012) essential for cell
identity and differentiation. Again, at an individual gene
level, Polycomb proteins assist transcription factors for
gene regulation. At the upper cellular scale, they (super)-
structure the cell into compartments and convey information
between them.

The Methyl-CpG-Binding-Protein-2 (Della Ragione et al.,
2012) is another transcriptional auxiliary which is capable of
oligomerization, DNA bridging and condensation, inducing dras-
tic modifications of chromatin topology. Surprisingly, it is specif-
ically over-expressed in neurons, in stoechiometric amounts
with histone H1, and competes with H1 binding to nucle-
osomes. This neuronal chromatin plasticity is questioned in
RETT syndrome, a neurodevelopment disorder with transient

autistic features due to a defective MeCP2 protein, reversible
in mice.

MeCP2 is also pluri-competent: it silences genes through
preferential binding to methylated CpG dinucleotides in vivo,
represses and activates genes independent of methylation, and is
involved in RNA splicing.

TFIIIC is the last-born of genome-wide organizers. First
known as a compound of basal RNA polymerase III machinery, it
also binds separately to wide-spread sites on genome (ETC, COC,
others). At a global level, it takes part in long-range action and
high-order structures, is an enhancer blocker and counteracts the
spreading of heterochromatin. At an individual gene level, this
is a repressor of RNA polymerase II transcription, with several
features of a prokaryotic factor, narrowing the frontier between
prokaryotes and eukaryotes (Amouyal, 2012).

Clearly, genomic architecture and its influence on genetic
expression still deserve further investigation. Also, the picture of
a regulator is not complete if it is not traced throughout develop-
mental or environmental changes, like CTCF in embryonic and
fetal germ cells at the Igf2/H19 locus to specify its role in the
setting-up of imprinting (Singh et al., 2012). Last, like emphasized
by several articles of this volume, it is difficult to restrict some
factors to a unique task. Thus, what some factors might do specif-
ically with respect to genetic expression, other cellular factors
might as well do it less specifically. In case of chromosomal loop-
ing for instance, any connection between two distant genomic
sites might favor or disfavor specific enhancer-promoter interac-
tions, generating a global network of connections at a given time,
in a given cell line and a given environment, that the future will
specify.

REFERENCES
Amouyal, M. (2012). TFC6

(TFIIIC Subunit): a bridge
between Prokaryotic and
Eukaryotic Gene regulation.
Front. Genet. 3:64. doi: 10.3389/
fgene.2012.00064

Beneke, S. (2012). Regulation
of chromatin structure by
poly(ADP-ribosyl)ation. Front.
Genet. 3:169. doi: 10.3389/
fgene.2012.00169

Birshtein, B. K. (2012). The role
of CTCF binding sites in the
3’ immunoglobulin heavy
chain regulatory region. Front.
Genet. 3:251. doi: 10.3389/
fgene.2012.00251

Casa, V., and Gabellini, D. (2012). A
repetitive elements perspective

in Polycomb epigenetics.
Front. Genet. 3:199. doi:
10.3389/fgene.2012.00199

Della Ragione, F., Filosa, S.,
Scalabrì, F., and D’Esposito, M.
(2012). MeCP2 as a genome-
wide modulator: the renewal
of an old story. Front. Genet.
3:181. doi: 10.3389/fgene.2012.
00181

Holwerda, S., and de Laat, W. (2012).
Chromatin loops, gene posi-
tioning, and gene expression.
Front. Genet. 3:217. doi: 10.3389/
fgene.2012.00217

Horsfield, J. A., Print, C. G., and
Mönnich, M. (2012). Diverse devel-
opmental disorders from the one
ring: distinct molecular pathways
underlie the cohesinopathies.

Front. Genet. 3:171. doi:
10.3389/fgene.2012.00171

Palstra, R.-J., and Grosveld, F.
(2012). Transcription factor
binding at enhancers: shaping
a genomic regulatory land-
scape in flux. Front. Genet.
3:195. doi: 10.3389/fgene.2012.
00195

Saito, Y., and Saito, H. (2012).
Role of CTCF in the regula-
tion of microRNA expression.
Front. Genet. 3:186. doi:
10.3389/fgene.2012.00186

Singh, P., Lee, D.-H., and Szabó,
P. E. (2012). More than insula-
tor: multiple roles of CTCF at
the H19-Igf2 imprinted domain.
Front. Genet. 3:214. doi: 10.3389/
fgene.2012.00214

Received: 24 February 2013; accepted: 20
March 2013; published online: 10 April
2013.
Citation: Amouyal M (2013)
Administration of genetic expression
by multi-task proteins and long-range
action. Front. Genet. 4:52. doi: 10.3389/
fgene.2013.00052
This article was submitted to Frontiers in
Epigenomics and Epigenetics, a specialty
of Frontiers in Genetics.
Copyright © 2013 Amouyal. This is
an open-access article distributed under
the terms of the Creative Commons
Attribution License, which permits use,
distribution and reproduction in other
forums, provided the original authors
and source are credited and subject to any
copyright notices concerning any third-
party graphics etc.

Frontiers in Genetics | Epigenomics and Epigenetics April 2013 | Volume 4 | Article 52 | 5

http://dx.doi.org/10.3389/fgene.2013.00052
http://dx.doi.org/10.3389/fgene.2013.00052
http://dx.doi.org/10.3389/fgene.2013.00052
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Epigenomics_and_Epigenetics
http://www.frontiersin.org/Epigenomics_and_Epigenetics
http://www.frontiersin.org/Epigenomics_and_Epigenetics/archive


“fgene-03-00195” — 2012/9/27 — 21:42 — page 1 — #1

REVIEW ARTICLE
published: 28 September 2012
doi: 10.3389/fgene.2012.00195

Transcription factor binding at enhancers: shaping a
genomic regulatory landscape in flux
Robert-Jan Palstra* and Frank Grosveld
Department of Cell Biology, Erasmus MC University Medical Center, Rotterdam, Netherlands

Edited by:
Michèle Amouyal, Centre National de
la Recherche Scientifique, France

Reviewed by:
Michèle Amouyal, Centre National de
la Recherche Scientifique, France
Jim Davie, University of Manitoba,
Canada

*Correspondence:
Robert-Jan Palstra, Department of
Cell Biology, Erasmus MC University
Medical Center, Dr. Molewaterplein
50, 3015 GE Rotterdam, Netherlands.
e-mail: r.palstra@erasmusmc.nl

The mammalian genome is packed tightly in the nucleus of the cell. This packing is primar-
ily facilitated by histone proteins and results in an ordered organization of the genome in
chromosome territories that can be roughly divided in heterochromatic and euchromatic
domains. On top of this organization several distinct gene regulatory elements on the
same chromosome or other chromosomes are thought to dynamically communicate via
chromatin looping. Advances in genome-wide technologies have revealed the existence of
a plethora of these regulatory elements in various eukaryotic genomes. These regulatory
elements are defined by particular in vitro assays as promoters, enhancers, insulators, and
boundary elements. However, recent studies indicate that the in vivo distinction between
these elements is often less strict. Regulatory elements are bound by a mixture of com-
mon and lineage-specific transcription factors which mediate the long-range interactions
between these elements. Inappropriate modulation of the binding of these transcription
factors can alter the interactions between regulatory elements, which in turn leads to
aberrant gene expression with disease as an ultimate consequence. Here we discuss the
bi-modal behavior of regulatory elements that act in cis (with a focus on enhancers), how
their activity is modulated by transcription factor binding and the effect this has on gene
regulation.

Keywords: enhancer, transcription factor, chromatin looping, transcription, cis-regulation

INTRODUCTION
Expression of genes is to a large extent directed by regulatory
sequences within the promoters of genes. However, early trans-
fection experiments led to the realization that promoters alone
were not enough to direct the proper expression of genes. The first
enhancers described were SV40 viral repeat sequences that are able
to boost expression of a rabbit β-globin construct (Banerji et al.,
1981). This enhancement of expression occurred independent of
the orientation and location of the enhancer sequence within the
reporter construct and this observation became the operational
definition of enhancer elements. Soon after the description of
viral enhancer sequences the first mammalian enhancer sequences
were discovered within the human immunoglobulin heavy Chain
locus (Banerji et al., 1983) and it turned out that this enhancer
sequence acts in a tissue-specific fashion. Since the first enhancer
discovery in humans, many more enhancers have been discov-
ered in different organisms and it is estimated that over 1 million
enhancers reside in the human genome (Heintzman et al., 2009).
It is also becoming clear that enhancers are marked by the bind-
ing of specific chromatin modification factors and the presence
of specific histone modifications (Maston et al., 2012). Recent
work also suggests that not only protein-coding genes are under
the influence of enhancers but that microRNA genes might also
be under long-range developmental control (Sheng and Previti,
2011). Although we have come a long way in the 30 years since the
first discovery of enhancers, their discovery still remains a chal-
lenging task and the mechanism of enhancer action is still largely
unknown.

ENHANCER DISCOVERY BY MAPPING TRANSCRIPTION
FACTOR BINDING SITES AND CHROMATIN MODIFICATIONS
Discovery of enhancers has always been a formidable task. DNAseI
hypersensitivity mapping was the method of choice since it was
observed that regulatory regions within the genome are hyper-
sensitive to DNAseI digestion (Wu, 1980). However, this method
was tedious, requiring careful titration of DNAseI concentration,
restriction digestion, Southern blotting, and detection with labeled
nucleotide probes which yielded only information on particular
sequences or loci. The first attempts to identify enhancers on
a genome-wide scale did not depend on DNaseI but involved
enhancers traps (Hamada, 1986). In this method, a selectable
reporter gene driven by an enhancer dependent promoter is ran-
domly integrated in to the genome. Clones in which the reporter
gene has integrated within the vicinity of an enhancer can be
selected and the enhancer sequences isolated. Subsequent vali-
dation of enhancer activity can be done in vitro by transiently
transfecting luciferase reporter constructs in cell lines or in vivo
using reporter constructs in transgenic animals. However, this
method remains a laborious procedure.

With the emergence of complete sequence information from
many different model organisms attempts were made to iden-
tify regulatory sequences based on sequence conservation. These
bioinformatics attempts were moderately successful (Meireles-
Filho and Stark, 2009). However, it has become clear that not
all conserved non-coding sequences have a detectable (enhancer)
activity and not all enhancers are conserved at the sequence
level (Blow et al., 2010; Royo et al., 2011). Recent advances
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in genome-wide technologies like array technology and more
recently high-throughput sequencing are proving to be a game
changer for the genome-wide discovery of enhancers. More tra-
ditional techniques are currently combined with high-throughput
sequencing technologies to identify enhancers on a genome-wide
scale and novel approaches of enhancer discovery are introduced.
One of the first techniques to be combined with array tech-
nology and later high-throughput sequencing as a read out was
chromatin immunoprecipitation (ChIP; Barski et al., 2007; John-
son et al., 2007; Mikkelsen et al., 2007; Robertson et al., 2007)
and even “old school” DNAseI hypersensitive site mapping has
been combined with high-throughput sequencing in order to
obtain genome-wide maps of “open” chromatin associated with
regulatory regions (Sabo et al., 2006; Hesselberth et al., 2009;
Bernstein et al., 2010).

Early genome-wide ChIP experiments found that enhancers
are enriched in specific chromatin marks, especially high levels of
H3K4me1 in combination with low levels of H3K4me3 appeared
to mark enhancer sequences (Heintzman et al., 2007). Later it
was found that acetylation of histone H3 at lysine 27 (H3K27Ac)
specifically marks active enhancers (Creyghton et al., 2010) and
recently it has been reported that in T-lymphocytes di- and tri-
methylation of histone H3 at lysine 4 are also correlated with active
enhancers (Pekowska et al., 2011). As many more chromatin mod-
ifications have recently been identified (Tan et al., 2011), it is to be
expected that several of these novel chromatin marks associate
with enhancers (Kellner et al., 2012). Transcriptional co-activators
like the acetyltransferase and transcriptional co-activator p300
(Visel et al., 2009a; May et al., 2011), the ATAC histone acetyl
transferase complex (Krebs et al., 2011) and the ATP-dependent
chromatin remodeler CHD7 (Schnetz et al., 2009, 2010) also
appear to locate at enhancers. Clusters of tissue-specific transcrip-
tion factors are hallmarks of enhancers and this fact has been
exploited to identify enhancers. He et al. (2011) used a set of five
cardiac-specific transcription factors to identify cardiac-specific
enhancers that were distinct from p300 bound enhancers. Analysis
of the binding of a set of three myogenic-specific transcription fac-
tors in combination with p300 binding and enhancer-associated
chromatin marks before and after muscle differentiation allowed
for the identification of muscle-specific enhancers (McCord et al.,
2011). Furthermore, the mysterious highly occupied target (HOT)
regions which are bound by many transcription factors but lack
their consensus binding motif, function as spatial and tempo-
ral enhancers in transgenic assays (Kvon et al., 2012). Conversely,
mapping of tissue-restricted enhancers via chromatin marks has
lead to the discovery of specific transcription factor binding
signatures that correspond to monocyte differentiation states
(Pham et al., 2012).

Several laboratories have defined distinct chromatin signatures
associated with specific regulatory elements based on the combi-
natorial analysis of multiple chromatin marks and transcription
factor binding patterns (Wang et al., 2008; Ram et al., 2011; Bonn
et al., 2012; Cotney et al., 2012; Hoffman et al., 2012), which allows
to distinguish between specific enhancer states (Rada-Iglesias et al.,
2011; Zentner et al., 2011; Bogdanovic et al., 2012; Cotney et al.,
2012). Novel approaches to detect regulatory genomic regions are
also emerging like formaldehyde-assisted isolation of regulatory

elements (FAIRE) which identifies the more “open” chromatin
state associated with enhancers based on differences in phenol
extractability of these regions (Giresi et al., 2007). Analysis of dif-
ferent genome-wide data sets is also revealing novel properties of
enhancers. Global nuclear run-on followed by high-throughput
sequencing (GRO-seq) data revealed that enhancers display bidi-
rectional expression of short transcripts (Melgar et al., 2011; Wang
et al., 2011), while an in depth analysis of glucocorticoid recep-
tor (GR)-regulated enhancers revealed that they are enriched
in CpG dinucleotides and that their methylation status is cell
type-specific and correlate with the accessibility of the enhancers
(Wiench et al., 2011).

High-throughput genome-wide approaches have made
enhancer discovery a more amendable task. To date, most of these
studies have been performed on cell lines but the first attempts
to follow enhancer dynamics during development have been suc-
cessful (Bogdanovic et al., 2012; Cotney et al., 2012). Given the
spatial and temporal specificity of enhancers the major challenge
for the future will lie in obtaining the proper tissues at the right
developmental stage or state of differentiation and performing
reliable ChIP-seq on the often limiting amounts of these cells
(Bonn et al., 2012).

TRANSCRIPTION FACTOR-MEDIATED LONG-RANGE
ENHANCER–PROMOTER COMMUNICATION
One key feature of eukaryotic enhancers is that they can be located
far away from the gene they regulate. How enhancers are able
to communicate with their cognate promoters remained a mys-
tery for about two decades. A number of models were proposed
which included polymerase tracking, the spreading of chromatin
structures, and direct contact between separated elements. The
non-contact model (polymerase tracking and chromatin spread-
ing) postulated a role for the intervening chromatin fiber which
would propagate a “signal” from the enhancer to the promoter.
The contact model, better known as the looping model, proposed
that the active enhancer and promoter would reside in close prox-
imity within the nucleus while the intervening chromatin loops
out. Although early in vitro experiments in prokaryotic systems
provided support for the contact model [reviewed in Amouyal
(1991)], the first direct in vivo evidence in eukaryotes was pro-
vided by the phenomenon of transvection in Drosophila (Tartof
and Henikoff, 1991). The contact model was subsequently exper-
imentally tested by varying the position or distance of genes in a
series of experiments using the human β-globin locus (Hanscombe
et al., 1991; Dillon et al., 1997).

The subsequent development of new techniques like RNA
TRAP (Carter et al., 2002) and chromosome conformation cap-
ture (3C; Dekker et al., 2002) and its application to mammalian loci
(Tolhuis et al., 2002) allowed the mapping of chromatin folding of
gene loci. These studies on the β-globin locus clearly demonstrated
that the major regulatory element of the β-globin genes, the locus
control region (LCR), resides in close proximity to the genes when
active while the intervening chromatin and inactive genes loop
out (Carter et al., 2002; Tolhuis et al., 2002). These interactions
are developmental stage-specific (Palstra et al., 2003) and depen-
dent on lineage-specific transcription factors (Drissen et al., 2004;
Vakoc et al., 2005). Chromatin conformations similar to the ones
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initially observed within the β-globin locus have been found in
several other gene loci in different cell types generally confirming
the looping model (de Wit and de Laat, 2012).

3C and its derivatives are currently the method of choice
to demonstrate interactions between enhancers and their tar-
get genes (de Wit and de Laat, 2012). A major limitation of
3C is the fact that some knowledge of the location of the reg-
ulatory elements is needed to design primers. Combining 3C
with high-throughput sequencing allows for the unbiased dis-
covery of novel long-range interactions of a specific locus (Soler
et al., 2010), especially when combined with ChIP-derived chro-
matin modifications or transcription factor binding profiles as
was demonstrated in a study that identified adipocyte-specific
enhancers (Mikkelsen et al., 2010) and a study which identified
erythroid-specific enhancers for the MYB gene (Stadhouders et al.,
2011). One of the remaining drawbacks of this approach is that it
still relies on a single locus for a viewpoint and is therefore not truly
unbiased. A Chia-PET approach that focuses on either enhancer
marks (Chepelev et al., 2012) or promoter-associated RNA poly-
merase II (RNA pol II; Li et al., 2012) in part circumvents this
limitation. A truly unbiased method like Hi-C could in princi-
ple detect all long-range enhancer–promoter interactions in a cell
population although limitations in sequencing depth and limita-
tions of the bioinformatic tools available currently restricts the
resolution of this approach (Lieberman-Aiden et al., 2009). How-
ever, taking the fast developments in high-throughput sequencing
and bioinformatics analysis into account it may be in the not too
distant future that enhancer–promoter interactions are routinely
identified using Hi-C. In fact, a first glimpse of tissue-specific
promoter–enhancer interactions has been observed in a recent
Hi-C study (Dixon et al., 2012).

Binding of lineage-specific transcription factors to enhancers
and promoters plays a vital role in the establishment/maintenance
of long-range promoter–enhancer interactions. There appears to
be a distinct set of transcription factors that tend to bind to
promoters and a distinct set that tend to bind at distal regula-
tory elements (Lan et al., 2012). Analysis of Hi-C and ENCODE
data obtained in erythroid leukemia cells indicated that in gen-
eral factors bound at promoters interact with factors bound at
distal sites (Lan et al., 2012). For some transcription factors their
role in chromatin looping has been studied in more detail. In
a knock-out mouse model of the erythroid-specific transcription
factor EKLF, no long-range interactions between the β-globin LCR
and β-major gene are observed and the β-globin locus adopts a
chromatin conformation reminiscent of the one observed in ery-
throid progenitor cells (Drissen et al., 2004). Re-introduction of
EKLF restores LCR–β-globin interaction and this also occurs in the
absence of protein synthesis demonstrating a direct involvement of
EKLF in chromatin looping (Drissen et al., 2004). A similar study
on the transcription factors GATA-1 and FOG1 has shown that
these factors also play a vital role in LCR–β-globin gene interaction
(Vakoc et al., 2005). The role of another erythroid transcription
factor, the heterodimeric NF-E2 has been more controversial. One
study demonstrated that chromatin looping was independent of
NF-E2 in a knock-out mouse model of the NF-E2 p45 subunit
(Kooren et al., 2007) while an other study demonstrated NF-E2-
dependent chromatin looping in a cellular model system upon

knock down of the MafK/NF-E2 p18 subunit (Du et al., 2008).
Other lineage-specific factors that have been shown to play a role
in chromatin looping are GATA3 and STAT6 in the T-cell lineage
(Spilianakis and Flavell, 2004) and OCA-B in the B-cell lineage
(Ren et al., 2011).

It is doubtful that lineage-specific DNA binding transcription
factors are solely responsible for establishing enhancer–promoter
interactions. Enhancer bound transcription factors recruit co-
activators and general factors of which some have been shown
to play a vital role in enhancer–promoter communication. One
of the best studied factors is the widely expressed transcriptional
cofactor Ldb1. The non-DNA-binding Ldb1 protein is able to
interact with multiple transcription factors and mediates interac-
tions between them (Matthews and Visvader, 2003). In erythroid
cells, Ldb1 is part of a large complex that contains the core fac-
tors TAL1, LMO2, E2A, and GATA1 which is recruited to E boxes
and GATA elements in, for example, the β-globin LCR and pro-
moter (Wadman et al., 1997; Soler et al., 2010). Knock-down of
Ldb1 in erythroid cells results in an impaired long-range inter-
action between the β-globin LCR and β-major promoter and a
failure to activate β-major expression (Song et al., 2007). A recent
report demonstrated that artificial tethering of the self associa-
tion domain of Ldb1 to the β-globin promoter is able to induce
a chromatin loop between the β-globin LCR and promoter and
this was sufficient to induce expression of the β-globin gene
(Deng et al., 2012b). Other general factors implicated in chro-
matin loop formation between enhancers and promoters are Brg1,
the ATPase component of the SWI/SNF nucleosome remodeling
complex (Kim et al., 2009) and the general transcription factor
TFII-I (Ren et al., 2011). A different type but very interesting gen-
eral nuclear factor involved in chromatin looping is cohesin. It
is best known for its role in holding together sister chromatids
during mitosis, but more recently it has been recognized that
cohesin is intimately linked to transcription (Dorsett, 2011; Haer-
ing and Jessberger, 2012). The nuclear protein CCCTC-binding
factor (CTCF) is thought to partition the genome in separate
domains via chromatin loops preventing crosstalk between active
and inactive regions (Weth and Renkawitz, 2011; Herold et al.,
2012). Recently it was found that these CTCF-mediated chro-
matin loops are dependent on cohesin (Parelho et al., 2008; Rubio
et al., 2008; Wendt et al., 2008; Wendt and Peters, 2009). Inter-
estingly, in murine ES cells cohesin interacts with Mediator and
the cohesin loading factor Nipbl and together they participate
in chromatin loop formation between enhancers and promot-
ers of ES cell-specific loci (Kagey et al., 2010). Similarly, upon
differentiation of mouse erythroid leukemia (MEL) cells cohesin
and Nipbl are recruited to the β-globin LCR and β-major pro-
moter coinciding with an increase in transcription. Knock-down
of one of these factors resulted in reduced chromatin looping
between the β-globin LCR and promoter (Chien et al., 2012).
Furthermore, the TBP core promoter associated factor TAF3 coop-
erates with CTCF and cohesin to mediate long-range chromatin
loops between enhancers and promoters in the endoderm lineage
(Liu et al., 2011).

The general picture that is emerging from these studies is
that lineage-specific DNA binding transcription factors bound at
promoters and enhancers recruit “looping” factors which setup
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contacts between distal enhancers and promoters. Such factors
appear to form loops within more “structural” loops mediated by
general factors like CTCF (Figure 1).

The fact that active enhancers reside within close proximity of
the active promoters they regulate is currently well recognized.
How these interactions are established remains largely unknown.
Whether the formation of a chromatin loop is an actively directed
process or determined by random collisions has not been elu-
cidated. Several studies suggest that polymerization of nuclear
actin might be a driving force in bringing enhancers and promot-
ers together. For example, actin polymerization is necessary for
retonic acid induced recruitment of transcription factors to an
enhancer element, for the induction of HoxB transcription (Ferrai
et al., 2009), for the reactivation of OCT4 during reprogramming
by oocytes (Miyamoto et al., 2012), and for the re-localization of
gene loci in the interphase nucleus (Chuang et al., 2006; Dundr
et al., 2007). Additionally, motor-proteins like nuclear Myosin I
and dynein light chain-I have also been reported to be essen-
tial for nuclear receptor-induced co-localization of gene loci (Hu
et al., 2008). The direct involvement of these factors in establish-
ing enhancer–promoter chromatin loops has however not been

shown. Some interpretations of the popular transcription fac-
tory hypothesis suggest an alternative actively directed process
for bringing enhancers and promoters together (Papantonis and
Cook, 2010; Deng et al., 2012a). In this view polymerases bound
to enhancers would real-in the chromatin fiber until a promoter is
encountered which is subsequently activated (West and Fraser,
2005). However, promoter–enhancer chromatin loops remain
when RNA pol II transcription is pharmacologically inhibited,
suggesting that such a scenario is unlikely (Mitchell and Fraser,
2008; Palstra et al., 2008).

ENHANCER MODE OF ACTION
How enhancers actually promote transcription of a gene when
in close proximity remains poorly understood. What is clear is
that enhancer bound transcription factors recruit co-activators
either as part of an enhanceosome or flexible billboards (Alvarez
et al., 2003; Arnosti and Kulkarni, 2005). In an enhanceosome
a multiprotein complex is assembled at the enhancer and spac-
ing of transcription factor binding sites is crucial for its function
(Thanos and Maniatis, 1995). A similar model has been suggested
for the multi-enhancer β-globin LCR where the hypersensitive

FIGURE 1 |The genome is organized in transcription factor mediated

chromosome loops. Structural transcription factors like CTCF and cohesin
(green rectangles and black ring) co-operate to partition the genome in
looped domains. Depending on the location of the anchor points of these
looped domains, enhancers are either excluded from a target gene’s
domain, effectively blocking activation (top right), or included in the target
gene’s topological domain (bottom). Tissue specific and ubiquitous

transcription factors (pentagons) either induce enhancer–promoter
communication via a chromatin loop (bottom right) or keep enhancers
in a silent/poised state (bottom left). Rectangles depict CTCF, the
black ring represents the cohesin complex, pentagons depict enhancer
bound transcription factors and ovals depict components of the
pre-initiation complex. Size of the icons depicts strength of binding or
activity.
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sites of the LCR are thought to form a holo complex (Ellis et al.,
1996; Milot et al., 1996). Billboard enhancers are more flexible
in their architecture since they consist of separate elements that
individually are able to modulate transcription and the additive
repressive or activating effects of these elements would determine
the transcriptional outcome (Arnosti and Kulkarni, 2005).

Traditionally enhancers are thought to enhance recruitment
of RNA pol II and the pre-initiation complex to promoters. It
has been suggested that enhancers (or LCRs) function by sim-
ply increasing the local concentration of transcription factors,
which in turn increases the efficiency of transcription (Palstra
et al., 2003). Recent studies have shown that many genes contain
stalled polymerases and that the transition from initiation to elon-
gation appears to be a rate limiting step under stringent control
(Nechaev and Adelman, 2011). It has therefore been suggested that
enhancers play a role in facilitating this transition. Indeed, deletion
of the β-globin LCR results in severely reduced phosphorylation
of the RNA pol II C-terminal domain (CTD) and transcriptional
elongation while pre-initiation complex (PIC) assembly and RNA
pol II recruitment to the β-globin promoter was only reduced
twofold (Sawado et al., 2003). The erythroid Myb gene enhancers
are looped to a conserved CTCF binding site in the first intron
of the Myb gene. The p-TEFb component Cdk9 is specifically
recruited to the enhancer as part of the Ldb1 complex, and the
conserved CTCF site in the intron marks a transition between
pausing and elongating polymerases suggesting that enhancers are
also essential in regulating transcriptional elongation (Stadhoud-
ers et al., 2011). Other results were obtained in a recent study were
chromatin looping between the β-globin LCR and β-major gene
was induced by tethering of a looping factor (Deng et al., 2012b).
Recruitment of RNA pol II to the β-major promoter was restored
upon induced chromatin looping while transcriptional elonga-
tion remained reduced. The lack of transcriptional elongation is
in part explained by the failure to recruit and activate the P-TEFb
elongation factor in this system which lacks the crucial erythroid-
specific transcription factor GATA1 (Deng et al., 2012b). Together,
these studies suggest that enhancers have a function in both PIC
and RNA pol II recruitment or stabilization and facilitation of the
transition between initiation and elongation.

Alternative mechanisms for enhancer function have also been
proposed. Recent genome-wide studies have made clear that RNA
pol II is recruited to enhancers (De Santa et al., 2010; Kim et al.,
2010; Koch et al., 2011) and that these enhancers are transcribed
(Melgar et al., 2011; Wang et al., 2011). A role for these transcripts
in enhancer function has been suggested (Orom and Shiekhattar,
2011), however their exact role remains uncertain. Although some
non-coding (nc) RNAs seem to behave like classical enhancers
in reporter assays (Orom et al., 2010), other observations seem to
refute a direct role for the generated ncRNA transcript. The activity
of the human growth hormone enhancer is for example dependent
on the level of enhancer transcription but not on the structure of
its ncRNA (Yoo et al., 2012). Another example where non-coding
transcripts are linked to enhancer function is the Kcnq1 imprinted
domain (Korostowski et al., 2011). In this case, chromatin loop
formation between regulatory elements prevents Kcnq1 promoter
silencing by the non-coding Kcnq1ot1 transcript. An attractive
but as yet untested possibility is that the ncRNAs are involved

in promoting/stabilizing the interaction between the enhancer
and its target promoter by RNA binding transcription factors at
the enhancer and basic complex transcription factors at the pro-
moter. The observation that RNA pol II complexes are recruited
to enhancers has lead to a model in which enhancers are able to
transfer RNA pol II to promoters either via direct transfer (Leach
et al., 2001) or a tracking mechanism (Zhu et al., 2007). Transfer
of polymerases from enhancer sequences to promoter sequences
was indeed demonstrated in an in vitro assay (Vieira et al., 2004).
Convincing in vivo data to support this model are however lacking
and RNA pol II is still recruited to the β-major gene in the absence
of an LCR (Sawado et al., 2003).

Enhancers also seem to play a role in polycomb eviction from
developmental promoters containing CpG islands by recruit-
ing the histone H3K27me3 demethylase JMJD3 to the promoter
(Taberlay et al., 2011; Vernimmen et al., 2011). In fact, the activity
of developmental enhancers itself appears to be kept under tight
control by members of the polycomb complex and several other
histone methyl transferases (Svotelis et al., 2011; Whyte et al., 2012;
Zhu et al., 2012). In breast cancer cells, the poised enhancer of Bcl-
2 is marked by H3K27me3. Activation of this enhancer requires
the inactivation of the H3K27 methylase EZH2 a member of the
polycomb complex and the simultaneous recruitment of the his-
tone H3K27me3 demethylase JMJD3 which is under hormonal
control (Svotelis et al., 2011). Several enhancers that have ubiq-
uitous activities when tested in transgenic assays are repressed in
non-permissive cells by the presence of flanking regions enriched
in H3K9me3 at their endogenous location (Zhu et al., 2012).
Cell type-specific recruitment of the H3K9 demethylase Jmjd2d
alleviates this repression. Conversely, enhancers responsible for
maintaining ES cell identity have to be silenced upon differen-
tiation, which occurs through the recruitment of the H3K4/K9
histone demethylase LSD1 (Whyte et al., 2012).

On the other hand, enhancers that have to become active
in a specific lineage are kept in a poised state upon stem cell
differentiation via the sequential recruitment of lineage-restricted
transcription factors. The transcription factor SOX2 is for exam-
ple bound at neuron-specific regulatory elements in embryonic
stem cells, and is replaced by SOX3 in neuronal progenitor cells
and later by SOX11 in terminal differentiated neurons (Bergsland
et al., 2011).

It is very well possible that enhancer action goes beyond just
one activity and that enhancers perform different tasks sequen-
tially during cellular differentiation. Initially, enhancers will keep
gene loci in a transcriptionally competent state by sequential
recruitment of progressively more lineage-restricted transcription
factors. At a later stage, they will assemble and stabilize a pre-
initiation complex at the gene promoter via chromatin looping
and finally release paused polymerases through recruitment of
elongation factors.

SPLIT PERSONALITIES OF REGULATORY ELEMENTS
As mentioned before, eukaryotic enhancers were operationally
defined in transient transfection assays by the ability to activate
a reporter gene irrespective of location and orientation relative to
the promoter. This does not necessarily mean that these regula-
tory elements behave in a similar fashion at their native location
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in the chromatin context of a cell which is subject to a variety
of external signaling cues. The activity of enhancer like elements
is regulated in a strict temporal and positional manner within a
developing organism. A better approach to test the enhancer like
abilities of a DNA sequence is to test it linked to a reporter gene via
a transgenic approach. Besides the fact that enhancers can switch
between multiple active, poised, and repressed states (Creyghton
et al., 2010; Rada-Iglesias et al., 2011; Zentner et al., 2011), new
studies indicate that a cis-regulatory element can have multiple
properties simultaneously.

Depending on the assays used, multiple distinct classes of
cis-regulatory elements can be recognized (Raab and Kamakaka,
2010). Promoters are bound by transcription factors, provide
an assembly point for the RNA pol II holo complex and gener-
ally designate a more or less defined directional starting point of
transcription. Enhancers recruit transcription factors, they can
be transcribed and are able to boost expression from a distally
located promoter often in a developmental stage and tissue-
restricted manner. The action of enhancers can be counteracted
by enhancer blockers when placed between the enhancer and
promoter. On the other hand, silencers can suppress transcrip-
tion from multiple positions relative to enhancers and promoters.
Finally, insulators are genetic elements that counteract the spread
of heterochromatin.

As discussed above genome-wide studies have demonstrated
that many enhancers recruit RNA pol II and are transcribed (De
Santa et al., 2010; Kim et al., 2010). Similar observations have
been made almost two decades ago for hypersensitive site 2 of
the β-globin LCR (Tuan et al., 1992). Most of these enhancer
transcripts can be polyadenylated but remain short and are not
elongated (Kim et al., 2010). Enhancers that are located intragenic
however produce long spliced and polyadenylated transcripts and
may therefore function as alternative promoters (Kowalczyk et al.,
2012). Promoters of tRNA genes on the other hand have been
shown to act as either insulators or enhancer blocking elements
in yeast (Simms et al., 2008) and mammalian systems (Raab et al.,
2011), which is mediated by binding of the general RNA Pol III
transcription factor TFIIIC. In Drosophila, RNA pol II promot-
ers containing stalled RNA pol II also act as enhancer blocking
elements (Chopra et al., 2009). One model for enhancer block-
ing function, the decoy model, postulates that enhancer blockers
interfere with enhancer–promoter interaction by producing inac-
tive interactions between the enhancer blocking element and the
promoter or the enhancer. Drosophila enhancer blocking ele-
ments indeed appear to form chromatin loops with promoters
(Erokhin et al., 2011). Some enhancer blockers can also act as
silencers in transient transfection assays suggesting that the dis-
tinction between these two elements depends on the assay involved
(Petrykowska et al., 2008). Interestingly, it has been reported that
the β-globin LCR, which is normally a very strong enhancer in
erythroid cells, is able to act as a repressor when placed in the right
genomic context (Feng et al., 2005). Specific repressors appear
to act on enhancers by interfering with loop formation between
enhancers and gene promoters (Chopra et al., 2012). Replace-
ment of an activating loop by a repressive loop has also been
observed. When the c-Kit gene is active in immature erythroid
cells a GATA2-dependent chromatin loop is present between an

upstream enhancer and the promoter (Jing et al., 2008). Upon
erythroid maturation, GATA1 replaces GATA2 and the activat-
ing enhancer–promoter chromatin loop is replaced by a repressive
chromatin loop between the promoter and a downstream silencer-
like element. Interestingly, several genetic studies in drosophila
have shown that enhancer blockers, when placed in the right con-
text, can enhance enhancer–promoter communication or even act
as enhancer elements (Rodin et al., 2007; Maksimenko et al., 2008;
Soshnev et al., 2008; Fujioka et al., 2009). These observations indi-
cate that enhancer blockers/silencers function, like enhancers, by
means of long-range chromatin interactions. In mammalians, the
major protein associated with enhancer blocking function is the
11 zinc-finger transcription factor CTCF (Bell et al., 1999), which
is known to mediate long-range chromatin interactions (Splinter
et al., 2006). Although CTCF is most famous for its role in enhancer
blocking, the protein is also involved in gene activation (Weth
and Renkawitz, 2011; Herold et al., 2012). Recent genome-wide
analysis of enhancer–promoter interactions have indeed indi-
cated that CTCF is associated with a proportion of enhancers
and that CTCF mediates the interaction of these enhancers with
their target promoters (Handoko et al., 2011; Li et al., 2012;
Taslim et al., 2012).

In summary, it seems that the attempt to impose a strict def-
inition on regulatory elements is much more complicated than
expected: enhancers can behave like promoters, promoters can
act as enhancer blockers, while enhancer blockers can function as
enhancers, all dependent on the genomic context of the regulatory
element and the specific set of transcription factors recruited.

ENHANCER TRANSCRIPTION FACTOR BINDING IN
DEVELOPMENT, DISEASE, AND PHENOTYPE DIVERSITY
Tight control of transcription is crucial for the proper develop-
ment of a multi-cellular organism. Enhancers play a crucial role
in ensuring the proper spatio-temporal expression of genes by
integrating the action of tissue-specific transcription factors and
signaling cues (Buecker and Wysocka, 2012; Ong and Corces,
2012). Given the key role that enhancers play in the proper
development of multi-cellular organisms it is of no surprise that
disruption of enhancer function is a major contributor to patho-
logical states. In fact, disease driven research has been crucial in the
discovery and definition of mammalian enhancers. Investigation
of γβ-thalassemia for example led to the discovery and charac-
terization of the “super enhancer”-like β-globin LCR (Grosveld
et al., 1987). In Dutch γβ-thalassemia, a large deletion removes
100 kb upstream of the β-globin gene but leaves the β-globin gene
itself intact (Kioussis et al., 1983; Wright et al., 1984; Taramelli
et al., 1986). The mutant locus is in a closed chromatin state
and suffers from position effects. Further analysis of the region
deleted in γβ-thalassemia revealed strong erythroid hypersensitive
sites upstream of the ε-globin gene (Tuan et al., 1985). Cloning
of these hypersensitive sites revealed that they impose position-
independent, copy number-dependent high level expression on a
β-globin transgene defining the operational properties of a LCR
(Grosveld et al., 1987). Many other instances of disease causing
enhancer disruptions are currently known (Kleinjan and Lettice,
2008). Translocations can either remove enhancer sequences from
a locus (Kioussis et al., 1983) or place ectopic enhancers in the
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vicinity of onco-genes as is observed in non-Hodgkin’s lymphoma
(Hayday et al., 1984). Smaller mutations in regulatory elements are
also known to contribute to hereditary disease states. For exam-
ple, several point mutations as well as insertions within the sonic
hedgehog ZRS long-range enhancers cause several forms of preax-
ial polydactyly (Albuisson et al., 2011; Laurell et al., 2012). The
effects of sequence variation in enhancer regions are not always
catastrophic and can be quite subtle.

In the past decade, genome-wide association studies (GWAS)
have identified many single nucleotide polymorphisms (SNPs)
which are statistically associated with phenotypic traits and disease
states. The majority of the DNA variants identified in GWAS stud-
ies are located in non-coding regions without any known function
while only a minority (∼30%) potentially disrupt the function
of genes (Visel et al., 2009b; 1000 Genomes Project Consortium,
2010). Often linkage with unknown causal (non-synonymous
coding) DNA variants within a haplotype block is assumed to
explain association of non-coding DNA variants with a given trait.
However meta-analysis demonstrated that 40% of the disease asso-
ciated SNPs including their haplotype blocks exclusively involve
non-coding sequence (Visel et al., 2009b) suggesting that these
regions have a regulatory function. Moreover, a significant pro-
portion of GWAS SNPs overlap with B, T, and ES cell enhancers
(Teng et al., 2011), multiple sclerosis associated regions are located
in chromatin regions that are active in B-cells (Disanto et al., 2012)
and 80% of the colorectal cancer risk SNPs overlap with colon
crypt enhancer marks (Akhtar-Zaidi et al., 2012).

One can easily imagine that the presence of a SNP might
lead to differences in transcription factor binding at regulatory
regions which could result in phenotypic changes and even dis-
ease (e.g., cancer) due to differences in transcriptional output of
the associated genes (Figure 2). A study on 10 human lymphoblas-
tic cell lines from different individuals indeed demonstrated that
7.5% of the binding sites for NF-κB and 25% of the RNA pol II
binding sites differed between individuals (Kasowski et al., 2010).
Differential binding occurred frequently at SNPs and structural
variants and was often associated with changes in gene expres-
sion. Measurement of the genome-wide allelic imbalance of 24
transcription factors and the transcriptional co-factor p300 indi-
cated that 5% of the binding sites for these factors vary depending
on the sequence difference between alleles (Reddy et al., 2012).
Chromatin accessibility to DNaseI also depends on genomic vari-
ation in lymphoblastoid cell lines and these differences in DNaseI
hypersensitivity correlate with differences in transcription fac-
tor binding and changes in gene expression (Degner et al., 2012).
These observations strongly suggest that many non-coding DNA
variants are functional and mark for example enhancers for distally
located genes which are involved in the trait under study. Identify-
ing exactly which non-coding SNPs have a regulatory function has
been cumbersome, mainly due to the presence of multiple linked
non-coding SNPs within a haplotype block, the fact that enhancers
are highly tissue- and developmental stage-specific and the lack of
proper high-throughput assays to identify enhancer regions. Sub-
sequent identification of the genes regulated by the causative SNPs

FIGURE 2 | Model depicting how sequence variation in distal regulatory

elements might influence phenotypes or disease states. A phenotype
associated SNP rsXXXXX is located in an enhancer for gene X. The T allele of
rsXXXXX binds a transcription factor (the gray pentagon) with high affinity
which allows for chromatin loop formation and proper activation of gene X
resulting in normal development (left, green arrows). The C allele of rsXXXXX
binds the transcription factor with a reduced affinity (light gray pentagon with

dashed border) which leads to a less efficient enhancer, absence/reduction of
looping and diminished expression of gene X resulting in aberrant or deviated
development (right, red arrows). Note that gene Y is located in between the
enhancer and gene X and is not regulated by the enhancer. Pentagons
depict enhancer bound transcription factors and ovals depict components of
the pre-initiation complex. Size of the icons depicts strength of binding or
activity.
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has proven to be even more difficult, since enhancers and their
target genes are often separated by a significant extent of chro-
matin which can even contain non-target genes. The successful
identification of regulatory SNPs and their linked target genes has
therefore been limited to few isolated examples.

Several studies on specific risk loci support the notion that in
several pathological states SNPs disrupt transcription factor bind-
ing sites within enhancers. For example, a risk allele for cleft lip
disrupts an AP-2α binding site in an IRF6 enhancer (Rahimov
et al., 2008) and a variant linked to plasma low-density lipoprotein
cholesterol and myocardial infarction creates a C/EBPα bind-
ing site which results in altered expression of the SORT1 gene
in hepatocytes (Musunuru et al., 2010). Studies on other dis-
ease associated loci have demonstrated chromatin loops between
the regulatory variant and the genes they regulate. The variant
rs6983267 is associated with an increased risk to develop vari-
ous types of cancers and several studies have demonstrated that
this SNP leads to altered TCF7L2 transcription factor binding,
altered enhancer activity and that this region loops to the MYC
proto-oncogene (Pomerantz et al., 2009; Ahmadiyeh et al., 2010;
Wright et al., 2010). Similar observations have been made for
e.g., variants associated with coronary artery disease (Harismendy
et al., 2011), prostate cancer (Zhang et al., 2012), and COPD
(Zhou et al., 2012). Not al disruptions of enhancers by SNPs
lead to increased disease susceptibility, as they can also have non-
pathological effects leading to phenotypic differences. Recently we
could demonstrate that rs12913832, a SNP strongly associated
with pigmentation in melanocytes, results in differential tran-
scription factor binding at a melanocyte-specific enhancer. This
difference in transcription factor binding leads to allele depen-
dent attenuated looping between the enhancer and its target the
OCA2 pigment gene (Visser et al., 2012). Interestingly, allelic dif-
ferences in enhancer activity are not always reflected in differential
enhancer–promoter interactions (Wright et al., 2010), suggesting
separate mechanisms for chromatin-loop formation and enhancer
activity.

Combining genome-wide ChIP, FAIRE, and 3C high-
throughput approaches with data derived from GWAS studies
promises to boost the discovery of regulatory SNPs. These kinds of
studies are crucial to obtain greater understanding of the impact of
sequence variations on human health and disease (Chorley et al.,
2008; Hawkins et al., 2010; Ernst et al., 2011) or (part of) the
normal variation between individuals. Using these genome-wide
approaches it will be possible to shift from just describing statisti-
cal associations between variants and traits to studies that actually
discover the biology behind disease and phenotype associated
non-coding variants.

CONCLUSIONS AND FUTURE PROSPECTS
Knowledge regarding enhancers and enhancer function has
exploded in the past decades. Much of the early insight into

enhancer function has been obtained from painstakingly dissect-
ing single model loci. Due to the limited amount of loci inves-
tigated, the generality of the occurrence of enhancers and their
mode of action remained unclear. With the recent advent of high
throughput genome-wide techniques we are now able to address
the generality of these early observations. Important insights
regarding enhancer–promoter communication, the occurrence of
enhancers and enhancer function have been obtained. Surpris-
ingly, the regulatory landscape is far more complex and dynamic
as anticipated and it appears that each cell type has thousands of
enhancers of which many are cell type-specific. Chromatin loop-
ing between regulatory elements is widely observed and appears
to be a general principle for long-range enhancer–promoter
communication.

However, many challenges remain. Little is known about
enhancer dynamics during cellular differentiation, how signaling
cascades impact on enhancer function, the role of enhancers in
evolution and disease susceptibility and how enhancers actually
boost transcription. Further refinement of genome-wide tech-
niques to study enhancer function will help to answer some
of these questions. Tracking transcription factor binding and
chromatin looping during differentiation will provide unprece-
dented insights into the dynamics of enhancer action. Although
genome-wide approaches are currently in vogue to investigate
enhancer function, answers to some of the remaining ques-
tions will still require the careful molecular dissection of selected
model loci.

Even though progress in technologies has been impressive,
several limitations remain. ChIP assays require knowledge regard-
ing the factors involved in the regulation of gene loci and good
quality antibodies against these factors are not always available.
The genome-wide 3C spin offs currently lack resolution, which
hampers the accurate determination of the exact contact points
mediating enhancer–gene interactions. Furthermore, these meth-
ods all depend on protein–protein and protein–DNA cross-linking
using formaldehyde requiring a certain amount of time, setting a
limit on the temporal resolution of these methods. Information
regarding cell-to-cell variability is still lacking, because the major-
ity of the current methods to study enhancer function involve
batch assays on many cells. Therefore, the field would greatly ben-
efit from the development of single cell assays to study enhancer
function. The integration of genome-wide data with focused, sin-
gle locus data and single cell data will undoubtedly provide us with
new exciting insights into the mechanisms that shape the genomic
regulatory landscape in flux.
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CTCF (CCCTC-binding factor)-mediated insulation at the H19-Insulin-like growth factor
2 (Igf2) imprinted domain is a classic example for imprinted gene regulation. DNA
methylation difference in the imprinting control region (ICR) is inherited from the gametes
and subsequently determines parental allele-specific enhancer blocking and imprinted
expression in the soma. Recent genetic studies showed that proper monoallelic enhancer
blocking at the H19-Igf2 ICR is critical for development. Strict biallelic insulation at this
locus causes perinatal lethality, whereas leaky biallelic insulation results in smaller size but
no lethality. Apart from enhancer blocking, CTCF is also the master organizer of chromatin
composition in the maternal allele along this imprinted domain, affecting not only histone
tail covalent modifications but also those in the histone core. Additionally, CTCF binding in
the soma protects the maternal allele from de novo DNA methylation. CTCF binding is not
involved in the establishment of the gametic marks at the ICR, but it slightly delays de novo
methylation in the maternally inherited ICR allele in prospermatogonia. This review focuses
on the developmental and epigenetic consequences of CTCF binding at the H19-Igf2 ICR.

Keywords: CTCF chromatin, imprinting, H19, Igf2, insulators, methylation, Zfp57, Trim28

CTCF (also known as CCCTC-binding factor) is a major orga-
nizer of the vertebrate genome and is essential for development
(Moore et al., 2012). It is a versatile protein that regulates
gene expression by binding to DNA via its multiple zinc fingers
(Filippova, 2008; Ohlsson et al., 2010; Herold et al., 2012). CTCF
plays roles in transcriptional activation and repression, insula-
tion by enhancer blocking or chromosome barrier formation and
organization of higher order chromatin by chromosomal loop-
ing and nuclear tethering (Phillips and Corces, 2009; Weth and
Renkawitz, 2011; Barkess and West, 2012; Ghirlando et al., 2012).
CTCF has been implicated in such diverse biological phenom-
ena as genomic imprinting, X chromosome inactivation (Spencer
et al., 2011), alternative splicing (Shukla et al., 2011), microsatel-
lite instability (Libby et al., 2008), and V(D)J recombination (Guo
et al., 2011). Several methodologies have been utilized for test-
ing CTCF’s function, including in vitro and cell culture assays,
depletion or ablation of CTCF and its interactive partners, and
deleting CTCF sites from episomal vectors, integrated transgenes
or endogenous loci. The most direct functional test is to specifi-
cally inactivate the CTCF binding site(s) at an endogenous locus
by point mutations. To date almost no such genetic studies exist
in the latter category. One notable exception is the mouse H19-
Igf2 imprinted domain, which has been extensively studied in
the past decade by several independent groups including ours.
Precise point mutations have been made that inactivated the
CTCF binding sites in the imprinting control region (ICR). In
this review we will focus on some of the colorful roles that CTCF
plays at the H19-Igf2 imprinted locus. We will review that CTCF-
mediated insulation controls reciprocal parental allele-specific

expression of these two imprinted genes, emphasizing that correct
monoallelic enhancer blocking at this locus is critical for normal
fetal development. We will also summarize the roles CTCF plays
in maintaining the epigenetic features of the maternal allele in the
soma and, to some extent, in primordial germ cells (PGCs).

PARENTAL ALLELE-SPECIFIC ENHANCER INSULATION AT
THE H19-Igf2 IMPRINTED DOMAIN
CTCF-mediated insulation is a classic example for the regula-
tion of genomic imprinting. Imprinted genes exhibit parental
allele-specific expression (Ferguson-Smith, 2011; Abramowitz
and Bartolomei, 2012). Insulin-like growth factor 2 (Igf2), and H19
are neighboring genes, located on distal chromosome 7 in the
mouse and expressed from the paternally or maternally inherited
chromosome, respectively. Igf2 protein is important for promot-
ing fetal and placental growth (DeChiara et al., 1990; Constancia
et al., 2002) whereas the H19 non-coding RNA moderates growth
in the normal fetus (Gabory et al., 2009), puts the brake on the
growth of the term placenta via its microRNA (Keniry et al.,
2012) and also functions as a tumor suppressor (Yoshimizu et al.,
2008). Both genes respond to the same endodermal enhancers
that are distal to H19 (Leighton et al., 1995) (Figure 1A). Between
these two genes lies a 2.4 kb long differentially methylated region
(DMR) that is required for the monoallelic expression of both the
H19 and Igf2 genes, and therefore is called an ICR. Its deletion
from the maternal allele results in biallelic Igf2 expression and
from the paternal allele in biallelic H19 expression. Methylation
of this DMR is exclusive to the paternally inherited chromo-
some and originates from the sperm (Tremblay et al., 1995,
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FIGURE 1 | Parental allele-specific enhancer insulation at the H19-Igf2
imprinted domain. (A) Imprinted insulation at the H19/Igf2 imprinted
domain by CTCF binding in the ICR based on publications referenced in the
text. Maternal chromosome (M): unmethylated (white lollipops) ICR
(shaded area) is inherited from the oocyte. CTCF (yellow ovals) imparts
insulator activity (bracket) between the Igf2 promoters and the shared,
downstream enhancers (orange oval). Initiation of H19 expression depends
on an unmethylated ICR during embryogenesis. Paternal chromosome (P):
methylated (black lollipops) ICR is inherited from the sperm, CTCF cannot
bind, hence ICR has no insulator activity thus, the Igf2 promoters and
enhancers can interact. During early postimplantation development, the
H19 promoter is inactivated by an ICR-dependent mechanism (horizontal
arrow). (B) CTCF binding site mutations in the maternal ICR allele disrupt
imprinted expression (Szabó et al., 2004). CTCF no longer binds in the
mutant maternal chromosome (MCTCFm), thus, the enhancers can access
the Igf2 promoter in both alleles. The mutant ICR is methylated and
inactivates the H19 promoter. (C) Non-imprinted insulation at the H19/Igf2
locus by the chicken β-globin insulator duplex (ChβGI)2 (orange rectangle)
(Szabó et al., 2002). The (ChβGI)2 is unmethylated and insulates the Igf2
promoter from the shared enhancers when substituted for the ICR and
transmitted maternally (not shown) or paternally (P), with 10% Igf2 activity
remaining. H19 is overactivated 1.5-fold by the (ChβGI)2 sequences in the
paternal allele (bold arrow). (D) Biallelic insulation by the mutant chicken

(Continued)

FIGURE 1 | Continued

β-globin insulator duplex (mChβGI)2 (turquoise rectangle) carrying
mutations for boundary factor binding sites (stars) (Lee et al., 2010).
Insulation is complete, with no detectable remaining Igf2 expression.
Relative fetus size for each genotype is shown to the left. Active genes and
silent genes are depicted with green and red rectangles, respectively.

1997; Thorvaldsen et al., 1998). Igf2 expression is also regu-
lated by two additional paternally methylated DMRs. Igf2 DMR1,
upstream of the Igf2 gene functions as a mesodermal silencer
in the maternal allele (Constancia et al., 2000) while DMR2, in
the sixth exon, functions as an enhancer in the paternal allele
(Murrell et al., 2001).

To shed light on how the ICR regulates reciprocal expres-
sion of Ig2 and H19, we used in vivo DNAseI, DMS footprinting
and UV photofootprinting analysis of mouse embryo fibrob-
lasts (MEFs) carrying maternal or paternal duplication of distal
Chromosome 7 and discovered strong footprints at four con-
sensus CTCF binding sites in the unmethylated maternal ICR
allele but not in the methylated paternal allele. This provided
evidence that the CTCF insulator protein blocks communica-
tion between the Igf2 promoters and the shared downstream
enhancers in the maternal chromosome (Szabó et al., 2000).
At the same time, in vitro enhancer blocking, gelshift, episome
assays, and in vivo ChIP assays confirmed that the H19-Igf2 ICR
acts as an enhancer blocker in the unmethylated maternal allele
and CTCF binding is inhibited in the paternal ICR allele by DNA
methylation, allowing Igf2 promoter access to the enhancers (Bell
and Felsenfeld, 2000; Hark et al., 2000; Kanduri et al., 2000). To
verify the enhancer blocker role of CTCF at this locus in vivo,
CTCF-site mutations were introduced into the ICR allele in the
mouse. Maternal transmission of these mutations resulted in
biallelic Igf2 expression and biallelic H19 silencing (Figure 1B)
(Pant et al., 2003; Schoenherr et al., 2003; Szabó et al., 2004;
Han et al., 2008). CTCF has also been reported to be responsi-
ble at this locus for asynchronous replication of the two alleles:
late replication of the maternal allele depends on CTCF binding
(Bergstrom et al., 2007; Guibert et al., 2012). CTCF-dependent
enhancer blocking requires cohesins (Rubio et al., 2008; Stedman
et al., 2008; Nativio et al., 2009; Yao et al., 2010; Xiao et al., 2011)
and involves regulating chromosome loop formation (Murrell,
2011).

Parental allele-specific CTCF binding has been detected
recently at additional imprinted domains, at the Rasgrf1 (Yoon
et al., 2005), Gtl2 (Lin et al., 2011), Grb10 (Hikichi et al.,
2003), Kcnq1/Kcnq1ot1 (Fitzpatrick et al., 2007), and Peg13 DMRs
(Singh et al., 2011). It will be very interesting to test using genetic
analyses whether these CTCF binding sites are required for reg-
ulating the allele-specific expression of imprinted transcripts by
enhancer blocking.

MONOALLELIC INSULATION AT THE H19-Igf2 ICR IS
ESSENTIAL FOR NORMAL DEVELOPMENT
Genetic studies revealed that insulation strength of the H19-Igf2
ICR has consequences to body size and viability. Insulation was
absent at the H19-Igf2 domain in mice carrying the ICR CTCF
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site mutations in the maternal chromosome. This resulted in ele-
vated Igf2 expression and an overgrowth phenotype (Figure 1B).
Prenatal fetuses were 122% heavier than their normal siblings
(Szabó et al., 2004). We also noticed that adult males that car-
ried the ICR CTCF site mutations became aggressive and fought
frequently. Insulation was biallelic at this locus in mice where the
ICR was replaced with two copies of the chicken beta globin insu-
lator (ChβGI)2 (Figure 1C) (Szabó et al., 2002). This introduced
DNA fragment was of similar size to the ICR, had two CTCF
binding sites, and also included sufficient number of CpG din-
ucleotides. The (ChβGI)2 functioned as an enhancer blocker in
the maternal allele. In the paternal allele, however, it behaved
differently from the endogenous ICR. The (ChβGI)2 did not
attain de novo methylation in the male germ line and thus, it was
not methylated in the paternally inherited allele in the somatic
organs of +/(ChβGI)2 fetuses. It consequently allowed biallelic
CTCF binding and insulation of the Igf2 promoters from the
shared enhancers. Igf2 expression was reduced to 10% of normal
values and fetus size was reduced to 50–61% of normal litter-
mates. H19 expression was biallelic. Later a very similar mouse
model was generated (Lee et al., 2010) that carried a mutant
form of the (mChβGI)2 sequences (Figure 1D). CTCF binding
sites were retained in the (mChβGI)2 but consensus sites for
boundary proteins, USF1 (West et al., 2004; Yao et al., 2010) and
VEZF1 (Clark et al., 1990; Dickson et al., 2010), were destroyed by
point mutations. Although there was a slight, 32%, methylation
at these sequences in the male germ line, paternal allele-specific
methylation was not maintained in the soma. In +/(mChβGI)2

offspring insulation was again biallelic, and even more strict
than the insulation in +/(ChβGI)2 fetuses. Igf2 expression was
undetectable and fetus size was reduced to 44–50% of normal lit-
termates. Whereas the +/(ChβGI)2 mice were viable, a fully pen-
etrant perinatal lethality occurred in the +/(mChβGI)2 genotype
(Figure 2A). The absence of Igf2 likely contributed to the lethality
phenotype of +/(mChβGI)2, but was not the sole cause, because
Igf2 homozygous mutant mice are small but viable (DeChiara
et al., 1990). Similar conclusion was reached in the reciprocal
experiment (Figure 2B), when perinatal lethality of mice carry-
ing maternal duplication of distal chromosome 7 (MatDup.dist7)
was rescued by introducing the CTCF site mutations into one
allele of the H19-Igf2 ICR (also called IC1) (Han et al., 2010).
Correcting biallelic insulation of the H19-Igf2 ICR was suffi-
cient to rescue lethality, even though the duplicated chromosome
region of MatDup.dist7 mice also carries the Kcnq1ot1 maternally
methylated DMR (also called IC2), and additional misexpressed
imprinted genes. These results have revealed that correct insula-
tor dose and strength at the H19-Igf2 ICR is required for perinatal
viability: strict biallelic insulation at this imprinted locus is not
tolerated in development.

CTCF IS THE MAJOR EPIGENETIC ORGANIZER OF THE
MATERNAL ALLELE IN THE SOMA
CTCF is the master organizer of the maternal allele’s chro-
matin (Figure 3). Utilizing single nucleotide polymorphisms
(SNPs) between parental mouse lines and using quantitative
allele-specific chromatin immunoprecipitation single nucleotide
primer extension (SNuPE) assays, we measured the chromatin

A

B

FIGURE 2 | Biallelic insulation at the ICR is not tolerated in

development. (A) Introducing strict biallelic insulation to the ICR causes
lethality. Substituting the paternal chromosome’s (light blue) methylated
(black lollipop) ICR of normal mice (middle) with the (ChβGI)2 (Szabó et al.,
2002) (orange box) or the (mChβGI)2 (Lee et al., 2010) (turquoise box) has
resulted in biallelic insulation (STOP signal). Lethality was observed in the
+/(mChβGI)2 but not in the +/(ChβGI)2 genotype. The +/(mChβGI)2 had
strict insulation but the +/(ChβGI)2 exhibited leaky insulation. (B) Maternal
(pink) duplication of distal chromosome 7 (MatDup.dist7) fetuses that carry
biallelic insulation at the ICR, also called imprinting control center 1 (IC1),
have 40% body weight and die. The lethality phenotype is rescued by
maternal transmission of one copy of the mutant IC1 (x) that lacks CTCF
binding and insulator function (Han et al., 2010). The imprinting control
center 2 (IC2) is bi-maternal. Correction of biallelic ICR insulation to
monoallelic insulation is sufficient to rescue perinatal lethality of the
MatDup.dist7 genotype.

composition along the H19/Igf2 imprinted domain in normal
cells and cells with engineered mutations at the four ICR-CTCF
binding sites. The chromatin composition showed great polar-
ization along the H19/Igf2 imprinted domain (Han et al., 2008;
Singh et al., 2010a,b, 2011). Whereas the H19 gene, promoter,
and ICR were enriched in active chromatin marks, H3K4me2,
H3K4me3, and H3K9ac in the maternal allele, the paternal allele
of the same regions was enriched in repressive chromatin marks,
such as H3K9me3 and H3K79me3. The ICR was slightly mater-
nally biased for H3K4ac, H3K18ac, H3K36ac, H3K79ac, H4K5ac,
H4K8ac, H4K12ac, and H4K91ac marks, but showed biallelic
H3K27me3 enrichment. The Igf2 promoter, DMR1 and DMR2
regions, were enriched in active marks, H3K4me2, H3K4me3,
H3K9ac, H3K4ac, H3K18ac, H3K36ac, H3K79ac, H4K5ac,
H4K8ac, H4K12ac, H4K91ac, H3K79me1, and H3K79me2 in the
paternal allele but repressive marks, H3K27me3, H3K9me3 and
repressive histone variant macroH2A1 in the maternal allele.

www.frontiersin.org October 2012 | Volume 3 | Article 214 | 20

http://www.frontiersin.org
http://www.frontiersin.org/Epigenomics/archive


Singh et al. CTCF organizes the H19-Igf2 domain

A

B

FIGURE 3 | CTCF is the major epigenetic organizer of the maternal

allele in the soma. (A) Domain-wide allele-specific epigenetic features of
the H19/Igf2 imprinted domain. DNA methylation is paternal allele-specific
in the ICR and at the H19 promoter. Methylation is also paternally biased at
the Igf2 promoter and DMR2 (lollipops with shades of gray). Histone
covalent modificatons are polarized along the domain. Active chromatin
marks (green hexagon) exist at the active gene copies and in the maternal
ICR but repressive marks (red hexagon) exist in the silent gene copies and
the paternal ICR. (B) CTCF binding in the ICR is required for domain-wide
epigenetic features. The maternal chromosome that carries CTCF binding
site mutations (MCTCFm) becomes very similar to the normal paternal
chromosome in each epigenetic feature, DNA methylation and chromatin
composition. Vertical arrows in (A) depict the changes in enrichment of
active (green) and repressive (red) chromatin marks at the Igf2 or H19
regions that occur in response to CTCF site mutations.

Abolishing CTCF binding in the H19-Igf2 ICR in the mutant
cells resulted in a complete reorganization of the allele-specific
chromatin composition (Han et al., 2008). In the maternal allele
CTCF site mutant cells exhibited reduced H3K9ac, H3K4me2,
and H3K4me3 at the H19 ICR, promoter, gene body and reduced
H3K27me3 at the Igf2 P2 promoter and Igf2 DMRs. These
results revealed that ICR-CTCF binding is required for recruit-
ing the maternal allele-specific active marks, H3K9ac, H3K4me2,
and H3K4me3 at the H19 locus and the maternal allele-specific
repressing mark H3K27me3 and macroH2A1 at the Igf2 locus. In
agreement with these findings, it was shown that active histone
tail modifications at the H19 promoter depend on the activity
state of the promoter (Verona et al., 2008) and that CTCF directly
recruits the polycomb protein Suz12 to the Igf2 locus to catalyze
H3K27 trimethylation (Li et al., 2008a). In the paternal allele
H3K27me3 and macroH2A1 levels increased and became bial-
lelic in the CTCF site-mutant cells at the H19 promoter while
paternal H3K4me2 and H3K9ac increased and became biallelic
at the Igf2 DMRs. Indeed, histone acetylation at each lysine
residue increased and became biallelic in the mutant cells at
the Igf2 DMR1, P2 promoter and DMR2, where it was pater-
nal allele-specific in normal cells (Singh et al., 2010a). These

results provided evidence that in the absence of CTCF binding,
the mutant maternal chromosome accumulates histone marks
that normally exist in the paternal chromosome. Therefore, CTCF
binding in the ICR is required for excluding repressive chromatin
from the H19 region and excluding active chromatin, such as his-
tone acetylation from the maternal allele at the Igf2 locus at a
distance.

When we examined how CTCF binding affects the his-
tone globular domain modifications in the H19-Igf2 imprinted
domain (Singh et al., 2010b), we found that the ICR CTCF
site point mutations caused a twofold increase in the hete-
rochromatin mark H3K79me3 at the ICR sequences. Whereas it
was strongly paternal allele-specific in normal cells, H3K79me3
became biallelic in the mutant cells at the ICR and at the H19
promoter, providing evidence that at these sequences CTCF is
required for excluding H3K79me3 from the maternal allele. The
ICR CTCF site point mutations also caused a twofold increase
of H3K79me1 and H3K79me2 levels in the mutant cells at the
Igf2 P2 promoter and Igf2 DMRs where these paternal allele-
specific activating chromatin marks became biallelic. H3K79me1
and H3K79me2 levels were low in abundance and biallelic at the
H19 locus and H3K79me3 levels were relatively high and bial-
lelic at the Igf2 regions, but these features did not change in
response to the CTCF site mutations, indicating that CTCF-ICR
binding is not responsible in the maternal allele for including
H3K79me2 at the H19 region and H3K79me3 at the Igf2 locus.
Taken together, with regard to globular domain modifications,
the ICR CTCF site mutations have caused the paternalization of
the maternal allele’s chromatin composition along the H19/Igf2
imprinted domain by exclusion: CTCF was responsible for the
maternal allele’s chromatin composition by excluding H4K91ac,
H3K79me1, and H3K79me2 at the Igf2 locus and by excluding
H3K79me3 at the H19 locus from the maternal allele.

In summary, with regard to histone tail modifications, in the
maternal allele CTCF binding recruited active chromatin at the
H19 locus and repressive chromatin at the Igf2 locus, and also
excluded repressive chromatin at the H19 locus and active chro-
matin from the Igf2 locus (Han et al., 2008; Singh et al., 2010a).
However, CTCF did not recruit globular domain modifications
to the maternal allele, rather excluded them from the maternal
allele at the Igf2 locus (Singh et al., 2010b). It will be impor-
tant to find out the mechanism of how CTCF interacts with
different epigenetic modifiers in achieving the maternal allele’s
epiphenotype.

CONTROL OF DNA METHYLATION AT THE DMR
The key to all other parental allele-specific features at the H19-
Igf2 imprinted domain is the paternal-specific methylation of the
ICR, because this determines monoallelic CTCF binding, and in
turn CTCF binding determines monoallelic gene expression and
maintenance of the polarized epigenetic features. It is important,
therefore, to review here the imprint cycle of the ICR and discuss
how this cycle is related to CTCF. The methylation mark in the
H19/Igf2 ICR is erased between generations in PGCs (Hajkova
et al., 2002) and is subsequently reestablished specifically in male
fetal germ cells (Davis et al., 1999, 2000; Ueda et al., 2000; Kato
et al., 2007). After that ICR methylation is maintained throughout
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spermatogenesis, fertilization, global epigenomic reprogramming
in the zygote, preimplantation, and later during cell divisions in
the soma (Li et al., 1993; Tucker et al., 1996; Hirasawa et al., 2008).

It is not known what initiates the paternal-specific methylation
at the H19-Igf2 DMR in the male germ line, but it depends on
the de novo methyltransferase Dnmt3a and its cofactor, Dnmt3L
(Bourc’his et al., 2001; Kato et al., 2007; Kaneda, 2011). Even
though the CTCF binding sites maintain allele-specific methy-
lation differences in the soma (see below), the same sites are
not required for setting the gametic imprint in the germ line.
The ICR that harbors CTCF site mutations is fully methylated in
perinatal male fetal germ cells and is fully unmethylated in fetal
female germ cells and ovulated oocytes (Schoenherr et al., 2003;
Szabó et al., 2004). CTCF protein may affect the maintenance
of unmethylated ICR in the oocyte indirectly, because CTCF-
depleted oocytes exhibit increased methylation at that region
(Fedoriw et al., 2004). The methylation imprinting process at the
ICR in the male germ line appears to depend on two compo-
nents, the ICR sequences and also the location of the ICR inside
the H19-Igf2 domain. The (ChβGI)2 and the (mChβGI)2 inserts
(Figures 1C and D) attained only 11 and 32% methylation in
place of the ICR in 18.5 days post-coitum (dpc) prospermatogo-
nia, respectively, suggesting that ICR sequences are important for
full methylation establishment in the male germ line (Szabó et al.,
2002; Lee et al., 2010). When the ICR was introduced to other
genomic locations, methylation imprint establishment did not
occur in the male germ line, but paternal allele-specific methy-
lation was acquired only later in the soma. However, when the
ICR was placed downstream of the H19 gene, it attained de novo
methylation in the male germ line (Park et al., 2004; Tanimoto
et al., 2005; Matsuzaki et al., 2009, 2010; Gebert et al., 2010).
These studies suggested that the H19-Igf2 domain’s genomic loca-
tion is also important for proper imprint establishment of the
H19-Igf2 ICR. It will be important to find the DNA sequences—
inside and outside the ICR—that are necessary and sufficient for
the mechanism of methylation imprint establishment of the ICR
in prospermatogonia.

After imprint establishment the methylation of the H19-Igf2
DMR is protected in the zygote’s paternal pronucleus during the
wave of zygotic reprogramming (Mayer et al., 2000; Gu et al.,
2011; Iqbal et al., 2011; Wossidlo et al., 2011) by the PGC7 protein
(Nakamura et al., 2007). PGC7 is proposed to protect the H19-
Igf2 DMR from 5mC oxidation by Tet3 methylcytosine oxidase
in a H3K9me2-dependent manner, similarly to how PGC7 pro-
tects the female pronucleus (Nakamura et al., 2012). H3K9me2
association at this locus is inherited from the sperm and may be
sufficient to attract tight PGC7 binding, which in turn is expected
to reduce Tet3 affinity to these regions (Nakamura et al., 2012).
The repressor protein MBD3 is slightly biased toward the paternal
allele of the ICR in ES cells and, according to MBD3 knock-
down experiments, contributes to protecting CpG methylation of
the paternal allele of the H19-Igf2 DMR during preimplantation
development (Reese et al., 2007). Genetic studies revealed that
two additional proteins protect the ICR methylation during early
development. Zfp57 transcription factor protects the ICR in ES
cells (Zuo et al., 2012) and Trim28 (also known as KAP1) pro-
tects it in the embryo (Messerschmidt et al., 2012). Trim28 binds

to the ICR in midgestation stage embryos (Messerschmidt et al.,
2012). Both Zfp57 and Trim28 are associated with the methy-
lated paternal allele of the ICR In ES cells (Quenneville et al.,
2011). Zfp57-Trim28-Setdb1 triple occupied ChIP-sequencing
peaks defined a consensus hexanucleotide sequence, TGCmCGC
where the CpG site is methylated (Quenneville et al., 2011). This
consensus is present at each DMR, including the H19-Igf2 ICR.

In somatic organs, the maternal allele’s epigenetic profile at
the H19-Igf2 domain depends on CTCF binding in the ICR.
CTCF binding is responsible for protecting the maternal allele
from DNA methylation (Figure 3). Maternal inheritance of muta-
tions in the CTCF binding sites resulted in highly elevated CpG
methylation levels in somatic organs at the ICR (Pant et al., 2003;
Schoenherr et al., 2003; Szabó et al., 2004), as well as the H19 pro-
moter, and H19 gene body and even at the Igf2 DMR1 and DMR2
sequences at ∼90-kb distance (Kurukuti et al., 2006; Han et al.,
2008).

It is interesting to note that the Zfp57-Trim28-Setdb1 con-
sensus sites overlap with three CTCF binding motifs in the
ICR (Figure 4). At these sites the maternal allele has robust
in vivo CTCF footprints in MEF. However, in MEFs no clear
DNAseI footprints are discernable in the paternal allele (Szabó
et al., 2000). Zfp57-Trim28 binding may only take place in the
ICR at earlier time points, before the time of MEF deriva-
tion. Incidentally, the Zfp57-Trim28-Setdb1 consensus sites have
been mutated in the H19-Igf2 ICR (well before the consensus
site was discovered) at the endogenous locus and in integrated
transgenes (Engel et al., 2004; Matsuzaki et al., 2010). These
mutations destroyed the Zfp57-Trim28-Setdb1 consensus sites
such way that CTCF binding was not affected (Figure 4). As
a result, methylation was reduced and insulator activity was
gained in the mutant paternal ICR, likely because the reduced
DNA methylation allowed CTCF binding. Zfp57-Trim28 may
protect the ICR from demethylation by attracting repressing

FIGURE 4 | Overlapping binding sites in the ICR for CTCF and

Zfp57-Trim28-Setdb1 repressor complex explain their antagonistic

roles at the ICR. The four CTCF binding sites (inside the blue rectangle) of
the ICR are shown with the intertwined consensus sequences defined by
Zfp57-Trim28-Setdb1 (underlined in red). The nucleotides that were
mutated by point mutations (Engel et al., 2004) that specifically destroy
Zfp57-Trim28-Setdb1 consensus sequence are in red. Point mutations that
abolish CTCF binding and also destroy Zfp57-Trim28-Setdb1 consensus
sites are written in the top line.
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epigenetic modifiers and DNMTs to the target sequences and
by facilitating heterochromatinization and DNA remethylation
(Quenneville et al., 2011; Zuo et al., 2012), although this function
may be redundant, because the Zfp57 null mutant midgestation
embryos did not exhibit reduced ICR DNA methylation (Li
et al., 2008b). It is interesting that Zfp57-Trim28-mediated pro-
tection of DNA methylation is required in the H19-Igf2 ICR only
when CTCF binding sites are present. When the CTCF consensus
was destroyed together with the Zfp57-Trim28-Setdb1 consen-
sus (Figure 4), DNA methylation maintenance was not affected
(Szabó et al., 2004). Zfp57-Trim28’s role at the ICR, therefore,
is specific to preventing CTCF binding in the paternal allele by
maintaining DNA methylation. One extension of this idea is
that CTCF may protect the maternal allele from DNA methy-
lation by preventing Zfp57-Trim28-Setdb1 binding. Therefore,
the antagonistic roles (Engel et al., 2004) of the composite ICR
CTCF sites are the following: to maintain the methylation-free
status of the maternal chromosome through CTCF binding and to
maintain DNA methylation in the paternal chromosome through
Zfp57-Trim28-Setdb1 binding.

CTCF-DEPENDENT CHROMATIN BIAS DELAYS de novo
METHYLATION OF THE MATERNAL ICR ALLELE IN MALE
GERM CELLS
The process of methylation imprint erasure at the ICR is com-
plete in PGCs by 13.5 dpc (Figure 5). Consequently, male fetal
germ cells undergo de novo methylation at the ICR during
fetal development, whereas female germ cells remain unmethy-
lated till the end of oocyte maturation. It was noticed by sev-
eral laboratories that the two ICR alleles are different in male
germ cells with respect to the speed of de novo methylation.
Methylation of the paternally inherited ICR allele precedes the
maternally inherited allele (Davis et al., 1999, 2000; Ueda et al.,
2000; Kato et al., 2007), implying that the two alleles are dis-
tinguished by an epigenetic mark, other than DNA methyla-
tion in 13.5 dpc prospermatogonia. We hypothesized that the
chromatin composition may constitute this transient epigenetic
memory and this in turn depends on maternal-allele-specific
binding of CTCF in PGCs. In order to test our hypothesis we
isolated fetal germ cells from mice that carry SNPs at the ICR
to distinguish the parental chromosomes. Using allele-specific
ChIP-SNuPE and real-time reverse-transcription PCR assays we
found that CTCF was slightly biased toward the maternal allele,
but it had a very low level of enrichment at 13.5 dpc at the
ICR, suggesting that CTCF is almost completely removed from
the ICR in germ cells before midgestation. The repressive his-
tone mark, H3K9me3, was slightly biased toward the pater-
nal allele at the ICR but its enrichment level was very low
whereas the active mark, H3K4me2 was more abundant and
it was slightly biased toward the maternal allele in prosper-
matogonia at 13.5 and 15.5 dpc. The level of H3K4me2 allelic
bias was similar to the methylation bias between alleles (10–
15%). When the maternal allele carried the CTCF site muta-
tions in prospermatogonia, the chromatin bias was no longer
observed at the ICR, suggesting that chromatin composition
of the ICR depends on maternal-allele specific CTCF bind-
ing in PGCs, just like it does in somatic cells (Han et al.,

A
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FIGURE 5 | CTCF binding delays de novo methylation of the maternal

allele in male germ cells. (A) Differential methylation of the ICR is
inherited from the gametes: methylation of the paternal allele (P) from
spermatozoa (SPZ) and unmethylation of the maternal allele (M) from
oocytes (OC). This primary methylation difference determines CTCF binding
and chromatin composition in the soma and likely also in primordial germ
cells (PGC), which exhibit imprinted H19 and Igf2 expression. Active or
repressive chromatin (green or red hexagon) is present at respective alleles
of the ICR. (B) Fate of the imprint in the female and male germ lines.
Methylation status of the ICR is depicted in the primordial germ cells (PGC),
primary oocytes (POC) and in prospermatogonia (PSG), spermatogonia (SG)
pachytene spermatocytes (PS) and round spermatids (ST) with gestational
stages in dpc. The developmental stage that appears epigenetically
different without DNA methylation is marked with a rectangle. (C) Imprint
establishment of the ICR in the normal male germ line. Expected CTCF
binding and chromatin composition is depicted in primordial germ cells
(PGC). Observed chromatin bias is depicted in prospermatogonia (PSG).
Chromatin bias is observed in the normal ICR between the parental alleles
in the absence of CpG methylation at 13.5–14.5dpc. (D) Functional CTCF
sites are required for chromatin bias and delayed methylation of the
maternally inherited ICR allele. Maternal inheritance of the CTCF binding
site mutations abolishes CTCF binding in the maternal allele in PGCs. No
chromatin bias is observed between parental alleles at 13.5–14.5dpc and
the maternal allele’s methylation is not delayed at 15.5–17.5dpc.

2008; Singh et al., 2010a,b). The methylation bias was also
absent between the parental alleles in the mutant prospermato-
gonia. These findings are consistent with the explanation that
CTCF binding in PGCs is responsible for setting up a chro-
matin bias in PGCs, and that this chromatin is not fully erased
in prospermatogonia before de novo methylation commences.
Therefore, CTCF-dependent chromatin bias may influence the
rate of DNA methylation in the parental alleles. We concluded
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that it is the H3K4me2 histone mark that most likely constitutes
the epigenetic memory of the mother in prospermatogonia at
13.5–14.5 dpc and delays de novo CpG methylation in the mater-
nal ICR allele. Indeed, removal of H3K4me2 by H3K4 demethy-
lase KDM1B is required at least at certain maternal DMRs for the
establishment of methylation imprints in oocytes (Ciccone et al.,
2009). It is known that certain maternal DMRs exhibit delayed
de novo methylation in the paternally inherited allele (Hiura et al.,
2006). It will be interesting to find out using genetic analyses
whether CTCF or other transcription factor provides transient
epigenetic memory for those alleles.

In summary, CTCF plays complex roles at the H19-Igf2 ICR.
All of these roles may appear at first to depend on its major
role at the domain, which is enhancer blocking. However, CTCF
also protects the ICR from DNA methylation in the maternal
allele and also sets up the maternal allele’s chromatin composi-
tion in the soma and to some extent in PGCs. These functions
at a single locus illuminate the versatility of CTCF in organiz-
ing gene expression and also in structuring the genome. It will
be important to carry out similar genetic experiment by precisely
inactivating the binding sites using point mutations to under-
stand whether CTCF organizes local and domain-wide chromatin
composition and/or maintains the unmethylated state at other
loci in the genome, especially those that where insulator func-
tion has been shown (Herold et al., 2012). At least at one other

locus, at the β-globin cluster 3′HS1, CTCF binding was shown
to be required for recruiting active chromatin mark H3K9ac
and repelling the repressing marks H3K9/27me3 (Splinter et al.,
2006). We will be very curious to see whether CTCF binding sites
in the Xist/Tsix RS14 region (Spencer et al., 2011) regulate the
choice of X chromosome for inactivation by orchestrating local or
domain-wide chromatin composition. Interestingly, mutations in
the corresponding human sites either increase or decrease CTCF
binding affinity and also reciprocally affect X inactivation skew-
ing (Pugacheva et al., 2005). It will be especially critical to find
out whether CTCF carries out its chromatin organizing activi-
ties parental allele-specifically at other imprinted domains and if
proper CTCF binding at those DMRs is essential for development.
We expect that this will be true at least at the Dlk1-Gtl2 imprinted
domain, because CTCF binding is allele-specific in a strategi-
cally important location at the Gtl2 promoter (Lin et al., 2011)
and because of the known lethality phenotypes associated with
the misregulation of allele-specific expression at this imprinted
domain (Lin et al., 2003; Wu et al., 2006; Takahashi et al., 2009,
2010).
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The immunoglobulin heavy chain locus undergoes a series of DNA rearrangements and
modifications to achieve the construction and expression of individual antibody heavy chain
genes in B cells. These events affect variable regions, through VDJ joining and subsequent
somatic hypermutation, and constant regions through class switch recombination (CSR).
Levels of IgH expression are also regulated during B cell development, resulting in high
levels of secreted antibodies from fully differentiated plasma cells. Regulation of these
events has been attributed primarily to two cis-elements that work from long distances
on their target sequences, i.e., an ∼1 kb intronic enhancer, Eμ, located between the V
region segments and the most 5′ constant region gene, Cμ; and an ∼40 kb 3′ regulatory
region (3′ RR) that is located downstream of the most 3′ CH gene, Cα. The 3′ RR is a
candidate for an “end” of B cell-specific regulation of the Igh locus.The 3′ RR contains sev-
eral B cell-specific enhancers associated with DNase I hypersensitive sites (hs1–4), which
are essential for CSR and for high levels of IgH expression in plasma cells. Downstream
of this enhancer-containing region is a region of high-density CTCF binding sites, which
extends through hs5, 6, and 7 and further downstream. CTCF, with its enhancer-blocking
activities, has been associated with all mammalian insulators and implicated in multiple
chromosomal interactions. Here we address the 3′ RR CTCF-binding region as a potential
insulator of the Igh locus, an independent regulatory element and a predicted modulator
of the activity of 3′ RR enhancers. Using chromosome conformation capture technology,
chromatin immunoprecipitation, and genetic approaches, we have found that the 3′ RR
with its CTCF-binding region interacts with target sequences in the VH, Eμ, and CH regions
through DNA looping as regulated by protein binding.This region impacts on B cell-specific
Igh processes at different stages of B cell development.

Keywords: immunoglobulin heavy chain gene locus, enhancers, insulators, CTCF, class switch recombination,

Pax5, chromosome conformation capture (3C) assay

Igh GENES AND THEIR DNA REARRANGEMENTS
AND MUTATION
The immunoglobulin heavy chain gene locus (Igh) undergoes
an amazing array of DNA rearrangements and mutagenic events
during B cell differentiation (reviewed in Max, 2008). A general
question is how these DNA modifications are normally achieved
during B cell development without mistakes that result in malig-
nant transformation. Our studies have focused on a regulatory
region that acts at long distances on target Igh sequences essential
for these DNA rearrangement and mutagenic events (reviewed in
Pinaud et al., 2011).

The Igh locus extends for ∼3 Mb and contains coding seg-
ments for constructing a diverse repertoire of variable region
genes, through recombination of VH (variable), DH (diversity),
and JH (joining) segments, as well as for constant region (CH)
genes that, when translated, confer different functional capabilities
on antibody molecules. During bone marrow B cell develop-
ment, the locus undergoes sequential DNA rearrangement and
mutational events that generate an enormous range of antibody
heavy chain genes, each specifying individual antigen binding sites
associated with specific constant regions. The initial event, i.e.,

recombinase-activator genes (RAG)-mediated V(D)J joining,
involves first, a DJ join, and then V to DJ joining, both accompa-
nied by deletions of intervening sequences; these lead to expression
of a IgM heavy chain bearing a single variable region. Successful
expression of one allele halts rearrangements on the other allele
(allelic exclusion) and prompts VJ joining on the light chain allele.
Upon leaving the bone marrow, the B cell with its H2L2 surface IgM
is poised to receive signals through antigen and other receptors for
T cell surface proteins and secreted cytokines that trigger further
DNA targeted events, such as class switch recombination (CSR)
and somatic hypermutation. CSR is initiated by germline tran-
scription (GT) of the non-IgM CH gene to which subsequent DNA
rearrangement will occur. The DNA rearrangement event results
in a shift of the VDJ gene segment from its position upstream of
μ to upstream of γ, ε or α genes; as in VDJ joining, intervening
DNA is deleted as a circle. VH-hypermutation results, upon anti-
gen selection, in B cells with higher affinity antigen-binding sites.
Both CSR and somatic hypermutation depend on the activity of
activation-dependent cytidine deaminase (AID). In fully differ-
entiated plasma cells, heavy chain gene expression occurs at high
levels. These multiple processes of VDJ joining, GT and CSR, and
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increased Igh expression levels require tight regulation to con-
tain these potentially mutagenic events within the confines of the
Igh locus.

THE 3′ RR CONTAINS AN ENHANCER MODULE AND A
HIGH-DENSITY CTCF-BINDING REGION
Two major long distance Igh control elements have been identified.
Our focus here is on a large (∼50 kb) 3′ regulatory region (3′ RR),
located downstream of the CH genes (reviewed in Pinaud et al.,
2011) and schematized in Figure 1. A second well-characterized
control element is an ∼1 kb intronic enhancer, Eμ, positioned
between the V, D, and J segments and the CH genes, which is critical
for VDJ joining (reviewed in Max, 2008).The murine 3′ RR con-
tains a 5′ 28 kb segment, which has four enhancers that collectively
support GT, CSR, and high levels of IgH expression in plasma cells.
An ∼10 kb 3′ segment contains a region of high-density CTCF-
and Pax5-binding sites with insulator activity. Pax5, a transcrip-
tion factor essential for B cell identity (reviewed in Cobaleda et al.,
2007), is associated with 3′ RR enhancers as well. Our studies have
shown that the 3′ RR interacts at long distances with a number
of Igh target sites, as part of its influence on CSR and regulation
of Igh expression. This entire region is a candidate for a down-
stream “end” of B cell-specific regulation of the Igh locus. At the
upstream V region end, the Igh locus begins in the general vicinity
of telomeric sequences (mouse chr. 12, human chr. 14), suggestive
of a natural boundary. At the 3′ CH-end, beyond the terminus
of the 3′ RR, hole (Tmem121), Crip1/2, and mta1 are the nearest

non-Igh downstream genes (all in the same inverted transcrip-
tional orientation compared to the Igh locus) followed by the rest
of the chromosome (Zhou et al., 2002a). There are multiple kinds
of regulatory elements in this 3′ RR. Three of the four enhancers
located in the 5′ segment of the murine 3′ RR form an ∼25 kb
palindrome, in which the central hs1.2 enhancer is flanked by
virtually identical terminal enhancers hs3A and hs3B (Saleque
et al., 1997). A fourth enhancer, hs4, lies 3′ of hs3B in a sepa-
rate 3 kb structural and functional unit (Michaelson et al., 1995;
Saleque et al., 1997). Hs4 and the palindromic region vary in their
acquisition of DNase I hypersensitivity during B cell maturation
(Giannini et al., 1993); hs4 becomes hypersensitive early in B cell
development and remains so throughout, while the palindromic
enhancers become hypersensitive only later in B cell maturation.
A similar 3′ RR (hs3, hs1.2, hs4) is located downstream of each
of the two Cα genes in the human Igh locus (Chen and Bir-
shtein, 1996, 1997; Mills et al., 1997; Sepulveda et al., 2004a,b;
Frezza et al., 2009).

As a potential“end”of B cell-specific regulation of the Igh locus,
how might the 3′ RR help to focus DNA rearrangement events on
the Igh locus and prevent inherently mutagenic events like DNA
rearrangements and mutations from encroaching into neighbor-
ing downstream genes? We predicted that the 3′ RR might house
an insulator region with CTCF as a major functional contribu-
tor, similar to insulator regions found in other loci (Phillips and
Corces, 2009; Amouyal, 2010; Yang and Corces, 2011). In fact,
(and before the era of high-throughput genomic analyses), EMSA

Chromosome 
12 

Centromere 

µ 3 1 2b 2a 
3'RR 

Eµ hole J D V 

Telomere 

3’ Igh Regulatory Region 

hs4 hs3B hs5 hs3A hs1.2 hs7 hs6 38 

palindromic 

25 kb 3 kb 
10 kb 

CTCF and Pax5

FIGURE 1 | Schematic of 3′ RR. The top line shows relative positions of V, D,
and J segments, the intronic enhancer, Eμ, and the CH genes. The 3′ RR
region is located downstream of the Cα gene of the Igh locus and has two
major modules: an ∼28 kb region containing four enhancers, that, collectively,
are essential for GT and CSR and for high levels of Igh expression in plasma
cells. The 5′ 3 enhancers, hs3A, hs1.2, and hs3B, occupy a palindromic region
(blue box), with hs3A and hs3B in inverted orientation at the ends of the

region. A fourth enhancer hs4 occupies a separate structural and functional
unit (red oval). In the 10 kb downstream, there is a high-density of CTCF
binding sites associated with DNase I hypersensitive sites hs5, hs6, and hs7,
and with a segment 4 kb further downstream, termed “38” because it is
located ∼38 kb from the beginning of the 3′ RR (with BAC199 M11 as a
reference, Genbank AF450245; purple rectangle). This region also contains
interspersed Pax5 sites.
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with recombinant CTCF on 50 consecutive overlapping DNA frag-
ments identified multiple CTCF sites (Garrett et al., 2005). These
were associated with additional DNase I hs sites, hs5, 6, and 7, and
with a segment 4 kb downstream of hs7, which because it is located
38 kb from the beginning of the 3′ RR has been termed “38.”
Hs5 and hs7 were shown to confer insulator activity in a cell line
assay (Garrett et al., 2005). Analysis of EMSA with nuclear extracts
from B cell lines using supershift studies with specific antibodies
for CTCF and Pax5 showed that this entire hs5–7-“38” region
contained interspersed CTCF- and Pax5-binding sites (Chatterjee
et al., 2011). Because Pax5 is a regulator of 3′ RR enhancers, these
data suggested that Pax5 might help coordinate the actions of the
enhancer-containing region with the insulator region. Here we
describe studies of the contribution of the 3′ RR to Igh regulation
throughout B cell development; in levels of H chain expression in

plasma cells, in GT and CSR in B cells, and in use of VH genes
in VDJ joining in pro- and pre-B cells. For the most part, these
involve the formation of loops associating components of the 3′
RR with target Igh sequences, as described in the following sections
and as schematized in Figure 2.

THE 3′ RR AFFECTS H CHAIN EXPRESSION IN PLASMA CELLS
THROUGH CONTACTS WITH Igh TARGET SEQUENCES
A role for the 3′ RR in high levels of Igh expression in plasma
cells was inferred when we established that the entire 3′ RR was
deleted in a mouse plasma cell line that had lost 90% of its Igh
expression levels (Gregor and Morrison, 1986; Michaelson et al.,
1995). That the 3′ RR could loop to engage target Igh sequences
was predicted from studies of another mouse plasma cell line,
in which we detected an inversion of a segment extending from

FIGURE 2 |The 3′ RR interacts via looping with many different target

Igh sequences during B cell development. During VDJ joining in pro-
and pre-B cells, the 3′ RR interacts with two CTCF sites upstream of DH
(red arrow). Also in pre-B cells, the 3′ RR is involved in allelic regulation
(brown arrow). In B cells, interaction of the 3′ RR with I/switch regions is
associated with GT and subsequent CSR (purple arrows). In plasma cells
(lower right), the 3′ RR interacts with the expressed VDJ region and the

intronic enhancer. Also in malignant plasma cells, the translocated c-myc
oncogene interacts in cis by looping with the 3′ RR (Ju et al., 2007).
Studies show some evidence that CTCF binding sites in the 3′ RR have
some insulation activity (gray box) that is detected to impact as far as
the “hole” gene. However, CTCF sites associated with downstream
genes appear to provide an over-riding local influence (as discussed in
the text).
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expressed VH gene sequences to the 3′ RR palindromic region
(Calvo et al., 1991; Ju et al., 2007). Resolution of a loop formed
by interactions between the VH gene and the 3′ RR is the sim-
plest intermediate to account for this inversion. Documentation
of such a loop structure came upon implementation of the chro-
mosome conformation capture (3C) method in a plasma cell line:
here we showed physical interactions involving 3′ RR enhancers
and its CTCF-binding region with the JH sequence that was part
of the expressed VH gene. The adjacent Eμ sequences were not
essential for this interaction (Ju et al., 2007). The contacts asso-
ciated with chromatin loop formation were severely disrupted in
a different MPC11 variant, whose expressed Igh gene had been
rendered non-functional by substitution of the hs1.2 enhancer by
the NeoR gene (Ju et al., 2007). These data implied that an intact
3′ RR was essential for H chain expression in plasma cells and
that H chain expression depended on intact physical interaction
in cis of the 3′ RR with the expressed VH gene. An extension of
these observations from cell lines to mice has derived from tar-
geted deletion of the entire enhancer-containing region of the 3′
RR in mice, which has confirmed a critical role of the 3′ RR in
promoting high levels of Igh expression in plasma cells (Vincent-
Fabert et al., 2010).

Efforts to identify proteins that support loop formation
and concomitant Igh expression used a loss-of-function strat-
egy employing lentiviral-mediated shRNA directed against CTCF,
Oct-2, and OBF-1/OCA-B (Ju et al., 2011) in the MPC11 plasma
cell line. In no case did we see effects on Igh expression. We con-
clude that proteins other than those targeted were required to
support H chain expression, or that residual levels of CTCF, Oct-
2, and/or OBF-1/OCA-B remaining after the knock-down were
sufficient, or that these factors act in a redundant fashion and
that simultaneous knock down of multiple factors is required for
a decrease of Igh chain expression.

TARGETED DELETIONS OF 3′ RR ENHANCERS REVEAL THEIR
INVOLVEMENT IN GT AND CSR
The impact of targeted deletions of 3′ RR enhancers in mouse by
a number of investigators has revealed their importance for two
successive steps of the CSR process, i.e., transcription through
CH switch regions, followed by CSR. Deletion of the hs3B and
hs4 region of the 3′ RR reduced switching to all isotypes except
IgG1 (Cogne et al., 1994; Manis et al., 1998). The contribution to
GT and CSR of the I/switch regions and of the 3′ RR enhancers
has been fully demonstrated (reviewed in (Cogne and Birshtein,
2004). 3C studies on mature B cells undergoing CSR revealed
interactions between the 3′ RR and switch regions through which
transcription occurs prior to CSR (Wuerffel et al., 2007). These
interactions were severely reduced in B cells from mice in which 3′
RR enhancers hs3B and hs4 were deleted. These data supported the
importance of loop interactions between the 3′ RR and its target
switch sequences for CSR. The distances involved range from ∼15
to ∼150 kb.

3C experiments also revealed cytokine-responsive chromo-
somal conformation involving the 3′ RR during GT and CSR
(Wuerffel et al., 2007; Yan et al., 2011). Cytokine treatments that
fostered switching to a particular isotype not only stimulate tran-
scription of switch sequences of that isotype by activating the I

region promoter upstream of switch sequences, but also result
in specific increased 3C interactions between the 3′ RR and the
isotype-specific switch region. Interestingly, a double deletion of
hs3A and hs3B generated by the Eckhardt laboratory had no effect
on either transcription or CSR (Yan et al., 2011). However, we
found that in this doubly deleted mouse, isotype-specific interac-
tions between switch regions and the 3′ RR ordinarily enhanced by
cytokines were already at a high level in resting B cells, and there
was a concomitant increase in interactions between the remaining
3′ RR enhancers, hs1.2 and hs4. These observations suggested that
hs3A and hs3B modulate a functional hs1.2-hs4 3′ RR enhancer
unit (Yan et al., 2011).

In fact, GT and CSR are generally unaffected after individual
deletions of each of the four 3′ RR enhancers, including hs1.2
and hs4 (Manis et al., 1998; Vincent-Fabert et al., 2009; Bebin
et al., 2010; Dunnick et al., 2011). Interestingly, a distinctive (but
similarly functional) enhancer unit remains after each individual
enhancer deletion, e.g., hs1.2, hs3B, hs4 (when hs3A is deleted);
hs3A, hs3B, hs4 (when hs1.2 is deleted) and so on. This implies
considerable flexibility in the structure and function of the 3′ RR
enhancer unit, a point that is addressed further below. In all, the
essential role of 3′ RR enhancers in GT and CSR can be met by
their multiple alternative functional interactions with each other
and with target switch sequences; these influence isotype-specific
switching in response to cytokine signaling.

TARGETED DELETION OF 3′ RR CTCF BINDING SITES HS5–7
Our studies have shown that during GT and CSR, the multi-
ple modules of the 3′ RR, i.e., enhancers and the CTCF-binding
region hs5–7, interact with I/switch regions and with the Pax5
transcription factor. Pax5 (reviewed in (Cobaleda et al., 2007)
is essential for B cell identity and, through reporter assays, was
shown to play an important role in regulating murine 3′ RR
enhancers (Singh and Birshtein, 1993, 1996). To determine the
function of the CTCF-binding region, we generated hs5–7 KO
mice (Volpi et al., 2012). B cells from hs5–7 KO mice showed
essentially normal GT and CSR except for a modest increase in
IgG1+ cells upon switching in culture. One possibility to account
for these observations is that interactions of Igh sequences with
the CTCF/Pax5-binding site-rich hs5–7 region are secondary to
the role of the 3′ RR enhancers and are not essential during
CSR. Another possibility is that the deletion did not eliminate
all candidate CTCF-binding sites. In fact, ChIP/Seq data (Deg-
ner et al., 2009) showed that the hs5–7 KO left behind a limited
number of CTCF sites in the 3′ RR region, and other CTCF
sites associated with each non-Igh downstream gene (R. Casellas,
personal communication). Potentially, even a fraction of CTCF
sites in this region or other CTCF-interacting sites are sufficient
for appropriate biological activity. Similarly, we had anticipated
that a reduction in insulator activity resulting from deletion of
a large group of CTCF sites from the 3′ RR would enable the
upstream unaffected 3′ RR enhancers to promote expression of
downstream, non-Igh genes. However, our studies revealed only
a modest increase in expression of the nearest downstream gene,
Tmem121, while further downstream genes were unaffected (Volpi
et al., 2012). It appears that local regulation of downstream genes
by their own CTCF sites provides a back-up mechanism to restrain
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inappropriately regulated activity of the Igh locus from inflicting
damage on non-Igh genes.

INFLUENCE OF 3′ RR CTCF-BINDING REGION
ON VDJ JOINING
CTCF has been described as a “master weaver of the genome”
(Phillips and Corces, 2009). Thousands of genomic CTCF sites
have been mapped, including those within the Igh locus (Garrett
et al., 2005; Degner et al., 2009, 2011). Moving upstream (3′ to 5′)
of the high-density CTCF-binding region in the hs5–7 region of
the 3′ RR past the CH and JH regions that are devoid of CTCF
sites, the CTCF sites that are closest to the 3′ RR are two sites
located 5′ of the most 5′ DH gene; by 3C, these have been shown
to interact with the 3′ RR. Functional inactivation of the two D-
associated CTCF sites abrogated normal VDJ joining (Guo et al.,
2011); as a result, they have been named intergenic control region
1 (IGCR1). These studies imply a role of CTCF in VDJ joining.
In fact, functional inactivation of CTCF in pro-B cells by shRNA
(Degner et al., 2011) resulted in an increased distance between the
interacting 3′ RR and DH/CTCF sequences, i.e., a reduction in VH-
locus contraction, and an increase in anti-sense transcription in
DH and VH regions. To determine, therefore, whether 3′ RR CTCF
sites that bind to DH/CTCF are critical for the role of DH/CTCF
in VDJ joining, we assessed a mouse with a targeted deletion of
CTCF binding sites in the hs5–7 region of the 3′ RR (Volpi et al.,
2012). Here, we were surprised to find essentially normal levels
of VDJ joining in hs5–7 KO pro- and pre-B cells, except for a
detectable increase in DQ52-JH3 usage at multiple stages of B cell
development. In addition, there was a modest, albeit statistically
significant reduction in Igh locus contraction, and an increase by
twofold over wild-type in the use of proximal VH7183 genes while
distal VHJ558 usage was unaffected. Notably, allelic exclusion was
correctly maintained. Although these data uncover an effect of the
3′ RR-CTCF-binding region on the Igh locus when VDJ joining is
occurring presumptively through interactions of this region with
DH/CTCF, they also imply the presence of considerable backups
for proper Igh regulation.

Pax5 AND CTCF AS REGULATORS OF THE 3′ RR
DURING CSR
Pax5
As a step toward further understanding mechanisms that control
the 3′ RR, we have identified transcription factors that regulate
3′ RR enhancer activity. Experiments showed that the four 3′ RR
enhancers are regulated by a common set of transcription factors,
namely Oct-binding proteins, NFκB, and Pax5 (Michaelson et al.,
1996), which could synergize for concerted repression (Singh and
Birshtein, 1996) or for concerted activation of 3′ RR enhancers
(Michaelson et al., 1996). YY1 has also been implicated (Gordon
et al., 2003). Importantly, Pax5 appears to regulate each of the 3′
RR enhancers as well as the CTCF-binding region. Using chro-
matin immunoprecipitation (ChIP), we found that as B cells are
induced to switch by culture with LPS +/- IL4, Pax5 shifts in its
association with modules of the 3′ RR (Chatterjee et al., 2011). In
resting B cells, Pax5 binds predominantly to hs4. At 48 h when
GT and switch region-3′ RR interactions are at a peak, Pax5 has
shifted away from hs4 to bind to upstream enhancer (hs1.2) and

downstream insulator (hs7) flanking sites. At 96 h, when CSR has
been completed, Pax5 regains hs4 binding as seen in resting B cells.
Regardless of whether switching to γ3 or γ2b occurred by stimu-
lation with LPS, or to γ1 through stimulation by LPS + IL4, the
Pax5 pattern of binding to the 3′ RR was similar.

When we compared B cells that successfully undergo sequen-
tial steps in switch recombination with those that are deficient in
GT and/or CSR (Chatterjee et al., 2011), we found that the Pax5-
binding pattern to the 3′ RR is mechanistically associated with
CSR. For example, stimulation of NFκB p50−/− cells for 48 h with
LPS + IL4 shows deficiency in normal GT; accordingly, the Pax5
profile is different from normal B cells. Pax5 continues to bind to
hs4 although acquiring binding to hs1.2. In cells stimulated with
anti-IgM + IL4, which undergo normal GT but fail to switch, the
Pax5-binding pattern at 48 h is like that of cells stimulated by
LPS + /-IL4, but at 96 h, the pattern is disrupted. Collectively,
these data suggest that dynamic changes in Pax5 binding to the
3′ RR are supported by an isotype-independent scaffold on which
GT and CSR occur.

CTCF
To determine whether changes in CTCF binding to the 3′ RR were
similarly associated with CSR, we analyzed binding of CTCF and
its cofactor cohesin, this latter consisting of multiple subunits,
including Rad21 (Chatterjee et al., 2011). In contrast to changes in
Pax5 binding, we found relatively stable interactions of CTCF with
the high-density CTCF-binding region in hs5–7 and“38”through-
out the steps in GT and CSR that occurred in cells cultured with
LPS + /-IL4. Also as expected, together with CTCF, Rad21 bound
preferentially to hs7 upon stimulation with either LPS + /-IL4 or
with anti-IgM + IL4. However, in resting B cells and independent
of CTCF, Rad21 additionally bound to hs1.2 at low levels, and then
at substantially increased levels at 48 h of stimulation before bind-
ing at reduced levels again to hs1.2 at 96 h. A similar pattern of
CTCF-independent Rad21 binding to hs1.2 was detected in cells
stimulated with anti-IgM + IL4.

Collectively, these data showed that CTCF and cohesin bind-
ing to the 3′ RR, both to cognate CTCF sites and independent
of known CTCF sites, appear to contribute to a framework for
the 3′ RR, while Pax5 has dynamic interactions with its binding
sites. We have proposed (Chatterjee et al., 2011) that the multiple
Pax5-binding sites in 3′ RR enhancers could support a scaffold
structure: various enhancer deletions or shifts in enhancer occu-
pancy could take place, leaving behind varying constellations of
functional Pax5 sites.

REGULATION OF 3′ RR BY DNA METHYLATION
We predicted that the 3′ RR is subject to epigenetic regulation as
it acquires its functional capability. The 3′ RR essentially can be
divided into two regions under separate epigenetic control, the 5′
palindromic enhancers and the more 3′ hs4-“38” region. Begin-
ning in pro-B cells, the hs4-“38” region is associated with marks
of active chromatin (Garrett et al., 2005) and with DNA demethy-
lation (Giambra et al., 2008), which appear to be set in place by
expression of Pax5 and linker histone H1. The upstream palin-
dromic enhancers – hs3A-hs1.2-hs3B – acquire both epigenetic
marks in B and plasma cells (Giambra et al., 2008).
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BOX 1 | Regulation of methylation and chromatin modifications

of 3′ RR during B cell development

1. In pro-B cells, the hs4 enhancer and the CTCF-binding region
hs5-“38” are demethylated and show marks of active chromatin.
These marks are retained during B cell development. In B and
plasma cells, the palindromic enhancers hs3A-1.2-3B acquire
both epigenetic marks.

2. A polymorphic region between hs4 and hs5 reveals demethyla-
tion specific for the expressed allele in pre-B cells.

3. The 3′ RR in resting B cells is mostly methylated. In B cells
stimulated to undergo class switching, the 3′ RR becomes pro-
gressively demethylated with limited accompanying changes in
chromatin marks.

The two Igh alleles in the mouse 70Z/3 pre-B cell line (C57Bl/6-
derived and DBA/J-derived) can be distinguished by their stage
during VDJ joining, their association with a polymorphic DNA
segment that is subject to DNA demethylation (Giambra et al.,
2008), and by the formation of loops involving the 3′ RR
(Ju et al., 2011). The expressed VDJ-joined, C57Bl/6-derived,
allele is associated in cis with a 3′ RR containing a deletion of
hs3A-hs1.2 (with no apparent impact on Igh expression; Saleque
et al., 1999). The polymorphic region located between hs4 and
hs5 on this allele is demethylated. In contrast, the unexpressed
DJ-joined allele (DBA/J-derived) fails to undergo looping in cis
with its intact 3′ RR, and the hs4-hs5 sequence remains methy-
lated. These data reinforce the role of the 3′ RR in cis-regulation
of the Igh locus and imply that DNA demethylation in the 3′
RR, looping and Igh VDJ rearrangement and expression may be
associated.

Interestingly, B cells stimulated for GT and CSR do not reveal
any significant changes in chromatin marks of the 3′ RR (Garrett
et al., 2005). Instead, we have identified progressive DNA demethy-
lation of the 3′ RR (Giambra et al., 2008) and (Giambra, V., in
preparation). These observations suggest that in resting B cells
prior to stimulation for CSR, the 3′ RR is poised in its chromatin
profile. We predict that DNA demethylation is associated with
architectural changes by which the 3′ RR influences GT, CSR, and
high levels of Igh expression in plasma cells. These epigenetic alter-
ations of the 3′ RR during B cell development are summarized in
Box 1.

DO Igh DNA REPLICATION PATTERNS SPECIFY ANOTHER
TERMINUS OF THE Igh LOCUS?
Various landmarks might demarcate functional termini for the
Igh locus; (1) the distinctive cluster of CTCF sites in hs5–7
that is located downstream of the CH part of the locus and (2)
∼20 kb further downstream, the nearest non-Igh downstream
gene, Tmem121, i.e., hole. In collaborative studies (Michaelson
et al., 1997; Ermakova et al., 1999; Zhou et al., 2002a,b, 2005), we
identified a replication origin downstream of Tmem121 that is
also a candidate for a functional B cell-specific terminus of Igh
regulation. These studies showed that the Igh locus had differ-
ent temporal patterns of DNA replication in non-B cells and at
various stages of B cell development. In non-B cells, an origin
of replication was identified ∼11 kb downstream of Tmem121,

which is ∼30 kb downstream of the hs5–7 region and ∼76–79 kb
downstream of the Cα gene. DNA sequences downstream of this
landmark all replicated early in S. Beginning at this origin and
moving upstream, i.e., 3′ to 5′, the 500 kb region within which CH,
JH, DH, and VH7183 sequences were located replicated progres-
sively later in S. This was consistent with the absence of activated
origins of replication in this region. Sequences further upstream
of the 500 kb transition region all replicated late in S. However, in
pro-B and pre-B cells, the temporal transition region was elimi-
nated as the entire Igh locus replicated early in S, indicative of the
firing of multiple origins that were otherwise latent in non-B cells.
Hence, this origin-containing region downstream of Tmem121
appeared to demarcate upstream sequences that are under B cell-
specific Igh regulation from downstream sequences under non-Igh
control. Notably, in mature B cells and plasma cells, the temporal
transition region was again evident and the replication pattern was
similar to that seen in non-B cells. The change in replication was
paralleled by a change in location of the Igh locus from a position
at the nuclear periphery in non-B cells to away from the nuclear
periphery in pro- and pre-B cells, with resumption of a nuclear
periphery location in B and plasma cells. Analysis of replication
dynamics in a cell line in which the 3′ RR enhancer region had
been deleted, leaving behind the CTCF/Pax5-binding region and
further downstream sequences, showed no difference compared
to wild-type plasma cells (Michaelson et al., 1997). While these
findings showed that the 3′ RR enhancer region is not essential for
the timing of replication of the Igh locus in plasma cells, inferences
about the role of the CTCF/Pax5-binding region in this process are
not possible.

SUMMARY
Here we have discussed two major modules of the 3′ RR, which
extends ∼40 kb beginning downstream of Cα. The 5′ 28 kb seg-
ment contains four enhancers, which, collectively, support GT,
CSR, and high levels of IgH expression in plasma cells. The
∼10 kb 3′ segment contains a region of high-density CTCF- and
Pax5-binding sites with insulator activity. During B cell devel-
opment, the 3′ RR-its enhancers and CTCF-binding region – is
involved, via loop formation, with various target Igh sequences.
These include: (1) CTCF sites upstream of DH that are essen-
tial for normal VDJ joining and allelic Igh expression in pre-B
cells; (2) I/switch sequences required for GT and CSR in B cells,
and c) JH and Eμ, which support Igh expression in plasma cells.
While 3′ RR enhancers are essential for GT and CSR, as demon-
strated by targeted deletions, independent deletion of at least seven
of an estimated nine CTCF sites in the 3′ RR resulted in only a
mild phenotype (Volpi et al., 2012). We found essentially normal
VDJ joining but with a slight decrease in VH-locus contraction, a
twofold increase in usage of proximal VH7183 genes and an appar-
ent increase in DQ52-JH3 usage. Steps in GT and CSR appeared
generally indistinguishable from wild-type, as was the chromoso-
mal architecture of the 3′ RR assessed by 3C. In all, we conclude
that the CTCF-binding region is a nidus for physical interactions
with Igh targets of important biological consequence. However,
there must be many back-ups that provide functional compensa-
tion to CTCF. These back-ups may include local regulators, such
as CTCF sites associated with other neighboring genes, or proteins
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other than CTCF and/or epigenetic regulators that terminate B
cell-specific regulation of the Igh locus.

ONGOING KEY QUESTIONS
Which proteins/nucleic acids/other molecules are essential for
loop formation? Are there different kinds of structural and func-
tional loops? What do loops do? Do they engage the Igh locus in
particular subnuclear domains for DNA rearrangements, muta-
tion, etc. during different stages of B cell development? How
does the 3′ RR function? What mediates architectural interactions
among the 3′ RR enhancers themselves and between the enhancer
and CTCF-binding modules? How does loop formation in the Igh
locus relate to loops in other loci? What specifically does CTCF
contribute to the structure and function of the Igh locus?
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MicroRNAs (miRNAs) are small non-coding RNAs that regulate expression of various
target genes. miRNAs are expressed in a tissue-specific manner and play important
roles in cell proliferation, apoptosis, and differentiation. Epigenetic alterations such as
DNA methylation and histone modification are essential for chromatin remodeling and
regulation of gene expression including miRNAs. The CCCTC-binding factor, CTCF, is
known to bind insulators and exhibits an enhancer-blocking and barrier function, and more
recently, it also contributes to the three-dimensional organization of the genome. CTCF
can also serve as a barrier against the spread of DNA methylation and histone repressive
marks over promoter regions of tumor suppressor genes. Recent studies have shown
that CTCF is also involved in the regulation of miRNAs such as miR-125b1, miR-375, and
the miR-290 cluster in cancer cells and stem cells. miR-125b1 is a candidate of tumor
suppressor and is silenced in breast cancer cells. On the other hand, miR-375 may have
oncogenic function and is overexpressed in breast cancer cells. CTCF is involved in the
regulation of both miR-125b1 and miR-375, indicating that there are various patterns
of CTCF-associated epigenetic regulation of miRNAs. CTCF may also play a key role in
the pluripotency of cells through the regulation of miR-290 cluster. These observations
suggest that CTCF-mediated regulation of miRNAs could be a novel approach for cancer
therapy and regenerative medicine.

Keywords: microRNA, CTCF, cancer cell, embryonic stem cell, miR-125b1, miR-375, miR-290 cluster

INTRODUCTION
MicroRNAs (miRNAs) are small non-coding RNAs that regulate
various target genes and play important roles in cell prolif-
eration, apoptosis, and differentiation. One of the important
mechanisms of miRNA expression is epigenetic alteration such
as DNA methylation and histone modification. The CCCTC-
binding factor, CTCF, is known to bind insulators and exhibits
an enhancer-blocking and barrier function, and more recently,
it also contributes to the three-dimensional organization of the
genome. Although, there are a number of studies describing reg-
ulation of miRNA expression including epigenetic alterations,
only a few studies have reported the association between miRNA
expression and CTCF. In this report, we review recent studies
regarding miRNAs and CTCF, and discuss about roles of CTCF
in the regulation of miRNA expression.

miRNA
miRNAs are ∼22 nucleotide (nt) non-coding RNAs that can
post-transcriptionally downregulate the expression of various tar-
get genes. Currently, ∼1500 human miRNAs have been identified
in the human genome, and each miRNA potentially controls hun-
dreds of target genes. In animals, miRNA genes are generally tran-
scribed by RNA polymerase II (pol II) to form primary transcripts
(pri-miRNAs). Pol II transcribed pri-miRNAs are capped with

Abbreviations: miRNA, microRNA; RISC, RNA-induced silencing complex; ERα,
estrogen receptor α; ESC, embryonic stem cell; EEmiRC, early embryonic miRNA
cluster; IE, intragenic enhancer.

7-methylguanosine and are polyadenylated. The nuclear RNase
III enzyme Drosha and its co-factor DGCR8 process pri-miRNAs
into ∼60 nt precursor miRNAs (pre-miRNAs), which form an
imperfect stem-loop structure. Pre-miRNAs are transported into
the cytoplasm by exportin 5 and are subsequently cleaved by
Dicer into mature miRNAs which are then loaded into the RNA-
induced silencing complex (RISC). The miRNA/RISC complex
downregulates specific gene products by translational repres-
sion via binding to partially complementary sequences in the 3′
untranslated regions of the target mRNAs or by directing mRNA
degradation via binding to perfectly complementary sequences.
miRNAs are expressed in a tissue-specific manner and play
important roles in metabolism, proliferation, apoptosis, and dif-
ferentiation. Moreover, recent studies have shown a link between
aberrant expression of miRNAs and the development of cancer
(Calin and Croce, 2007; Cho, 2007; Saito et al., 2009).

EPIGENETIC REGULATION OF miRNA EXPRESSION
Since miRNAs can have large-scale effects through regulation of a
variety of genes during mammalian development and carcinogen-
esis, an understanding of the regulatory mechanisms controlling
miRNA expression is important. There are several reports of
transcription factors binding to the promoter regions of specific
miRNA genes and activating the transcription of pri-miRNAs,
resulting in increased expression of mature miRNAs. c-Myc binds
to the regulatory region of the miR-17-92 cluster and increased
expression of c-Myc leads to the activation of the miRNAs in the
cluster (O’Donnell et al., 2005).
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Epigenetic alterations such as DNA methylation and histone
modification play critical roles in chromatin remodeling and reg-
ulation of gene expression in mammalian development and in
human diseases. Many miRNAs are expressed in a tissue- and
tumor-specific manner, implying that some miRNAs are sub-
ject to epigenetic control. We have shown that miR-127, which is
embedded in a CpG island, is strongly induced by treatment with
DNA methylation inhibitors and histone deacetylase inhibitors,
indicating that some miRNA genes are controlled by epigenetic
alterations in their promoter regions and can be activated by
chromatin modifying drugs (Saito et al., 2006, 2009). Lujambio
et al. (2007) compared miRNA expression profiling between
the wild-type HCT116 colon cancer cell line and HCT116 after
genetic disruption of both DNA methyltransferase (DNMT) 1 and
DNMT3b (DKO cells). They found that 18 out of 320 miRNAs
are significantly upregulated in DKO cells. In particular, miR-
124a is silenced by its own CpG island hypermethylation in
human tumors, but can be activated by inhibition of DNA methy-
lation. They also demonstrated that the oncogene CDK6 is a
target of miR-124a and that epigenetic silencing of miR-124a in
cancer cells modulates CDK6 activity. It has been reported that
miR-9-1 and miR-9-3 are potential tumor suppressor miRNAs
and are inactivated by epigenetic mechanisms in human can-
cers (Lehmann et al., 2008; Lujambio et al., 2008). miR-34a was
identified as a target of p53 and induces a G(1) cell cycle arrest,
senescence and apoptosis (He et al., 2007; Tazawa et al., 2007).
miR-34a expression is silenced in several types of cancer includ-
ing pancreatic cancer due to aberrant CpG methylation of its
promoter. Re-expression of miR-34a in a pancreatic carcinoma
cell line induced senescence and cell cycle arrest at least in part
by targeting CDK6, indicating that miR-34a represents a tumor
suppressor gene which is inactivated by CpG methylation in pan-
creatic cancer (Lodygin et al., 2008). miR-34b and miR-34c are
also reported to be silenced by aberrant CpG island methyla-
tion in colorectal cancer (Toyota et al., 2008). Thus, a number
of miRNAs are under epigenetic control and disruption of DNA
methylation patterns and histone modification in the promoter
regions of miRNAs might be associated with cancer development
(Esteller, 2011).

The CCCTC-binding factor, CTCF, is known to bind insu-
lators and exhibits an enhancer-blocking function. CTCF can
also serve as a barrier against the spread of DNA methylation
and histone repressive marks over promoter regions of tumor
suppressor genes (Recillas-Targa et al., 2011). CTCF is a highly
conserved multifunctional zinc finger protein involved in tran-
scriptional repression and activation, insulation, epigenetic events
such as imprinting of the H19/IGF2 locus, and X-inactivation,
and which binds preferentially to unmethylated DNA (Filippova,
2008; Phillips and Corces, 2009). Moreover, CTCF play impor-
tant roles during carcinogenesis: epigenetic silencing of tumor
suppressor genes such as p16 and Rb (De La Rosa-Velazquez
et al., 2007; Witcher and Emerson, 2009), apoptosis of breast
cancer cells (Docquier et al., 2005), and regulation of impor-
tant tumor suppressor genes such as p53 (Recillas-Targa et al.,
2011; Saldana-Meyer and Recillas-Targa, 2011). These findings
suggest that CTCF may be involved in epigenetic regulation of
non-coding RNAs including miRNAs as well as coding RNAs.

DISRUPTION OF CTCF BINDING AT THE miR-125b1 CPG
ISLAND IN HUMAN CANCERS
Recent studies have reported that expression of miR-125b is
downregulated in various human cancers including glioblastoma,
prostate cancer, ovarian cancer, and breast cancer (Scott et al.,
2007; Zhang et al., 2011). In addition, miR-125b suppresses onco-
genes such as EST1, ERBB2, ERBB3, and Bak1 as its targets,
suggesting that miR-125b functions as a tumor suppressor. DNA
hypermethylation at the CpG island of miR-125b was observed in
cell lines and in tissue samples from patients with breast cancer
(Zhang et al., 2011).

Soto-Reyes et al. (2012) investigated epigenetic alterations
such as DNA methylation and histone modification, and asso-
ciation of CTCF at the locus of miR-125b1 in breast cancer
cells. They found aberrant DNA methylation of the miR-125b1
CpG island and that disruption of CTCF binding correlated
with incorporation of repressive histone modifications such as
histone H3 lysine 9 (K9) trimethylation and histone H3 K27
trimethylation in cancer cells. In normal breast cells expressing
miR-125b1, CTCF might prevent the recruitment of epigenetic
silencing components, such as DNA methylation and repres-
sive histone modifications, and also favors an open chromatin
structure. In breast cancer cells, the loss of CTCF is associated
with CpG island methylation and the gain of repressive his-
tone modifications such as histone H3 K9 trimethylation and
histone H3 K27 trimethylation. Disruption of CTCF binding at
CpG island induces silencing of miR-125b1 expression (Figure 1).
These findings suggest that CTCF plays an important role in the
regulation of the tumor suppressor miR-125b1 in cooperation
with DNA methylation and histone modification in breast cancer
cells. A recent study has also demonstrated that miR-125b1 can
be silenced by DNA methylation, which may lead to activation of
the ETS1 proto-oncogene and a worse prognosis in breast cancer

FIGURE 1 | Disruption of CTCF binding at the miR-125b1 CpG island in

human cancers. In normal breast cells, CTCF might prevent the
recruitment of epigenetic silencing components, such as DNA methylation
and repressive histone modifications, and also favors an open chromatin
structure. Meanwhile, in breast cancer cells, the loss of CTCF is associated
with CpG island methylation and the gain of repressive histone
modifications such as histone H3 K9 trimethylation and histone H3 K27
trimethylation. Open circle, unmethylated DNA; filled circle, methylated
DNA; H3K9Me, histone H3 K9 methylation; H3K27Me, histone H3 K27
methylation.
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patients (Zhang et al., 2011). Reactivation of the tumor sup-
pressor miR-125b1 by epigenetic therapy using DNA methylation
inhibitors may have clinical promise for the treatment of breast
cancer patients.

ROLE OF CTCF IN THE REGULATION OF miR-375 EXPRESSION
IN BREAST CANCER CELLS
Breast cancer is the leading cause of cancer death in women
worldwide. Estrogen receptor α (ER α) upregulation causes
abnormal cell proliferation in approximately 70% of breast can-
cers (Shoker et al., 1999; Vargo-Gogola and Rosen, 2007). A
recent study has reported that miR-375 is overexpressed in ERα-
positive breast cancer cell lines and plays an important role
in cell proliferation (de Souza Rocha Simonini et al., 2010).
There are CpG islands in the upstream region of the miR-375
gene. DNA hypermethylation is observed in the CpG island
of ERα-positive breast cancer cells showing high expression of
miR-375, whereas DNA hypomethylation and histone H3 K9
dimethylation are observed in the CpG islands of ERα-negative
breast cancer cells. CTCF binds to unmethylated DNA in the
CpG islands of ERα-negative cells and induces silencing of
miR-375 expression. These findings suggest that overexpression
of miR-375 is caused by dissociation of CTCF from the CpG
island of miR-375 gene via loss of epigenetic marks including
local DNA hypomethylation and histone H3 K9 dimethylation
(de Souza Rocha Simonini et al., 2010) (Figure 2). It has been
shown that miR-375 suppresses Ras dexamethasone-induced 1
(RASD1) as its potential target, and RASD1 can suppress the
growth of breast cancer cells and down-regulate ERα expres-
sion (Vaidyanathan et al., 2004; de Souza Rocha Simonini et al.,
2010). Thus the modulation of ERα expression by miR-375
is achieved through the repression of RASD1. These observa-
tions provide a possibility that inhibition of miR-375 could be a
novel clinical approach for the treatment of ERα-positive breast
cancer.

FIGURE 2 | Role of CTCF in the regulation of miR-375 expression in

breast cancer cells. In ERα-positive breast cancer cells, DNA
hypermethylation is observed in the CpG island of the miR-375 gene, and
miR-375 expression is activated. On the other hand, in ERα-negative breast
cancer cells, DNA hypomethylation and histone H3 K9 dimethylation are
observed, resulting in silencing of miR-375 expression by binding of CTCF
in the CpG island. Open circle, unmethylated DNA; filled circle, methylated
DNA; H3K9Me, histone H3 K9 methylation.

CTCF MODULATES EXPRESSION OF THE EARLY
EMBRYONIC miRNA CLUSTER
Human embryonic stem cells (ESCs) are derived from the
inner cell mass of the human blastocyte and can be kept in
an undifferentiated, self-renewing state indefinitely. ESCs have
the advantage of being pluripotent, which endows them with
the ability to differentiate into virtually every cell type in the
human body. Thus, ESCs have gained popularity as a poten-
tially ideal cell candidate for regenerative medicine. The early
embryonic miRNA cluster (EEmiRC) has been identified in
ESCs of mammals, and shows a remarkable cross-eutherian
species conservation at the levels of both pre-miRNA hair-
pins and the core-promoter region (Houbaviy et al., 2003,
2005). EEmiRC encodes 7 miRNAs (miR-290, -291a, -292,
-291b, -293, -294 and -295), which have been labeled as ESC-
specific/pluripotency-associated miRNAs controlling cell-cycle
progression, proliferation, and DNA methylation in undifferen-
tiated/pluripotent cells. Therefore, understanding the biology of
ESCs requires detailed knowledge of the mechanisms regulating
EEmRC expression.

Little is known about the molecular mechanisms underly-
ing the regulation of the EEmiRC expression. Recent studies
have showed that the sequences upstream to the EEmiRC pro-
moter contains active binding sites for Nanog, Oct3/4, Sox2,
Tcf3, c-Myc, and 4n-Myc. Histone H3 K4 trimethylation and
histone H3 K27 trimethylation were observed in ESCs and in
differentiated cells, respectively (Chen et al., 2008; Judson et al.,
2009). However, attempts to activate EEmiRC expression by
ectopic expression of these individual transcriptional factors in
fibroblasts were unsuccessful, suggesting that EEmiRC expres-
sion is under epigenetic control (Judson et al., 2009). Tata
et al. (2011) identified a 332-bp intragenic enhancer (IE) region
within the EEmiRC, which is able to modulate the transcription
of the mouse EEmiRC locus. These miRNAs involve pluripo-
tency factors and epigenetic mechanisms in pluripotent and
differentiated cells. The results of chromatin immunoprecipita-
tion (ChIP) assays demonstrated that the level of occupancy of
Oct3/4, Sox2, and CTCF in this region gradually and dramat-
ically decreased during ESC differentiation, suggesting a func-
tional role for these transcription factors in regulating EEmiRC
expression. This IE also contains a CpG island showing a dif-
ferential pattern of DNA and histone methylation marks during
differentiation of ESCs. Since, miR-290 cluster miRNAs have
been shown to suppress Rbl2 as their target and Rbl2 mod-
ulates DNMTs (Benetti et al., 2008; Sinkkonen et al., 2008),
EEmiRC may comprise a feedback loop with DNMTs. These
findings indicate that this region plays a critical role in the
regulation of EEmiRC expression, presumably through binding
of transcription modulators such as Oct3/4, Sox2, and CTCF.
Cohesin is a DNA-binding protein complex that is essential for
sister chromatid cohesion and facilitates the repair of damaged
DNA. Recent experiments have revealed that cohesin binds to
the same sites in mammalian genomes as CTCF and cooperates
with CTCF in regulating gene expression (Herold et al., 2012).
Epigenetic effectors including CTCF and cohesin may modu-
late the pluripotency of cells through the regulation of miR-290
cluster.
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Table 1 | miRNAs associated with CTCF.

miRNA Expression Target genes Association with CTCF References

miR-125b1 Decreased in human cancers
including glioblastoma, prostate
cancer, ovarian cancer and breast
cancer

EST1, ERBB2, ERBB3,
Bak1

In breast cancer cells, disruption
of CTCF binding at the miR-125b1
CpG island correlated with DNA
methylation and methylation of
histone H3K9 and K27 induces
silencing of miR-125b1 expression

Scott et al., 2007; Zhang
et al., 2011; Soto-Reyes
et al., 2012

miR-375 Overexpressed in ERα-positive
breast cancer cells

RASD1 In ERα-positive breast cancer
cells, miR-375 overexpression
was caused by dissociation of
CTCF from the miR-375 promoter
via loss of epigenetic marks
including local DNA
hypomethylation and histone H3
K9 methylation

de Souza Rocha Simonini
et al., 2010

miR-290 cluster miR-290 cluster (miR-290, -291a,
-292, -291b, -293, -294 and -295)
have been identified as ESC-
specific/pluripotency-associated
miRNAs

Rbl2 CTCF binds to intragenic
enhancer region within the early
embryonic miRNA cluster
(EEmiRC) and modulates the
expression of the EEmiRC

Houbaviy et al., 2003,
2005; Benetti et al.,
2008; Chen et al., 2008;
Sinkkonen et al., 2008;
Judson et al., 2009; Tata
et al., 2011

PERSPECTIVES AND CONCLUSION
Table 1 shows a summary of the association between miRNAs
and CTCF. These findings indicate that the insulator protein
CTCF plays various roles in the regulation of miRNAs such as
miR-125b1, miR-375, and the miR-290 cluster during mammalian
development and carcinogenesis. miR-125b1 is a candidate of
tumor suppressor and is silenced in breast cancer cells. On the
other hand, miR-375 may have oncogenic function and is overex-
pressed in breast cancer cells. CTCF is involved in the regulation
of both miR-125b1 and miR-375, indicating that there are various
patterns of CTCF-associated epigenetic regulation of miRNAs.
CTCF-mediated regulation of these miRNAs may provide a novel
therapeutic approach for breast cancer. CTCF may also play a
key role in the pluripotency of cells through the regulation of

miR-290 cluster. Since, the link between miRNAs and CTCF has
only just begun to be understood, other miRNA genes regu-
lated by CTCF will be identified. Further studies are necessary
to investigate whether CTCF-mediated regulation of miRNAs
could be a novel approach for cancer therapy and regenerative
medicine.
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The interaction of DNA with proteins in the context of chromatin has to be tightly regulated
to achieve so different tasks as packaging, transcription, replication and repair. The very
rapid and transient post-translational modification of proteins by poly(ADP-ribose) has
been shown to take part in all four. Originally identified as immediate cellular answer
to a variety of genotoxic stresses, already early data indicated the ability of this highly
charged nucleic acid-like polymer to modulate nucleosome structure, the basic unit of
chromatin. At the same time the enzyme responsible for synthesizing poly(ADP-ribose),
the zinc-finger protein poly(ADP-ribose) polymerase-1 (PARP1), was shown to control
transcription initiation as basic factor TFIIC within the RNA-polymerase II machinery. Later
research focused more on PARP-mediated regulation of DNA repair and cell death, but
in the last few years, transcription as well as chromatin modulation has re-appeared
on the scene. This review will discuss the impact of PARP1 on transcription and
transcription factors, its implication in chromatin remodeling for DNA repair and probably
also replication, and its role in controlling epigenetic events such as DNA methylation and
the functionality of the insulator protein CCCTC-binding factor.
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POLY(ADP-RIBOSYL)ATION
Poly(ADP-ribosyl)ation as enzymatic reaction is known since the
early sixties of the last century (Chambon et al., 1963). In the
following 20 years it was related to several nuclear functions,
i.e., histone modification (Aubin et al., 1982), differentiation
(Farzaneh et al., 1982; Pekala and Moss, 1983), cell death (Sims
et al., 1983), transcriptional regulation (Slattery et al., 1983) and
DNA repair/genome stability (Davies et al., 1978; Durkacz et al.,
1980). Also the major players were analyzed:

(1) Structure of the product poly(ADP-ribose) (PAR) (Chambon
et al., 1966; Nishizuka et al., 1967; Reeder et al., 1967),

(2) Synthesizing enzyme poly(ADP-ribose) polymerase(−1)
(PARP1) [(Tsopanakis et al., 1976), cDNA cloned in
(Cherney et al., 1987; Suzuki et al., 1987)] and

(3) Degrading enzyme poly(ADP-ribose) glycohydrolase
(PARG) [(Ueda et al., 1972), cDNA cloned in (Lin et al.,
1997)].

In the enzymatic reaction NAD+ is cleaved into nicotinamide and
ADP-ribose, with the latter attached to glutamate or aspartate
via an ester bond (Ogata et al., 1980b), and to lysine, form-
ing a ketoamine by Schiff-Base and Amadori rearrangement
(Altmeyer et al., 2009). Whereas esters are enzymatically easy
to revert, ketoamines show substantial stability and may form a
“modification-mark” on the respective protein. After attachment
of the first ADP-ribose moiety, further units are rapidly added via
α-gylcosidic bonds and branches can originate from the growing

chain, depending on the synthesizing enzyme and interaction
partner (Naegeli and Althaus, 1991).

PARPs are nowadays a family of 17 enzymes, but not all of
them are active ADP-ribose transferases and only few show truly
polymerizing activity (Hottiger et al., 2010). In case of PARP1, the
product poly(ADP-ribose) displays a tree-like structure, form-
ing a highly negative charged cloud at the covalently modified
protein, which impacts on functionality probably through elec-
trostatic repulsion of affected enzymes from DNA (Zahradka
and Ebisuzaki, 1982). The main acceptor of PAR is PARP1 itself
(Ogata et al., 1981), but also its interaction partners can be mod-
ified, as shown for several nuclear proteins in vitro and in vivo.
Degradation of the polymer is performed by PARG in an endo- as
well as exoglycosidic reaction, releasing PAR of different length as
well as ADP-ribose monomers (Meyer-Ficca et al., 2004; Bonicalzi
et al., 2005). Enzymatic activity of PARP1 is very low and PAR
in unstimulated cells has an estimated half-life of up to several
hours (Alvarez-Gonzalez and Althaus, 1989). After application
of DNA strand-break inducing agents, PARP1 dimerizes at the
break, leading to its activation (Mendoza-Alvarez and Alvarez-
Gonzalez, 1993; Jorgensen et al., 2009; Langelier et al., 2012).
PARP1 can also bind non-B-DNA structures (Soldatenkov et al.,
2002; Lonskaya et al., 2005; Potaman et al., 2005). PAR synthe-
sized in this process displays a much reduced half-life of less than
a minute as high local concentrations of the polymer stimulate
PARG activity (Alvarez-Gonzalez and Althaus, 1989).

Increased poly(ADP-ribosyl)ation (PARylation) metabolism is
one of the first cellular responses following exposure to geno-
toxic stress (Haince et al., 2007, 2008). In addition to covalent
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modification proteins can interact with PAR in a non-covalent
fashion. So far, three different motifs have been described:

First, a sequence of basic and hydrophobic residues, the so
called PAR-Binding-Motif (PBM) (Pleschke et al., 2000), which
is present in many proteins involved in maintaining genomic sta-
bility, i.e., telomerase, p53, histones, base-excision-repair (BER)
platform protein XRCC1, nucleotide-excision-repair (NER) pro-
tein XPA and many more.

Next, it was reported that the macro-domain binds in an end-
capping mode to the tip of a PAR chain (Karras et al., 2005).

Finally, a PAR-Binding-Zinc finger (PBZ) was discovered in
APLF, a histone chaperone (Ahel et al., 2008).

The wide-spread regulatory impact of PARylation has been
described in a recent publication (Gagne et al., 2012). A large scale
analysis of PAR-interacting proteins after application of genotoxic
stress revealed that specific proteins are associated with PAR in a
sequential way after challenge, with an early group representing
repair complexes, followed by translation regulators and finally
factors involved in RNA processing. Both principles, covalent and
non-covalent interaction, can be present side-by-side within one
protein. For example the tumor suppressor p53 displays three
covalent as well as three non-covalent binding sites (Fahrer et al.,
2007; Kanai et al., 2007). Interestingly, the interaction partner is
one determinant that affects complexity of PAR, i.e., chain-length
and branching (Naegeli and Althaus, 1991). Additionally, proteins
differ in their ability to bind to different PAR structures (Fahrer
et al., 2007).

In summary, PARP1 (respectively its product PAR) is able
to change the surrounding environment by either excluding
modified proteins from distinct sites, or by attracting factors
containing PAR interaction-motifs.

PARP1 IN DNA-REPAIR AND REPLICATION
SINGLE-STRAND BREAK REPAIR AND HISTONE SHUTTLE
Activity of PARP1 has been correlated with DNA damage since it
was discovered (Miller, 1975a,b). DNA strand-breaks are strong
inducers of PARylation, stimulating the enzyme several hundred-
fold. The exact cellular function of this energetic costly reac-
tion was long unclear, but application of genotoxic agents with
simultaneous suppression of PARylation led to increased per-
sistence of breaks (Morgan and Cleaver, 1983), reduced repair
(Yamamoto and Okamoto, 1982) and enhanced sister-chromatid-
exchanges (Hori, 1981; Otsuka et al., 1983; Park et al., 1983;
Meyer et al., 2000), indicating that PARP1 activity is intimately
involved in maintaining genomic stability. As histones have been
reported early as covalent acceptors of PAR (Aubin et al., 1982),
disassembly of nucleosomes to facilitate repair was suggested.
Soon after this theory, in vitro experiments showed that puri-
fied PAR added to polynucleosomes was able to relax their
condensed structure (Poirier et al., 1982). This pointed to non-
covalent interaction between at least the linker histone H1 and
PAR. Indeed, affinity of H1 to polymer is strong enough to
resist phenol partitioning (Panzeter et al., 1992). In addition,
also core histones have been shown to be covalently (Ueda
et al., 1975; Ogata et al., 1980a; Messner et al., 2010) and non-
covalently (Adamietz and Rudolph, 1984; Kreimeyer et al., 1984)
modified.

These data led to the assumption that one of the major tasks
of PAR synthesis is to clear DNA from nucleosomes by direct
modification as well as binding of histones to polymer, grant-
ing access of repair factors to the lesion (Mathis and Althaus,
1987; Realini and Althaus, 1992). The detection of PBMs in his-
tones and many other proteins related to DNA repair and stress
response, i.e., tumor suppressor p53, cyclin-dependent kinase
inhibitor p21, base-excision- and single-strand break-repair pro-
tein XRCC1, nucleotide-excision repair protein XPA, DNA-Pol
�, telomerase subunit TERT, Ku70 and mismatch-repair pro-
tein MSH6 (Pleschke et al., 2000), corroborated the hypothesis
of PARP1 as a repair and cell cycle regulator. This was con-
firmed in vivo by the fact that the BER adaptor protein XRCC1
(X-ray repair cross-complementing protein 1) depends on PAR
for its recruitment to lesions. Inhibition or knockout of PARP1
strongly impacts on XRCC1 enrichment at DNA strand breaks
(El-Khamisy et al., 2003). XRCC1 interacts as shuttle with pro-
teins necessary to perform the synthesis and resealing steps
after incision as DNA Polβ, polynucleotide kinase and DNA
ligase III. Direct interaction of PARP1 with DNA ligase III
may help in formation and guiding of the productive complex
(Leppard et al., 2003).

Thus, PARP1 and its activity are important regulators of DNA
nick-repair. Shortage of the substrate NAD+ or strong activa-
tion may limit efficiency of repair, as PARP1 binds tightly to
DNA breaks if no auto-modification takes place (Satoh and
Lindahl, 1992; Satoh et al., 1994), and hyperactivation may shift
the spectrum of PARP1 protein-substrates. This is in line with
studies showing increased genomic instability by application of
PARP inhibitors, and at least in vitro, PARP1 is able to inhibit
DNA polymerases α and β as well as DNA ligase II by cova-
lent modification (Yoshihara et al., 1985). This could represent
a regulatory mechanism to avoid futile repair attempts of cells
suffering from a high burden of DNA damage. PARP1 also inter-
acts and stimulates flap-endonuclease-1 (FEN1), responsible for
cleaving exposed DNA single strands (flaps) derived from strand-
displacement synthesis during BER or replication (Prasad et al.,
2001). Finally, the chromatin remodeler Alc1 (Ahel et al., 2009;
Gottschalk et al., 2009) and APLF1, a histone chaperone includ-
ing AP-endonuclease activity (Eustermann et al., 2010; Mehrotra
et al., 2011), are recruited and activated upon PAR binding, prob-
ably facilitating nucleosome disassembly and re-assembly before
and after repair process (Figure 1).

DOUBLE-STRAND BREAK REPAIR AND REPLICATION
PARP1 also regulates signaling in double strand break repair
(DSBR). Inhibition of PARylation hampers and delays activa-
tion of initiator PI3K-related kinase ATM (ataxia telangiecta-
sia mutated) (Haince et al., 2007), and ATM forms a complex
with PARP1 (Aguilar-Quesada et al., 2007). There is evidence
that also DNA-PK directly interacts with and is stimulated by
PARP1 (Ruscetti et al., 1998). The interaction of DNA-PK and
PARP1 is strengthened by the observation that suppression of
the activity of one of them negatively affects the functionality
of the other in vitro (Veuger et al., 2004). In addition to these
two important damage-signaling kinases, PARP1 has many over-
lapping interaction partners with WRN, a RecQ helicase with
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FIGURE 1 | Poly(ADP-ribose) polymerase1 in DNA repair. Binding to DNA
breaks and dimerization activates PARP1, which synthesizes poly(ADP-ribose)
(PAR) from NAD+, covalently modifying itself and neighboring proteins, i.e.,
histones (blue bars = histone H1, purple hexagons = core histones). Proteins
containing PAR interaction motifs (PBM = PAR binding motif, PBZ = PAR
binding zinc finger; Macro = macro-domain) are recruited to the site of
damage, whereas histones in the vicinity are displaced from DNA.
Auto-modification of PARP1 abrogates PARP1 DNA binding. Recruited

proteins like the XRCC1-complex containing PNK (polynucleotide kinase),
Polβ (DNA polymerase β) and Lig (DNA ligase III) are released from PAR
chains by degrading activity of PARG and can perform repair on the
nucleosome-free DNA. Histone chaperones as APLF and Alc1 may help in
disassembling and reassembling of histones on DNA. Binding of PAR to p53
(either covalent or non-covalent) as well as interaction of PARP1 and PAR
with proteins like ATM, DNA-PK and WRN regulate cell cycle progression
and replication.

exonuclease activity mutated in the Werner adult premature aging
syndrome. WRN is responsible for resolving DNA structures such
as Holliday junctions and repair intermediates. It participates in
BER, DSBR, replication and maintenance of telomeres, the latter
one by proper opening the protective t-loop. WRN and PARP1
directly interact and regulate each other (Adelfalk et al., 2003;
von Kobbe et al., 2003, 2004), and are able to form a complex
with the DNA-PK subunits K70/Ku80 (Li et al., 2004). In this
regard, it is interesting to note that FEN1 also interacts with
WRN in BER and at telomeres (Brosh et al., 2001; Sharma et al.,
2003), where also PARP1 activity is needed to maintain proper
length (Beneke et al., 2008). Another cellular site were all three
proteins—FEN1, WRN, and PARP1—are located together is the
replication complex (Sharma et al., 2004). It has been shown
that PARP1 modifies at least 15 different proteins in the com-
plex, most prominently DNA Polα, topoisomerase I (TopoI) and
proliferating cell nuclear antigen (PCNA), but it is unclear if
PARylation is needed for proper assembly of replication complex
or for regulation of its functionality (Simbulan-Rosenthal et al.,
1998). Poisoning of TopoI stalls replication forks, and reversal

of this depends on PARP1 activity (Ray Chaudhuri et al., 2012),
probably by reactivating TopoI and induction of repair (Malanga
and Althaus, 2004).

PARP1 IN TRANSCRIPTION
PARP1 ACTIVITY AS NEGATIVE CONTROLLER OF TRANSCRIPTION
Transcription by RNA Pol II is regulated in multiple ways, i.e., by
induced assembly of different specific transcription factor com-
plexes at susceptible promoters. In addition, general transcrip-
tion factors—named TFII followed by a letter—are needed for
proper transcription of any gene [see Thomas and Chiang (2006)
for review]. PARP1 has been isolated in 1983 as TFIIC, neces-
sary for suppression of transcription initiation at nicked DNA
(Slattery et al., 1983). Activated PARP1 abrogates formation of
the pre-initiation complex (PIC) (Oei et al., 1998b) by PARylating
the TATA-binding protein (TBP) (Oei et al., 1998a) and TFIIF
(Rawling and Alvarez-Gonzalez, 1997) (Figure 2A). Similarly,
specific transcription factors as YY1, p53, CREB, Sp1, and
NFκB are prevented from binding to their respective recognition
sequence if PARylated (Wesierska-Gadek et al., 1996; Oei et al.,
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FIGURE 2 | PARP1-activity mediated suppression of transcription.

(A) PARP1 as basal transcription factor TFIIC monitors DNA breaks in the
vicinity of promoters. Transcription machinery is disassembled at pre-initiation
complex formation due to modification of TBP (TATA-binding protein) and
TFIIF with PAR after DNA damage induction. Transcription is blocked (switch
from black arrow to blocked red arrow). (B) PARP1 in regulation of stem cell
differentiation. SOX2 weakly interacts with PARP1 (dashed double-headed
blue arrow). Phosphorylation (green lollypop) of PARP1 by kinase ERK1 leads
to auto-modification of PARP1. SOX2 DNA-binding and dimerization with
OCT4 is disrupted by interaction with PARylated PARP1. Transcription is
abrogated (switch from black arrow to blocked red arrow). (C) Positive impact
of PARP1 protein itself on transcription as co-activator of NFκB. At the NOS2

promoter, PARP1 is acetylated (brown lollypops) by p300 HAT (histone
acetyl-transferase), which also acetylates NFκB, and interacts thereafter with
NFκB subunit p50. Binding of co-activator Mediator to the complex is
stabilized by PARP1 and facilitates transcription. Loss of PARP1 and also
putatively its activation disrupts transcription complex. Transcription is
abrogated (switch from black arrow to blocked red arrow). (D) PARP1 as
co-activator and PARP1 activity as repressor. PARP1 complexes with NRF1
irrespectively of its own modification status (blue double-headed arrow).
Covalent modification of NRF1 with PAR (red arrow) disrupts the permissive
transcription complex containing DNA-PKcs/Ku70/Ku80 and TopoIIβ, releasing
NRF1 from DNA. Transcription is blocked (switch from black arrow to blocked
red arrow). The respective stimulus needs to be determined (question mark).

1997; Chang and Alvarez-Gonzalez, 2001; Mendoza-Alvarez and
Alvarez-Gonzalez, 2001). PARylation negatively controls also the
function of transcription factors essential in sex-determination
via SRY, and maintenance of “stem-ness” of cells via SOX2.
SRY (sex-determining region of Y) is the master regulator in

sex-determination and essential for testis development. SRY-
mediated transcription is severely impaired upon PARP1 stim-
ulation, as its covalent modification abrogates interaction with
its cognate DNA-binding sequence (Li et al., 2006). SOX2 acts
in concert with OCT4 in stem-cell maintenance. Both form a
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complex on respective promoters/enhancers, i.e., NANOG and
SOX2 and OCT4, leading to positive feedback control [for review,
see Kashyap et al. (2009)]. SOX2 interacts weakly with PARP1
on regulatory elements, but upon activation of PARP1, bind-
ing between both proteins is enhanced due to auto-modification
of PARP1 (Lai et al., 2012) (Figure 2B). Although SOX2 is not
a direct target of PARylation, SOX2 DNA-binding is inhibited,
leading to disruption of SOX2/OCT4 transcriptional complexes
and induction of differentiation. Hypothetically, this is achieved
by SOX2-PAR interaction, but formal proof is missing yet. This
sequence of events was described in embryonic stem cells treated
with retinoic acid: exposure to RA led to activation of FGF/ERK1
pathway resulting in increased PARylation of PARP1, probably
by phosphorylation of PARP1, which has been shown to acti-
vate the enzyme (Kauppinen et al., 2006; Cohen-Armon, 2007).
Thereafter, binding between SOX2 and PARP1 is enhanced due to
auto-modification, transactivator function of SOX2 is inhibited
and subsequently, differentiation of ESC is induced.

PARP1 PROTEIN AS POSITIVE CO-FACTOR IN TRANSCRIPTION
On the other hand, PARP1 is also a general activator of tran-
scription as it is identical with positive co-factor 1 (PC1)
(Meisterernst et al., 1997). Supporting this, PARP1 has been
shown to associate with RNA Pol II-dependent promoters in
open chromatin, whereas H1 is mainly found in heterochromatic-
like regions, making their presence on chromosomes mutually
exclusive (Krishnakumar et al., 2008). Specifically, E2F1 inter-
acts with PARP1 in order to induce expression of S-phase genes
such as DNA Polα/DNA primase, RPA and E2F1 itself (Simbulan-
Rosenthal et al., 1999). DNA-binding or PARP1 activity is not
needed for this co-activator function (Simbulan-Rosenthal et al.,
2003). Similar to E2F1, another important transcription factor
depends on PARP1 protein for transactivator function: NFκB,
the master-regulator of immune-responsive genes (Hassa and
Hottiger, 1999) (Figure 2C). PARP1 and both subunits of NFκB,
p50 and p65, form a ternary complex, and without PARP1,
some genes targeted by NFκB are not expressed, for exam-
ple NOS2, coding for inducible nitric oxide synthase (Hassa
et al., 2001). PARP1 activity is dispensable for co-activator
function and may even inhibit NFκB-dependent transcription
due to interference with its DNA binding (Chang and Alvarez-
Gonzalez, 2001). There is evidence that effective NFκB-mediated
transactivation of genes has several layers of regulation. PARP1
acetylation by histone acetyl-transferase (HAT) p300 is a pre-
requisite for binding to NFκB subunit p50, and p300 also binds
and activates NFκB directly (Hassa et al., 2005). Additionally,
Mediator—another co-activator complex—interacts with both
NFκB and PARP1, synergistically enhancing NFκB transactivator
function.

A switch between co-activating and repressive function has
been described in insulin producing β-cells. At the Reg pro-
tein promoter PARP1 presence is necessary for transcription, but
activation by DNA strand breaks disrupts the complex and tran-
scription is silenced (Akiyama et al., 2001). In line, the master
transcriptional regulator of genes related to energy metabolism
and mitochondrial function, NRF1 (nuclear respiratory fac-
tor), is also controlled by PARP1 activity (Figure 2D). NRF1

binds PARP1 irrespective of auto-modification status, and PARP1
recruits the DNA-PK/TopoIIβ complex to NRF1-regulated pro-
moters for expression, i.e., of the cytochrome c gene (CYC). As
soon as NRF1 becomes a target for PARP1 activity, NRF1 loses its
ability to bind PARP1 and transcription of respective genes is shut
down (Hossain et al., 2009).

Thus, it seems a general feature that PARP1 functions as a
nuclear sensor of stress exposure, and upon stimulation of its
enzymatic activity by DNA breaks or phosphorylation, it shuts
down transcription. The PARP1 protein itself may act as positive
regulator for expression. In this way, a broad range of genes can
be repressed that are not necessary for proper response—or even
contradictory—to the imposed stress.

PARP1 ACTIVITY AS POSITIVE CO-FACTOR IN TRANSCRIPTION
However, transcriptional regulation by PARP1 grew more com-
plicated in 2002, when a groundbreaking work appeared in
Genes and Development and a follow up 2003 in Science, using
D. melanogaster as a model (Tulin et al., 2002; Tulin and
Spradling, 2003). Here, PARP1 activity is described to facilitate
transcription. D. melanogaster encodes in its genome only two
PARPs, one is similar to PARP5 (tankyrase) and the other shares
substantial degree of homology with PARP1 from other organ-
isms. In D. melanogaster, PARylation is needed during larval
development as well as in heat shock for activation of specific
genes, i.e., heat-shock protein Hsp70. Employing polytene chro-
mosomes it could be visualized that hormone application or
heat shock induced PARP1 activity, and that the synthesized
PAR opened chromatin structure, generating so called “puffs,”
which are areas of ongoing transcription. The mechanism was
further elucidated by Petesch and Lis (Petesch and Lis, 2008,
2012). The heat shock factor (HSF) binds to the Hsp70 pro-
moter, where a stalled RNA Pol II resides, poised for transcription.
HSF recruits the HAT Tip60, which acetylates histone H2A, lead-
ing to its exchange (Figure 3A). PARP1 resides dormant at the
Hsp70 promoter and its activity is rapidly induced by Tip60,
either by the described histone switch or by direct acetylation.
Subsequently, PARP1 modifies itself and is released from the
promoter. Following this, histones are disassembled from the
DNA and trapped in the growing polymer chain, paving the way
for the RNA polymerase. Interestingly, mammalian cells contain
the PARP1-suppressive histone macroH2A1.1 in HSP70 genes
responsive to heat shock, whereas constitutive HSP70 promoters
lack this variant (Ouararhni et al., 2006). In addition, heat shock
induces expression of HSP70 dependent on PAR synthesis, point-
ing to a very similar regulatory mechanism. Thus, PARP activity
changes the surrounding chromatin by disengaging suppressive
nucleosomal DNA binding. In the following years, this feature
was extended to other factors than histones.

Similar to RA-mediated differentiation of ESC described
above, PARP1 activity is involved in differentiation of neuronal
stem cells, NSC, but this time as positive regulator of transcrip-
tion (Ju et al., 2004) (Figure 3B). In NSC, transcription factor
HES1 (Hairy/Enhancer of Split) is a negative regulator of gene
expression. It interacts with the TLE (transducin-like Enhancer of
split)/Groucho co-repressor complex. Groucho is able to recruit
histone deacetylases, forming suppressive chromatin marks on
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FIGURE 3 | PARP1-activity mediated stimulation of transcription.

(A) Chromatin modulation by PARP(1) activity. HSP70 promoter is silenced by
incorporated H2A variant (H2Av), blocking PARP(1) activity (blocked black
arrow from H2Av to PARP1). RNA Pol II complex is assembled at promoter
and poised for transcription, but specific nucleosome positioning halts RNA
Pol II activity (blocked black arrow from nucleosomes to RNA Pol II). Heat
shock induces the translocation of HSF (heat shock factor) to the HSP70
promoter and recruits the histone acetyl-transferase Tip60, which induces
replacement of H2Av against standard H2A by acetylation (brown lollypop).
Putatively, it could also target PARP1, similar to the situation at
NFκB-regulated promoters. Activated PARP1 is released from the promoter

and traps suppressive histones in the growing PAR chain, facilitating
transcription (switch blocked red arrow to black arrow). (B) PARylation
activates expression of differentiation-linked genes. Treatment of neuronal
stem cells with PDGF (platelet derived growth factor) induces activity of the
kinase CaMKIIδ. Phosphorylation of PARP1 (green arrow No. 1) stimulates
PARylation, leading to disassembly of the large co-repressor complex
including nucleolin, nucleophosmin, TLE, RAD50, TopoIIβ, PARP1 and HES1
at MASH1 promoter. Auto-modified PARP1 and HES1 recruit histone
acetyl-transferase CBP, and subsequent phosphorylation of repressor protein
HES1 by CaMKIIδ (green arrow No. 2) initiates transcription (switch blocked
red arrow to black arrow).

differentiation-linked promoters like MASH1. PARP1 is part of
this repressor complex, together with TopoIIβ, nucleophosmin,
nucleolin and Rad50. Initiation of signaling events inducing
differentiation by platelet-derived growth factor (PDGF) leads
to activation of calcium-dependent kinase CaMKIIδ, which in
turn is recruited to the MASH1 promoter and phosphorylates
PARP1. Phosphorylation activates PARP1 resulting in PARylation
of co-repressor proteins, i.e., TLE/Groucho, TopoIIβ, nucle-
ophosmin, nucleolin, Rad50, and PARP1 itself. Polymer-modified
proteins except PARP1 leave the complex and histone acetylase
CBP is recruited. Subsequently, HES1 is also phosphorylated by
CaMKIIδ, which turns this repressive transcription factor in an
activator of MASH1 expression. Addition of a PARP1 inhibitor
or a PARP1 mutant lacking polymerization activity (Glu988 to
Ala988) blocked differentiation.

Low levels of a similar repressor complex are found at the
17 β–estradiol (E2)-sensitive pS2 promoter, composed of PARP1,
TopoIIβ, nucleophosmin, nucleolin and HSP70 (Ju et al., 2006).
Treatment with E2 leads to a rapid increase of TopoIIβ and
PARP1 at the promoter, followed by recruitment of DNA-PK and
co-activator CBP, whereas co-repressors are lost from pS2 pro-
moter (Figure 4). Formation of double-strand breaks (dsb) by
TopoIIβ induces PARP1 activity and replacement of histone H1
with HMGB1/2, facilitating expression. Again, treatment with a
PARP1 inhibitor or usage of the same catalytic mutant as above
blocked pS2 activation.

There are several more examples for PARP1 activity driven
transcription. The repressor-activator switch has also been
described in context of chromatin-modulator protein DEK
(Gamble and Fisher, 2007). In a complex, DEK and PARP1
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FIGURE 4 | PARP1-switch from repressor to activator of pS2
expression. PARP1 is member of a large co-repressor complex with
nucleolin, nucleophosmin, HSP70, TopoIIβ, PARP1, and N-CoR.
17 β–estradiol (E2) application recruits estrogen-receptor (ER) to the ER
responsive element, where the nucleosome (E) is localaized. This
induces enrichment of TopoIIβ and PARP1 at the same site (E) and loss
at surrounding nucleosomes located upstream (U) or downstream at the

TATA-box (T). TopoIIβ induces DNA double-strand break at ERE (red
flashes), which activates PARP1 and leads to the disassembly of
co-repressor complex, putatively by PARylation. Additionally, DNA-PK
complex (DNA-PKcs/Ku70/Ku80) is bound to the interrupted DNA strand.
PARylation induces exchange of suppressive linker histone H1 against
permissive HMGB1/2 protein and recruits histone acetyl-transferase
(HAT) CBP.

suppress transcription in vitro on chromatinized plasmid tem-
plates. Addition of NAD+ relieves suppression as both DEK
and PARP1 are lost from template due to modification with
poly(ADP-ribose). This enables the recruitment of the Mediator
co-activator complex and subsequent transcription. PARP1 is also
localized at promoters of mitochondria-related nuclear genes for

DNA repair and transcription (Lapucci et al., 2011). Treatment of
cells with PARP inhibitors reduces mitochondrial DNA integrity
and as a consequence, expression of respiratory genes and ATP
production is compromised.

Of note, PARP1 regulates its own promoter, which resem-
bles that of TATA-less housekeeping genes. Upstream of the
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initiation site, there are racket-like inverted repeats, which are
able to form alternative stem-loops. These structures can be
bound and stabilized by PARP1, leading to abrogation of tran-
scription. Activity of the enzyme is not necessary for repression,
but would obviously release the suppression of the PARP1 gene
(Oei et al., 1994; Schweiger et al., 1995; Soldatenkov et al., 2002;
Vidakovic et al., 2009). In this way, PARP1 protein keeps itself at
a constant level.

POST-TRANSLATIONAL MODIFICATIONS OF PARP1 IN TRANSCRIPTION
In summary, PARP1 is able to regulate transcription at several
levels. If PARP1 is in fact belonging to the group of general
factors of RNA-PolII transcription (the missing TFIIC) may be
questionable, but its interaction with several transactivator pro-
teins is without doubt. It can act itself as a co-activator of gene
expression, with the potential to abrogate transcription after
activation. In this way, genes are transiently silenced that are
either not needed for or may even interfere with an appro-
priate stress response in cells. Alternatively, PARP1 activity can
rearrange nucleosomal organization and facilitate thereby acces-
sibility of the promoter to transcription factors and RNA Pol
II. In this setting, PARP1 can either be specifically recruited
or may be switched from a co-repressor to a co-activator after
stimulation by post-translational modification [for review, see
also Kraus (2008)]. Indeed, PARP1 is targeted by many enzy-
matic activities. Most prominent is the auto-modification by
PARylation, inhibiting DNA-binding as well as enzymatic reac-
tion. Phosphorylation by ERK1/2 (Kauppinen et al., 2006; Cohen-
Armon, 2007), AMPK (Walker et al., 2006) and CaMKIIδ (Ju
et al., 2004) has been reported, stimulating PARP1. Acetylation
of PARP1 also increases activity (Hassa et al., 2005), whereas
SUMOylation seems to restrict protein-substrate targeting of
PARP1 (Masson et al., 1997; Messner et al., 2009; Ryu et al.,
2010). K48-Ubiquitination leads to degradation of PARP1 (Wang
et al., 2008; Martin et al., 2009), which is probably induced
by auto-modification of the enzyme (Kashima et al., 2012).
Interestingly, there is crosstalk between these modifications, as
SUMOylation inhibits PARP1 acetylation, thus diminishing its
co-activator function in NFκB transcription (Messner et al.,
2009), and for activation of the HSP70.1 promoter in mam-
malian cells an ordered sequence of PARP1 modifications has
been described (Martin et al., 2009): Heat shock induces acti-
vation and auto-modification of PARP1 residing at the HSP70.1
promoter, which recruits SUMOylating enzymes Ubc9 and PIASy
to this site, resulting in polySUMOylation of PARP1 and full tran-
scriptional activation of the HSP70.1 gene. SUMO-modification
in turn attracts ubiquitin-ligase RNF4, which subsequently tags
PARP1 for degradation. Promoters of inducible HSP70.1 and
HSP70.2, but not of constitutive HSP70.8, are enriched of his-
tone macroH2A1.1, which suppresses PARP1 activity. Heat shock
relieves suppression (Ouararhni et al., 2006), putatively via Tip60-
mediated acetylation of the histone as described in insect cells,
thus facilitating PARylation reaction.

PARP1 AND CTCF IN EPIGENETIC CONTROLLING
First evidence that PARP1 plays a role in epigenetic mechanisms
came from experiments utilizing PARP inhibitors. Treatment

of fibroblasts with 3-aminobenzamide (3AB), a first generation
PARP inhibitor with low potency, induced increased methyla-
tion of CpG islands in the Htf9 promoter (Zardo and Caiafa,
1998), and cells displayed a rise in number and density of hete-
rochromatic foci as well as genome-wide DNA-methylation (de
Capoa et al., 1999). CCCTC-binding factor (CTCF) is known
to bind regulatory regions that are hypomethylated, organizing
chromatin domains as insulator and transcriptional regulator, a
function which has been extensively described for the IGF2-H19
ICR (imprinting control region). Binding of CTCF to the non-
methylated maternal ICR-allele facilitates H19 transcription and
silencing of IGF2, whereas the paternal IGF2 gene is expressed.
Loss of CTCF function increases methylation marks in respec-
tive sites and vice versa (CTCF is topic of several review in this
special issue), i.e., in case of the H19 ICR not only the paternal
allele, but also maternal allele is methylated. Using the H19 ICR as
bait, CTCF was shown to be a prominent target of PARP1 activ-
ity, resulting in a molecular size shift from 130 kDa to 180 kDa
(Yu et al., 2004). Covalent modification of CTCF did not interfere
with its DNA-binding ability in contrast to many other proteins,
but on the opposite, lack of PAR due to 3AB treatment abrogated
its insulator function. Actually, CTCF bound to target sites was
associated with a higher amount of PAR than free unbound CTCF.

Soon after, another link between CTCF, PARP1 and
methylation has been discovered. It was shown that DNA-
methyltransferase 1 (DNMT1) binds to PARP1, mainly if PARP1
is auto-modified. Binding to PAR—probably via two putative
PBM—inhibits DNA methylation by DNMT1. Interestingly,
DNMT1 has a higher affinity to PAR than to DNA, as it is case for
histones (Reale et al., 2005). CTCF binds to DNMT1 itself, but
is unable to block DNMT1 activity, so it depends on recruited
PARP1 to abrogate DNMT1 function despite physical presence.
CTCF stimulates PARP1 activity even without nicked DNA, lead-
ing to an increase in PARylated PARP1 and CTCF (Guastafierro
et al., 2008). In addition, the 130 kDa form CTCF was shown to
bind PAR in a non-covalent manner (Figure 5) (Zampieri et al.,
2012). In contrast to the negative effect on DNMT1 activity, there
is evidence that PARP1 and PARylation are needed to maintain
expression of DNMT1 in mouse L929 fibroblasts. PARP1 and
PAR were detected at the DNMT1 promoter in conjunction with
DNMT1 but without CTCF, and loss of PAR by overexpression of
the degrading enzyme PARG severely reduced DNMT1 in cells by
silencing through promoter-methylation (Zampieri et al., 2009).
Thus, PARP1 activity maintains transcription at the DNMT1
promoter by keeping it clear of DNA-methylation marks inserted
by DNMT1 itself. However, an earlier publication by the same
group showed the opposite effect, even in the same cell system
(Zardo et al., 2002). Treatment of L929 cells with 2 mM 3AB
resulted in twofold increased expression of DNMT1. Thus, it
seems that PARP1 inhibition and increased polymer degradation
by PARG overexpression may not be the same. With 3AB, PAR
formation is blocked, whereas increased PARG activity induces
faster loss of synthesized PAR. It could also be the other way
round, with low-dose 3AB not preventing basal PARylation and
high PARG activity leading to degradation of basal polymers.
Thus, results from these two approaches may not be directly
comparable.
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FIGURE 5 | Regulation of CTCF function by PARylation. (A) CTCF shows a
high variability in putative binding sequences. There are probably high-affinity
sites (green peaked line) and low-affinity sites (black peaked line), with the latter
one hypothetically only used if additional signals are present, for example
PARP1 bound to a stem loop. CTCF is in complex with DNMT1 (DNA
methyl-transferase 1). Binding to high-affinity sites may suppress DNMT1
activity directly (red cross), either by altered interaction after DNA-binding
(blocked red arrow) or by release of DNMT1 from complex (black arrow and
question mark). Interaction of CTCF with PARP1 on low-affinity sites stimulates

PARP1 activity, which covalently modifies itself and CTCF. DNMT1 is inhibited
(red cross) by binding to PAR via a PBM (PAR binding motif). Loss of PARP1
(dashed outline of PARP1 protein) or polymer releases suppression of DNMT1,
and the CTCF recognition site is de novo methylated (red lollipops), omitting
further CTCF binding (C). Restructuring chromatin domains may be achieved by
simultaneous usage of two adjacent CTCF-PARP1 sites as shown in (B). As both
CTCF and DNMT1 contain PBMs, PAR chains may serve as “glue” between
the two complexes, stabilizing chromatin loops. Loss of PARP1 or its product
PAR disrupts chromatin domain organization, facilitating DNMT1 activity (C).

The connection between the four players PARP1, PAR, CTCF,
and DNMT1 has been elucidated in more detail for the differ-
entially methylated region 1 (DMR1) upstream of the Igf2 pro-
moter (Zampieri et al., 2012). The three proteins CTCF, PARP1,
and DNMT1 can dimerize with each other independently and
form together a ternary complex, even without polymer. Most
DNMT1 is associated with CTCF, whereas only a fraction of
cellular PARP1 is part of the complex. This complex binds to
unmethylated CTCF target sites only. At the DMR1, all three
proteins are detected, in conjunction with PAR. Overexpression

of PARG leads to disruption of the complex, loss of PARP1
and CTCF and de novo methylation of DMR1 by the still
bound DNMT1. The subcellular distribution of CTCF is also
under control of polymer formation (Torrano et al., 2006).
Differentiation of K562 myeloid cells induces translocation of
CTCF from the nucleoplasm to the nucleolus, accompanied by
reduction of rRNA synthesis and growth arrest. Fractionation
experiments revealed that the 180 kDa (modified) form of CTCF
was prevalent in nucleoli. Inhibition of PARylation by 3AB pre-
vented relocalization of CTCF to nucleoli upon stimulus and
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restored nucleolar transcription. Similar results regarding control
of rDNA transcription and nulceolar organization by CTCF and
PARylation have been described for Drosophila (Guerrero and
Maggert, 2011).

There are several examples for the impact of PARylation on
CTCF function. CTCF is necessary for proper expression of
tumor suppressors p16 (CDKN2A-INK4) and E-cadherin (CDH)
(Witcher and Emerson, 2009) and loss of CTCF or PARP1
represses transcription of these genes. Abrogating polymer syn-
thesis induces hypermethylation, binding of CTCF to respective
regulatory sequences is lost and p16 and E-cadherin genes are
silenced. In contrast, c-Myc expression was not affected by abro-
gating PARP1 activity. Also another tumor suppressor, p19ARF,
is under control of the CTCF-PARP1-PAR complex (Farrar et al.,
2010). Mutation of the potential PARylation attachment sites in
CTCF led to loss of insulator function in regulation of transcrip-
tion and imprinting, similar to application of a PARP inhibitor.
PARP1 binds wild-type and mutant CTCF with equal efficiency,
but only the wild-type version was able to maintain p19 expres-
sion, as well as proper methylation pattern at the H19 ICR. The
authors also showed that there are genomic hot spots of inter-
action between CTCF and PARP1. Despite earlier suggestions,
it appeared that both isoforms of CTCF, i.e., 130 kDa as well as
180 kDa, are ADP-ribosylated, but to a different extent. Whereas
the larger one contains long and putatively branched polymer, the
small isoform contains oligo(ADP-ribose), detected only by an
antibody with high affinity to short ADP-ribose chains. As not
only cell cycle inhibitors p16 and p19 are controlled by CTCF,
but also c-Myc (Lobanenkov et al., 1990; Gombert and Krumm,
2009), pRb (De La Rosa-Velazquez et al., 2007), p21 and p27 (Qi
et al., 2003), loss of CTCF function may support cancer forma-
tion and indeed, 87.7% of tested breast tumors showed alterations
in the ratio between PARylated 180 kDa and 130 kDa forms of
CTCF. Whereas normal breast tissue contains only the large iso-
form, both can be detected in tumor tissue. Interestingly, there is
transition from CTCF-180 to CTCF-130 in primary cultures from
breast tissue upon stimulation of proliferation and vice versa, i.e.,
growth arrest induces CTCF-180 (Docquier et al., 2009). This is
in line with the above described observation of (Torrano et al.,
2006). Despite general interaction between CTCF and PARP1
independently from other factors, CTCF function is not on all
sites impaired by abrogating PARylation.

DISCUSSION
PARP1 IN REPAIR
PARP1 regulating chromatin can be divided into two differ-
ent major subsets: one is characterized by no or low levels of
PARylation in unstimulated cells, the other by high levels of
PAR as cellular stress response, but the border between these is
somehow blurred. Stimulation by signaling pathways leading to
phosphorylation of PARP1 at specific promoters may result in
high local PARylation with no obvious change in overall poly-
mer abundance. So, to which group does it belong? Nevertheless,
massive PARylation after genotoxic stress results in changes in
chromatin, which may be specific for the surrounding informa-
tion or more general. Overall changes include the rearrangement
of nucleosomal structure by modification of core and linker

histones, which can be covalent (confined to the direct interaction
with PARP1) and non-covalent, reaching beyond the proteins’
localization by spreading of the PAR-“tree”. Thus, PARP1 activity
clears the way for repair enzymes and complexes (see Figure 1).
Additionally, the polymer is capable of attracting factors if they
contain one of the three PAR-interaction modules described so
far, which many proteins in DNA-maintenance pathways do.
Probably, binding to polymer traps and therefore enriches respec-
tive proteins at the site of DNA breaks, and subsequent release by
PARG activity enables repair of the damage. By combination of
these two functions in one enzyme, chromatin loosening and pro-
tein attraction, repair rates can be accelerated. Additionally, PAR-
synthesis activates the initiator kinase ATM. It has been suggested
that the shift from the catalytically inactive dimer to the active
monomeric form of ATM may be induced by chromatin alter-
ations due to DNA breaks (Khanna et al., 2001), and that inter-
action with the MRN complex (MRE11/RAD50/NBN)—which is
also a downstream target of ATM—aids in this (Assenmacher and
Hopfner, 2004). The discovery of a PBM in ATM, the modulation
of kinase activation by PARP inhibition and the reported direct
interaction between both proteins support the hypothesis that
local PAR-formation initiates the respective signaling cascade, as
polymer relaxes chromatin and is bound by ATM. Thus, blocking
PARP1 activity obviously slows down repair.

PARP1 IN TRANSCRIPTION
A more specific way of mediating stress response by PARP1 activ-
ity is its participation in transcriptional regulation. Suppression
of transcription in a generalized way helps to avoid additional
damage induced by clash of complexes (RNA Pol II vs. DNA-
repair) or possible sequence-loss caused by melting the double-
strand during transcription in the vicinity of breaks. This may
be facilitated by the proposed role of TFIIC/PARP1 as suppres-
sor of nick-induced transcription via modification of basal TFs
like TBP, blocking formation of PIC. But as most data support-
ing this came from in vitro experiments, this actually may be
not the case in living cells. Alternatively, specific inhibition of
certain promoters can be achieved in triggering PARP1 activity
if the enzyme is present in the complex. Interaction with sev-
eral transcription factors such as YY1, NFκB or others has been
reported in several publications. Interestingly, there is mount-
ing evidence that PARP1 acts as a switch in these complexes. For
example, it is an essential co-factor of NFκB-mediated transcrip-
tion, but PARylation disrupts the transcription machinery, at least
in vitro. Similarly, polymer formation interferes with YY1 or p53
DNA binding. To complicate the whole situation, p53 displays not
only three covalent attachment sites for PAR, but contains also
three polymer-binding motifs. Covalent modification interferes
with respective DNA binding, but strikingly abrogates nuclear
export of p53 (Kanai et al., 2007); however, what is the purpose
of p53 binding non-covalently to PAR? One suggestion may be
the attraction and exchange of proteins at promoters. Aging and
correlated oxidative stress in rat liver cells leads at the androgen
receptor promoter to the exchange of positive co-factors includ-
ing PARP1 against transcriptional suppressors including p53 (Shi
et al., 2008). A hypothesis would be that stress-associated acti-
vation and auto-modification of PARP1 disrupts the permissive
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complex, and p53 is attracted by binding to synthesized polymer,
resulting in silencing of the androgen receptor gene. Alternatively,
retention of p53 in the nucleus may be achieved by interaction
with PAR without any direct modification.

In addition, PARP1 can be activated even in the
absence of DNA breaks by post-translational modifications.
Phosphorylation of PARP1 mediated by CaMKIIδ after PDGF
stimulation of neuronal stem cells initiates PAR synthesis at
HES1-suppressed promoters. As a result, co-repressor proteins
Groucho/TLE, nucleolin, nucleophosmin and TopoIIβ are
released and co-activators, for example CBP, are recruited,
inducing differentiation. Interestingly, PARP1 can still be
found at the promoter, suggesting localization of the protein
independent of its DNA-binding ability (Ju et al., 2004). If
TopoIIβ activity is needed in this sequence of events has not
been determined. Exchanging specific factors mediated by
PARP1 activity is also seen in response to other signaling events.
TopoIIβ dependent transcriptional activation is intimately
associated with PARylation upon strand-break formation and
subtle changes in nucleosome-positioning (Ju et al., 2006).
A PARP1/TopoIIβ/DNA-PK complex is recruited to the pS2
promoter upon stimulation of cells by estradiol and induces a
DNA break. This in turn activates the PARP1 protein residing at
the promoter as part of the repressor complex and modification
of histone H1, which is subsequently exchanged against HMGB1,
facilitating transcription. Unfortunately, the authors did not
show any data about if and when proteins are PARylated. Also,
the authors did not dissect the order of observed events, i.e.,
which is first: dsb formation by TopoIIβ or PARylation? They
proposed TopoIIβ as initiating enzyme, triggering PARP1 activity,
but failed to provide evidence for that. It could also well be that
binding of the ER-E2 complex induces formation of an aberrant
DNA structure by kinking the DNA, resulting in activation of
PARP1. Poly(ADP-ribose) would in turn release co-repressors
and H1 and recruit co-activators, i.e., DNA-PK. Subsequent
dsb formation by TopoIIβ could be necessary to enable DNA
binding of DNA-PK and integration of HMGB1/2 into the
complex. Of note, the suppressive complex at the pS2 promoter
also contained nucleolin and nucleophosmin in addition to
PARP1/TopoIIβ. Thus, these three proteins seem to be more
general interacting partners of PARP1 in transcription, with
nucleolin and nucleophosmin as suppressive factors, whereas
PARP1 and TopoIIβ can act as switches. In addition, activity
of TopoIIβ is dampened by PARP1 in mouse spermatogenesis.
Inhibition of PARP1 increases double-strand break formation of
TopoIIβ (Meyer-Ficca et al., 2011b), and necessary exchange of
histones against protamine for compaction is disturbed, resulting
in poor sperm quality and reduced fertility (Meyer-Ficca et al.,
2011a). As it seems, TopoIIβ and PARP1 have a more intimate
relationship in controlling chromatin and expression than
thought before.

PARP1, CTCF, AND DNMT1
PARP activity is needed to prevent spreading of heterochromatic
regions by inhibition of DNMT1. In addition, PARP1 interacts
with chromatin-domain organizing insulator and transcription
factor CTCF, which binds only to unmethylated DNA. This

implies that epigenetic regulation is mediated by the interplay
of PARP1, CTCF, and DNMT1. Lack of PAR/PARP1 or CTCF
enhances the activity of DNMT1. Thus, the ternary complex is
poised to change DNA-methylation patterns and subsequently
expression profiles. Probably only basic polymer synthesis is
needed for PARP1 mediated regulation of CTCF binding, as no
publications are so far available that report increased CTCF local-
ization to DNA after PARP1 activity stimulation. On the other
hand, reducing PAR-levels has a dramatic impact on CTCFs
DNA-binding, cellular localization and genomic methylation-
pattern. If CTCF is a direct target of PARP1 or may only be
recruited to PAR is still unsolved, as binding to PAR can be strong
and resist general separation procedures. Alternatively, the two
CTCF isoforms, i.e., 180 kDa and 130 kDa, may represent cova-
lently modified and PAR-bound CTCF, respectively. The question
is still unsolved why presence of CTCF on some genomic sites
depends on poly(ADP-ribose) and on others not. Hypothetically,
the high variability of CTCF binding sequences and the ability
of PARP1 to bind to secondary structures may give an answer:
binding of CTCF at weak interaction sites is only supported if
next to the CTCF docking site a stem loop is present, bound by
PARP1 (Figure 5A). Concomitant presence of the two proteins
stabilizes the complex and triggers PARylation, directly stimu-
lated by CTCF. DNMT1 is in most cases found in association
with CTCF and is therefore also recruited to the weak interac-
tion site. Binding to the polymer abrogates DNMT1 activity, but
the enzyme is poised to methylate DNA as soon as the polymer-
mark is lost (Figure 5C). At high-affinity sites, CTCF is able to
bind on its own and may inhibit DNMT1 directly or in con-
junction with other proteins. Alternatively, binding of CTCF at
this position may reduce affinity to DNMT1 with subsequent loss
of the methyl-transferase (Figure 5A). If two CTCF/PARP1 sites
are located in close proximity due to chromatin domain orga-
nization, covalently modified CTCF can induce loop formation
by interaction of its polymer-mark with the PBM of another
CTCF molecule at the second position (Figure 5B), a hypothesis
already raised in (Klenova and Ohlsson, 2005; Caiafa et al., 2009).
It has been shown that loop-formation is one prominent fea-
ture of CTCF mediated chromatin restructuring (Yusufzai et al.,
2004; Yusufzai and Felsenfeld, 2004). Auto-modified PARP1 in
turn may assist in this. DNMT1 could also be instrumental in
domain formation as its own PAR-binding motif may aid in sta-
bilizing the complex. If PARP1 or its product PAR is lost, DNMT1
is no longer inhibited and can methylate the respective DNA
sequence, abrogating CTCF binding. The hypothesis of CTCF
docking sites with different affinities under putative control of
PARP1 presence is supported by data presented in Witcher and
Emerson (2009). Whereas the PARylation-independent CTCF-
homology sequence in the MYC promoter displays only very weak
PARP1 binding and no recruitment of TopoIIβ, PARP1 strongly
interacts on its own with the PARylation-dependent p16/INK4
promoter together with TopoIIβ. Alternative models have been
suggested, in which CTCF is first bound to DNA and recruits
in a second step PARP1 to specific sites (Caiafa and Zlatanova,
2009). CTCF-induced PARP1 activity in turn attracts DNMT1
by binding to PAR chains. However, more recent data show that
all three proteins, CTCF, PARP1, and DNMT1, independently
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interact with each other, indicating putative complex formation
even in the absence of DNA (Zampieri et al., 2012). In addition,
the presence of PARP1 at the silenced p16/INK4 promoter in the
absence of CTCF (Witcher and Emerson, 2009) argues in favor
of the hypothesis that PARP1 independently binds to sites in the
vicinity of CTCF target sequences and regulates insulator function
in cases where binding of CTCF is weak.

CONCLUDING REMARKS
One major disadvantage in many newer studies tackling
PARylation in transcription and chromatin organization is
the use of the first-generation low-potency PARP1 inhibitor
3-aminobenzamide, and this in high doses, at which unspe-
cific effects cannot be excluded. There are several more suit-
able inhibitors available such as olaparib, which has been used
also in clinical trials. On the other hand, high doses of PARP
inhibitors may be needed to block also unstimulated physiolog-
ical PARylation. So far, no inhibitor dose-response curves have
been published, analyzing especially consequences for chromatin
re-organization. Adding to this, even measuring PAR levels in
unchallenged cells has not been possible so far.

A yet unsolved obstacle is the experimental discrimination
between covalent and non-covalent modification of proteins by
poly(ADP-ribose). Addition of chaotropic agents for separation
of unbound PAR from proteins may not always be successful, as in
some cases interaction is strong enough to resist phenol partition-
ing (Panzeter et al., 1992). Non-covalent interaction can be tested
by using purified PAR and recombinant proteins employing affin-
ity assays, but the question remains if the target is also covalently
modified. In vitro approaches to solve this problem may yield false
positives, as test-tube conditions are unlikely to mirror the sit-
uation in a cell. This brings up the next question: what defines
a protein respectively a specific amino acid position as substrate
for PARylation? No consensus sequence has been determined yet.
This leaves room for speculation, for example if only appropriate
amino acids exposed in a specific 3D environment are targeted by

PARP1, independent of the actual primary sequence. Recently, a
MS-based method turned out to be effective in detecting cova-
lent modification of lysines in core histone tails (Messner et al.,
2010). Surprisingly, glutamates have not been found as targets
for PARylation, despite earlier work defining a specific glutamic
acid residue in histone H1 and in H2B as covalently modified by
poly(ADP-ribose) (Ogata et al., 1980a,b). This may result from
differences in the experimental approaches. Mutational analy-
sis of potential acceptor sites in p53 strongly suggests that at
least some glutamates are targeted by PARP1 (Kanai et al., 2007).
Nevertheless, using MS techniques seems to be the appropri-
ate step toward unraveling the nature of polymer target sites. In
this way, also changes in phosphorylation profiles of PARP1 and
PARG have been defined (Gagne et al., 2009).

Another problem arises from the combination of DNA-
damage dependent stimulation and activity-related chromatin-
modulating properties within one enzyme. To monitor the
interaction between proteins and DNA, the method of choice is
chromatin immunoprecipitation (ChIP). The sample processing
includes crosslinking of proteins to DNA by administering low
concentrations (about 1%) of formaldehyde to cells for a short
time, usually 10 min. We proved now in a recent publication, that
this procedure induces DNA strand-breaks and damage signaling
itself, as detected by massive increase in PARylation and phos-
phorylation of H2AX (Beneke et al., 2012). This impacted on the
efficiency of immunoprecipitation as suppression of both γH2AX
formation and PARylation, or even PARylation alone changed
the obtained results. The observed reduction in ChIP yields was
specifically dependent on the monitored combination of pro-
moter and protein. Thus, data obtained so far may be only the
tip of the iceberg, as more subtle changes could be blurred by
ChIP-induced DNA breaks and resulting damage signaling.
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The multi-subunit protein complex, cohesin, is responsible for sister chromatid cohesion
during cell division. The interaction of cohesin with DNA is controlled by a number of
additional regulatory proteins. Mutations in cohesin, or its regulators, cause a spectrum
of human developmental syndromes known as the “cohesinopathies.” Cohesinopathy
disorders include Cornelia de Lange Syndrome and Roberts Syndrome. The discovery
of novel roles for chromatid cohesion proteins in regulating gene expression led to the
idea that cohesinopathies are caused by dysregulation of multiple genes downstream
of mutations in cohesion proteins. Consistent with this idea, Drosophila, mouse, and
zebrafish cohesinopathy models all show altered expression of developmental genes. How-
ever, there appears to be incomplete overlap among dysregulated genes downstream of
mutations in different components of the cohesion apparatus. This is surprising because
mutations in all cohesion proteins would be predicted to affect cohesin’s roles in cell divi-
sion and gene expression in similar ways. Here we review the differences and similarities
between genetic pathways downstream of components of the cohesion apparatus, and
discuss how such differences might arise, and contribute to the spectrum of cohesinopa-
thy disorders. We propose that mutations in different elements of the cohesion apparatus
have distinct developmental outcomes that can be explained by sometimes subtly different
molecular effects.

Keywords: cohesin, gene expression regulation, animal models, CdLS, RBS

INTRODUCTION
The cohesin complex and proteins that regulate its interaction
with chromatin have multiple roles in cell division, DNA damage
repair, gene transcription, and chromosome architecture. Proteins
that make up the cohesin complex have been characterized in sev-
eral model systems (see Table 1). The mechanics of cell division
has been well researched for decades, and the identity of the chro-
mosome cohesion proteins that hold together sister chromatids
after S phase and prior to mitosis has been known for 15 years
(Guacci et al., 1997; Michaelis et al., 1997). Consequently, sister
chromatid cohesion remains the best-characterized role for the
cohesin complex and its regulators.

The first evidence that a transcriptional function existed
for chromosome cohesion proteins emerged in 1999, when the
Nipped-B gene was identified in a genetic screen for modifiers
of long-range enhancer-promoter communication regulating cut
gene expression in the Drosophila wing margin (Rollins et al.,
1999). Further evidence that gene transcription isone of cohesin’s
crucial functions unfolded over the following years, and included
a role for Scc1 in mating-type silencing in yeast (Lau et al., 2002),
a transcriptional co-activation function for SA in mammalian cell
lines (Lara-Pezzi et al., 2004), and complex long-range regula-
tion of cut gene expression resulting from cohesin and Nipped-B
Drosophila mutants (Rollins et al., 2004). Interest in the tran-
scription function of cohesion proteins heightened when het-
erozygous mutations NIPBL, the human homolog of Nipped-B,

were found to cause the human developmental disease, Cor-
nelia de Lange Syndrome (CdLS; OMIM 122470; Krantz et al.,
2004; Tonkin et al., 2004). Additional mutations causing CdLS
were found in the cohesin subunits SMC1 (Musio et al., 2006;
Deardorff et al., 2007) and SMC3 (Deardorff et al., 2007). Fur-
thermore, homozygous mutations in ESCO2, which encodes a
cohesion acetyltransferase (CoAT; Nasmyth, 2011; Higashi et al.,
2012), were found to underlie a second human disorder, Robert’s
Syndrome (RBS; OMIM 268300; Vega et al., 2005). More recently,
mutations in RAD21 have been found to cause a related develop-
mental disorder that partially overlaps with CdLS (Deardorff et al.,
2012b).

After the causative genes for CdLS and RBS were found, a flood
of new results in vertebrates, from fish (Horsfield et al., 2007;
Muto et al., 2011), mouse (Zhang et al., 2007, 2009; Kawauchi
et al., 2009), and human cell lines (Liu et al., 2009), supported
the notion that these syndromes could be caused by dysregulated
expression of multiple developmental genes. This suggested that
cohesin-related developmental disorders have related patholo-
gies, and led to use of the term “cohesinopathies” to describe
these disorders (Liu and Krantz, 2008; McNairn and Gerton,
2008).

Although the idea that cohesinopathies have a common causal
basis in dysregulated gene expression is a popular one, it is clear
that the output of gene regulation is different for each disorder.
Human syndromes caused by NIPBL, SMC1, SMC3, RAD21, and

www.frontiersin.org September 2012 | Volume 3 | Article 171 | 56

http://www.frontiersin.org/Genetics
http://www.frontiersin.org/Genetics/editorialboard
http://www.frontiersin.org/Genetics/editorialboard
http://www.frontiersin.org/Genetics/editorialboard
http://www.frontiersin.org/Genetics/about
http://www.frontiersin.org/Epigenomics/10.3389/fgene.2012.00171/abstract
http://www.frontiersin.org/Epigenomics/10.3389/fgene.2012.00171/abstract
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=JuliaHorsfield&UID=36074
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=CristinPrint&UID=36076
mailto:julia.horsfield@otago.ac.nz
http://www.frontiersin.org
http://www.frontiersin.org/Epigenomics/archive


Horsfield et al. A diverse molecular basis for cohesinopathy syndromes

Table 1 | Nomenclature and function of cohesin subunits and cohesin regulators.

Chromosome

cohesion

regulator

S. cerevisiae S. pombe D. melanogaster X. laevis D. rerio H. sapiens Function

SMC subunits Smc1 Psm1 SMC1 smc1a1 Smc1al,

Smc1a2

SMC1A Core cohesin subunit

smc1b1 Smc1b SMC1B Cohesin subunit (meiosis)

Smc3 Psm3 Cap/SMC3 smc3/cspg61 Smc3 SMC3/CSPG6/

Bamacan

Core cohesin subunit

α-Kleisin subunit Mcd1/Scc1 Rad21 Vtd/Rad21 rad21/mcd1/nxp1

/scc11

Rad21a,

Rad21b2

RAD21 Core cohesin subunit

Rec8 Rec8 C(2)M rec8 Rec8/zgc:

1368881,3

REC8 Cohesin subunit (meiosis)

– – – Rad21l1 RAD21L1/RAD21L

Stromalin/SA

subunit

Psc3 SA (stromalin) stag1/sa1 Stag11,3 STAG1/SA1/SCC3A Cohesin subunit
SA2 (stromalin-2) stag2/sa21 Stag21,3 STAG2/SA2/SCC3B

– Rec11 – stag3/sa31 Stag3l31 STAG3/SA3 Cohesin subunit (meiosis)

Interactors of

α-kleisin and SA

Pds5 Pds5 Pds5 pds5a Pds5a/zgc:

66331

PDS5A Balancing cohesion

establishment with cohesin

dissociationpds5b/as3/aprin1 Pds5b1 PDS5B/APRIN/AS3

? ? Dmt (Dalmatian) cdca5/sororin1 Cdca5 CDCA5/SORORIN

Rad61/Wpl1 Wapl Wapl wapal Wapl/KIAA

02611,3

WAPAL/WAPL

Kollerin Scc2 Mis4 Nipped-B nipbl/scc2/delangin Nipbla/Scc2a,

Nipblb/Scc2b

NIPBL/SCC2/

DELANGIN

Cohesin loading

Scc4 Ssl3 mau2/scc41 Mau2/zgc:

1123381

MAU2/SCC4

Cohesin acetyl

transferase

(CoAT)

Eco1/Ctf7 Eso1 Eco/Deco esco1 Esco11 ESCO1 Establishment of cohesion

San esco2/rbs/efo21 Esco2 ESCO2

Cohesin

deacetylase

(CoDAC)

Hos1 ? ? hdac8 Hdac8 HDAC8 Recycling of cohesin

1Predicted/in silico annotated only.
2No functional data available.
3Duplicated (EnsemblZv9, release 68).

?, protein not yet identified.

ESCO2 mutations share common features but appear to be clin-
ically distinct. Here we revisit the theory that cohesinopathies
result from dysregulated gene expression, and raise the ques-
tion of whether subunits contributing to cohesin or its regulation
can interact separately with distinct pathways leading to diverse
phenotypic consequences.

OVERVIEW OF COHESIN STRUCTURE AND FUNCTION
The mitotic cohesin complex comprises two structural mainte-
nance of chromosomes (SMC) subunits Smc1 and Smc3, which
associate to form a tripartite ring incorporating an α-kleisin sub-
unit, Mcd1/Scc1/Rad21. Smc1 and Smc3 are large rod-shaped
proteins that dimerize at one end to form a “hinge” domain, and
also interact at the other end via ATP-binding “heads,” which in
turn interact with the α-kleisin subunit (Figure 1). The α-kleisin
interacts with additional subunits Scc3/Stromalin (SA), Pds5, and
Wapl (Nasmyth, 2011; see Table 1). The formation of cohesin

subunits into a large ring structure led to the theory that cohesin
topologically entraps sister chromatids inside a single ring (Haer-
ing et al., 2008). Alternative models have been proposed for how
cohesin physically holds two molecules of DNA together (Huang
et al., 2005; Zhang et al., 2008b; Skibbens, 2010), although most are
not compatible with the single ring theory (reviewed in Nasmyth,
2011).

The many functions of cohesin have been well described in
recent reviews (Hirano, 2006; Nasmyth and Haering, 2009; Car-
retero et al., 2010; Nasmyth, 2011; Rhodes et al., 2011; Mehta
et al., 2012). Cohesin turnover, recycling, loading onto chromo-
somes and residency there is controlled by several other pro-
teins (Figure 2; Table 1). It was recently proposed that cohesin
is loaded and unloaded from chromosomes by a “dual gate”
mechanism (Nasmyth, 2011). The cohesin loading complex con-
taining Scc2 (Nipped-B in Drosophila and NIPBL in human)
and Scc4/MAU2, recently dubbed “kollerin” (Nasmyth, 2011), is
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FIGURE 1 | Overview of the cohesin complex and its associated
proteins. The cohesin complex consists of four core subunits: SMC1,
SMC3, RAD21, and SA. Together these subunits form a large ring capable
of topologically encircling DNA strands. Other proteins regulate cohesin’s
binding to DNA and its residency there. The NIPBL/MAU2 dimer loads
cohesin onto DNA, whereas WAPL/PDS5 release cohesin from
chromosomes by opening the SMC3-RAD21 interface.

responsible for loading cohesin onto chromosomes in G1 phase
in yeast, and telophase in most other organisms. Kollerin directly
loads cohesin onto the pre-replication complex (pre-RC) on chro-
matin in vitro in Xenopus extracts (Bermudez et al., 2012), indi-
cating that it is likely to be necessary and sufficient for cohesin
loading. Kollerin likely facilitates cohesin loading by enabling the
transient opening of the Smc1-Smc3 hinge domains (Figure 1;
Nasmyth, 2011). An opposing unloading activity is mediated
by “releasin,” a cohesion disestablishment complex containing
Pds5 and Wapl that interacts with SA to unlock the cohesin
ring (Gandhi et al., 2006; Kueng et al., 2006; Shintomi and
Hirano, 2009). Releasin allows exit of DNA via the Smc1-Smc3
head domains by opening the Smc3-kleisin interface. In theory,
cohesin snaps onto DNA via opening of the hinge domains, and
exits DNA via opening the ring at the opposite end (Nasmyth,
2011).

Once loaded onto chromosomes, cohesin binds DNA with vari-
able modes of stability (Gerlich et al., 2006; Gause et al., 2010) and
is mobile, having the ability to translocate along chromosome arms
(Lengronne et al., 2004; Hu et al., 2011), or readily detach via inter-
action with releasin. However during S phase, cohesin becomes
stably bound for long enough to fulfill its function in sister chro-
matid cohesion. Stabilization of cohesin binding happens during
the process of DNA replication (Skibbens et al., 1999; Kenna and
Skibbens, 2003; Moldovan et al., 2006), and is mediated via acetyla-
tion of Smc3 by cohesin acetyl transferase (CoAT; Nasmyth, 2011).
The known CoATs for Smc3 are Ctf7/Eco1 (yeast), or Esco1/2 (ver-
tebrates; Skibbens et al., 1999; Ivanov et al., 2002; Hou and Zou,
2005).

CoAT-mediated acetylation of Smc3 generates the cohesive
form of cohesin that holds together the sister chromatids from G2
until M phase (Ben-Shahar et al., 2008; Unal et al., 2008; Zhang

et al., 2008a). In humans, both ESCO1 and ESCO2 CoATs are nec-
essary for proper sister chromatid cohesion (Hou and Zou, 2005).
However, it appears that ESCO2 CoAT is primarily required for
cohesion in heterochromatic regions, and RBS patients who lack
ESCO2 exhibit heterochromatin repulsion and precocious sister
chromatid separation, particularly at centromeric regions (Vega
et al., 2005). In human and Drosophila (but not yeast), the Sororin
protein is additionally required to establish and maintain cohe-
sion (Rankin et al., 2005; Schmitz et al., 2007; Nishiyama et al.,
2010).

Once cohesion has been established in G2, cohesion-promoting
and cohesin-releasing activities compete during chromosome con-
densation in prophase. The releasing activity that removes cohesin
from chromosomes prevails along chromosome arms in a process
known as the “prophase pathway,” which involves phosphoryla-
tion of SA1/2 by Polo-like kinase (Plk) and Aurora B (Losada
et al., 2002; Hauf et al., 2005) and complexing of SA and RAD21
by releasin (Gandhi et al., 2006; Kueng et al., 2006; Shintomi and
Hirano, 2009). In the competing “establishment” activity, Sororin
and CoAT function to antagonize releasin activity (Rowland et al.,
2009; Sutani et al., 2009; Lafont et al., 2010; Nishiyama et al.,
2010; Nasmyth, 2011) by a mechanism that also requires Pds5
(Vaur et al., 2012), and the phosphatase Ssu72 promotes cohe-
sion by countering the phosphorylation of SA1/2 (Hauf et al.,
2005; Kim et al., 2010b). By metaphase, most cohesin has been
removed from chromosome arms, and the remaining, primar-
ily centromeric cohesin, is protected from removal by Shugoshin
(Wang and Dai, 2005).

At Anaphase, the remaining cohesin rings are opened, allow-
ing chromosomes to separate (Craig and Choo, 2005). APC-
mediated degradation of Securin (Salah and Nasmyth, 2000)
releases the protease Separase, which cleaves the Rad21 subunit
of cohesin (Waizenegger et al., 2000, 2002; Hornig et al., 2002).
After telophase, Smc complexes can be recycled and reloaded
onto chromatin. An important requirement for cohesin recy-
cling is deacetylation of Smc3 by the class I histone deacety-
lase Hos1 (yeast) or HDAC8 (human; Beckouet et al., 2010;
Borges et al., 2010; Xiong et al., 2010; Deardorff et al., 2012a).
Thus, Smc3 deacetylation by Hos1 opposes Esco2’s acetylation
activity.

Cohesin has a further important role in DNA double strand
break repair (reviewed in Dorsett and Strom, 2012; Wu and Yu,
2012). To effect double strand break repair, the cohesive form of
cohesin must be established at the location of the break (Ball and
Yokomori, 2008). Stabilization of cohesin at double strand breaks
in budding yeast depends on acetylation of the Rad21/Mcd1p
subunit by Eco1p, plus antagonism of the releasin complex con-
taining Wpl (Heidinger-Pauli et al., 2009). Cohesin is recruited
de novo at double strand breaks in G2 phase (Strom et al., 2007)
in a Scc2/kollerin-dependent manner (Strom et al., 2004), and in
vertebrates, this association also involves another SMC complex:
the Smc5/6 complex (Strom and Sjogren, 2007; De Piccoli et al.,
2009).

Other molecular events contribute to cohesin function in DSB
repair. In budding yeast, it was shown that the phosphorylation
of Mcd1p (Rad21) through ATR and Chk1 pathway is important
for cohesion and DSB repair (Heidinger-Pauli et al., 2008). In
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FIGURE 2 | Comparison of the top 200 affected probe sets in zebrafish embryos depleted of different cohesin subunits. Venn diagrams showing the
overlap of the top 200 probe sets affected in zebrafish esco2 and nipbl morphants, and smc1ahi1113a and rad21nz171 mutants at 24 and 48 hpf (q value < 0.05).

human cells, cohesive cohesin at DSBs also depends on the pro-
establishment activity of Sororin (Schmitz et al., 2007). Cohesin,
but not chromosome cohesion, is required for activation of G1,
intra-S, and G2–M DNA damage checkpoints (Jessberger, 2009;
Watrin and Peters, 2009). In cancer cells, cohesin binding through
the genome is reinforced following ionizing radiation (IR), in a
process that requires ATM and SMC3 phosphorylation, and SMC3
acetylation by ESCO1. Both ESCO1 and SMC3 acetylation are
required for intra-S phase checkpoint and cellular survival after
IR (Kim et al., 2010a).

COHESIN AND MECHANISMS OF GENE TRANSCRIPTION
Despite good evidence that cohesin regulates gene expression
directly and independently of cell division (Pauli et al., 2010;
Dorsett, 2011), the mechanism(s) of transcriptional regulation
by cohesin are not well understood. Cohesin binds to many
sites throughout the genome, sometimes in combination with
the CCCTC-binding factor (CTCF) insulator protein, which is
known to mediate chromatin loop formation (Gondor and Ohls-
son, 2008). Previous studies demonstrated that cohesin colocalizes
with CTCF along chromosome arms, and is likely to cooperate
with this protein in the regulation of gene expression or chro-
matin structure (Parelho et al., 2008; Rubio et al., 2008; Wendt
et al., 2008). As well as CTCF, cohesin colocates genome-wide
with other transcriptional regulators, such as estrogen receptor-
α (Schmidt et al., 2010), and Mediator (Kagey et al., 2010) in a
cell type-specific manner. Likely in combination with other fac-
tors, cohesin selectively binds genes with paused RNA polymerase.
Although it is not involved in RNA polymerase pausing itself,
cohesin can regulate transcription by determining the amount of
elongating RNA polymerase on genes (Fay et al., 2011).

Regulation of many genes by cohesin appears to involve the
three-dimensional (3D) organization of chromatin (Merken-
schlager, 2010; Dorsett, 2011). A direct role for cohesin in chro-
matin looping has been demonstrated for several loci (Hadjur
et al., 2009; Mishiro et al., 2009; Nativio et al., 2009; Hou et al.,
2010; Chien et al., 2011; Kim et al., 2011) by studies show-
ing that long-range interactions between regulatory sequences
are reduced by cohesin knockdown. It is likely that cohesin

regulates spatiotemporal gene expression in combination with
diverse tissue-specific transcription factors, and by distinct modes
of transcription regulation (Dorsett, 2011).

THE HUMAN COHESINOPATHIES
An overlapping spectrum of human syndromes can be attributed
to mutations in cohesin subunits, or regulators of cohesin loading
and unloading from chromosomes. The best known cohesinopa-
thy is CdLS (OMIM 122470) also termed Brachmann de Lange
syndrome (BdLS), a broad spectrum disorder with multiple devel-
opmental and cognitive abnormalities (de Lange, 1933; Opitz,
1985; Ireland et al., 1993; Jackson et al., 1993). CdLS patients are
small in size and have a characteristic facial appearance, includ-
ing arched eyebrows, hirsutism, synophrys, ptosis, long eyelashes,
an upturned nose, a long philtrum, thin upper lip, and microg-
nathia. Developmental anomalies range from mild to severe, with
more severe cases having upper limb truncations or limb differ-
ences. CdLS patients also frequently present with hearing loss,
gastrointestinal defects, pyloric stenosis, genital abnormality, con-
genital diaphragmatic hernias, cardiac septal defects, and autistic
behaviors (Jackson et al., 1993). All patients within the CdLS spec-
trum have neurodevelopmental delay and highly variable mental
retardation (Deardorff et al., 2007).

More than half of CdLS cases (∼65%) are dominantly inher-
ited, and caused by mutations in the NIPBL gene (OMIM 608667;
Krantz et al., 2004; Tonkin et al., 2004), which encodes a cru-
cial component of kollerin. Heterozygous truncating or non-sense
NIPBL mutations are haploinsufficient, and strikingly, NIPBL pro-
tein levels need only be reduced by 15–30% to give rise to a CdLS
phenotype (Krantz et al., 2004; Tonkin et al., 2004). This implies
that the remaining intact NIPBL allele is upregulated in an attempt
to compensate, and also that certain cell types and/or develop-
mental processes are exquisitely sensitive to the levels of NIPBL.
Missense mutations in NIPBL were also identified that may inter-
fere with the interaction of NIPBL with its partner, MAU2, or other
proteins (Braunholz et al., 2012).

Mutations in SMC1A (OMIM 300040) and SMC3 (OMIM
606062) also give rise to syndromes that fall within the CdLS spec-
trum, and account for about 5% of CdLS cases (Musio et al., 2006;
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Deardorff et al., 2007; Mannini et al., 2010). SMC mutations are
heterozygous missense mutations and are thought to interfere with
the structure of the SMC subunits such that functional interactions
of the cohesin complex are disturbed, causing the disease pathol-
ogy (Deardorff et al., 2007). In some cases missense mutations
were shown to interfere with cohesin binding to DNA (Revenkova
et al., 2009). Human developmental phenotypes resulting from
SMC mutations are inclined to be milder than for NIPBL muta-
tions; these individuals have fuller eyebrows and a prominence of
the nasal bridge, with fewer structural abnormalities; however, all
patients had some degree of mental retardation (Deardorff et al.,
2007; Rohatgi et al., 2010). This suggests that brain development
is particularly sensitive to disruption of SMC subunits.

RAD21 (OMIM 606462) mutations also cause a cohesinopa-
thy syndrome (Deardorff et al., 2012b). Heterozygous deletions of
RAD21 and missense mutations, which included a dominant inter-
fering mutation and one with essentially no function, gave rise to
developmental anomalies with some overlap with CdLS. Patients
with RAD21 mutations have an even milder phenotype than those
with SMC mutations. They have some divergence in the facial fea-
tures and, most notably, they have extremely mild cognitive and
physical abnormalities (Deardorff et al., 2012b). Consistent with
RAD21 having a role in DNA damage response, lymphoblastoid
cell lines from patients with RAD21 mutations exhibited radiation
sensitivity. A gene transcription assay in zebrafish showed that
RAD21 missense mutations present in patients are not competent
for proper regulation of gene expression (Deardorff et al., 2012b).

Homozygous recessive mutations in the ESCO2 gene, which
encodes a CoAT, cause another cohesinopathy, RBS (OMIM
268300; Schule et al., 2005; Vega et al., 2005, 2010; Gordillo et al.,
2008). RBS is characterized by mild to severe growth deficiency,
limb malformations (in particular, symmetric tetraphocomelia),
multiple craniofacial abnormalities including cleft lip and/or cleft
palate, microcephaly, and mental retardation. Mortality is high
among severely affected pregnancies and newborns (Gordillo et al.,
1993). A milder disorder with less marked limb reduction and
survival to adulthood is known as SC phocomelia, but since both
disorders arise from ESCO2 mutations with no apparent geno-
type/phenotype correlation (Schule et al., 2005; Vega et al., 2010),
it has been proposed all ESCO2 mutations be referred to as RBS
(Vega et al., 2010). Unlike CdLS, cells from RBS patients exhibit
precocious sister chromatid separation, particularly at heterochro-
matic regions of the chromosomes (Schule et al., 2005; Vega et al.,
2005) leading to mitotic defects, lagging chromosomes, aneu-
ploidy, and micronuclei formation. The acetyltransferase activity
of ESCO2 appears to be crucial, since mutations in this domain
are sufficient for the pathogenesis of RBS (Gordillo et al., 2008).
While RBS features overlap with those of CdLS, there are apprecia-
ble differences. Whether gene regulation downstream of ESCO2 is
responsible for RBS pathology is still under debate.

The wide spectrum of human developmental phenotypes
owing to cohesin mutations characterized to date indicate that
although these disorders have many features in common, there are
also distinct differences. Gene expression and molecular studies
in cells and in animal models have helped to uncover the com-
mon and divergent pathways that lie downstream of cohesinopathy
mutations.

CHARACTERIZATION OF COHESINOPATHY MUTATIONS
REVEALS THAT DISTINCT PATHWAYS ARE AFFECTED BY
DIFFERENT COHESINOPATHY MUTATIONS
A comparison of the consequences of knocking down cohesin or
its regulators in different animal model systems indicates there are
a wide variety of outcomes for cell biology and gene expression.
For mutations causing CdLS and similar cohesinopathies, it seems
likely that specific developmental pathways are regulated down-
stream of the causative gene mutations. Several groups have con-
ducted analyses of gene expression downstream of cohesinopathy
mutations.

For some genes, it seems likely that small changes in the dose
of cohesin or its regulators could have a large impact on tran-
scription. In Drosophila, cohesin and Nipped-B bind to actively
transcribed regions of the genome and are excluded from regions
of polycomb group (PcG) silencing (Misulovin et al., 2008). For
the rare genes where cohesin binding overlaps with PcG-mediated
methylation of lysine 27 on histone 3 (H3K27me3), expression
of those genes is hypersensitive to cohesin dose (Schaaf et al.,
2009). In addition, cohesin ablation in post-mitotic neurons in the
Drosophila mushroom body (Pauli et al., 2008; Schuldiner et al.,
2008), or salivary glands (Pauli et al., 2010) affected the expression
of specific loci including the gene encoding the ecdysone receptor.
This suggests that some genes, perhaps in specific cell types, may
dramatically change their transcriptional activity in response to a
slight alteration of cohesin dose.

Intriguingly, it seems that the transcriptional response of some
genes to cohesin or Nipped-B depletion is biphasic, and depends
on the degree to which these proteins are depleted (Schaaf et al.,
2009). The Enhancer of split gene complex (E(spl)-C) in Drosophila
is exquisitely responsive to Rad21 and Nipped-B levels. Further-
more, when mRNA encoding these proteins is depleted in BG3
cells, the direction in which some E(spl)-C are regulated depends
on the length of time of RNAi treatment, and the degree of
Rad21 or Nipped-B knockdown. For example, E(spl)-C tran-
scripts decrease after 3 days of Nipped-B RNAi, but increase by
day 6 (Schaaf et al., 2009). These findings have implications for
genome-wide gene expression studies in cohesinopathy models.
Which genes are altered in expression is likely to depend on tis-
sue type, developmental stage and degree to which cohesinopathy
gene function has been knocked down.

On the other hand, loss of Nipbl also appears to result in low
(≤2) fold changes in the expression of a great many genes. Liu
et al. (2009) analyzed gene expression and genome-wide binding
of cohesin in lymphoblastoid cell lines from CdLS probands with
mutations in NIPBL or in the cohesin subunit SMC1A, and found
that ∼1500 genes (FDR≤ 0.05) were dysregulated compared with
controls. Dysregulated gene expression in the mutant cell lines was
conserved, and correlated with disease severity and cohesin bind-
ing at misexpressed genes (Liu et al., 2009). Significantly, a panel
of 23 genes could differentiate NIPBL mutations from SMC1A
and ESCO2 mutations indicating that NIPBL mutations have a
distinguishable effect on gene expression.

Heterozygous mice carrying a gene-trap insertion into the Nipbl
locus show many features overlapping with CdLS, and microar-
ray analyses indicated that reducing Nipbl dose resulted in small
changes in expression of a great many genes. These mice also had
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severe developmental phenotypes, including craniofacial dysmor-
phology and heart defects, resembling CdLS. Of note was the
altered expression of genes involved in fat metabolism, which
could account for the lean habitus observed in mice and in CdLS
patients (Kawauchi et al., 2009).

Mice with mutations in Pds5a and 5b have also been generated.
Mice homozygous null for Pds5b died shortly after birth, with
multiple congenital anomalies, including heart defects, cleft palate,
skeletal defects, gut defects, abnormal migration and axonal pro-
jections of sympathetic neurons, and germ cell depletion (Zhang
et al., 2007). Mice null for Pds5a exhibit many of the same
multiple abnormalities that were previously observed in Pds5b-
deficient mice, plus additional abnormalities including renal age-
nesis (Zhang et al., 2009). Elimination of both Pds5a and 5b gave
an additional lens phenotype not observed in single null mice,
and resulted in embryonic lethality (Zhang et al., 2009). Gene
expression studies in the Pds5 mice have not been published.

Most recently, significant knowledge about cohesin function
was gained by generating mice deficient for cohesin subunit SA1
(Cuadrado et al., 2012; Remeseiro et al., 2012a,b). Loss of SA1
results in embryonic lethality, and heterozygous animals have
shorter lifespan and increased aneuploidy as a result of chromo-
some segregation defects. Segregation defects arose from com-
promised telomere replication, which requires cohesion mediated
specifically by cohesin-SA1. The resulting aneuploidy in SA1 het-
erozygotes is thought to lead to early onset of tumorigenesis in
these animals (Remeseiro et al., 2012a).

Interestingly, gene expression and genome-wide distribution
of cohesin binding are dramatically altered in SA1 null mice,
with important implications for CdLS. Location of cohesin to
gene promoters and CTCF binding sites appears to depend on
SA1. Furthermore, SA1 ablation led to altered cohesin binding
at particular gene clusters accompanied by dysregulation of their
transcription (Remeseiro et al., 2012b). These studies highlight the
function of SA1 in multiple processes, and identify a key transcrip-
tional role that is distinct from the function of SA2 in centromeric
chromosome cohesion.

Zebrafish models have also shed light on the role of cohesin and
Nipbl in gene expression. In fact, the first published evidence that
cohesin regulates gene expression in a vertebrate model system
came from a forward genetic screen in zebrafish. This screen iden-
tified the Rad21 subunit as a tissue-specific regulator of runx1,
which encodes a hematopoietic transcription factor (Horsfield
et al., 2007). In rad21 mutants at 12 h post-fertilization (hpf),
runx1 expression was retained in Rohon–Beard neurons, but was
absent from a discrete population of cells in the hematopoietic
mesoderm. Importantly, the hematopoietic mesoderm precur-
sor cell population was still present in mutants, and expressed
the dimerization partner for Runx1, cbfb, although not runx1
itself. Cohesin probably targets other runx genes in a cell type-
specific manner, since rad21 mutants also lacked expression of
runx3 in Rohon–Beard neurons and the lateral line primordia
(Horsfield et al., 2007). Unfortunately, the onset of runx2 expres-
sion (∼48 hpf) in zebrafish embryos is too late to determine
its involvement, since rad21 mutants arrest in development at
35 hpf. Like in Drosophila, cohesin is likely to regulate expres-
sion of genes in zebrafish brain; cohesin subunits are expressed in

non-proliferating neurons of zebrafish brain implying a non-cell
cycle role for cohesin in this tissue (Monnich et al., 2009).

A zebrafish model of NIPBL-mediated CdLS revealed much
about the multifactorial origins of this developmental syndrome.
Zebrafish have two copies of the nipbl gene, and depletion of both
versions by morpholino oligonucleotides to create “morphants”
also led to small-scale dysregulation of a large number of genes
in early embryogenesis (up to 6 hpf; Muto et al., 2011). Because
gene expression changes were measured at early gastrula stages it
is likely that many are directly caused by reduced Nipbl function
rather than by secondary effects. Interestingly, genes involved in
endoderm development and left-right axial patterning including
sox17 and foxa2, were specifically downregulated in endoderm.
Dysregulation of the endoderm-specifying hierarchy of Sox32,
Sox17, and Foxa2 by Nipbl depletion is likely to contribute to
the heart looping defects and gut tube defects observed at later
stages in Nipbl-depleted zebrafish embryos (Muto et al., 2011).
The zebrafish pathologies recapitulate heart and gastrointestinal
tract abnormalities observed in CdLS, thereby allowing insight
into the etiology of CdLS developmental defects.

Our own group conducted Affymetrix microarray analyses at
a later stages (24 and 48 hpf) of zebrafish development in rad21
mutants (Rhodes et al., 2010), esco2 morphants (Monnich et al.,
2011), smc1a mutants (available as part of an insertion mutant
collection; Amsterdam et al., 2004) and nipbl morphants (Maren
Mönnich, Cristin G. Print, Julia A. Horsfield, unpublished data).
Interestingly, we found that the eomes gene, a master regulator
of endoderm formation, is consistently downregulated in rad21
and smc1a mutants, and nipbl morphants (FDR < 0.02), support-
ing a role for cohesin and Nipbl in endoderm formation. Eomes
expression is regulated by pluripotency factors Nanog, Oct4, and
Sox2 (Teo et al., 2011), all of which are transcriptional targets of
cohesin and Nipbl in embryonic stem cells (Kagey et al., 2010). It
is enticing to speculate that cohesin and Nipbl could participate
in the initial specification of germ layers from stem cell precursors
through modulating the expression of pluripotency factors.

We expected our microarray analyses of zebrafish cohesinopa-
thy mutants and morphants to result in similar lists of up- or
downregulated genes, since embryos were analyzed at similar
stages and cohesinopathy genes would be predicted to have similar
roles in gene expression. Therefore we were surprised to find only
modest overlap between regulated gene sets (example in Figure 2).

Strikingly, a comparison of rad21 mutant microarray data
with esco2 morphant microarray data revealed that there is scant
overlap between genes regulated downstream of these mutations
(Monnich et al., 2011). For example, the myca gene, which is down-
regulated in rad21 zebrafish mutants and other species as well, is
actually slightly upregulated in esco2 morphants. Most of the genes
regulated downstream of esco2 are involved in cell proliferation or
apoptosis, whereas many genes affected by the rad21 mutation are
developmental regulators (Monnich et al., 2011). What could be
the reason for these differences? We concluded that while Esco2
and Rad21 have related roles in sister chromatid cohesion, they
do not have the same input into the regulation of gene expres-
sion. We found that although esco2 depletion has mild effects on
neural crest cell migration, it does not induce patterning defects.
Instead, even modest esco2 depletion results in robust activation of
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caspases, p53/mdm2 upregulation, and massive cell death (Mon-
nich et al., 2011). Loss of jaw elements and fin stunting in esco2
morphants, which resemble RBS features, are therefore likely to
be due to insufficient cells to contribute to the affected structures.
In agreement with results from a conditional mouse knockout
of Esco2 (Whelan et al., 2012b), it appears that developmental
defects observed in esco2 morphant zebrafish arise from prob-
lems with cell survival rather than dysregulation of developmental
genes.

Our microarray data of nipbl morphants was conducted under
very mild knock down conditions of both nipbl genes at 24 and
48 hpf (Table 2; Maren Mönnich, Cristin G. Print, Julia A. Hors-
field, unpublished data). We observed regulation of different sets
of genes than those found by Muto et al. (2011) at the earlier
timepoint of 6 hpf, which is not unexpected due the different
developmental stage at which embryos were analyzed. We did not
find any Gene Ontology categories of significance other than ele-
vated expression of a network of genes related to p53. It is possible
that degree of nipbl gene knockdown could also contribute to dif-
ferences observed in regulated genes as discussed above, since at
least some gene expression is likely to be sensitive to the dose of
Nipbl protein (Schaaf et al., 2009).

Many genes that have altered regulation in response to deple-
tion of cohesinopathy genes are different, raising the possibility
that cohesin subunits and regulators have different functions in
various pathways. However, genome-wide analyses of gene expres-
sion identified some commonly regulated pathways/genes such as
those involved in endoderm development (eomes, sox17, foxa3),
the myc transcription factor (except in esco2 morphants), and
downstream effectors of Notch signaling such as hey1, her4.2,
and ascl1.

COMMON PATHWAYS REGULATED BY COHESINOPATHY
GENES
Despite varying outcomes for gene expression and development
identified using animal models of the cohesinopathies, some path-
ways seem more likely to be affected than others downstream of
cohesinopathy genes. Common themes of pathways regulated by
cohesinopathy genes are outlined below.

GROWTH, METABOLISM, AND PLURIPOTENCY
Perhaps not surprisingly, several studies have found links between
cohesin and its regulators, and the control of pathways that under-
pin cell growth and proliferation. Somewhat more surprisingly, the
level at which cohesin regulates growth and metabolism includes
transcriptional control of specific gene targets. For example, the
Myc oncogene is positively regulated by Nipbl and all cohesin
subunits investigated to date (Misulovin et al., 2008; Kawauchi
et al., 2009; Liu et al., 2009; Rhodes et al., 2010; Remeseiro et al.,
2012b). Myc is a pluripotency factor, and it is probably signifi-
cant that genes encoding other pluripotency factors Oct4, Nanog,
and Sox2, are also bound and regulated by cohesin (Kagey et al.,
2010; Nitzsche et al., 2011). Interestingly, pluripotency factors, e.g.,
Oct4 (Kim et al., 2011) and Nanog (Nitzsche et al., 2011) in turn
appear to combine with cohesin to both positively and negatively
regulate other target genes. These findings raise the interesting
possibility that cohesin-mediated transcription is pivotal to cell

fate decisions that determine the balance between pluripotency
and differentiation (Dorsett, 2010).

Cohesinopathy genes regulate other growth pathways as well. In
yeast, cohesinopathy mutations, including an Eco1RBS mutation
(W216G), block transcription of ribosomal RNA genes thereby
directly influencing ribosome biogenesis, protein translation and
the cell’s ability to grow (Bose et al., 2012). This finding links
cohesin function to metabolism and growth through a role in
rDNA transcription and translation regulation. Since Myc, a tran-
scriptional target of cohesin, also regulates ribosome biogenesis
(Eilers and Eisenman, 2008), cohesin appears to be a central regu-
lator of growth by transcriptional control of multiple pathways. In
Nipbl+/− mice, genes controlling fat metabolism are dysregulated
(Kawauchi et al., 2009), indicating a direct involvement in regula-
tion of another metabolic pathway. Consistent with dysregulated
growth and metabolism, CdLS patients are small and lean (Liu
and Krantz, 2009). It is possible that many of the large number of
dysregulated genes in CdLS are targets of MYC, which regulates
10–20% of genes in the genome.

Transcriptional regulation of cell growth and proliferation
pathways by cohesin could be elegantly intertwined with its role in
the cell cycle, where it mediates sister chromatid cohesion. Tran-
scriptional pathways promoting growth are tightly linked to cell
division, and it is entirely possible that cohesin and its regulators
have central roles in making these links.

NEURONAL DEVELOPMENT AND THE TRANSCRIPTION OF NEURONAL
GENES
Neurodevelopmental disorders are among the most conserved fea-
tures of the cohesinopathies (Deardorff et al., 2007). It is possible
that these neurodevelopmental pathologies have a common mol-
ecular basis. Several lines of evidence suggest that cohesinopathy
proteins influence the Notch signaling pathway, although the exact
mechanisms are unknown. A recent study suggested that Esco2
physically interacts with Notch to antagonize Notch signaling, sug-
gesting that one possible mechanism includes direct interaction
with Notch receptor(s; Leem et al., 2011).

Our microarray analyses of zebrafish “cohesinopathy” embryos
depleted for Rad21, Smc1a, Nipbl, or Esco2 identified conserved
regulation of selected gene targets of the Notch signaling pathway.
Notably, we found that the ascl1 gene is downregulated in both
rad21 mutants (Horsfield et al., 2007; Rhodes et al., 2010) and
esco2 morphants (Monnich et al., 2011), as well as Nipbl-depleted
embryos and smc1a mutants (Table 2; Maren Mönnich, Cristin
G. Print, Julia A. Horsfield, unpublished data). In 48 hpf rad21
heterozygous embryos (which are phenotypically normal), ascl1 is
significantly downregulated (Rhodes et al., 2010), indicating that
ascl1 expression is highly sensitive to even a slight reduction of
Rad21 (heterozygotes have 60–70% of wild type rad21 mRNA lev-
els). Such sensitivity could have high functional significance. Ascl1
is a potent neuronal lineage-specifying gene, being one of three
genes sufficient to convert fibroblasts into iPN cells (Vierbuchen
et al., 2010). Furthermore, Pds5b depletion altered Ascl1 expres-
sion and blocked neuronal differentiation in a stem cell model
(Denes et al., 2010).

We also found that certain Notch signaling targets of the
hairy/enhancer of split family (such as her4, hey1) were consistently
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5 affected in our zebrafish cohesinopathy models (Rhodes et al.,

2010), in agreement with cohesin/Nipbl regulation of the (E(spl)-
C) in Drosophila (Schaaf et al., 2009). In combination with pre-
vious gene expression studies from Drosophila (Dorsett, 2009),
strong evidence supports a link between cohesin-mediated tran-
scription and cell fate in neuronal linages.

In addition to neuronal cell fate, it appears that cohesin together
with CTCF could contribute to maintaining neuronal identity.
Several studies show that cohesin and CTCF regulate expression
of protocadherin genes (Kawauchi et al., 2009; Monahan et al.,
2012; Remeseiro et al., 2012b). Cohesin-SA1 binds to the promoter
of protocadherin genes and positively regulates their expression
(Remeseiro et al., 2012b). Interestingly, CTCF and cohesin were
recently found to modulate isoform expression of Pcdhα in a
mouse neuroblastoma cell line (Monahan et al., 2012), by a mech-
anism assumed to involve enhancer-promoter communication.
Cohesinopathy mutations could therefore have significant con-
sequences for neuronal recognition of “self,” and the capacity to
make functional synaptic connections (Dekker, 2012), since pro-
tocadherins are key players in these processes (Frank and Kemler,
2002; Esumi et al., 2005).

Evidence suggests that the widespread disruption of neuronal
gene expression found in cohesinopathy mutants results in abnor-
mal behavior and function of neurons. As discussed previously,
localized disruption of cohesin subunits causes failure of axon
pruning in the Drosophila mushroom body (Pauli et al., 2008;
Schuldiner et al., 2008). Other model systems have highlighted a
role for cohesinopathy proteins in axon pathfinding and/or migra-
tion. For example, Mau2, the Scc4 homolog that binds to Nipbl,
is necessary for proper axon guidance and migration in C. elegans
(Seitan et al., 2006). Consistent with a requirement of cohesin for
migration, enteric neurons derived from neural crest cells failed to
migrate in mice mutant for cohesin subunit Pds5b (Zhang et al.,
2007). Furthermore, in esco2 morphant zebrafish, we observed
defects that were consistent with abnormal neural crest cell migra-
tion (Monnich et al., 2011). In zebrafish mutant for rad21, we
observed that while the trigeminal ganglia of the brain are spec-
ified, the axons clump together rather than extending forward
(Figure 3). It is very likely that more subtle defects that are not

FIGURE 3 | Flat-mount staining (anti-HNK-1) of trigeminal ganglia in
wild type (left) and rad21 mutant (right) zebrafish embryos. In rad21
mutants, central neuronal clumping occurred (arrow), and axons failed to
migrate and populate anterior regions (red oval).
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so easily observed (for example, problems with neuronal connec-
tivity) take place in the central nervous system of cohesinopathy
patients and animal models.

Growth, metabolism, and development of the central ner-
vous system appear to be processes that are universally sen-
sitive to cohesinopathy mutations. Much of this pathology is
likely to be caused by cohesin’s role in the regulation of gene
expression. However, cohesin has another important role in
the repair of DNA damage, and its loss is likely to trigger
DNA damage checkpoints (Jessberger, 2009; Watrin and Peters,
2009). Activation of cell cycle checkpoints by cohesin deple-
tion may represent additional biological processes contributing
to cohesinopathies.

COHESINOPATHY GENES, DNA DAMAGE, AND CELL CYCLE
CHECKPOINTS
When damaged DNA is detected, cells respond by coordinating
cell cycle arrest, DNA repair, and programmed cell death (Ciccia
and Elledge, 2010). The crucial roles of cohesin and its regulators
in DNA damage repair have been recently and comprehensively
reviewed elsewhere (Dorsett and Strom, 2012; Wu and Yu, 2012).
Inability to repair DNA and proceed through the cell cycle is
accompanied by activation of cell cycle checkpoints, followed by
cell death in the absence of repair.

Interestingly, mutations in other genes responsible for the
DNA damage response underlie human syndromes with phe-
notypes that overlap the cohesinopathies (Ciccia and Elledge,
2010). Overlapping phenotypes include microcephaly, growth
defects, neurological disorders, and facial/skeletal dysmorphol-
ogy. These features are among the most conserved between the
cohesinopathies, and raise the possibility that defects in the DNA
damage response pathway might contribute to the etiology of
cohesinopathy syndromes. In support of this, a patient with a
mutation in a gene encoding the DNA helicase DDX11/ChlR1
had microcephaly, premature sister chromatid separation, and
genome instability. This patient had features of both Fanconi
Anemia (associated with other DNA helicases involved in DNA
damage repair, XPD, and FANCJ) and RBS, in which ESCO2
is mutated. The syndrome, known as Warsaw Breakage Syn-
drome, is considered to reside at an interface between DNA
damage repair and sister chromatid cohesion (van der Lelij et al.,
2010).

It is possible that the CoAT ESCO2 has a particularly crucial
role in DNA damage repair, since mutations in ESCO2 appear to
resemble mutations in DNA damage repair pathways more than
the other cohesinopathies do. Indeed, ESCO2-depleted cells are
hypersensitive to DNA damaging agents such as Mitomycin C (van
der Lelij et al., 2009; Whelan et al., 2012a). Acetylation of SMC3 is
necessary for S phase checkpoint activation and cell survival (Kim
et al., 2010a), which might explain the absolute requirement for
ESCO2 at this stage of the cell cycle.

Other cohesinopathy mutations also have potential to com-
promise DNA damage repair. Mice heterozygous for a Rad21
null mutation are hypersensitive to IR, and exhibit problems
with integrity and maintenance of the gastrointestinal tract
and hematopoietic system post-irradiation (Xu et al., 2010). In

humans, patients with RAD21 mutations also have impaired DNA
damage repair (Deardorff et al., 2012b), and knock down of
RAD21 sensitizes breast cancer cells to chemical agents that dam-
age DNA (Atienza et al., 2005; Xu et al., 2011). Therefore, full
dosage and function of the Rad21 gene is crucial for DNA damage
repair. In addition, depletion of SMC1 sensitizes HeLa cells to DNA
damage (Bauerschmidt et al., 2010). Interestingly, the cohesin reg-
ulator PDS5B (APRIN) and the cohesin subunits RAD21 and
SMC3 were recently found to associate with the BRCA2 protein.
PDS5B appears to have an essential function in both the DNA
damage response and homologous recombination (Brough et al.,
2012).

It is not clear to what extent DNA damage repair defects con-
tribute the pathology of cohesinopathies (Dorsett and Strom,
2012), but evidence suggests that most cohesinopathy mutations
are likely to impact on the cell cycle in intra-S and G2 phases,
when DNA damage repair takes place. Insufficiency of DNA dam-
age repair should lead to checkpoint activation and cell death,
potentially resulting in a paucity of cells for adequate develop-
ment. However, many cohesinopathy mutations give rise to altered
transcription of developmental regulators rather than cell cycle
phenotypes, raising the question of how distinct outcomes arise
from mutations in proteins with a related function in the cell
cycle.

A MODEL TO EXPLAIN DIVERSE COHESINOPATHY
PHENOTYPES
We propose a model to explain the diverse phenotypes observed
downstream of cohesinopathy genes, in which different pheno-
types emerge according to the “phase” of the cohesin cycle that
is most affected by a particular cohesinopathy mutation in a
given population of cells (Figure 4). In this model, mutations
affecting cohesin loading and its residency times on chromatin
in interphase have a higher potential to influence the regula-
tion of gene expression, since this function can be exquisitely
sensitive to cohesin dose. Alternatively, mutations affecting the
“cohesive” form of cohesin have more potential to impact on
cell division, DNA damage repair, and cell cycle checkpoints.
The consequences are that the latter mutations will affect sister
chromatid cohesion, and initiate cell death pathways. Shared phe-
notypes such as microcephaly, craniofacial defects, and cognitive
impairment are likely to lie at the interface between these two
pathways.

It is important to note that cohesin subunits and the
cohesin loading kollerin complex participate in all cohesin-related
processes, including transcription regulation during interphase,
chromatid cohesion during S phase, and DNA damage repair.
Therefore mutations in genes encoding these proteins have poten-
tial to disrupt all the processes shown in the model (Figure 4).
However, diverse outcomes from different cohesinopathy muta-
tions could result if certain processes have differential sensitivity
to loss of cohesin components and regulators, in distinct cell
populations.

For example, zebrafish embryos zygotic null for rad21 con-
tain heavy maternal loading of Rad21 protein and are able to
develop for about 20 h before cell cycle deficiencies halt growth.
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FIGURE 4 | Model for diverse cohesinopathy phenotypes. In interphase
(red shading), cohesin binding to chromatin is dynamic, with varying residency
times. Interphase cohesin binding is likely to be cell type-specific and to
contribute toward regulating developmental genes. Mutations in cohesin
subunits and their key interphase regulators (e.g., Nipbl, Hdac8) primarily
impact on the regulation of gene expression, including transcriptional
regulation of growth pathways. This results in syndromic developmental
defects that derive from dysregulated transcription, with the possibility of cell
death as a contributing factor. From S phase to G2/M (blue shading), the

overriding function of cohesin involves sister chromatid cohesion and DNA
damage repair. Key regulators in this process include the CoAT ESCO2 and
other DNA damage repair proteins. Mutations in these regulators result in
chromosome segregation defects, genomic instability, and cell death.
Increased cell death and reduced cell proliferation results in too few cells to
make up body structures, leading to a different class of developmental defects
and dysregulation of metabolic pathways. Transcription of a small subset of
hypersensitive genes, including some in the Notch signaling pathway, appears
to be sensitive to both interphase and S/G2 modes of cohesin binding.

However, well before cell cycle defects have any impact, rad21 null
embryos fail to activate runx1 expression in the hematopoietic
mesoderm (Horsfield et al., 2007). Thus, there is a threshold level
of cohesin essential for runx1 expression that is below the level nec-
essary to sustain cell division. The primary impact of suboptimal
levels of Rad21 is that of altered gene expression in a subpopula-
tion of cells, and the secondary impact of cell cycle arrest is not
observed until Rad21 levels are further depleted. Radiation sensi-
tivity observed in Rad21 heterozygous mice (Xu et al., 2010) and
in cells of patients with compromised RAD21 function (Dear-
dorff et al., 2012b) indicates other functions of Rad21 are also
dose-sensitive.

In summary, the phenotypic outcome of cohesinopathy muta-
tions may differ between cell populations and in any given
cell population, depend upon the degree of sensitivity of gene
expression to cohesin levels, the requirement for cell prolif-
eration, and the presence of environmental stressors such as
DNA damaging agents. There is likely to be significant overlap
in these contributing factors to cohesin-related developmental
disorders.

CONCLUSION
Although considerable progress has been made over the last
10 years in the understanding of cohesin function in the cell
cycle, transcription, and human developmental disease, impor-
tant questions remain. How is the transcriptional role of cohesin
coordinated with its role in genome organization, cell division,
and DNA repair? Why do some cohesinopathy mutations lead to
developmental gene dysregulation, while others lead to chromo-
some segregation defects and cell death? Human syndromes and
animal models have potential to lend important insight into the
integration of cohesin functions in cell division and development.
Continued research will be vital for understanding the pathol-
ogy of cohesinopathy syndromes, and the development of future
potential for clinical management or therapy.
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Technological developments and intense research over the last years have led to a better
understanding of the 3D structure of the genome and its influence on genome function
inside the cell nucleus. We will summarize topological studies performed on four model
gene loci: the α- and β-globin gene loci, the antigen receptor loci, the imprinted H19–Igf2
locus and the Hox gene clusters. Collectively, these studies show that regulatory DNA
sequences physically contact genes to control their transcription. Proteins set up the 3D
configuration of the genome and we will discuss the roles of the key structural organizers
CTCF and cohesin, the nuclear lamina and the transcription machinery. Finally, genes adopt
non-random positions in the nuclear interior. We will review studies on gene positioning
and propose that cell-specific genome conformations can juxtapose a regulatory sequence
on one chromosome to a responsive gene on another chromosome to cause altered gene
expression in subpopulations of cells.

Keywords: chromatin domains, gene expression, nuclear organization, genome structure, nuclear periphery

INTRODUCTION
Only a few percent of the 3.2 billion base pairs of our genome
is coding sequence. The remainder is intronic and intergenic
sequences, long considered to be junk DNA, but now realized
to contain hundreds of thousands of sequence modules with the
potential to regulate gene expression (Shen et al., 2012). This
greatly outnumbers the ∼25,000 genes that we carry in our
genome. For the great majority of regulatory sites we do not
know though whether they really exert a function in vivo and,
if so, to which target gene they direct their activity. Studies
into the shape of our genome provided evidence that regulatory
DNA sequences can control transcription over distance by physi-
cally contacting target genes via chromatin looping. Initially such
work was primarily done on individual gene loci. We will high-
light findings on some of the most studied model gene systems,
including the α- and β-globin gene loci, the immunoglobulin and
other antigen receptor gene loci, the imprinted H19–Igf2 locus
and the Hox gene clusters. Collectively, these studies showed
how local DNA topology can change dynamically in time and
place to accommodate developmental gene expression. It also
uncovered some of the trans-acting factors that fold the chro-
matin. We will discuss the role of the nuclear lamina, CTCF,
cohesin, and RNA polymerase II (RNAPII), being currently the
most intensively studied general organizers of chromosome topol-
ogy. Collectively, all studies emphasize the relationship between
genome structure and genome function. Consensus seems to have
reached now for shape being crucial for function within the ∼1 Mb
scale. Here, regulatory sequences need to physically get in con-
tact with genes to control their transcription. Beyond this level
of organization, it is not as obvious how relevant the nuclear
position and/or genomic environment of genes will be. Stud-
ies manipulating the nuclear location of genes start to provide
insight in this and will be discussed. Finally, we propose that
the probabilistic nature of nuclear positioning implies that we
need to move from cell population-based to single cell studies to

understand how remote genomic sequences can influence each
other’s function.

FUNCTIONALLY RELEVANT DNA INTERACTIONS BETWEEN
GENES AND REGULATORY SEQUENCES
The realization that sequence information required for proper
gene expression may sometimes reside at a large chromosomal dis-
tance away from the gene body came from observations in patients,
showing that the deletion of sequences away from the β-globin
genes proper caused thalassemia (Kleinjan and van Heyningen,
2005). For a long time, the mechanisms behind long-range gene
activation remained enigmatic. Although still not entirely under-
stood it is now clear that it involves physical contacts between such
remote regulatory sequences and the genes that they control. This
discovery relied mostly on the development of chromosome con-
formation capture (3C) technology, a method invented 10 years
ago (Dekker et al., 2002) that allows quantitative measurements of
DNA contact frequencies between pairs of selected genomic sites.
Here, we will highlight observations made by 3C technology on
four gene clusters (the globin gene loci, the antigen receptor loci,
the imprinted H19–Igf2 locus and the Hox gene loci) that serve as
model systems for varying types of gene regulation.

THE α- AND β-GLOBIN LOCI
Early evidence for chromatin looping being involved in mam-
malian gene regulation comes from studies on the β-globin locus.
This is perhaps unsurprising as the globin loci have always been
the subject of intense gene expression studies: their misregula-
tion underlies thalassemia and the α- and β-globin genes serve
as model systems to study developmental gene regulation. As
pointed out, the observation that the deletion of sequences away
from, but not affecting, the genes proper caused thalassemia
(Van der Ploegh et al., 1980) first suggested that gene transcrip-
tion was controlled by remote regulatory sequences. A series
of remote regulatory sites were then demonstrated to exist in
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these loci, the most important ones in the β-globin locus col-
lectively referred to as a locus control region (LCR). The LCR
controls expression of multiple β-globin genes which are arranged
on the chromosome in order of their timed expression during
development: embryonic β-globin genes are closest to and adult
genes are furthest away from the LCR (Figure 1A). Proximity
on the linear DNA template therefore clearly matters, but the
exact mode of LCR action over distance long remained elusive.
3D proximity was implicated in transcription regulation when
it was found that linear proximity is no longer important when
two genes are positioned together at a large distance from the
LCR (Hanscombe et al., 1991; Dillon et al., 1997). In 2002, first
direct evidence for chromatin looping and spatial contacts between
the LCR and an active β-globin gene was obtained, in studies
using RNA TRAP (Carter et al., 2002) and 3C technology (Tol-
huis et al., 2002). 3C technology in particular appeared extremely
useful for further investigations on the topology of the β-globin
locus.

The 3D configuration of the β-globin locus was found to
dynamically follow the changes in gene expression that occur
during development and during red blood cell differentiation.
LCR–gene contacts are not detectable in tissue where the globins
are inactive. During development, the LCR switches its contacts
from embryonic to adult β-globin genes to ensure their activa-
tion at the appropriate developmental stage (Palstra et al., 2003).
Proteins were shown to set up the chromatin loops in the locus.
Transcription factors such as EKLF, GATA1, and Ldb1, that are
important for proper globin gene expression and that bind to
both the LCR and gene promoter regions, all appear necessary
for stable LCR–gene interactions (Drissen et al., 2004; Vakoc et al.,
2005; Song et al., 2007). Another transcription factor, CTCF, forms
chromatin loops between binding sites surrounding the locus
(Figure 1A). These CTCF-mediated loops precede LCR–gene con-
tacts during red blood cell maturation (Palstra et al., 2003). The
spatial entity formed in red blood cells as a consequence of LCR–
gene and CTCF-mediated DNA interactions was referred to as an
active chromatin hub (Tolhuis et al., 2002).

An outstanding question is whether gene activity follows locus
conformation or vice versa. The inhibition of transcription was
found to not change the chromatin loops, suggesting that func-
tion follows structure in the β-globin locus (Mitchell and Fraser,
2008; Palstra et al., 2008). More direct evidence that transcrip-
tional enhancement is a consequence of looping has recently been
provided. Ldb1 requires GATA1 for recruitment to the β-globin
promoter, but binds to the LCR in a GATA1 independent man-
ner. In an elegant assay employing artificial zinc fingers (ZFs) in
GATA1-null cells, the tethering of ZF-Ldb1 to the β-globin pro-
moter was shown to induce LCR–gene contacts and chromatin
looping, and to activate β-globin gene expression. Without the
LCR, loops were absent and gene expression was not activated
(Deng et al., 2012). This data supports the idea that looping toward
target genes is crucial for distal enhancers to activate transcrip-
tion. Interestingly, a truncated version of Ldb1 composed of only
its self-association domain was already sufficient to induce chro-
matin looping and activate transcription initiation, suggesting
that Ldb1 multimerization may stabilize contacts between remote
globin DNA sequences.

Similar to the β-globin locus, the mammalian α-globin genes
are controlled by distal enhancer elements (Sharpe et al., 1993;
Gourdon et al., 1994; Higgs et al., 1998). Active histone marks and
erythroid-specific transcription factors are present at the locus
before the occupancy by RNAPII is measurable (Anguita et al.,
2004), suggesting that there is a role for these factors in recruitment
of RNA polymerases to the α-globin gene promoters. Looping
of the key enhancer elements to the α-globin promoters, with
intervening DNA sequences looping out, has been demonstrated
(Vernimmen et al., 2007, 2009). Timing of looping coincides with
the binding of the pre-initiation complex and elongation factors
(Vernimmen et al., 2007). Protein factors like GATA1, Ldb1, and
Sp/XKLF also bind to the α-globin genes and regulatory sequences,
and can be expected to perform similar roles in chromatin looping
and transcription regulation as seen for β-globin.

ANTIGEN RECEPTOR GENE LOCI
The immunoglobulin loci, which are active in B cells, and the
T cell receptor (TCR) loci that are active in T cells, generally
stretch over large chromosomal regions of up to 3 Mb and are
subdivided into different regions (V, D, J, and C) that each con-
tain multiple gene segments. Particularly the V region is often
extremely large. DNA rearrangement via V(D)J recombination
is required to combine the different gene segments and assem-
ble a functional antigen receptor that is unique in every B or
T cell (Jung and Alt, 2004). The RAG proteins carry out V(D)J
recombination and need to physically hold together two target
sequences to cut and paste them together (Schatz and Ji, 2011).
The 3D topology of the antigen receptor loci therefore must play
a role in their regulation. 3D FISH studies were originally per-
formed to search for topological features of the recombining loci.
Indeed it was shown that the two ends of the receptor loci spa-
tially come together prior to rearrangement (Kosak et al., 2002;
Fuxa et al., 2004). The simultaneous visualization of intervening
sequences then allowed demonstrating that locus contraction was
not just a consequence of compaction but the result of chromatin
looping, with intervening sequences looping out (Roldan et al.,
2005; Sayegh et al., 2005; Jhunjhunwala et al., 2008). Multiple pro-
teins including Pax5, YY1, CTCF, cohesin, and ikaros have been
implicated in the spatial organization of these gene loci. Initial
evidence for this was based on the observation that their deple-
tion reduced contraction of the locus and lead to altered usage
of the V genes during recombination (Roldan et al., 2005; Sayegh
et al., 2005; Liu et al., 2007; Reynaud et al., 2008; Degner et al.,
2009). More recently, 3C-based evidence was provided for looping
between CTCF and cohesin bound chromatin sites across the anti-
gen receptor loci (Figure 1B). Long-range chromatin interactions
with three regulatory sequences in particular, the 3′ regulatory
region (3′RR), the Eμ-intronic enhancer and the recently discov-
ered intergenic control region 1 (IGCR1), seem important for
proper rearrangement of the IgH locus. These loops may facilitate
the inclusion of distal Vgenes, thereby enhancing the diversity of
choice in usage of coding V elements during V(D)J recombination
(Degner et al., 2011; Guo et al., 2011a,b; Ribeiro de Almeida et al.,
2011; Seitan et al., 2011). Additionally, CTCF and cohesin may
regulate chromatin accessibility and transcription in sub-regions
of the loci, thereby directing the recombination machinery. As was

Frontiers in Genetics | Epigenomics October 2012 | Volume 3 | Article 217 | 72

http://www.frontiersin.org/Epigenomics/
http://www.frontiersin.org/Epigenomics/archive


“fgene-03-00217” — 2012/10/15 — 19:34 — page 3 — #3

Holwerda and de Laat Nuclear organization and gene expression

Distal Middle Proximal

IGCR 3’CBE

a b c

Vh family genes

Dh Jh Ch

V(D)J - recombination

IGCR1 mediated loops

a

b

c

Dh Jh ChVh

Dh JhVh Ch

Dh JhVh Ch

Transcription of rearranged locus

Germline configuration of the IgH locus

iE
μ

3’
RR

100kb

Telomeric Centromeric

LCR
CTCF

3’
hs

1

hs
-6

2.
5

hs
-8

5
Embryonic 

genes
Adult genes

β globin locus

Telomeric Centromeric 

Olfactory receptor locus

Loops resulting in the active chromatin hub (ACH)

10kb

Active domain in limb 
extremities

hoxd13

hoxd12

hoxd11

hoxd10

hoxd9

hoxd8

hoxd4

hoxd3

hoxd1

Inactive domain in limb
 extremities

100kb

evx2

Loops between the regulatory 
elements and the hoxd genes 

enhance transcription

Centromeric Telomeric

Control 
region

CTCF

Region containing regulatory elements 
controlling transcription of the genes in the 
locus

Regulatory DNA sequence

Methylated DNA

CTCF bound sequence

B   IgH locus

A   β-globin locus

D   HoxD cluster

CTCFCTCFCTCF

CTC CTCF

ICR

ICR

en
ha

nc
er

♀

♂

en
ha

nc
er

Telomeric Centromeric

Telomeric Centromeric

10kb

C   Igf2/H19 locus

CTCF

Igf2
Igf2

H
19

H
19

βm
in

or

βh
1

eγ
-g

lo
bi

n

βm
aj

or

Vh

Regulatory site

FIGURE 1 | Long-range transcriptional regulation at model gene loci.

(A) At the active β-globin locus, LCR–gene contacts and interactions between
flanking CTCF sites set up an active chromatin hub (ACH). (B) The IGCR1
contacts the 3′ regulatory region and the intronic enhancer of the IgH locus in
pro-B cells. Inclusion of the distal V genes is influenced by the presence of

the IGCR1. (C) CTCF blocks the interaction of the Igf2/H19 enhancer with the
Igf2 gene on the maternal allele. Methylation of the ICR prevents CTCF
binding and enables Igf2 expression from the paternal allele. (D) A
“regulatory archipelago” controls the expression of the hoxd13–hoxd10
genes over distance in limb extremities.
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pointed out, while multiple proteins that shape the conformation
of the antigen receptor loci are known now, there is as yet no
evidence that they act directly to promote synapsis between distal
gene segments (Seitan and Merkenschlager, 2012). Whether such
activity exists, or whether the overall spatial structure of the anti-
gen receptor loci is already sufficient to direct such interactions
and warrant usage of the full repertoire of gene segments, remains
to be investigated.

H19/Igf2 LOCUS
The H19/Igf2 locus is an imprinted locus, with the H19 gene being
expressed from the maternal and the Igf2 gene from the pater-
nal allele. Both genes are under the control of a shared enhancer
located on one side of the locus, 3′ of the H19 gene. The tar-
geting of this enhancer to either one of the genes is determined
by an imprinting control region (ICR) located in between Igf2
and H19 (Bartolomei et al., 1993; Ferguson-Smith et al., 1993;
Leighton et al., 1995; Thorvaldsen et al., 1998). This ICR, which
contains multiple CTCF binding sites, is methylated when pater-
nally inherited and unmethylated when derived from the mother
(Bartolomei et al., 1993; Ferguson-Smith et al., 1993). CTCF can
only bind to the unmethylated, hence the maternally inherited,
ICR (Figure 1C) (Bell and Felsenfeld, 2000; Hark et al., 2000).

Using an elegant approach that involved the site-specific inte-
gration of ectopic Gal-binding sites near the ICR it was shown
that the ICR separates the H19 and the Igf2 gene in different
chromatin compartments (Murrell et al., 2004). Because of the
distinct capacity to bind CTCF, ICR contacts differ between the
alleles such that enhancers are enabled to contact the Igf2 gene
on the paternal allele but not on the maternal allele (Murrell
et al., 2004). Subsequent studies based on 3C technology came to
similar but not identical conclusions (Kurukuti et al., 2006; Yoon
et al., 2007). Whereas one study reported bi-allelic interactions
between the ICR and the enhancers (Kurukuti et al., 2006), another
reported this interaction to be specific for the maternal allele. This
study also showed that the CTCF-bound ICR promiscuously con-
tacted enhancers and promoters, suggesting that such contacts
are important for insulators to block effective enhancer–promoter
communication (Yoon et al., 2007). In addition to its insulator
function, the ICR appears required to initiate H19 gene expres-
sion: upon deletion of the four CTCF binding sites in the ICR,
H19 transcripts were hardly detectable in the early embryo (Engel
et al., 2006). In summary, studies on the H19/Igf2 locus confirm
that gene competition for a shared enhancer involves competi-
tion for physical promoter–enhancer interactions. Moreover, they
show that insulators bound by CTCF can hamper this interaction,
possibly by physically competing for these contacts.

3D ORGANIZATION OF THE Hox GENES
When it comes to developmental gene regulation, the Hox gene
clusters are among the most fascinating gene clusters. In mam-
mals, four of these clusters are present (HoxA–D), each containing
roughly a dozen genes that are expressed during development
in a temporal and spatial manner that is co-linear with their
genomic context (Kmita and Duboule, 2003). The HoxD gene
cluster, but also other Hox clusters, is flanked on both sides by
large gene-poor chromosomal regions. The Hox genes encode for

transcription factors and are important for body axis formation as
well as proper formation of the extremities. Correct spatiotempo-
ral expression along the body axis appears controlled within the
gene cluster proper, independent of surrounding gene sequences.
As was shown by 4C technology, here the genes show little spe-
cific interactions with surrounding sequences, but fold into a
distinct active and inactive compartment. When moving poste-
riorly along the axis, the number of genes contained within the
active compartment increases, in agreement with their progres-
sive activation and corresponding change of histone modifications
(Noordermeer et al., 2011a). It was suggested that this topolog-
ical separation can mediate the temporal expression pattern of
the HoxD genes. In the extremities, in this case the developing
limb bud, a different mechanism of transcriptional control is in
place, with a correspondingly different 3D conformation of the
gene cluster. The HoxD genes depend on distinct long-range reg-
ulatory sequences for their expression in the proximal and distal
parts of the limb bud (Figure 1D). These sequences are present in
the gene-poor regions located on the telomeric and centromeric
side of the gene cluster, respectively (Spitz et al., 2003; Gonzalez
et al., 2007). The active, much more than the inactive, HoxD genes
loop toward these sides to contact the regulatory DNA sequences.
Based on the DNA contact profiles of the active HoxD13 gene,
as generated by 4C technology, new enhancers were identified in
the gene desert that showed correct spatiotemporal reporter gene
expression in transgenic mice (Montavon et al., 2011). The emerg-
ing picture from these studies is that Hox gene expression in the
limb bud is under the control of a complex regulatory landscape
with many enhancers spread over hundreds of kilobases of flank-
ing DNA working in concert (Montavon et al., 2011). This picture
seems confirmed by a recent high-resolution FISH study, which
also revealed that further fine-tuning of the contacts between
HoxD genes and flanking regulatory sequences takes place along
the anterior–posterior axis of the limb bud (Williamson et al.,
2012). A 5C analysis of the HoxA gene cluster in human pri-
mary fibroblasts taken from different anatomical sites revealed yet
another dimension of Hox gene regulation. Contacts were iden-
tified with a site 5′ of the cluster that expresses a long intergenic
non-coding RNA (lincRNA), named HOTTIP (Wang et al., 2011).
HOTTIP RNA was reported to recruit proteins (WDR5) neces-
sary to modify the histones and activate transcription of the genes
contacted by the lincRNA locus (Wang et al., 2011). Thus, proper
spatiotemporal Hox gene expression appears to be controlled by a
very complex network of proximal and distal regulatory sequences
that loop in a developmentally controlled manner toward specific
Hox genes to physically confront them with activating protein and
RNA molecules.

THE OVERALL SHAPE OF THE 3D GENOME
The initial 3C studies discussed above focused on individual
genes and gene clusters, highlighting the functional importance
of local chromatin loops and uncovering proteins that determine
the topology of these gene loci (Splinter and de Laat, 2011).
However, the genome is structurally organized also beyond the
level of individual gene clusters. Original evidence that overall
chromatin in the nucleus is not organized in a random fashion
and that nuclear organization is related to transcriptional activity
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comes from microscopy observations. It showed the separation
of densely packed inactive chromatin and loosely packed active
chromatin and demonstrated that chromosomes occupy individ-
ual chromosome territories (CTs; Branco and Pombo, 2006; Joffe
et al., 2010). It also demonstrated that larger chromosomes tend
to occupy more peripheral positions in the nucleus, while smaller
ones often reside more in the nuclear interior. A recurrent theme in
nuclear organization is that folding and positioning follow prob-
abilistic rules. Thus, a given chromosome will have a preferred
nuclear position, but this does not imply that it occupies this
exact position in every cell (Bolzer et al., 2005). In other words: all
genomes in a population of cells can be expected to fold according
to the same probabilistic rules, yet every single cell likely has a
different genome structure. Thanks to the development of more
genome-wide versions of 3C technology (de Wit and de Laat, 2012;
Dostie and Bickmore, 2012), the underlying, probabilistic, rules
for genome folding are now rapidly being uncovered.

The most dominant force shaping the 3D genome seems the
spatial separation between active and inactive chromatin. First
observed under the microscope as a general feature of nuclear
organization, it was then confirmed to also be relevant for the fold-
ing of individual chromosome segments (Shopland et al., 2006)
and, at much higher resolution, for the genomic environments
of individual genes (Simonis et al., 2006). The latter observation
made by 4C technology for a few selected chromosomal sites was
confirmed to apply to regions across the genome by recent Hi-
C studies. In Hi-C, all versus all interactions of the genome are
mapped, with the resolution of contact maps depending on the
depth of sequencing, the size of the genome, and the complex-
ity of the sample analyzed (Lieberman-Aiden et al., 2009; Yaffe

and Tanay, 2011; Dixon et al., 2012; Kalhor et al., 2012). Hi-C
studies showed that chromosomes are subdivided into topological
domains that cover 0.2–1 Mb. The domains mark chromosomal
regions within which DNA contacts are confined. They gener-
ally demarcate regions with a defined gene density and activity,
and with corresponding chromatin accessibility, histone modifica-
tions, and replication timing. Preferred contacts among two types
of topological domains are seen, the active and inactive topologi-
cal domains, with the separation of active and inactive chromatin
in the nucleus as a consequence (Lieberman-Aiden et al., 2009;
Yaffe and Tanay, 2011; Dixon et al., 2012; Kalhor et al., 2012; Nora
et al., 2012). In Drosophila in particular, an additional domain
type hallmarked by the association of polycomb group (PcG)
proteins is observed, which also shows preferred contacts with
other PcG-bound topological domains (Tolhuis et al., 2011; Sex-
ton et al., 2012). Marks for active chromatin (DNase I sensitivity,
H3K4me1 and -me3, RNAPII) were enriched for regions show-
ing also interchromosomal DNA contacts (Yaffe and Tanay, 2011;
Kalhor et al., 2012), suggesting that open and active chromatin
most easily reaches out of the CT. Boundaries of the domains
were found enriched for CTCF, H3K4me1, transcriptional start
sites (TSSs) and housekeeping genes, tRNA genes and SINE ele-
ments (Yaffe and Tanay, 2011; Dixon et al., 2012; Sexton et al.,
2012). Interestingly, during cellular differentiation the topological
domains appear to largely remain intact and structural changes
mostly occur within the domains, suggesting that the domain
boundaries are largely conserved between cell types (Dixon et al.,
2012; Figure 2). The active and inactive compartments each seem
to organize themselves independently. This was shown in studies
on the active and inactive X chromosome in mammalian female

FIGURE 2 |Topological boundaries can act as barriers for spreading

of heterochromatin. The 2D heat map shows the Hi-C interaction
frequency in human ES cells. Underneath is indicated the directionality
index (DI) in hESCs and IMR90 cells. The DI is a Hi-C measure showing a
site’s preference to engage in unidirectional contacts with downstream (red)
or upstream (green) sequences. Borders of the topological domains are

defined by a change in the directionality of interactions (transition from
green to red). The UCSC Genome Browser shots show the distribution
of H3K9me3, a measure for heterochromatin formation. Note that in
IMR90 cells heterochromatin stops at the topological boundaries. Reprinted
by permission from Macmillan Publishers Ltd (Dixon et al., 2012),
copyright (2012).
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cells, where the inactive X chromosome showed normal contacts
between active chromatin regions but was found to specifically lack
long-range contacts between inactive chromatin domains. Inter-
estingly, these latter contacts were restored when the non-coding
RNA Xist, which coats the inactive X chromosome, was deleted,
implicating a role also for non-coding RNA in chromosome
topology (Splinter et al., 2011).

Whether RNA plays a general role in the topological organi-
zation of chromosomes remains to be demonstrated. Proteins,
however, are known to shape the configuration of the genome
inside the cell. Nuclear lamina proteins, CTCF, cohesin, and
RNAPII are best recognized as general organizers of the 3D genome
and will be discussed below.

PROTEINS SHAPING THE GENOME
LAMINS AND THE NUCLEAR PERIPHERY
The nuclear periphery of mammalian cells is known to be enriched
for inactive chromatin and to correlate with relatively low gene
expression levels (Brown et al., 1997, 1999; Skok et al., 2001; Zink
et al., 2004). The inner part of the nuclear membrane is coated with
a protein network called the nuclear lamina. Lamina-associated
domains (LADs), spanning 0.1–10 Mb, were identified across
the genome based on an elegant approach called DamID, which
takes advantage of DNA adenine methylase (DAM) fused in this
case to lamin B1, a component of the nuclear lamina (Guelen
et al., 2008). Characterization of the genomic content enriched
in LADs showed that they are generally gene poor, transcrip-
tionally inactive, depleted for active transcription marks such as
RNAPII and active histone marks. At LAD borders, promoters
transcribing away from LADs are found enriched, as well as CTCF
binding sites (Guelen et al., 2008). Dynamic interaction of the
genome with the nuclear lamina was seen during neural differ-
entiation of embryonic stem cells (ESCs). Some, but certainly
not all, regions in the genome that were transcriptionally acti-
vated or repressed during this process changed their association
to the nuclear lamina accordingly (Peric-Hupkes et al., 2010). Fur-
thermore, mis-expressed genes were correlated with a change in
nuclear localization of these genes in cells carrying disease related
lamin A mutations (Mewborn et al., 2010). Recently, mapping
of the lamin A-interacting genes showed that lamin A is simi-
larly, involved in anchoring silent genes to the nuclear lamina.
Intriguingly though, depletion of lamin A changed the nuclear
positioning of the lamin A bound genes but was not enough to
change the expression of these genes (Kubben et al., 2012). Oppo-
sitely, as discussed below, the artificial tethering of genes to the
nuclear lamina sometimes, but not always, leads to their silencing.
Clearly, the nuclear lamina is involved in the spatial organization
of the genome in a manner that at least reflects transcriptional
activity. To what extent a peripheral positioning also determines
gene activity still remains to be investigated.

CTCF
CTCF is probably the best characterized structural organizer of
the genome to date. From the first description of the protein
(Lobanenkov et al., 1990), it has been shown to be a versatile pro-
tein having direct transcriptional effects (Filippova et al., 1996;
Vostrov and Quitschke, 1997; Yang et al., 1999) as well as effects on

transcription over distance (Bell et al., 1999). The approximately
40,000 CTCF binding sites in the human and murine genome
preferentially locate to intergenic regions and show high conser-
vation between different cell types (Barski et al., 2007; Kim et al.,
2007; Chen et al., 2008; Hou et al., 2010). CTCF is ubiquitously
expressed and an essential protein (Heath et al., 2008). It has a
well established role in chromatin folding at the β-globin locus,
and in chromatin folding and gene expression at the H19/Igf2
locus and the antigen receptor loci, as described above. Also at
other loci, including the human major histocompatibility complex
(MHC) class II locus and the Kcnq5 gene, CTCF-mediated chro-
matin loops were found involved in gene regulation (Majumder
et al., 2008; Majumder and Boss, 2010; Ren et al., 2012). At a more
genome-wide scale, CTCF binding sites were found enriched at
borders between the topological domains identified by Hi-C (Yaffe
and Tanay, 2011; Dixon et al., 2012) as well as at LAD borders
(Guelen et al., 2008), further hinting at an important role for this
protein in organizing the 3D structure of chromosomes. Interest
in the protein was raised even further when cohesin was found to
co-occupy genomic sites with, and be positioned by, CTCF (see
below; Parelho et al., 2008; Rubio et al., 2008; Wendt et al., 2008).

ChIA-PET is a technology that combines chromatin immuno-
precipitation (ChIP) with a 3C approach, to direct DNA topology
studies specifically to the genomic sites that are bound by a protein
of interest (Fullwood et al., 2009). ChIA-PET was applied to CTCF
to study its DNA interactome (Handoko et al., 2011). Mostly intra-
chromosomal and a few interchromosomal interactions between
CTCF-bound sequences were identified, with the intrachromo-
somal loop sizes ranging from 10–200 kb. The loops appeared
to serve different purposes (Figure 3). They can isolate an active
chromatin region from surrounding inactive chromatin or bring
together enhancers and promoters in a single loop. Yet other loops
formed by CTCF seem to isolate undefined chromatin from a
flanking active and inactive chromosomal region (Handoko et al.,
2011). Only a few percent of the total number of CTCF sites was
found engaged in loop formation. This suggests that ChIA-PET
only uncovers the tip of the topological iceberg. Alternatively, the
majority of CTCF-bound sites is not involved in long-range chro-
matin interactions. If the latter is true, it would be interesting
to understand what determines whether a CTCF binding site is
engaged or not in a chromatin loop.

COHESIN
Cohesin is a multiprotein complex that forms a ring-like structure
which captures and holds together the two DNA double-strand
helices of sister chromatids after DNA replication. The discovery
that cohesin binds to CTCF binding sites also in G1 phase of the
cell cycle suggested that it has an additional role besides keeping
sister chromatids together. Without CTCF, cohesin still binds to
chromatin but is no longer found at specific locations along the
chromosome arms, suggesting that CTCF positions cohesin on
the chromatin (Parelho et al., 2008; Rubio et al., 2008; Wendt et al.,
2008). Given its shape and function, cohesin was obviously consid-
ered an attractive protein for chromatin loop formation (Nasmyth
and Haering, 2009). Indeed, cohesin was found to mediate chro-
matin looping at CTCF binding sites in several loci including
the immunoglobulin locus (Degner et al., 2009), the interferon
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FIGURE 3 | CTCF flanks chromatin marked by specific histone

modifications. (A) Linear representation of a chromosomal region with
active and inactive genes, CTCF binding sites and an enhancer (for
explanation of symbols, see bottom figure). (B) ChIA-PET reveals different

chromatin loops formed by CTCF (Handoko et al., 2011): CTCF loops
demarcate regions (1) with active chromatin marks, (2) with inactive
chromatin marks, (3) with enhancers and promoters, and (4) with undefined
chromatin surrounded by regions with opposing chromatin signatures.

gamma locus (Hadjur et al., 2009), the HoxA locus (Kim et al.,
2011), the MHC class II locus (Majumder and Boss, 2011), the β-
globin locus (Hou et al., 2010; Chien et al., 2011), and the H19/Igf2
locus (Nativio et al., 2009). Interestingly, at several sites bound by
CTCF across different cell types, cohesin association was found to
differ in a cell-dependent manner, with topological changes and
altered gene expression changing accordingly (Chien et al., 2011;
Kim et al., 2011). This suggests that possibly the co-recruitment
of additional factors like cohesin determines whether a given

CTCF binding site is engaged in a chromatin loop in a given
cell type. A CTCF-independent role for cohesin in transcrip-
tion regulation was also demonstrated, in a study that revealed
cohesin and estrogen receptor co-binding near upregulated genes
upon estrogen treatment of MCF-7 cells (Schmidt et al., 2010).
Cohesin binding was enriched at sites demonstrated by ChIA-PET
to form ER-mediated loops (Fullwood et al., 2009), suggesting
that cohesin may help ER to mediate transcriptional responses
via long-range DNA interactions (Schmidt et al., 2010). A further
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CTCF-independent role of cohesin was observed in ESCs, where
cohesin association was detected at sites bound by mediator and
RNAPII, but not CTCF (Kagey et al., 2010). Enhancer promoter
interactions of tissue-specific genes were shown by 3C technology
to be mediated by the interaction with mediator and the cohesin
loading factor, Nipbl. Cohesin and mediator together share dis-
tinct genomic sites in different tissues, unlike the shared binding
sites between CTCF and cohesin which seem largely conserved
between cell types (Kagey et al., 2010). Thus, cohesin may have
CTCF-dependent and -independent roles in chromosome topol-
ogy and gene regulation during development (Kagey et al., 2010;
Schmidt et al., 2010).

RNA pol II
Transcription, and in particular the nuclear localization of RNA
polymerase, has always been considered an attractive candidate to
shape the 3D genome (Fraser and Bickmore, 2007). It may explain
why active chromatin comes together in the nuclear space. Clusters
of RNAPII, termed transcription factories, have been identified
in the nucleus by electron microscopy and immunofluorescence
(Jackson et al., 1993; Iborra et al., 1996; Grande et al., 1997; Jack-
son et al., 1998). It is difficult to assess the number of factories per
cell as this appears to differ between cell types and is also depen-
dent on the microscopy method used (Osborne et al., 2004). The
concept assumes that genes need to migrate to pre-existing pro-
tein factories where multiple genes are transcribed simultaneously.
In a more extreme model there may even be dedicated transcrip-
tion factories that contain specific combinations of transcription
factors and therefore need to be visited by defined categories of
co-regulated genes (Xu and Cook, 2008; Schoenfelder et al., 2010).
Does form indeed follow function, as suggested by these mod-
els? Not all observations necessarily support this idea. Live cell
imaging with fluorescently tagged RNAPII so far has not provided
convincing evidence for the existence of transcription factories
(Kimura et al., 2002; Zobeck et al., 2010), nor for movement of
genes upon transcriptional activation (Zobeck et al., 2010). Inhi-
bition of transcription caused most RNA polymerase to dissociate
from active genes, yet had no appreciable impact on their con-
tacts with other active genes, as assessed by 4C technology, nor
interfered with enhancer–gene contacts (Palstra et al., 2008). The
recent demonstration that loop formation in the β-globin locus
precedes transcriptional activation also suggests that function fol-
lows form (Deng et al., 2012). Possibly, shape and function both
influence each other. It was proposed that initiating RNA poly-
merases that are close together in the nuclear space may aggregate
to form the observed transcription factories. This is easiest envi-
sioned to happen between genes that are proximal on the linear
chromosome, as these per definition are close together in the
nuclear space, rather than involving genes searching for distant
co-regulated genes (Razin et al., 2011). Indeed, a ChIA-PET study
focusing on chromatin loops formed between RNAPII-bound
chromatin sites recently demonstrated the clustering of active
gene promoters that neighbor each other on the chromosomes
(Li et al., 2012).

ChIA-PET enables an unbiased genome-wide assessment of
contacts formed by the genomic sites bound by a protein of
interest. Remarkably, for all proteins studied so far, ChIA-PET

primarily identifies local contacts between sites close together on
the linear chromosome. On the one hand this probably empha-
sizes the importance of local chromatin loops for the expression
of genes involved in these loops. On the other hand it raises the
question: how important is the position of a gene relative to other
chromosomal regions elsewhere in the genome? So far, mostly
microscopy studies have tried to address this.

GENE POSITIONING IN THE CELL NUCLEUS
One of the earliest studies that followed the positioning of indi-
vidual genes focused on the Ikaros proteins, required for the
development of cells of the lymphoid lineage (Brown et al., 1997,
1999). Highly expressed lymphoid genes like CD45 and CD19
were not found associated with Ikaros in B cells, but stage-specific
genes showed differential association with Ikaros during differen-
tiation (Brown et al., 1997). When bound by Ikaros, these genes
were found to be silenced and repositioned to pericentromeric
heterochromatin (PCH). It was proposed that PCH-association
facilitated heritable gene silencing during B cell differentiation
(Brown et al., 1997, 1999). Subsequently, also other genes were
found to occupy particular nuclear locations in relation to their
status of transcription, and again this has been studied most
notably for the forementioned model gene loci. The IgH locus,
for example, was found to adopt a peripheral position in cells not
transcribing the gene. When active in B cells, it adopts a more
internal nuclear position (Kosak et al., 2002). In mature B cells,
the non-productive IgH allele was reported to be frequently asso-
ciated with PCH, perhaps to ensure its silencing (Skok et al., 2001;
Roldan et al., 2005). Repositioning of loci to PCH is also impor-
tant during lineage choice in T cells (Merkenschlager et al., 2004;
Collins et al., 2011), where repositioning of the CD8 locus to PCH
is seen in CD4+ T cells and vice versa. Here localization was stated
to be predictive for the developmental state of the T cell (Merken-
schlager et al., 2004). Localization of inactive genes to the nuclear
periphery was also found for the human CFTR locus (Zink et al.,
2004; Ballester et al., 2008) and the casein cluster in mammary
glands (Kress et al., 2011).

Similar observations were done on the β-globin locus. During
erythroid maturation, which is accompanied by LCR-mediated
transcriptional activation, the locus was observed to move from
the periphery to the interior. Expression at the periphery was
found, but it occurred more frequently in the nuclear interior, and
the inward movement was dependent on the LCR (Ragoczy et al.,
2006). Whereas one study reported preferred clustering of the
active β-globin genes with other active erythroid genes (Schoen-
felder et al., 2010), two other studies did not find this (Simonis
et al., 2006; Brown et al., 2008). A different type of movement
was observed for the Hox gene clusters. Induction of Hox gene
expression influenced the position of the Hoxb1 and Hoxb9 genes
relative to their CTs (Chambeyron et al., 2005). Expression was
associated with a position more outside of the CT. This nuclear
organization was dynamic as hoxb1 and -b9 could be repositioned
in different stages of differentiation, in agreement with their tran-
scriptional state (Chambeyron and Bickmore, 2004; Chambeyron
et al., 2005). Similarly, Hoxd genes were looped outside their CT in
the tailbud of e9.5 mice (Morey et al., 2007). In the forelimb bud,
where Hoxd9 is also expressed (Tarchini and Duboule, 2006), no
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looping out of the CT for this gene is found (Morey et al., 2007).
Moreover, neighboring genes that are dragged along outside the
CT not necessarily show bystander upregulation of gene expres-
sion (Noordermeer et al., 2008; Morey et al., 2009). Thus, these
studies show that genes can, but do not need to move away from
their CT and that looping out of the CT is not sufficient for gene
activation.

To better understand the consequences of nuclear reposition-
ing, tethering experiments can be done. These are based on the
genomic integration of repeats of DNA binding sites (often bac-
terial LacO or TetO sequences) and the simultaneous expression
in eukaryotic cells of cognate bacterial proteins (LacR or TetR)
fused to a protein of interest. Fusion to fluorescent GFP enables
following the genomic integration sites in live cell imaging stud-
ies (Robinett et al., 1996; Tumbar et al., 1999) and revealed that
individual gene loci show limited movement during the inter-
phase of mammalian cells (Chubb et al., 2002). Recruitment of
transcriptional activators caused locus decondensation concomi-
tant with increased transcription and histone acetylation, but
neither was required to maintain the decondensed chromatin
state (Tumbar et al., 1999; Ye et al., 2001; Nye et al., 2002; Chen
et al., 2004). The targeting of heterochromatin protein 1 (HP1)
to a non-heterochromatic locus reduced gene expression, induced
locus condensation, and resulted in local H3K9me3 modifications,
indicative of heterochromatin formation (Verschure et al., 2005;
Hathaway et al., 2012).

Several studies used fusions of lamina components to address
the consequences of recruitment to the nuclear periphery. In one
study, which also enabled simultaneous visualization of nascent
transcripts, the association of lamin B1 to a reporter locus caused
repositioning, but only after cell division. Here, the kinetics of
gene activation were similar to that at internal locations, indicating
that loci maintain their transcriptional competence at the nuclear
periphery (Kumaran and Spector, 2008). In another study, how-
ever, repositioning through the recruitment of emerin (EMD) was
found to be accompanied by reporter gene silencing (Reddy et al.,
2008). A third study measured chromosome-wide gene expression
differences after tethering of the chromosome to the inner nuclear
membrane. A few genes, some nearby and some at great distance
from the integrated LacO cassettes, showed repressed transcrip-
tion, but expression was not incompatible with peripheral location
(Finlan et al., 2008). Interestingly, in a recent study it was demon-
strated that the ectopic integration of LAD sequences can also
reposition surrounding chromosomal regions to the periphery,
and negatively influences the expression of surrounding genes
(Zullo et al., 2012). GAGA motifs were found enriched in LADs

and demonstrated to be responsible for peripheral recruitment.
They are targets for the transcriptional repressor cKrox and the
associated HDAC3 and Lap2β proteins, which were found to be
necessary for peripheral recruitment (Zullo et al., 2012). Collec-
tively, these studies suggest that nuclear compartmentalization and
gene expression are coupled, but also emphasize the probabilistic
nature of nuclear organization: genes positioned at the periphery
of the cell nucleus do not necessarily lose their capacity to be tran-
scribed, but appear more susceptible to transcriptional repression
than at more internal nuclear positions.

CONCLUDING REMARKS
Over the last years research has made major progress in under-
standing the relationship between structure and function of the
genome. Studies on model gene systems such as those discussed
here have shown that local DNA interactions between regula-
tory sites and genes are important for transcriptional control. In
mammals, such regulatory interactions can take place over chro-
mosomal distances as large as a megabase. Transcription factors
bound to these chromatin sites seem responsible for setting up
the chromatin loops in chromosomal segments. Others, such as
CTCF, appear capable to modify chromatin topology such that it
hampers these interactions. Beyond this local scale of structural
organization, genome folding seems to follow more probabilistic
rules. Active and inactive chromatin separate, some chromosomal
regions have an increased chance of being at the periphery than
others, and, when assayed across large cell populations, all indi-
vidual gene loci appear to have many different contact partners.
Together this suggests that the exact genome conformation will
differ from cell to cell. As a consequence, a given contact between
two dispersed genomic regions will only occur in a subset of cells.
If this contact influences the expression of the associated genes,
this may not have an impact on the entire cell population, but
can be important for the individual cells involved, as was shown
recently (Noordermeer et al., 2011b). To study the functional con-
sequences of cell to cell differences in genome conformation we
therefore probably need to analyse form and function at the sin-
gle cell level, with the exciting possibility to discover that the
overall shape of our genome can determine cell fate decisions of
individual cells.
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Repetitive elements comprise over two-thirds of the human genome. For a long time,
these elements have received little attention since they were considered non-functional.
On the contrary, recent evidence indicates that they play central roles in genome integrity,
gene expression, and disease. Indeed, repeats display meiotic instability associated
with disease and are located within common fragile sites, which are hotspots of
chromosome re-arrangements in tumors. Moreover, a variety of diseases have been
associated with aberrant transcription of repetitive elements. Overall this indicates that
appropriate regulation of repetitive elements’ activity is fundamental. Polycomb group
(PcG) proteins are epigenetic regulators that are essential for the normal development of
multicellular organisms. Mammalian PcG proteins are involved in fundamental processes,
such as cellular memory, cell proliferation, genomic imprinting, X-inactivation, and cancer
development. PcG proteins can convey their activity through long-distance interactions
also on different chromosomes. This indicates that the 3D organization of PcG proteins
contributes significantly to their function. However, it is still unclear how these complex
mechanisms are orchestrated and which role PcG proteins play in the multi-level
organization of gene regulation. Intriguingly, the greatest proportion of Polycomb-mediated
chromatin modifications is located in genomic repeats and it has been suggested that
they could provide a binding platform for Polycomb proteins. Here, these lines of evidence
are woven together to discuss how repetitive elements could contribute to chromatin
organization in the 3D nuclear space.

Keywords: repeats, Polycomb, non-protein-coding RNA, nuclear structure, FSHD muscular dystrophy

INTRODUCTION
In the last decade, when the genomic sequences of Homo sapi-
ens and several model organisms became available, there was the
realization that the number of protein-coding genes does not
correlate with organism complexity. In fact, worms or flies have
approximately the same number of protein-coding genes as mice
or humans (Taft et al., 2007). On the other hand, the non-protein
coding component of the genomic DNA, and in particular repeti-
tive elements, represent a progressively larger proportion of the
genome in organisms with increasing complexity (Neguembor
and Gabellini, 2010). Recent estimations indicate that repetitive
sequences could account for up to 66–69% of the human genome
(De Koning et al., 2011). While this strongly suggests that it might
significantly contribute to higher eukaryotes sophistication, the
repetitive fraction of the genome is largely ignored.

The advent of next generation sequencing (NGS) has permit-
ted a genome-wide view to gene expression and chromatin struc-
ture. However, NGS-based studies often take into account only
reads for which a unique genomic alignment can be obtained,
thus discarding data deriving from repetitive DNA (Myers et al.,
2011). Despite this, there is increasing evidence of the peculiar
functions of the repeated (epi)genome. For example, the role
of DNA repeats in chromosome structural organization, gene
regulation, genome integrity, and evolution has been described
(Kidwell and Lisch, 2000; Lander et al., 2001; Waterston et al.,
2002; Feschotte, 2008; Ting et al., 2011; Zhu et al., 2011).

DNA repeats can be also transcribed, frequently in a cell
and tissue-specific fashion. Analyses based on Cap Analysis
of Gene Expression (CAGE) technology from the Functional
Annotation of Mouse (FANTOM) project, revealed an unex-
pectedly large proportion of capped-transcripts initiating from
repetitive units. It has been suggested that these can provide
regulatory elements to protein-coding genes, such as alterna-
tive promoters, exons, or polyadenylation sites, and ncRNAs,
thus significantly expanding the regulatory capability of higher
eukaryote genomes (Wang et al., 2007; Bourque et al., 2008;
Faulkner et al., 2009; Tyekucheva et al., 2011). Moreover, bind-
ing sites for important regulatory factors such as CTCF or
TP53 are often associated with genomic repeats (Wang et al.,
2007; Bourque et al., 2008; Chadwick, 2008; Simeonova et al.,
2012).

Repetitive elements can either mobilize or rearrange in somatic
tissues, thus providing an unexpected dynamic dimension to the
normal physiology of the soma, but also contributing to the
etiopathogenesis of diseases (Kazazian et al., 1988; Ting et al.,
2011; Zhu et al., 2011). For the role they can play in genome
plasticity, repeats need to be finely tuned. To accomplish this, epi-
genetic mechanisms including RNA interference (RNAi), DNA
methylation, and histone modifications are used to deal with the
potentially dangerous effects of repeat transpositions and rear-
rangements (Slotkin and Martienssen, 2007; Maksakova et al.,
2008).
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Polycomb group proteins (PcG) are epigenetic repressors with
the important function of maintaining the memory of transcrip-
tional programs during development and differentiation (Morey
and Helin, 2010; Schuettengruber et al., 2011). However, PcG role
appears to go far beyond gene regulation, as they have been asso-
ciated with many other important nuclear processes, including
the regulation of higher order genome architecture and struc-
ture (Bantignies and Cavalli, 2011). Importantly, the vast majority
of mammalian PcG proteins bind to non-coding DNA, and in
particular repetitive elements, which for their intrinsic feature
of being present in several copy number, may constitute bind-
ing platforms for Polycomb binding in mammals (Cabianca et al.,
2012).

In this review, the biological role of DNA repeats and their
epigenetic regulation is summarized with the hope of fostering
new investigations of this largely unexplored region of the human
genome.

GENETICS AND EPIGENETICS OF REPETITIVE ELEMENTS
Using classical annotation processes, about 50% of a typical mam-
malian genome is annotated as DNA repeats, 5–10% as genes
and functional elements and the remaining 40–45% as DNA
of unknown function. One caveat with traditional repeat anno-
tation is that DNA repeat identification approaches, e.g., the
RepeatMasker program (Smit et al., 1996–2004), use well-curated
libraries of known repeat family consensus sequences. By doing
so, ancient or divergent DNA repeat classes fail to be identified
as repeats. Recently, using a highly sensitive alternative strategy,
it was predicted that there may be more than 840 Mbp of addi-
tional repetitive sequences in the human genome, thus suggesting
that up to 70% of the total genome is composed of repeats (De
Koning et al., 2011).

DNA repeats can be present in different arrangements and
sizes: they can be widely interspersed repeats (Table 1) or they can
be located one next to another to form tandem repeats (Table 2).
Repeats can range in size from 1 to 2 bases to millions of bases

and might comprise just two copies or millions of copies (Batzer
and Deininger, 2002; Jurka et al., 2007; Kim et al., 2008; Britten,
2010; Hua-Van et al., 2011).

INTERSPERSED REPEATS

Interspersed repeats are the results of ancient or present activity
of mobile genetic elements. These elements can mediate their own
mobilization either by a cut-and-paste mechanism, as DNA trans-
posons, or by a copy-and-paste process, like retro-transposons
(Solyom and Kazazian, 2012). While DNA transposons are now
considered immobile, some retro-transposon elements are able
to mobilize themselves and other elements. Retrotransposons are
composed of long terminal repeat (LTR) and non-LTR contain-
ing elements. The LTR retrotransposons are endogenous retro-
viruses (ERVs) that have lost the ability to go outside the host
cell due to a non-functional envelope gene. Non-LTR retro-
transposons can be subdivided into long interspersed elements
(LINEs), short interspersed elements (SINEs) and, in hominid
genomes, medium sized SVAs (SINE-R/VNTR (variable number
of tandem repeat)/Alu). In humans, the most important LINE
is the RNA polymerase II transcribed LINE-1 (L1), while SINEs
are essentially represented by the RNA polymerase III transcribed
Alus. L1 is the only element able to encode the proteins required
for mobilization. Hence, these are the only known autonomously
active human retrotransposons. L1s are also responsible for the
mobilization of the non-autonomous Alus, SVAs and processed
pseudogenes (cellular mRNAs that become substrates of the
reverse transcriptases and are inserted into the genome).

Mobile elements have a significant role in evolution and in
generating genetic diversity. For example, the genome fraction
occupied by mobile elements varies in different species and
each eukaryote displays a specific mobile element complement,
suggesting that mobile elements are important players during
speciation and evolution (Faulkner, 2011). Being significant con-
tributors to the copy number variation present in humans,
mobile elements are also an important source of genetic variation

Table 1 | Major features of the most represented interspersed repetitive elements in the human genome.

Repeat type Estimated Average Mobility Estimated %

number length genome

of copies coverage

Interspersed

Retrotransposons

LTR LTR (Long terminal repeat) or ERV
(Endogenous retroviruses) (MaLR,
ERV, ERV1, ERV-K, ERV-L, etc.)

200,000 6–11 kb Autonomous
retrotransposition
(retroviral-like)

8%

42%

Non-LTR

LINE (Long interspersed element)
(L1, L2, CR1, etc.)

500,000 6 kb Autonomous
retrotransposition

20%

SINE (Short interspersed element) 1,000,000 0.3 kb L-1 dependent

13%
(Alu, MIR, etc.) Retrotransposition

SVA SINE-R/VNTR/Alu 2700 2–5 kb L-1 dependent
Retrotransposition

DNA transposons DNA transposons (MER1, MER2, Mariner,
Merlin, etc.)

300,000 1–3 kb inert 2–3%

Number of copies and genome coverage are estimated values based on current genome coverage.
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Table 2 | Major features of the most represented tandem repeats in the human genome.

Repeat type Unit length Array length Estimated %

genome

coverage

Tandem

Alpha-Satellite 171 bp 3–5 Mb

22–25%

Satellite II (HsatII) 23–26 bp or multiple 10–70 kb

Satellite Satellite III (GAATGn- simple sequence) 5 bp or multiples up to 70 bp 7.5–100 kb

Beta-Satellite 68 bp 2–14.5 kb

Gamma-Satellite 220 bp 10–200 kb

VNTR (Variable
number of
tandem repeats)

Microsatellite (Short tandem repeat) 1–13 bp Hundreds bp

Minisatellite (including telomeric repeats) 6–100 bp 1–15 kb or more

Macrosatellite 2–12 kb or more Tens up to hundreds bp

Genome coverage is estimated on the basis of current genome coverage.

(Brouha et al., 2003; Bennett et al., 2004; Mills et al., 2007; Iskow
et al., 2010; Ekram et al., 2012). Moreover, mobile elements can
display differential activity in different tissues of the soma, sug-
gesting that every individual is a genetic mosaic variegated by
the differential insertion of mobile elements (Muotri et al., 2005,
2010). Finally, retrotransposons have recently been identified as a
major source of epigenetic variations in the mammalian genome
(Ekram et al., 2012). Retrotransposition, with only few exceptions
such as V(D)J recombination (Brack et al., 1978), is an almost
unique source of somatic genetic mosaicism, leading not only to
heritable genetic variation but also to intra-individual variability.
This represents a revolutionary concept that is changing the view
of this class of repetitive elements (Faulkner, 2011).

Due to their nature, mobile elements have the potential to
affect common diseases, through structural variation, dereg-
ulated transcriptional activity or epigenetic effects. Moreover,
their transposition can directly cause insertional mutagenesis, as
proved by the existence of nearly 100 examples of mobile element
insertions causing disease (Lee et al., 2012; Solyom and Kazazian,
2012).

For their genotoxic potential, mobile elements are usually kept
repressed by epigenetic mechanisms. DNA methylation represents
one of the major players in the repression of repetitive elements
(Liang et al., 2002; Kato et al., 2007). A recent study performed a
comprehensive genome-wide methylation analysis on all repeti-
tive elements in human embryonic stem cells and fetal fibroblasts
(Su et al., 2012). Among all classes of repetitive elements, LINE,
LTR, DNA transposon, and also satellite tandem DNA repeats
appear more susceptible to changes in DNA methylation, thus
suggesting that they are specifically regulated and silenced dur-
ing cellular differentiation. Importantly, transposon-free regions
(TFRs) in the genome have been selectively conserved and are
associated with regions including CpG islands, suggesting that in
mammalian genomes there are fragments of DNA that are largely
unable to tolerate transposon insertion (Simons et al., 2006).

Aberrant repetitive DNA methylation can be associated with
diseases. For example, hypo-methylation of L1, Alu, LTR, but also

of satellite repeats, is significantly associated with tumor progres-
sion in multiple cancers such as gastrointestinal stromal tumors,
myeloma, and lung cancer (Rauch et al., 2008; Bollati et al., 2009;
Igarashi et al., 2010).

Additionally, mobilization of L1 repeats has been associated
with both physiological and pathological processes and is reg-
ulated by DNA methylation (Muotri et al., 2010). L1 mobiliza-
tion has been associated with brain cell development, where the
occurrence of L1 retrotransposition in adult cells has been sug-
gested to contribute to neuronal somatic diversification (Muotri
et al., 2005). This mechanism, so far assigned specifically to
human neural progenitors and adult hippocampus, is modulated
by the methyl-CpG-binding protein 2 (MeCP2) (Muotri et al.,
2005, 2010; Coufal et al., 2009). Importantly, in RETT syndrome,
a mental retardation disorder caused by mutation in the MECP2
gene, an extensive de-regulation of L1 retrotransposition in neu-
rons has been reported (Muotri et al., 2010; Solyom and Kazazian,
2012).

Besides DNA methylation, several repressive histone modifica-
tions, including H3K9me3, H3K27me3, and H4K20me3, are also
enriched on interspersed repeats (Martens et al., 2005; Mikkelsen
et al., 2007; Leeb et al., 2010). Importantly, a re-estimation of
chromatin immunoprecipitation results on repetitive elements
from high-throughput sequence data of human and mouse cells
has been recently conducted (Day et al., 2010). According to this
analysis, different members of the murine ERV family of repeats
appear to assume distinct patterns of histone modifications,
which are representative of a specific pattern of heterochromatin
formation. While transposable elements belonging to ERV-K and
ERV1 subfamilies are enriched for histone marks typical of con-
stitutive heterochromatin such as H3K9me3 and H4K20me3 in
mouse ES cells, ERV-L and MaLR families are characterized by the
hallmark of Polycomb-mediated silencing H3K27me3 (Mikkelsen
et al., 2007; Dong et al., 2008; Day et al., 2010).

A remarkable finding from these studies is that silencing
of repetitive elements can be redundant and flexible. This has
been shown by independent groups and within independent
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silencing pathways. For example, during the stages of global
DNA de-methylation in early embryonic mouse development,
the RNA-interference guardian machinery become responsible
for controlling the expression of intracisternal A particle (IAP),
ERV-K, and ERV-L retrotransposons, thus preserving genome
integrity (Svoboda et al., 2004). Additionally, studies of mouse
ES cells deficient for the H3K9 histone methyltransferases Suv39h
showed that decreased H3K9me3 levels in the repetitive elements
were compensated by increases in H3K27me3 enrichment (Peters
et al., 2003). Thus, different and largely independent repression
pathways can converge and compensate each other’s function.
Most likely, this has to do with the necessity of the cells to guar-
antee multiple levels of protection from aberrant activation of
mobile elements.

Overall, the epigenetic repression of repetitive elements on one
hand prevents dramatic nuclear effects such as genotoxicity, but
on the other hand allows the specific regulation of such elements
occurring in the germ line (Peaston et al., 2004), embryonic cells
(Kano et al., 2009) and, perhaps to a lesser extent, during later
developmental phases (Muotri et al., 2005, 2010).

TANDEM REPEATS
Tandem repeats constitute a large portion of the human genome,
and account for a significant amount of its copy number vari-
ation (Warburton et al., 2008). Besides their role in evolu-
tion (Warburton et al., 1996; Rudd et al., 2006; McLaughlin
and Chadwick, 2011), they have been found to be critical in
several other processes, including heterochromatin formation,
chromosome segregation, (Morris and Moazed, 2007) and X-
chromosome inactivation (XCI) (Chadwick, 2008). Moreover,
repeat instability is at the basis of a number of diseases (Lopez
Castel et al., 2010).

Tandem DNA repeats in the human genome show a wide range
of unit sizes, spanning from a few base pairs in microsatellites,
to several kilobases in megasatellites (Gelfand et al., 2007; Ames
et al., 2008; Warburton et al., 2008). At a given locus, the tandem
repeat copy number is usually polymorphic among individuals,
and for this reason they are more commonly known as variable
number tandem repeats (VNTRs).

One of the principal families of DNA tandem repeats in the
genome is represented by the satellite DNA of chromosome
centromeres. Indeed, maintenance of the structural integrity of
centromeres and telomeres is one of the most important func-
tions of tandem repeats (Blackburn, 1984). Centromeres have
the fundamental role to ensure proper chromosome segregation
during cell division. In the human genome, they consist of sev-
eral Mb of alpha-satellite DNA, which is composed of a 171 bp
repeat unit. Chromosome-specific higher-order repeat structures
are typical of this type of repeat, as they are important for cen-
tromere function (Schueler et al., 2001). Forms of higher-order
organization have also unexpectedly been characterized in “sim-
ple satellite” sequences such as GAATGn and VNTRs (Warburton
et al., 2008), but whether this bears functional relevance has yet
to be determined.

For their function, centromeres of higher eukaryotes
require an epigenetic specification, rather than a defined DNA
sequence. Indeed, centromeric regions localize in the pericentric

heterochromatic domain of the interphase nucleus, and they are
enriched in H3K9me3, H4K20me3, H3K27me1 histone marks
(Peters et al., 2001, 2003; Guenatri et al., 2004; Martens et al.,
2005; Mikkelsen et al., 2007; Dong et al., 2008) and in proteins
like the centromere-specific H3 variant Centromere protein A
(CENP-A) (Yoda et al., 2000; Lo et al., 2001; Blower et al., 2002).
As already described for the epigenetic regulation of interspersed
repeats, loss of the H3K9 histone methyltransferases (HMTases)
Suv39h, which are responsible for the tri-methylation of H3K9
(Peters et al., 2003), activates a compensatory mechanism leading
to increase in H3K27me3 (a hallmark of Polycomb-mediated
silencing). This underscores an unexpected plasticity between
the H3K9 and H3K27 methylation systems (Peters et al.,
2003).

In mice, where two different types of repetitive DNA
sequences are associated with centromeres, major satellite repeats
(6 megabases of 234 bp units) in the pericentromeric region, and
minor satellite repeats (600 kb of 120 bp units) in the centromeric
region (Choo, 1997), two distinct heterochromatic domains are
distinguishable, which became important signatures of mouse
interphase nuclei (Guenatri et al., 2004). Pericentromeric satel-
lite DNA of different chromosomes forms large heterochro-
matic clusters, which upon DAPI staining result in DAPI-dense
structures called chromocenters. These formations are typi-
cally enriched for the heterochromatin protein 1 alpha (HP1α).
The minor satellite DNA, instead, forms individual heterochro-
matin structures containing the CENP proteins (Guenatri et al.,
2004).

In the human genome, the main groups of tandem repeats
are the micro-, mini- or macro-satellites (Warburton et al.,
2008). They are highly polymorphic in the general population
and for this reason they are widely used as genetic markers.
Macrosatellites consist of arrays of 1–12 kb repeat units, with
a number of repeats ranging from a few to over one hundred
(Warburton et al., 2008; Moseley et al., 2012). They can be either
chromosome specific, as DXZ4 at chromosome Xq23 (Giacalone
et al., 1992) and ZAV at chromosome 9q32 (Tremblay et al., 2010)
or they can be associated with two or more chromosomal loca-
tions, such as D4Z4, on chromosomes 4q35 and 10q26; (Deidda
et al., 1995; Winokur et al., 1996) and RS447, on 4p15 and 18p23;
(Gondo et al., 1998).

DXZ4 and D4Z4 macrosatellites are both extensively regu-
lated at the epigenetic level, and they have been described as
being associated with either euchromatic or heterochromatic
states. Contraction of the 3.3 kb polymorphic D4Z4 tandem
repeat array on chromosome 4q35 is associated with facioscapu-
lohumeral muscular dystrophy (FSHD) where a shortening below
the threshold of 11 repeat units generates an epigenetic and topo-
logic remodeling of the locus, thus leading to the pathology
(Cabianca and Gabellini, 2010). The X-linked DXZ4 macrosatel-
lite locus, instead, has an opposing conformation to that of the
surrounding chromosome, constituting a euchromatic dot in
the inactive X chromosome, and vice versa (Chadwick, 2008).
For their very peculiar epigenetic features and for their involve-
ment in fundamental biological and pathological processes, D4Z4
and DXZ4 could emerge as paradigms for understanding the
epigenetic regulation of tandem DNA.
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D4Z4 AND DXZ4
Two of the most extensively investigated macrosatellites are the
X-linked DXZ4 and the chromosome 4-linked D4Z4. Despite
lacking sequence similarity, D4Z4 and DXZ4 macrosatellites share
several common aspects (Chadwick, 2009). DXZ4 and D4Z4 are
extremely GC rich and belong to a family of human macrosatel-
lites that are noncentromerically located (Giacalone et al., 1992;
Kogi et al., 1997; Chadwick, 2009; Tremblay et al., 2010).

Each DXZ4 unit is 3.0 kb long and organized in a tandem
array containing 12 to more than 100 copies, localized at Xq23
(Giacalone et al., 1992). As typical for an X-linked locus, DXZ4
is hemizygous in males and subject to XCI in females. However,
DXZ4 adopts an opposite chromatin conformation compared to
that of the surrounding X chromosome. In males and on the
active X-chromosome (Xa), DXZ4 displays features of constitu-
tive heterochromatin, like enrichments in the repressive histone
mark H3K9me3, high levels of DNA methylation and association
with heterochromatin protein 1 gamma (HP1γ). On the contrary,
in the inactive X (Xi), DXZ4 is characterized by euchromatic his-
tone marks such as H3K4me2 and H3K9Ac, a low level of DNA
methylation, and is bound by the chromatin regulators CTCF
and YY1 (Chadwick, 2008; Filippova, 2008; Moseley et al., 2012).
Notably, these features of DXZ4 are remarkably similar to those
of the mouse X-inactivation center (Xic), a region of the X chro-
mosome required for XCI (Courtier et al., 1995; Chao et al., 2002;
Boumil et al., 2006; Donohoe et al., 2007). Finally, DXZ4 resides
at the distal edge of a heterochromatic region targeted by PcG epi-
genetic repressors (Chadwick and Willard, 2004; McLaughlin and
Chadwick, 2011).

The D4Z4 macrosatellite maps to the subtelomeric region
of the chromosome 4 long arm, in 4q35. Each unit is 3.3 kb
and is present in 11 to 100–150 copies in the general popula-
tion. Interestingly, reduction of D4Z4 copy number below 11
units is associated with FSHD, one of the most important forms
of muscular dystrophy (Wijmenga et al., 1992; Van Deutekom
et al., 1993). D4Z4 belongs to a family of repeats with high
sequence identity present also in human chromosomes 10q26,
1p12, and the p-arm of acrocentric chromosomes (Lyle et al.,
1995; Winokur et al., 1996). This results in frequent exchanges
between the 4q35 and 10q26 arrays, which share the highest iden-
tity (Van Deutekom et al., 1993). Like DXZ4, D4Z4 is bound
by the epigenetic factor YY1 (Gabellini et al., 2002) and displays
alternative epigenetic states that parallel the ones of DXZ4 in Xa
versus Xi. For D4Z4, the epigenetic make-up is copy number-
dependent. The non-contracted array, which retains more than
11 D4Z4 units, displays heterochromatic features like the repres-
sive histone marks H3K9me3 (Zeng et al., 2009) and H3K27me3
(Bodega et al., 2009; Cabianca et al., 2012), histone hypoacetyla-
tion (Jiang et al., 2003), as well as a high level of DNA methylation
(Van Overveld et al., 2003). Reduction of D4Z4 copy number
below 11 units is associated with reduced levels of repressive
histone marks (Bodega et al., 2009; Zeng et al., 2009; Cabianca
et al., 2012), acquisition of the activating histone marks H3K4me3
and H3K36me2 (Cabianca et al., 2012), DNA hypomethyla-
tion (Van Overveld et al., 2003), binding of CTCF (Ottaviani
et al., 2009) and loss of Polycomb silencing (Cabianca et al.,
2012).

Like DXZ4, D4Z4 is bi-directionally transcribed to generate
non-protein-coding RNAs (ncRNAs) (Chadwick, 2008; Snider
et al., 2009; Tremblay et al., 2011; Block et al., 2012; Cabianca
et al., 2012). In particular, D4Z4 generates a long, chromatin-
associated ncRNA (DBE-T) selectively in FSHD patients. DBE-T
functions in cis by recruiting the Trithorax protein ASH1L to the
FSHD locus leading to chromatin remodeling and de-repression
of 4q35 genes (Cabianca et al., 2012). Hence, similarly to the
dichotomous behavior observed for DXZ4 on Xi and Xa chro-
mosomes, for D4Z4 the FSHD pathogenesis underlies a major
epigenetic switch from a Polycomb repressed state to a Trithorax
de-repressed state.

The last, most telomeric D4Z4 unit at 4q35 encodes for a
protein called DUX4 (double homeobox 4), which represents one
of the major candidates for FSHD (Lemmers et al., 2010). The
DUX4 gene itself originates from a repetitive element, as it is a
processed pseudogene of the ancestral DUXC gene. Interestingly,
DUX4 and not DUXC has been selectively retained in the pri-
mate lineage (Clapp et al., 2007; Leidenroth and Hewitt, 2010).
In healthy subjects DUX4 is expressed only in the germ line, while
it is epigenetically silenced in somatic tissues (Snider et al., 2010).
In FSHD, DUX4 is aberrantly expressed in skeletal muscle (Dixit
et al., 2007; Snider et al., 2010).

DUX4 protein is a transcriptional activator able to bind
and activate transcription of MaLR repetitive elements (Geng
et al., 2012). Interestingly, MaLR retrotransposons are known
Polycomb targets (Day et al., 2010). Hence, DUX4 could have the
physiological role of collaborating with Polycomb for the regula-
tion of repetitive elements during early developmental stages and
in the germ line.

POLYCOMB
PcG proteins and their functional counterpart, the Trithorax
Group (TrxG) proteins, are evolutionary-conserved chromatin
regulatory factors that were originally identified in Drosophila
(Schuettengruber et al., 2007, 2011; Morey and Helin, 2010). PcG
and TrxG are essential for cellular identity and differentiation in
multicellular organisms. Their activity is required to maintain an
“epigenetic memory” of specific gene expression patterns. This is
at the basis of the establishment of the correct spatio-temporal
regulation of gene expression and, more importantly, of its trans-
mission throughout cell division and cell fate choices. In general,
PcG collaborates with transcriptional repressors to maintain gene
silencing while TrxG works by counteracting PcG activity allow-
ing, if the appropriate transcriptional activators are available, for
gene activation (Schuettengruber et al., 2007). In vertebrates, PcG
and TrxG play a central role in stem-cell plasticity and renewal,
proliferation, genomic imprinting, X-inactivation, and cancer
(Schuettengruber et al., 2007).

In Drosophila, where the Polycomb system was first described,
PcG and TrxG are specifically recruited on so-called Polycomb
Response Element (PRE)/Trithorax Response Element (TRE)
sequences, which are switchable memory DNA modules, with
PcG or TrxG as their effectors (Schuettengruber et al., 2011). The
mechanisms underlying PcG recruitment in mammals are still
controversial, though some vertebrate PRE-like elements have
recently been described. Interestingly, these retain features of
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Drosophila PREs including binding sites for DNA-binding of fac-
tors involved in PcG recruitment to PREs in Drosophila (Sing
et al., 2009; Woo et al., 2010; Cuddapah et al., 2012). However, a
defined role for mammalian homologs of PcG recruiters has not
been established. Accordingly, additional mechanisms for PcG
recruitment in mammals have been proposed. Several examples
for a role of short and long ncRNAs in PcG recruitment in ES
cells are available (Rinn et al., 2007; Zhao et al., 2008; Khalil et al.,
2009; Gupta et al., 2010; Kanhere et al., 2010; Guil et al., 2012).
Moreover, in mammals there is a strong correlation between PcG
binding and CpG islands (Tanay et al., 2007; Ku et al., 2008;
Mendenhall et al., 2010). In particular, non-methylated GC-rich
sequences depleted of activating motifs have been shown to be
sufficient for Polycomb recruitment in mammalian embryonic
stem cells (Mendenhall et al., 2010).

Polycomb proteins form two major multiprotein com-
plexes, Polycomb Repressive Complex 1 (PRC1) and 2 (PRC2).
Drosophila PRC1 displays four core subunits: Polycomb (Pc),
Polyhomeotic (Ph), Posterior sex combs (Psc), and Sex combs
extra (Sce, also called dRing). PRC2 core subunits are Enhancer of
zeste, E(z), Extra sex combs (Esc), Suppressor of zeste 12, Su(z)12,
and the nucleosome-remodeling factor 55 (Nurf-55). In verte-
brates, PRC1 and PRC2 are conserved in overall organization, but
display a higher complexity in terms of subunits and interactions,
so that their composition is cell type- and developmental stage-
dependent (Kuzmichev et al., 2002, 2004, 2005; Gao et al., 2012).

Both PRC1 and PRC2 complexes retain an enzymatic activity.
In PRC1, the RING domain containing protein dRing (Ring1B in
vertebrates) is an E3 ubiquitin ligase mediating the ubiquitina-
tion of lysine 119 on histone H2A, which has been suggested to
induce chromatin compaction and inhibit transcription elonga-
tion (De Napoles et al., 2004; Wang et al., 2004). Nevertheless, in
the case of Ring1B the requirement of the enzymatic activity for
chromatin compaction was recently challenged (Eskeland et al.,
2010). PRC2 catalyzes the di-methylation and tri-methylation of
histone H3 at lysine 27 (H3K27me2/me3). The catalytic sub-
unit of PRC2, E(z) in flies, Enhancer of zeste homologs 1/2
(Ezh1/Ezh2) in vertebrates, contains the SET histone methyl-
transferase domain (Morey and Helin, 2010). Importantly, for its
activity, E(z) requires the binding of two other PRC2 core compo-
nents, Su(z)12/suppressor of zeste 12 (Suz12), and Esc/embryonic
ectoderm development (Eed) (Morey and Helin, 2010).

H3K27me3 is a fundamental histone mark (hallmark) of
Polycomb binding. Frequently, H3K27me3 is spread out to
broad regions marking large PcG domains allowing for PREs-
mediated repression several tens of kilobases away from target
genes (Schuettengruber et al., 2007; Morey and Helin, 2010).
H3K27me3 also represents a docking site recognized by PC (Cbx
in vertebrates) contained in the PRC1 complex. Based on this,
a sequential PRC2, PRC1 recruitment has been proposed (Cao
et al., 2002). Nevertheless, it was recently shown that PRC1
recruitment to target genes in mammals can be also independent
from PRC2 (Gao et al., 2012; Tavares et al., 2012).

POLYCOMB AND REPEATS
Polycomb-associated histone marks are prevalent in the mam-
malian genome. Quantitative mass spectrometry studies reported

that up to 70% of histone H3 carries the PRC2 histone marks
H3K27me2 or me3 (Peters et al., 2003; Schoeftner et al., 2006).
However, genes and known functional elements comprise only
up to 10% of the mammalian genome (Pheasant and Mattick,
2007), while over two-thirds of the remaining part is composed
of repetitive elements (De Koning et al., 2011). Hence, this sim-
ple observation raises interesting questions about the possible
acquirement of novel functions by the PcG proteins along with
evolution, involving the non-coding fraction of the mammalian
DNA.

Several reports show the presence of Polycomb repressive
histone marks on repetitive elements. Initially, PcG silencing on
repeats was described as a compensatory mechanism upon loss of
H3K9me3 repression in pericentric DNA, where H3K27me1 was
converted into H3K27me3 (Peters et al., 2003). More recently, the
characterization of the epigenetic pattern of ERV-L and MaLR
retrotransposons revealed that they are marked by H3K27me3
(Day et al., 2010), and importantly, a crucial role for ERV-L
retrotransposons in embryo totipotency and development has
been described (Macfarlan et al., 2011, 2012). At the very early
two-cell stage, the murine endogenous retroviral elements ERVL
(MuERV-L) are transiently de-repressed (Kigami et al., 2003).
Their expression is significant, as it represents 3% of the total
transcriptional output, and it is very sharply regulated in time,
as it is specific for the developmental stage of the embryo where
blastomeres are still totipotent (Svoboda et al., 2004).

Importantly, ERVL transcripts represent a source of regula-
tory elements which is co-opted by cellular genes to co-regulate
their cell stage-specific expression (Macfarlan et al., 2012). In
this process, more than 25% of MuERV-L copies are activated
and 307 protein-coding genes generate 626 different chimeric
transcripts with MuERV-L elements. Among the genes that use
alternative MuERV-L-LTR promoters to initiate their transcrip-
tion, there are transcription factors like Gata-4, which is involved
in lineage determination and embryo development (Soudais
et al., 1995) and is a known PcG target (Tiwari et al., 2008).
Remarkably, MuERV-L expression is regulated by histone mod-
ifications like H3K4me3, the active histone mark typical of TrxG
proteins (Schuettengruber et al., 2011). In fact, in the absence
of the H3K4me3 demethylase LSD1/KDM1A, which is critical
for the H3K4/H3K27 methylation balance in human ES cells
(Adamo et al., 2011), MuERV-L/MERVL becomes overexpressed
and embryonic development arrests at gastrulation (Macfarlan
et al., 2011). Given that Polycomb and Trithorax are the major
players in development and ERV-L is repressed via PcG mediated-
silencing (Day et al., 2010), it is tempting to speculate that
MuERV-L retrotransposons undergo a Polycomb/Trithorax reg-
ulation, with Polycomb mediating their repression and Trithorax
their spatiotemporal-specific up-regulation in order to drive cell-
fate specification.

A direct link between Polycomb and repeats-mediated silenc-
ing has been recently reported (Leeb et al., 2010). This work,
in fact, not only identified both murine leukemia virus (MLV)
and IAP retroelements as targets of Polycomb complexes, but
also performed the first PcG loss-of-function study in a genomic
repeat contest. Indeed, upon double knock out of key PRC1
and PRC2 components, Leeb et al. observed a strong increase
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in expression of LTR retrotransposons, which in turn provoked
their active mobilization (Leeb et al., 2010). In particular, both
MLV and IAP elements were found strongly de-repressed in ES
cells double null for the Polycomb proteins Eed and Ring1B when
compared to both wild type and single KO cells. Importantly,
loss of binding of Polycomb complexes on MLV and the sub-
sequent de-repression of these elements was associated with a
considerable increase in MLV mobilization (Leeb et al., 2010).
Similarly, Eed−/− Ring1B−/− ES cells showed IAP de-repression,
that was associated with reduced levels of DNA methylation on
IAP repeats in the double KO and Eed−/− ES cells, in agreement
with a previous report about repressive function on IAP retroele-
ments of DNA methylation (Walsh et al., 1998). Hence, this work
once again showed a redundancy in the mechanisms of repeat
silencing, similarly to that previously reported for other repres-
sive histone marks (Peters et al., 2003; Svoboda et al., 2004).
Both PRC1 and PRC2 complexes, in fact, are recruited in paral-
lel for LTR PcG-mediated silencing, as the single KO produced
only a partial effect of de-repression (Leeb et al., 2010), thus
suggesting that mechanisms of retrotransposon repression act
redundantly even when mediated by the Polycomb machinery.
Based on these results, it was suggested that genomic repeats,
for their intrinsic feature of being present in several copies in
the genome, could constitute binding platforms for mammalian
PcG complexes (Leeb et al., 2010). Notably, epigenetic silencing of
transgenes present in multiple copies has been already described
in mice (Garrick et al., 1998; Festenstein et al., 1999; Hiragami
and Festenstein, 2005) and it is well-established that proximity of
DNA binding sites encourages cooperation among transcription
factors (Amouyal et al., 1998; Amouyal, 2007).

Since the greatest proportion of Polycomb-mediated chro-
matin modifications is located in non-genic regions, a loss of PcG
activity would need to be considered not only for its specific effect
on Polycomb targets, but also for its possible effects on genome
stability.

ncRNAs IN A POLYCOMB AND REPEAT LANDSCAPE
Repeats can be specifically transcribed. Around 6–30% of the
total amount of transcripts in mammalian cells initiates within
repetitive elements and their expression is frequently tissue-
specific (Faulkner et al., 2009). Recent studies show that repeats
play central roles in regulating gene expression at multiple lev-
els (Norris et al., 1995; Speek, 2001; Faulkner and Carninci,
2009; Kaneko et al., 2011; Shen et al., 2011). Repetitive elements
may regulate the expression of nearby protein-coding genes by
providing tissue-specific promoters or enhancers (Speek, 2001;
Conley et al., 2008; Faulkner et al., 2009); they can be co-
opted to generate alternative exons (Zhang and Chasin, 2006);
they can modulate the abundance of gene products, for example
through generation of ncRNAs, working in trans or in cis, either
enhancing (by anti-silencing) or reducing (by transcriptional
interference) their expression (Allen et al., 2004); or they can
produce short ncRNAs exploited by RNAi machinery (Ghildiyal
et al., 2008; Watanabe et al., 2008; Faulkner and Carninci, 2009)
(Figure 1).

If the regulatory functions are combined with the ability
of retrotransposons to mobilize upon de-repression or of tan-
dem repeats to rearrange during meiotic division, the scenario
becomes even more complex, as novel insertions of mobile repet-
itive elements or change in tandem repeat copy number may

FIGURE 1 | A schematic view of the principal gene-regulatory

functions of repeats. Repetitive elements (RE, represented as yellow
modules) have an impact on gene expression by providing DNA binding
sites for transcription factors or chromatin regulators (1); upon
transcription, by generating regulatory non-protein-coding RNAs (ncRNAs)
involved in gene silencing (2) or gene activation (3), for example via

direct recruitment of repressors/activators such as Polycomb (PcG) and
Trithorax (TrxG) (2–3). Repeat sequences can also contribute to gene
transcription by providing alternative promoters (4); alternative exons (5);
polyadenylation sites (PAS, 6) or they can influence the stability of other
transcripts via RNA interference (RNAi) by producing short
double-stranded RNAs (dsRNAs) (7).
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modify the chromatin structure (Lunyak et al., 2007) and the gene
regulation of nearby genes (Cabianca et al., 2012).

Important examples of the interplay between Polycomb,
repeats and ncRNAs in normal physiology and in disease are
illustrated in the following sections.

X-INACTIVATION
X-inactivation, the process that leads to the silencing of one X
chromosome in mammalian female cells, represents one of the
most striking examples of long-range chromosomal regulation
involving ncRNAs, Polycomb-mediating silencing and DNA
repeats (Hall and Lawrence, 2010). In mammals, a large non-
coding RNA named Xist “paints” the X-chromosome in cis
(Brockdorff et al., 1992; Brown et al., 1992; Clemson et al., 2006;
Chow et al., 2007) and induces a silencing cascade repressing the
whole chromosome territory (Hall and Lawrence, 2003; Heard
and Disteche, 2006). Xist works by recruiting PRC1, PRC2 and
their respective histone marks (Leeb and Wutz, 2007) to the
core of the inactive X chromosome, which contains genomic
repeats (Chaumeil et al., 2006; Clemson et al., 2006). Besides
local changes, a higher-order remodeling of the chromatin archi-
tecture takes place, thus producing the well-known silent core
corresponding to the DAPI-dense Barr Body, which resides in
the heterochromatic compartment at the nuclear or nucleolar
periphery (Clemson et al., 2006).

Different classes of repeats play their roles in X-inactivation.
Common repeats, like LINE-1 and Alu, participate structurally
in the formation of the heterochromatic inner core of the
Xi DNA territory (Hall and Lawrence, 2010), whereas a role
for the euchromatic DXZ4 macrosatellite locus in Xi chromo-
some has been suggested (Chadwick, 2008). Moreover, the Xist
ncRNA contains several tandem repeats termed A, B, C, D,
E, and F (Hendrich et al., 1997; Nesterova et al., 2001; Yen
et al., 2007; Horvath et al., 2011). Repeat A, with its con-
served sequence and tetra-loop structure (Duszczyk et al., 2011),
is essential for Polycomb-mediated silencing of X-linked genes
(Wutz et al., 2002; Zhao et al., 2008). In fact, in the future
Xi chromosome, PRC2 is initially recruited by the 1.6 kb RepA
ncRNA, which is directly bound by the PRC2 subunit Ezh2.
The RepA/PRC2 interaction enables the full-length Xist induc-
tion and thus the spreading of the Xist ncRNA and PcG silencing
on the whole Xi chromosome (Zhao et al., 2008). The RepA
region is the primary target of PcG binding also within the
17 kb full-length ncRNA Xist (Zhao et al., 2008), and indeed in
RepA mutants, Xist recruits 80–90% less PRC2 (Kohlmaier et al.,
2004).

The antisense 40 kb Tsix ncRNA is able to inhibit the
RepA/Ezh2 interaction, probably by competing with Xist for
PRC2 binding (Zhao et al., 2008). In pre-XCI cells, Tsix keeps in
check the state of both X chromosomes and only a few molecules
of Xist are transcribed (Zhao et al., 2008). When cell differenti-
ation triggers dosage compensation, another regulatory ncRNA
named Jpx becomes actively transcribed from the Xist loci of
both X chromosomes, thus supplying the required activator for
high-level Xist expression (Tian et al., 2010). In the future Xi,
Tsix is now down-regulated, hence producing a permissive state
for Xist induction, whereas, in the future Xa, the levels of Tsix

continue titrating away PcG from RepA, thus maintaining blocked
the repressive cascade (Zhao et al., 2008).

Another important Xist repeat is Repeat C, a C-rich sequence,
specific of Xist and highly conserved, which is important for Xist
localization on the inactive X chromosome (Memili et al., 2001;
Sarma et al., 2010). A recent report provided an important role
for another repeat of the Xist locus, Repeat F (Jeon and Lee, 2011).
This region, characterized by the presence of CTCF and YY1 bind-
ing sites, is bound by YY1, which with its multiple zinc fingers is
able to bind both DNA and RNA at the same time. YY1 bridges
the Xist ncRNA via Repeat C (Sarma et al., 2010), and the X
chromosome, via the Repeat F region. Overall, X inactivation pro-
vides a strong argument for an important physiological interplay
between repeats, Polycomb, and ncRNAs (Figure 2).

FSHD MUSCULAR DYSTROPHY
FSHD (OMIM 158900) is a genetic disorder of particular inter-
est for the atypical interactions between genetic and epigenetic
players, which both contribute to the etiology of the disease
(Neguembor and Gabellini, 2010). FSHD is an autosomal dom-
inant disease and for more than 20 years it has been known to
be associated with reduction in copy number of a macrosatellite
repeat (called D4Z4) mapping to the subtelomeric 4q35 region
(Wijmenga et al., 1990, 1991, 1992; Van Deutekom et al., 1993).
Also, it has been known for a decade that D4Z4 deletions cause
de-repression of genes located nearby (Gabellini et al., 2002).
Nevertheless, the molecular understanding of the D4Z4 repeat
mechanism of action was only recently provided (Cabianca et al.,
2012).

Each D4Z4 unit is extremely GC rich, containing a sequence
nearly identical to the consensus motif of Drosophila PREs and
several putative DNA binding sites for factors which are Polycomb
recruiters in Drosophila, such as YY1 and GAGA factor (Mihaly
et al., 1998; Busturia et al., 2001; Mishra et al., 2001; Gabellini
et al., 2002; Cabianca et al., 2012). Accordingly, in healthy subjects
the D4Z4 tandem array is extensively bound by PRC1 and PRC2
and displays enrichment for the typical PcG-associated repressive
histone marks H2AK119Ub and H3K27me3. The region is also
bound by proteins associated to Polycomb recruitment in mam-
mals like Jarid2 (Peng et al., 2009; Shen et al., 2009; Landeira
et al., 2010; Li et al., 2010; Pasini et al., 2010) or homologs of
PcG recruiters in Drosophila (YY1, HMGB2, c-Krox/Th-POK;
vertebrate fly homologs Pho, Dsp1, GAGA factor, respectively)
(Busturia et al., 2001; Mishra et al., 2001; Gabellini et al., 2002;
Dejardin et al., 2005; Matharu et al., 2010). Finally, the repeats
array also shows enrichment for the Polycomb-associated histone
variant macroH2A (Buschbeck et al., 2009).

Importantly, D4Z4 is able to initiate PcG recruitment to
ectopic sites and mediate copy number-dependent repression of
gene expression, typical features of Drosophila PREs (Gabellini
et al., 2002; Cabianca et al., 2012). In FSHD patients, the
reduction in D4Z4 copy number is associated with a reduc-
tion in PcG silencing. This allows for the production of a long,
chromatin-associated ncRNA: DBE-T. DBE-T works in cis by
directly recruiting the TrxG protein ASH1L to the 4q35 locus.
This leads to a structural and epigenetic remodeling of the FSHD
locus, toward a more active chromatin state, which is responsible
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for the de-repression of 4q35 genes. Altogether, FSHD constitutes
an important example of the relevance of DNA repeats, Polycomb
and ncRNAs in human genetic diseases (Figure 3).

REPETITIVE ELEMENTS AND CHROMATIN ORGANIZATION IN THE 3D
NUCLEAR SPACE
In general, nuclear organization of chromatin reflects its active
or inactive state. Euchromatin occupies the internal nucleo-
plasm, whereas heterochromatin preferentially localizes at the
nuclear and nucleolar periphery (Kosak et al., 2002; Shopland
et al., 2003). Accordingly, repetitive elements can also localize

differently. For example, pericentromeric satellite repeats are usu-
ally confined to the heterochromatic domains of the nuclear
periphery whereas telomeres of human chromosomes usually
reside in the internal compartment (Tam et al., 2004). There
are important exceptions; the FSHD-associated 4q35 telomere
behaves differentially, being usually associated to the nuclear
periphery (Masny et al., 2004; Tam et al., 2004).

The nuclear machineries are not uniformly distributed in the
nucleoplasm, but are organized in functional sub-compartments,
so-called “factories” or “hubs” (Lamond and Spector, 2003; Hall
et al., 2006; Meaburn and Misteli, 2007). In fact, by staining for

FIGURE 2 | Schematic summary of the influence of genomic repeats

on X-chromosome inactivation (XCI). The Xist DNA locus displays
tandem repeats (visualized in yellow) and generates multiple transcripts
(such as RepA and Xist), whose contribution to XCI involves binding to
Polycomb Repressive Complex 2 (PRC2) and YY1, which has also been
associated to Polycomb. Four sequential events of XCI are represented.
During the initiation phase of XCI, the Repeat A (R-A) region of the ncRNA

RepA recruits PRC2, creating the conditions for the production of the
full-length Xist RNA (1). Xist co-transcriptionally binds PRC2 via its R-A
region, and it is loaded onto chromatin (2). YY1 functions as a bridge and
anchors Xist in cis, by binding both Xist RNA and DNA, respectively via
their Repeat C (R-C) and Repeat F (R-F) regions (3). Xist RNA, first bound
only on the nucleation center, spreads in cis and recruits PRC2, thus
mediating the X-chromosome inactivation (4).

FIGURE 3 | FSHD muscular dystrophy links repetitive elements,

Polycomb proteins, and ncRNAs in a human genetic disease.

Model for FSHD molecular pathogenesis: in healthy individuals the
repetitive elements (yellow modules) of the D4Z4 macrosatellite at
4q35 are bound by Polycomb (PcG) proteins, which mediate gene

repression; in FSHD patients the shortening below the threshold of
11 copies generates an epigenetic remodeling of the locus,
sustained by a long non-coding RNA (DBE-T ), and the recruitment of
Trithorax (TrxG) proteins, which leads to up-regulation of disease
candidate genes.
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a particular key factor of important nuclear processes (like tran-
scription, RNA processing, replication, or DNA repair), a number
of discrete structures appear in the nucleus, which result from the
local concentration of proteins involved in specific nuclear pro-
cesses. For example, “transcription factories” have been described
and different genes, localized on distant chromosomal loci, can
associate to the same active foci to be co-transcribed (Osborne
et al., 2004). For nuclear compartments, patterns of distribu-
tion in the nucleus, characteristic of the different cell type or
differentiation state, can be recognized (Lanctot et al., 2007).
However, it is still an open question whether a fragment of DNA
needs to be primarily attracted to one of these nuclear compart-
ments in order to be functionally processed, or if the specific
machinery can also activate elsewhere in the nucleus but needs
to reach these structures for a higher efficiency.

Polycomb proteins and associated histone marks reside in dis-
crete nuclear structures called Polycomb bodies, co-localizing
with stably repressed homeotic genes (Messmer et al., 1992;
Buchenau et al., 1998; Grimaud et al., 2006; Ferraiuolo et al.,
2010; Bantignies et al., 2011). These repressive chromatin hubs
are composed of chromatin loops involving PcG-bound regula-
tory elements and promoters of PcG target genes (Cleard et al.,
2006; Comet et al., 2011). Hence not only events associated with
gene activation, but also those associated with gene repression,
including the ones involving Polycomb proteins, can localize on
discrete foci, where long-range interactions take place.

The organization of these structures in Drosophila starts at the
level of PREs, the DNA modules recruiting Polycomb complexes

(Muller and Kassis, 2006; Schuettengruber et al., 2007). As already
discussed, the histone-methylation activity of the PRC2 complex
spreads out on neighboring regions, marking large PcG domains.
Hence, PcG silencing reaches target genes that are tens of kilo-
bases distant from a PRE. Moreover, PREs tend to cluster in larger
domains (Bantignies and Cavalli, 2011) (Figure 4).

As characterized by chromosome conformation capture
experiments, long distance intra- and even inter-chromosomal
interactions among PcG targets are established, thus producing
a major level of chromatin organization in the 3D nuclear space
(Lanzuolo et al., 2007; Terranova et al., 2008; Tiwari et al., 2008;
Eskeland et al., 2010; Comet et al., 2011; Tolhuis et al., 2011).
It has been proposed that these long-range contacts are medi-
ated by ncRNAs (Rinn et al., 2007), insulators DNA element (Li
et al., 2011) and RNAi machinery (Grimaud et al., 2006). On top
of such a hierarchal organization of PcG domains are found the
PcG bodies. PcG bodies differ in size and Polycomb intensity. In
particular, PcG domains with a larger linear size display a higher
content of Polycomb and generate bigger and more intense PcG
bodies (Cheutin and Cavalli, 2012).

The discovery of PcG bodies raised questions about their func-
tion: are they merely the result of the accumulation of PcG
proteins to clustered Polycomb domains, or is the formation
of these “hubs” required for PcG silencing (Buchenau et al.,
1998)? The fact that PcG proteins organize in such PcG bod-
ies instead of being uniformly distributed in the nucleus is
already an indication toward a functional role for these structures.
Indeed, PcG-mediated gene silencing occurs within PcG bodies

FIGURE 4 | Schematic representation of the distribution and dynamics

of Polycomb (PcG) bodies within the nucleus. PcG bodies (green) are hubs
where, by chromatin looping, Polycomb Response Elements (PREs; yellow
bars) closely interact with promoters (black bars) of PcG target genes (red
circles), and where PcG proteins and other repressive factors (small green
bars) accumulate, thanks to the binding to PREs (1). PcG-bound elements
and promoters are able to engage long-range chromatin interactions, so that
two different PcG bodies cluster into the same structure. Red oval

symbolizes co-localization of independent signals from remote PcG target
genes (2). Chromatin loops can adopt different spatial conformations, so that
PcG target genes can be retained or displaced from PcG bodies, depending
on their transcriptional state. In the repressed state, a condensed structure
tightens the interactions among all PcG-bound elements (3). When a
stimulus activates the transcription of a PcG target gene, its promoter loses
the interaction with PREs, and co-localizes with activators (small blue bars),
within transcription factories (blue cloud) (4).
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(Grimaud et al., 2006) and it has been proposed that the local
concentration of PcG components and their target genes in PcG
bodies may produce chromatin condensation (Terranova et al.,
2008; Eskeland et al., 2010). Indeed, a correlation between repres-
sion of PcG targets and their localization in PcG bodies has been
reported. For example, Fab-7, the PRE-containing region control-
ling the expression of the gene Abd-B, is found within PcG bodies
when Abd-B is repressed, whereas it is outside the PcG bodies
when Abd-B is expressed (Lanzuolo et al., 2007; Bantignies and
Cavalli, 2011; Bantignies et al., 2011). Active genes are displaced
from these repressive chromatin hubs not only in Drosophila
but also in mammals. For example, the human GATA-4 locus,
involving several PcG bound regions, shows a similar chromatin
structure depending on its transcriptional state (Tiwari et al.,
2008) (Figure 4).

As it primarily functions as a marker regulator of develop-
ment, Polycomb accumulation, and thus the presence of PcG
bodies are regulated during cell differentiation. Experiments
of fluorescence recovery after photobleaching (FRAP) in both
Drosophila and mammalian embryonic stem cells, showed a
dynamic exchange of PcG proteins between PcG bodies and
nucleoplasm (Ficz et al., 2005; Ren et al., 2008). In Drosophila,
Polycomb starts accumulating in the nucleus during the early
stages of development (stage 5), progressively increases and gets
recruited to PcG bodies (stages 5–11), until it becomes stably
associated with PcG bodies during late embryogenesis (Cheutin
and Cavalli, 2012). To address the question of whether the for-
mation of PcG bodies is the direct result of PcG binding to
their targets or, on the contrary, PcG targets need to associate
with PcG bodies in order to be repressed, in vivo live imaging
approaches have been used to characterize the motion of PcG
targets and PcG bodies in the nucleus. Interestingly, a motion
away from PcG bodies from the nuclear periphery toward the
nuclear interior, regulated by actin and nuclear myosin I, was
observed immediately after inducing transcription (Chuang et al.,
2006). Similarly to other chromatin domains, Polycomb bod-
ies’ motion sensitively decreases upon differentiation, and shows
similar kinetics, either fast but limited to volumes much smaller
than chromosome territory occupancy, or slow but involving
overall a higher level of nuclear structure (Cheutin and Cavalli,
2012).

Based on the fact that Polycomb is concentrated in PcG bodies
by immunofluorescence and in repeats by chromatin immuno-
precipitation, it could be hypothesized that genomic repeats
which are Polycomb targets in mammals could functionally
behave in a similar way to PREs and mediate association between
Polycomb-regulated genes. In this view, Polycomb complexes
and repetitive elements would play a role in the compartmen-
talization of the nucleus, establishing large chromatin domains
where PcG target genes are efficiently repressed. Interestingly, it
has been shown that the 3D organization of PcG target genes
can influence PcG-mediated silencing. In Drosophila the deletion
of Fab-7 perturbed the interaction between BX-C and ANT-C,
producing mild effects on gene expression at distant Polycomb
target genes. However, sensitized genetic backgrounds had to be
used in order to observe homeotic phenotypes (Bantignies et al.,
2011). Interestingly, in mammals structural alterations of repeti-
tive sequences can affect long-range PcG-mediated silencing in cis
(Cabianca et al., 2012). Moreover, deletions or mutations of
genetic elements on one chromosome can affect expression of
interacting genes in trans (Spilianakis et al., 2005; Ling et al.,
2006).

Collectively, these considerations strongly indicate that inves-
tigation of the role of repetitive sequences in nuclear struc-
tural organization in mammals is an important topic for future
research. This will require a significant operational and concep-
tual shift. Operationally, genome-wide approaches would have to
be tailored to the analysis of repetitive sequences, which repre-
sents a serious bioinformatics challenge. Conceptually, investiga-
tors should take into consideration the biological relevance of the
major component of the human genome, being aware that this
could potentially change the understanding of how the nuclear
processes work.
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Since the discovery of MeCP2, its functions have attracted the interest of generations
of molecular biologists. Its function as a transducer of DNA methylation, the major
post-biosynthetic modification found throughout genomes, and its association with the
neurodevelopmental disease Rett syndrome highlight its central role as a transcriptional
regulator, and, at the same time, poses puzzling questions concerning its roles in physiology
and pathology.The classical model of the MeCP2 function predicts its role in gene-specific
repression through the binding of methylated DNA, via its interaction with the histone
deacetylases and co-repressor complexes. This view has been questioned and, intrigu-
ingly, new roles for MeCP2 as a splicing modulator and as a transcriptional activator have
been proposed. Recent data have demonstrated that MeCP2 is extremely abundant in
the neurons, where it reaches the level of histone H1; it is widely distributed, tracking
the methylated CpGs, and regulates repetitive elements expression. The role of MeCP2
in maintaining the global chromatin structure is further sustained by its involvement in
other biologically relevant phenomena, such as the Line-1 repetitive sequences retrotrans-
position and the pericentromeric heterochromatin clustering during cellular differentiation.
These new concepts renew the old view suggesting a role for DNA methylation in transcrip-
tional noise reduction, pointing to a key role for MeCP2 in the modulation of the genome
architecture.

Keywords: MECP2, Rett syndrome, chromatin, DNA methylation, epigenetics

MeCP2 AND DNA METHYLATION: IN LIMINE
In 2012, the twentieth anniversary of MeCP2 protein identifica-
tion will be celebrated (Lewis et al., 1992). The impulse that this
discovery gave to research in various, often apparently unrelated
biological fields, from gene regulation to medical genetics, has
been immense. Here we cannot describe the enormous weight of
data produced, in 20 years, by an increasing number of teams.
Rather, we wish to review current research on the MeCP2 biology
starting from older scientific hypotheses.

MeCP2 was the second methyl-CpG-binding protein to be
identified, although it was the first to be cloned. In fact, Boyes and
Bird (1991) demonstrated that the methyl-CpG-binding protein
MeCP1 can mediate the repression of transcription from densely
methylated genes. MeCP1 is able to bind various methylated
sequences “in vitro,” if at least 12 symmetrically methylated CpGs
are available. Like many important findings, MeCP2 was discov-
ered “by accident” by Boyes and Bird (1991), who were attempting
to identify the factors that bind unmethylated DNA to protect
CpG islands from DNA methylation (Clouaire and Stancheva,
2008). Rat MeCP2 had been successfully isolated through its
ability to bind methylated substrates. Then, after its purifica-
tion, its cDNA had been cloned, thus enabling the knowledge
of the nucleotide sequence of the first methyl CpG DNA gene
(Lewis et al., 1992).

MeCP2 is able to bind at a genome-wide level, with the need of a
single, methylated CpG. This weak discrimination is in agreement

with its diffuse nuclear signal in rat cells. In mouse cells, given their
peculiar heterochromatin organization, the staining is extremely
evident in the pericentromeric heterochromatin, closely resem-
bling the distribution of major satellite DNA (Lewis et al., 1992).
Mouse satellite DNA is enriched of methylated CpGs, thus explain-
ing the co-localization of MeCP2 with these genomic regions.
MeCP2 was the first methyl-binding protein to be biochemi-
cally dissected, revealing the presence of a number of functional
domains. The most noticeable domains are the methyl-binding
domain (Nan et al., 1993), responsible for binding with the methy-
lated cytosines and the transcriptional repression domain (Nan
et al., 1997), which mediates the link with the histone modifica-
tions (Jones et al., 1998; Nan et al., 1998; Fuks et al., 2003) and
the co-repressors. They play a fundamental role in modulating
the functions of MeCP2, the main one being, without doubt, the
transduction of DNA methylation. These functions fit with an
earlier study reporting that the loss of the X-linked methyl-CpG-
binding protein 2 (MeCP2) caused embryonic lethality in chimeric
mice (Tate et al., 1996). Taken together, these data highlighted the
role(s) of MeCP2 as a genome modulator, whose functions are
indispensable for life.

DNA methylation is present, in various degrees, from bacte-
ria to invertebrates and vertebrates. It plays a role in defending
bacterial genomes from foreign DNA invasion (Hendrich and
Tweedie, 2003). Vertebrate genomes are globally methylated,
whereas in invertebrate genomes DNA methylation is patchy. DNA
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methylation is involved in chromatin remodeling in vertebrates,
whereas it is often located inside the genes in invertebrates, such as
in D. melanogaster (Mandrioli, 2007). Its genome-wide pattern, in
vertebrates, prompted Bird to hypothesize an association between
a global repressive effect of DNA methylation and the increase in
gene number, which is evident when switching from invertebrate
to vertebrate genomes (Bird, 1995). In fact, a major change in the
distribution of DNA methylation occurred at the invertebrate–
vertebrate boundary (Tweedie et al., 1997; Hendrich and Tweedie,
2003). Following Bird’s hypothesis, the global repressive effects of
DNA methylation may act as an additional mechanism to suppress
transcriptional noise together with the acquisition of a nuclear
envelope and the arrangement of the chromatin, which mark
the prokaryotes/eukaryotes boundary. This is clearly postulated:
“global improvements in the ability to suppress noise will permit an
increase in the maximum gene number, allowing more genes to be
tolerated” (Bird, 1995).

Hendrich and Tweedie (2003) added further substance to
this hypothesis suggesting that “to increase the fidelity of DNA
methylation-mediated silencing, and to protect against extensive
mutation, there was also a coordinate increase in the number and
diversity of methyl CpG binding proteins encoded in the proto-
vertebrate genome”. Hendrich and Bird identified a family of
methyl-binding protein genes, characterized, similarly to MECP2,
by the presence of the methyl-DNA binding domain (MBD).
These proteins, called MBD1, MBD2, MBD3, and MBD4 (Hen-
drich et al., 1999) were all (except for MBD3) characterized by
their ability to bind methylated DNA. Only MBD2 and MBD3
were conserved in invertebrates: the ancestral MBD2/3 gene was
encoded by a single gene in invertebrate genomes, in contrast
to the two separate genes encoded by vertebrates (Hendrich and
Tweedie, 2003).

Thus, if a global DNA methylation has been used, by ver-
tebrate genomes, to reduce unscheduled transcription, thereby
increasing the gene number, this would similarly provide an evo-
lutionary pressure to increase the number and diversity of the
protein(s) capable of repressing transcription through the binding
of methylated DNA.

MECP2 AND RETT SYNDROME
Rett syndrome (RTT) is a sporadic post-natal progressive neu-
rodevelopmental disorder occurring with a frequency of 1/10000–
15000 live females births and is considered the second most
common cause of mental retardation in females (Rett, 1966; Hag-
berg et al., 1983). The large majority of cases (99%) are sporadic.
In 1999, Zoghbi and colleagues (Amir et al., 1999) were able to
associate loss-of-function heterozygous mutations in the MECP2
gene to classical RTT patients. The discovery of the MECP2 muta-
tions underlying RTT was a surprise because the large amount of
data, summarized above, makes the association of MECP2 to a
monogenic disease astonishing.

Besides the large number of studies on patients, the model-
ing of RTT in mice has been instrumental in order to elucidate
the molecular basis of the disease. Mouse models have also
been pivotal in the study of expression profiling alterations,
necessary to identify putative MeCP2 target genes. They have
helped in the elucidation of many questions of biomedical

importance: is RTT a pure neuronal disease? Is MECP2 dosage
important for the establishment of a pathogenic status? Is RTT
reversible?

Two Mecp2 null mice obtained with Cre-LoxP technology and
carrying an ubiquitous deletion, were viable but affected by severe
neurological symptoms characteristic of RTT (Chen et al., 2001;
Guy et al., 2001). The comparative analysis of knock out and brain
selective deletions of Mecp2 suggested that the function of this
gene is relevant for the central nervous system (Chen et al., 2001;
Guy et al., 2001). Moreover, the deletion of MeCP2 in selected
brain regions or neuronal sub-types revealed the presence of spe-
cific subsets of null phenotypes, allowing to ascribe to MeCP2
different neuronal-specific functions (Fyffe et al., 2008; Samaco
et al., 2009; Chao et al., 2010).

MeCP2 dosage matters: a mouse over-expressing a transgene
containing the human MECP2 locus that shows a near twofold
MeCP2 expression, showed severe progressive neurological pheno-
types (Collins et al., 2004). The effect of MECP2 over-expression
has also been observed in humans, where a double dosage of
MECP2 causes a severe developmental delay and mental retarda-
tion (Lubs et al., 1999). Such evidence suggests that MeCP2 levels
must be fine regulated in vivo and even a mild over-expression of
this gene can have a dramatic effect.

The concept of RTT as a pure neuronal disease has recently
been challenged with results implicating the involvement of
the glial cells in the pathogenesis of RTT (Ballas et al., 2009;
Maezawa et al., 2009; Zoghbi, 2009). More recently, it has been
suggested that the microglia may influence the onset and progres-
sion of RTT by releasing elevated doses of glutamate, exerting
a toxic effect on neurons in a non-cell autonomous fashion
(Maezawa and Jin, 2010). Very interestingly, null phenotypes
in mouse models can be reversed by the re-insertion of the
Mecp2 gene (Collins et al., 2004; Luikenhuis et al., 2004; Jugloff
et al., 2008), while its over-expression by twofold is deleterious
(Collins et al., 2004; Luikenhuis et al., 2004). An almost com-
plete reversibility of the null phenotypes was obtained after the
onset of the symptoms, by removing a stop cassette in the
Mecp2 gene by a Cre-mediated excision induced by tamoxifen
administration (Guy et al., 2007). These data suggest that the neu-
rological defects caused by Mecp2 mutations can potentially be
reversed.

MeCP2 AND TRANSCRIPTIONAL CONTROL
The apparent dichotomy of MeCP2 functions (genome-wide vs
gene-specific regulator) has been widely debated. Transcriptional
profiling studies comparing the total brains of RTT patients or
mouse models with controls have revealed only subtle differences
in gene expression dampening a role for MeCP2 as a global regu-
lator of transcription (Chadwick and Wade, 2007). A number of
reports highlighted BDNF as a bona fide target of MeCP2 in rodent
systems (Chen et al., 2003; Martinowich et al., 2003). BDNF is a key
signaling molecule involved in brain development and plasticity
(Greenberg et al., 2009; Cohen-Cory et al., 2010). The mechanism
of its transcriptional regulation is, therefore, quite controversial
(Dani et al., 2005; Chang et al., 2006).

To simplify the expression analysis of a complex tissue such
as the brain, Zoghbi and colleagues (Chahrour et al., 2008;
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Ben-Shachar et al., 2009) performed microarray expression
analyses, respectively, in the hypothalamus and cerebellum of
Mecp2 null mice and of over-expressing mice (MECP2-Tg; Collins
et al., 2004), comparing the results with wild type (WT) mice. Sur-
prisingly, both reports revealed that MeCp2 is responsible for a
subtle repression but also for an activation of many genes, and
that some of them were similarly, deregulated in both hypotha-
lamus and cerebellum of the Mecp2 null and MECP2-Tg mice
(Figures 1A,B). Furthermore, it has been confirmed that MeCP2
directly binds the promoter region of the genes down-regulated
in the Mecp2 null mice and up-regulated in the MECP2-Tg mice,
while sequential ChIP assays have revealed that the promoter of
the activated genes is simultaneously associated with both MeCP2
and the known transcriptional activator CREB1 (Figure 1B).
These data suggest that MeCP2 regulates the expression of a wide
range of genes in different brain sub-regions and point to a role
for MeCP2 as a modulator of transcription that can both acti-
vate or repress target genes (Chahrour et al., 2008; Ben-Shachar
et al., 2009). Moreover, the transcriptional alterations observed
in the MECP2-Tg mice have confirmed the deleterious effect of
the Mecp2 over-expression reported by different research groups
(Collins et al., 2004; Luikenhuis et al., 2004).

A category of genes investigated as a putative target of MeCP2
is that of imprinted genes, whose expression is regulated by dif-
ferential methylation. For example, several studies have focused
on Ube3A, a gene imprinted in the brain (Rougeulle et al., 1998)
and associated with Prader–Willi and Angelman syndromes. How-
ever, to date, the expression alteration of this gene in Mecp2-null
mice has not been clearly understood (Guy et al., 2011). Another
imprinted region bound by MeCP2 in the mouse brain includes
the Dlx5 and Dlx6 genes, located in an imprinted gene cluster
on chromosome 6. Its transcription is nearly two times greater
in brains of Mecp2-null mice compared to those of WT mice
and, in the same model, the chromatin loop in the Dlx5/6 locus
enriched with methylated H3K9 present in the WT brain is absent
(Figure 1C; Horike et al., 2005).

MeCP2 deficiency affects also Line-1 (L1) transcription and
retrotransposition: these are, in fact, increased in the mouse
brains from null mice and in the neural precursor cells obtained
from iPSC and postmortem brains from RTT patients (Muotri
et al., 2010).

The L1 elements are retrotransposons representing 20% of
mammalian genomes that may induce genomic alterations, such
as insertions and deletions (Kazazian, 1998; Perepelitsa-Belancio
and Deininger, 2003; Han and Boeke, 2004). Moreover, a massive
somatic L1 insertion can occur in adult brain tissues, a phe-
nomenon that can alter the expression of the neuronal genes
(Muotri et al., 2005; Coufal et al., 2009). These data were con-
firmed by another report which revealed an increased transcript
level of the L1-elements, intracisternal A particles, and tandem
repetitive units of the mouse major satellite in the Mecp2 null
brains compared to WT mice (Skene et al., 2010).

MeCP2 AND ITS COFACTORS
As already described regarding the interaction between MeCP2
and CREB, proteins with which it interacts may modify the roles
of MeCP2 (Figures 1A,B).

FIGURE 1 | (A) An example of MeCP2 mediated transcriptional repression:
the methyl-DNA binding domain (MBD) binds methylated CpG sites and
recruits histone deacetylases and co-repressors (Sin3A), inducing chromatin
compaction and gene silencing (Nan et al., 1998; Chen et al., 2003; Klose
and Bird, 2003). (B) MeCP2 is able to activate the transcription of some
genes in hypothalamus, by binding unmethylated promoters and recruiting
CREB1 and, potentially, co-activators (Chahrour et al., 2008). (C) MeCP2 is
responsible for the silencing of Dlx5/6 imprinted locus by inducing the
formation of a silent higher order chromatin loop (Horike et al., 2005).

The first potential connection between MeCP2 and chromatin
came from the finding that MeCP2 copurifies with the Sin3-
histone deacetylase complex (Jones et al., 1998; Nan et al., 1998).
Based on this observation, most current models depict MeCP2
as a transcriptional repressor that facilitates repression through
local histone deacetylation mediated by the passive recruitment
of histone deacetylases (Bird and Wolffe, 1999). Klose and Bird
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(2004) demonstrated that MeCP2 is a non-obligatory component
of the Sin3a co-repressor complex. Moreover, MeCP2 exists as a
monomeric protein in solution and does not stably associate with
other proteins.

In addition to Sin3a, several other factors have been reported to
bind mammalian MeCP2, including DNMT1, CoREST, Suv39H1,
and c-SKI (Nan et al., 1998; Kokura et al., 2001; Lunyak et al.,
2002; Kimura and Shiota, 2003) although the contribution of these
factors to MeCP2-mediated repression is not known.

MeCP2 also interacts with ATRX, a SWI/SNF family ATPase.
MeCP2 recruits ATRX to the heterochromatic foci, but this local-
ization is disrupted in Mecp2 null neurons. ATRX localization is
disrupted also by the A140V MECP2 mutation found in XLMR
patients (Orrico et al., 2000; Nan et al., 2007). Unexpectedly,
the complex MeCP2/ATRX with cohesin preferentially binds the
unmethylated allele of the H19 gene. This may depend on the
association of MeCP2 with this large complex or on regions of
non-specific affinity present in MeCP2 (Guy et al., 2011).

A binding of MeCP2 to the trithorax-related protein Brahma
(Brm) has also been reported. Brm and MeCP2 assemble on the
methylated genes involved in cancer and on the FMR1 gene in
fragile X syndrome (Harikrishnan et al., 2005). Therefore, this
interaction is still controversial (Hu et al., 2006).

A physical interaction between the heterochromatin protein
1 (HP1) and MeCP2 has been demonstrated during the myo-
genic differentiation. In particular, this interaction leads to the
re-localization of HP1γ to the heterochromatin, which corre-
lates with the presence of MeCP2 (Agarwal et al., 2007). There
is no doubt that works aimed at the dissection of the inter-
actions of MeCP2 with other partners, in particular using the
novel sequencing-based techniques (Skene et al., 2010), may open
the way to a better understanding of the roles and functions
of MeCP2.

MeCP2: GLOBAL REGULATORY ROLES
DNA methylation affects the nuclear architecture, as measured
by the gene position alterations in the chromosome territories
(Matarazzo et al., 2007). A direct role of MeCP2 in nuclear archi-
tecture rearrangements has not been reported. Rather, the role(s)
of MeCP2 in genome-wide phenomena, such as pericentromeric
heterochromatin clustering, has recently been analyzed (Brero
et al., 2005; Agarwal et al., 2011; Singleton et al., 2011). During the
myogenic differentiation of mouse C2C12 cells, the pericentric
heterochromatin domains undergo a reorganization and cluster
into a smaller number of larger chromocenters (Figure 2). These
events are accompanied by an increase in the methylation of major
satellite DNA and the accumulation of MeCP2 and MBD2 proteins
in the nuclei of terminally differentiated muscle cells. Interestingly,
the over-expression of MeCP2 and MBD2 in C2C12 myoblasts
in the absence of differentiation also induces an aggregation of
the chromocenters, indicating that these proteins may be directly
involved in the reorganization of heterochromatin architecture.
Moreover, studies in Mecp2 null mouse neurons have revealed
significant differences in the number and size of the nucleoli and
chromocenters compared to WT animals (Singleton et al., 2011).
Already in 2002, it was shown that mice carrying a Mecp2 trun-
cating mutation have a higher level of hyperacetylated histone H3

FIGURE 2 | Clustering of pericentromeric heterochromatin domains

(chromocenters, blue spots) during myogenic differentiation of C2C12

myoblasts to myotubes (Brero et al., 2005).

compared with WT mice, emphasizing a generally altered chro-
matin architecture (Shahbazian et al., 2002). The development of
techniques permitting genome-wide epigenomic studies are con-
tributing to the assessment of MeCP2 functions in the chromatin
architecture and genome organization.

In 2007, LaSalle and colleagues reported, by ChIP-chip analysis
on a neuroblastoma cell line, that more than half of the MeCP2
binding sites are intergenic and that only a small number of them
reside in the CpG islands. Moreover, among binding sites located
in the CpG islands, many of them are associated with actively
transcribed genes, supporting the view of a more complex function
of MeCP2 (Yasui et al., 2007).

Different approaches, reagents, and technologies led, some
years later, to the re-establishment of MECP2 as a protein with
a global regulatory role (Skene et al., 2010). The utilization of
next generation sequencing approaches in the neuronal nuclei
from the mature mouse brain has revealed that the abundance
of MeCP2 is similar to the number of nucleosomes (Skene et al.,
2010). Moreover, as previously reported (Shahbazian et al., 2002),
in the absence of Mecp2, the H3 acetylation levels are increased,
while the H1 levels are doubled, pointing a role for MeCP2 in the
global chromatin organization.

Furthermore, an analysis of binding sites around known reg-
ulated genes, such as BDNF and Dlx5/6, transcriptionally active
in this cellular system, has revealed a MeCP2 binding across the
entire locus, except for the CpG island regions, suggesting that
these active promoters are unable to bind MeCP2 due to its
hypomethylation state. Moreover, high-throughput data suggest
that the MeCP2 binding in vivo tracks the density of methyl-CpG
in the genome (Skene et al., 2010). These latter data have revealed
that MeCP2 is one of the most abundant nuclear proteins in the
mature neurons suggesting a crucial role for MeCP2 in neurons as
a regulator of the entire genome.

The described data suggest that, in addition to the role of
MeCP2 as a gene-specific transcriptional regulator, mediated by
the association with specific cofactors, the global chromatin-
binding function of MeCP2 is crucial for global chromatin
dynamics especially during brain maturation. MeCP2 may thus be
seen as a multifunctional and structural organizing factor. Further-
more, the interaction of MeCP2 with most regions of the genome,
such as the intergenic DNA and repetitive elements, should con-
tribute to keep the rate of somatic mutation and transcriptional
noise in the brain low and allows to hypothesize further pathogenic
roles for MeCP2 in RTT. This evidence recalls the concept we pre-
viously described, focusing on the role of MeCP2 as a key player
in genome architecture and regulation.
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TFIIIC is a multi-subunit protein first and 
best known as part of the transcriptional 
machinery required by RNA polymerase III 
for synthesis of transfer RNA (see Donze, 
2012 for a recent review). Kleinschmidt 
et al. (2011) highlight a new aspect of this 
machinery, related to the sole TFIIIC, by 
demonstrating its capacity to directly regu-
late RNA polymerase II transcription – in 
fact, its own synthesis. The authors have 
dissected the role of TFIIIC and one of its 
subunits precisely, in vivo, providing an in-
depth molecular picture, which is rather 
unusual when dealing with eukaryotic 
complexity.

The mulTi-subuniT TFiiiC Complex 
as a reCruiTing agenT For The rna 
polymerase iii maChinery
In Saccharomyces cerevisiae, the polymer-
ase III cannot initiate transcription before 
a certain number of components are 
assembled. At genes of transfer (tDNAs), 
TFIIIC first binds a sequence with two 
conserved regions, A and B. It then recruits 
TFIIIB, which in turn recruits the pol-III 
holoenzyme.

The B-box is sufficient for DNA-binding. 
TFIIIC is restricted to initiation and com-
posed of six subunits. Only TFC3 and TFC6 
bind the B-box.

The TFC6 gene
Kleinschmidt et al. (2011) were interested 
in the tfc6 gene which encodes the TFC6 
subunit, because the promoter contains a 
B-box (ETC6 site) suggesting that the gene 
might be auto-regulated.

Mutations in ETC6 and a highly con-
served adjacent region, severely affect 
transcription and cell growth. Impaired cell 
growth is restored by the sole TFC6 com-
plementation, indicating a simple and direct 
correlation with the TFC6 defect, with no 
other origin.

TFIIIC, TFC6 specifically, indeed binds 
to the tfc6 B-box and conserved region, 
as shown by immunoprecipitation of the 

promoter-bound complexes. Its binding 
reduces the occupancy of the promoter 
by the TATA binding protein of the RNA 
polymerase II initiating complex, presum-
ably interfering with a pol-II upstream 
factor (between −120 and −40 in yeast), 
as TFIIIC is newly found to bind a region 
larger upstream (from −150 to −90) than 
the previously specified ETC6 site.

Whether by mutational analysis of 
the DNA or with the appropriate protein 
mutants, TFIIIC binding to the promoter is 
prevented and the level of RNA transcripts 
(by Northern blot analysis) is increased in 
the same proportion, by twofold.

Similar data with respect to colony size, 
are obtained when the tfc6 gene is replaced 
by a reporter gene and when TFC6 is pro-
duced by an episomal plasmid. This effect 
is exclusively observed with the overex-
pressed TFC6, and with no other TFIIIC 
subunit.

TFiiiC auTo-inhibiTion: whaT For?
Auto-inhibition generally allows to strictly 
limit the level of a transcription fac-
tor in the cell. Pointed long ago in some 
model prokaryotic systems, as detailed 
in next section, these concentrations are 
determinant.

They can modify the mode of regula-
tion. This finding allowed to unravel the 
contribution of non-proximal operator 
sequences, once thought to be cryptic, to 
repression of the E. coli lac operon (see 
Amouyal, 2006 for a review). In eukary-
otes, over-expression of four key proteins 
is sufficient to re-program mice and human 
somatic cells into pluripotent stem cells 
like embryonic stem cells (Takahashi and 
Yamanaka, 2006). In Caenorhabditis elegans, 
it leads to terminal neuronal differentiation 
(Hobert, 2011).

Kleinschmidt et al. (2011) have focused 
on dissection of the etc6 gene and report for 
the first time that the level of TFC6 factor 
is restricted by tfc6 auto-regulation. In fact, 
over-expression affects cell growth. Is the 

production of other TFIIIC subunits also 
auto-regulated? TFIIIC is involved in a wide 
number of processes, from transcription to 
gene insulation and chromosomal organi-
zation (see Donze, 2012). Is its level critical 
for one of these processes?

This might be the case (Kleinschmidt 
et al., 2011). For instance, infection of 
human cells by the Epstein–Barr virus goes 
with an increase of TFIIIC concentration, 
which may be related to its carcinogenic 
potential.

as simply as a prokaryoTiC FaCTor
Strikingly, it comes out from Kleinschmidt 
et al. (2011) work that TFC6 is much like a 
prokaryotic factor.

i The tDNAs and ETC sites are deprived 
of histones or covered with unstable 
histone variants, like several other insu-
lators (Donze, 2012).

ii TFCIIIC binds strongly DNA, nearly 
like a prokaryotic factor, with an appa-
rent dissociation constant of less than 
10−10 M at tDNAs.

iii The mechanism of tfc6 auto-inhibi-
tion resembles that of prokaryotic 
operons or genes. TFC6 represses its 
own gene by simply interfering with 
the binding of the pol-II complex at 
the promoter.

The production of a wide number of 
E. coli transcriptional regulators is auto-
repressed with help of an operator located 
on the promoter region or at the start of the 
gene. Thus, just in E. coli, over the 32 regula-
tors reviewed by Collado-Vides et al. (1991), 
19 are auto-repressed, and this number has 
probably expanded. The 107 listed promot-
ers are mainly repressed through a direct 
interference with RNA polymerase II at 
the promoter, though in some instances, 
the repressor instead interferes with an 
upstream activator site or mRNA transcript 
elongation. The same regulator, depending 
upon its position with respect to the start 
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indirectly by repression of the gene synthe-
sizing the N protein under the control of 
the P

L
 promoter, which activates repressor 

synthesis, (ii) to stop integrase production 
also controlled from the P

L
 promoter, as it 

is not anymore required once the phage has 
been integrated, (iii) to inhibit, through N 
repression at P

L
, several functions required 

for phage lysis, replication, and assembly, 
also controlled by this promoter.

Chromosomal looping is not consist-
ent with the extremely high concentrations 
of regulator that favor the non-coopera-
tive occupancy of all available sites (see 
Amouyal, 2006), as well as non-specific 
binding. In this context, auto-regulation 
would also favor chromosomal looping 
for the coordination and organization of 
gene expression when it extends over dis-
tant loci.

The coupling of distant loci within a 
transcriptional unit by DNA looping and 
regulators in E. coli, presents some common 
features with the organization and coordi-
nation of gene expression by the so-called 
gene insulators, such as CTCF (Yang and 
Corces, 2012). TFIIIC would even be closer 
than CTCF to these prokaryotic repressors, 
as it can also be a transcriptional repres-
sor and as it is involved in the clustering of 
distant genomic loci.

Since the frontier with prokary-
otes when dealing with gene expression 
organization, is less clear than commonly 
thought, one expects that the eukaryotic 
systems will benefit from the compari-
son with their prokaryotic counterparts. 
Conversely, the prokaryotic transcription 
factors presenting common features with 
gene insulators, might also structure the 
genome and perform a similar function in 
eukaryotic cells.
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promoter. It also contributes to convert a 
repressor into an activator by simply chang-
ing its position with respect to the promoter.

Restricting the number of regulatory 
proteins is also supposed to prevent non-
specific binding and interference with other 
DNA–protein transactions in the cell, as 
prokaryotic proteins can easily bind DNA 
non-specifically.

Interestingly, several E. coli auto-
repressed repressors such as GalS or deoR, 
contain an internal operator within part of 
the gene encoding the DNA-binding region 
of the protein. Thus, auto-regulation might 
have evolved from a few common ancestor 
DNA-binding motifs (Roy et al., 2002).

As for NRI, auto-repression is often 
associated with the coupling of distant loci 
by chromosomal looping with help of the 
corresponding regulator. This is the case for 
repression of the already mentioned ara and 
deo operons. The E. coli deo operon which 
encodes nucleoside and deoxynucleoside 
catabolizing enzymes is expressed from two 
promoters, deoP1 and deoP2, repressed by 
the deoR repressor (and CytR with differ-
ent inducers). It is characterized by strong 
promoters and high affinity DNA-repressor 
interactions. DNA looping allows to lock 
very efficiently the two promoters con-
trolled by the same repressor, 599 bp apart, 
in one operation.

Another example is provided by the 
bacteriophage λ (or 186) cI protein. λcI is 
the repressor of the functions needed for 
phage replication, gene assembly, and cell 
lysis, thereby maintaining the lysogenic state 
(integration into the E. coli chromosome). 
Though at this stage, the virus is dormant, 
it is important for its survival that it can 
switch to the lytic state to infect other cells. 
However, a simple increase by twofold of the 
cI repressor concentration, prevents the effi-
cient switch from dormance to virulence, 
requiring self-repression.

As is often the case to secure a specific 
process, the maintenance of lysogeny in the 
present case, the cell makes use of several 
strategies, not just one. Thus, the same 
molecular process, through chromosomal 
looping between the P

L
 and P

RM
 promot-

ers, 2800 bp apart, as well as repressor 
oligomerization, allows (i) to stringently 
control the intracellular level of repressor 
by two means, not a single one: directly, by 
auto-repression of the cI gene from P

RM
, 

of transcription, is an activator or a repres-
sor of its own synthesis, like TFIIIC. This is 
the case for 6 over the 32 listed regulators.

Since these proteins are only regulatory, 
they do not need to be extensively produced. 
Thus, auto-repression limits the number of 
AraC molecules to 20. Alternatively, the lac 
repressor is maintained at the low level of 10 
copies per cell thanks to a weak promoter.

Like TFIIIC, the glnG product is an 
auto-regulated transcription factor that 
contributes to gene activation. In this case, 
auto-repression is linked to the modulation 
of environmental conditions. More pre-
cisely, the glnG product (NRI) is the regu-
lator of the system for synthesis of many 
enzymes required for nitrogen assimilation 
in enterobacteria. The heart of the nitro-
gen control region is the glnALG operon, 
endowed with three promoters, glnAp1, 
glnAp2, and glnLp (p1p2-glnA-p-glnLG). 
It comprises the glnG regulatory gene, the 
glnL modulator gene, and the glnA struc-
tural gene for glutamine synthetase, the sen-
sor of ammonia availability.

In cells growing in excess nitrogen, tran-
scription from both glnAp1 and glnLG is 
repressed by NRI. Under these conditions, 
NRI limits the synthesis of glutamine syn-
thetase as well as its own synthesis (five mol-
ecules in the cell). Ammonia deprivation 
results in phosphorylation of NRI by the 
modulator produced by the glnL gene, acti-
vation of the glnAp2 promoter by the phos-
phorylated NRI molecule and subsequent 
activation of a cascade of genes required 
under these new conditions. Activation of 
glnAp2 also requires a σ54 cofactor for RNA 
polymerase II, used in place of the com-
mon σ70 cofactor. Initiation of glnAp2 
increases the intracellular level of glu-
tamine synthetase and that of NRI (up to 
70 molecules); This increased concentration 
is required for the activation of the other 
nitrogen regulated promoters, such as the 
17 genes of the Klebsiella pneumoniae pro-
moters of the nif regulon, or the hundred 
responsive genes in E. coli.

Chromosomal looping is associated with 
the modulation of NRI levels. It here allows 
to turn on the glnAp2 gene with an econ-
omy of means, since the NRI sites which 
were used for repression of the glnAp1 pro-
moter under excess nitrogen, are also used 
for activation of the glnAp2 promoter, but 
are now 100 and 130 bp upstream of the 
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