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Figure provided by Doug Oliver and Tetsufumi Ito.
Background: An image of a coronal IC section of a Japanese house bat (Pipistrellus abramus) 
immunostained for VGLUT2 (green) and GAD67 (red).  Inset: A rat IC neuron filled with 
tetramethylrhodamine-cadaverine (red) by juxtacellular recording-labeling technique. The section was 
immunostained for VGLUT1/2 (green) and GAD67 (blue). The image was reconstructed from 151 
z-stack optical slices.
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A unique aspect of the auditory system is the inferior collicu-
lus (IC). This large midbrain structure serves as an obligatory
synaptic station in both the ascending and descending audi-
tory pathways. It has no equivalent in other sensory systems
and it meets several unique needs of the auditory system. Most
important, of course, is unifying the representation of sound in
the two ears, which allows sound localization and other spa-
tial calculations such as demasking and the analysis of complex
auditory scenes. In addition, the IC is a major target for non-
auditory inputs to the auditory system, including connections
from other sensory systems and from neuromodulatory systems
like the locus coeruleus. The IC also distributes auditory informa-
tion in cortico-cortical loops and in connections to the superior
colliculus.

There is much to be learned about the IC. The goal of this
special topic is to bring together papers, both reviews and orig-
inal research, on a wide range of aspects of the IC’s organization
and function. These include the internal and external connections
of the IC, the molecular determinants of its response properties,
and the nature of sound encoding in the IC. In this e-book, 31
contributions are organized into these three broad categories.

The first 12 chapters address the morphological and functional
organization of the IC. They include descriptions of the connec-
tions of the IC to other parts of the brain, both ascending and
descending projections, as well as the organization of internal
microcircuits within the IC itself. In most brainstem auditory
centers, the neurons have a diverse array of morphological and
molecular structure which correlates strongly with connectivity
and functional role (inhibition vs. excitation for example). By
contrast, it has been difficult to define such internal circuitry in
the IC. The papers in this section describe a variety of approaches,
anatomical, molecular, and physiological to this question and
contribute to our emerging understanding of IC’s internal and
external organization.

The next 6 chapters describe analyses of the molecular charac-
teristics of IC neurons in relationship to function. These include

papers on the role of ion channels in generating responses of
IC neurons and on the effects of mutations, aging, and dam-
age to the auditory system. Such insults change the expression of
genes and produce a variety of functional consequences for the
representation of sound.

The final 13 chapters describe the encoding of sound in the
IC, especially in its ascending pathways. These include analyses
of responses to sound, convergence of auditory and other inputs
in the IC, and analyses of emergent properties like stimulus-
specific adaptation. The bat auditory system has long provided
fertile ground for auditory research, because of the relatively well-
defined computations needed for sonar processing. Almost half
of the chapters on sound encoding deal with the bat IC, especially
the role of inhibition in determining response selectivity, delay
tuning, and duration tuning.

The study of the IC is too large a topic to produce a satisfac-
tory overall view in a collection of papers of the size of this one.
However, these papers do represent the main trends in current
research on the IC and make clear some of the most important
outstanding problems. It is hoped that they will inspire and guide
the next steps in working out this critical part of the auditory
system.
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Projections to the inferior colliculus (IC) from the lateral and medial superior olivary nuclei
(LSO and MSO) were studied in the gerbil (Meriones unguiculatus) with neuroanatomical
tract-tracing methods. The terminal fields of projecting axons were labeled via anterograde
transport of biotinylated dextran amine (BDA) and were localized on series of horizontal
sections through the IC. In addition, to make the results easier to visualize in three
dimensions and to facilitate comparisons among cases, the data were also reconstructed
into the transverse plane. The results show that the terminal fields from the low frequency
parts of the LSO and MSO are concentrated in a dorsal, lateral, and rostral area that is
referred to as the “pars lateralis” of the central nucleus by analogy with the cat. This region
also receives substantial input from both the contralateral and ipsilateral cochlear nuclei
(Cant and Benson, 2008) and presumably plays a major role in processing binaural, low
frequency information. The basic pattern of organization in the gerbil IC is similar to that of
other rodents, although the low frequency part of the central nucleus in gerbils appears to
be relatively greater than in the rat, consistent with differences in the audiograms of the
two species.

Keywords: auditory pathways, binaural, hearing, neuroanatomy

INTRODUCTION
The inferior colliculus (IC) receives input from most of the audi-
tory nuclei in the brainstem, as well as from a number of areas
in the forebrain, including the auditory cortex (reviewed, e.g.,
in Casseday et al., 2002; Malmierca, 2005). In the cat, in which
these projections have been studied in the most detail, it has been
established that the terminal fields formed by the multiple inputs
are not distributed homogeneously throughout the nucleus (e.g.,
Roth et al., 1978; Brunso-Bechtold et al., 1981; Kudo, 1981;
Henkel and Spangler, 1983; Oliver, 1984, 1987; Shneiderman and
Henkel, 1987; Shneiderman et al., 1988; Oliver et al., 1997; Loftus
et al., 2004, 2010). The apparent partial or complete segregation
of terminal fields formed by different sources of input supports
the concept of synaptic domains in which specific neuronal pop-
ulations in the IC form synaptic connections with only a subset of
the total inputs to the IC (Oliver and Huerta, 1992; Oliver, 2000,
2005).

The purpose of the present study is to describe the distri-
bution of terminal fields formed by inputs from the lateral and
medial superior olivary nuclei (LSO and MSO) in the IC of the
gerbil, a rodent commonly used in auditory research. Although
the intrinsic organization of the IC of the rodent appears grossly
similar to that in the cat, there are important differences (e.g.,
rat: Faye-Lund and Osen, 1985; Loftus et al., 2008). As rodents

become more and more common in studies of the central audi-
tory system, it is important to compare and contrast the details
of the termination patterns in their IC with those established
in the cat. Similar to results in the cat, differential termina-
tion of inputs from some of the major afferent sources to the
IC have been reported in rodents (e.g., projections from the
cochlear nucleus: Oliver et al., 1999; Malmierca et al., 2005;
Cant and Benson, 2008; projections from the superior olivary
complex: Fathke and Gabriele, 2009; Saldaña et al., 2009; pro-
jections from the nuclei of the lateral lemniscus: Gabriele et al.,
2000; commissural projections: Malmierca et al., 2009; projec-
tions from the auditory cortex: Saldaña et al., 1996; Bajo and
Moore, 2005), but there are no detailed published descriptions of
the terminal distribution of the inputs from the LSO and MSO,
two brainstem nuclei that extract binaural cues important for
sound localization and other perceptual processes. In this paper,
terminal fields formed in the gerbil IC by projections from the
LSO and MSO are described and related to patterns of intrinsic
organization. The results are consistent with the conclusion that
the gerbil IC is organized according to the common plan pro-
posed by Loftus et al. (2008). The extent to which the gerbil IC
appears different from that of the cat or rat may be explained by
a differential representation of specific frequency ranges in each
species.
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MATERIALS AND METHODS
ANIMALS AND TRACER INJECTIONS
Animals
This paper contains a description of the axonal termination pat-
terns in the inferior colliculi of seven cases taken from a large
collection with tracer injections in either the IC itself or in nuclei
of the SOC. In all cases, female gerbils (Meriones unguiculatus)
were obtained from Charles River Laboratories at approximately
8 weeks of age. They were housed in the Duke University Medical
Center animal facilities until use. All procedures using these ani-
mals were approved by the Duke University Institutional Animal
Care and Use Committee and were in accordance with NIH
guidelines. The animals were deeply anesthetized for all surgical
procedures and for the terminal perfusion.

Tracer injections in the IC or SOC and histological procedures
Three cases chosen from those described by Cant and Benson
(2006) are used here to describe the intrinsic organization of
the gerbil IC. The procedures for the surgery, injections, perfu-
sions, and post-perfusion histological procedures were reported
in detail in that paper. Very briefly, for the injections, gerbils
were anesthetized with Nembutal (i.p., 50–70 mg/kg). A small
hole was made in the skull and 10% biotinylated dextran amine
(BDA) in 0.9% saline was injected iontophoretically through
a glass pipette inserted into the IC. After survival periods of
5–11 days, the animals were given an overdose of Nembutal.
When respiration ceased, they were perfused through the heart
with a 4% paraformaldehyde fixative. Sections through the
brain were cut at 40 µm and processed in 2 alternating series.
One set of every other section was processed for visualiza-
tion of BDA, and the second set was processed for cytochrome
oxidase (CO) histochemistry. The procedures for injection of
BDA into either the LSO or MSO in another four cases
were exactly the same except for the location of the injection
sites.

ACQUISITION AND MANIPULATION OF IMAGES
Digital photography
Digital images of all BDA- and CO-reacted sections were collected
with a Zeiss Axiocam HRc camera attached to a Zeiss Axioscope
2 and controlled by Zeiss Axiovision software. The BDA sec-
tions were magnified through a 10× Plan-Apochromat objective,
passed through a camera adapter with a magnification factor of
0.63×, and photographed at a resolution setting of 2600 × 2060
pixels (high resolution). The CO sections were magnified through
either a 2.5× Plan-Neofluar or a 5× Plan-Apochromat objec-
tive, passed through the same adapter, and photographed at a
resolution setting of 1300 × 1030 pixels (low resolution). All sub-
sequent processing of these images was done in Photoshop CS4
running on Apple Macintosh computers.

Procedures for relating the sections from the experimental brains
to a standard atlas
In a previous report (Cant and Benson, 2005), we described an
atlas of the gerbil IC in which we established a coordinate sys-
tem relating sections in the horizontal, transverse, and sagittal
planes, referred to here as “the atlas.” In the present study, the atlas

coordinates were transferred to the experimental cases through
a series of systematic steps. First, images of the sections reacted
for CO histochemistry were paired with sections from compara-
ble levels of the atlas and were oriented and resized to give the
best possible fit. The IC is a surface structure, and distortions
of its superficial conformation often occur during histological
procedures. Internal structural relationships appear to be much
less affected by distortion. Therefore, landmarks such as differ-
ences in levels of CO activity within the IC, the border formed by
the fibers of the commissure of the IC, the obvious boundary of
the periaqueductal gray layer, the orientation of the midline, and
the caudal boundaries of layers of the superior colliculus carried
more weight in the matching process than did the exact con-
tour of the surface. The procedure was constrained in two ways:
(1) The spacing of sections was maintained in the experimental
series. That is, once level H120 (for example) was established,
levels H40 and H200 had to be represented by the CO sections
immediately ventral and dorsal to it, respectively. (2) Once the
best percent change in size was established for a given case, all
sections had to be resized by the same amount, and resizing was
always uniform. Through this procedure, the atlas coordinates
for the appropriate plane were transferred to each CO-reacted
section.

In a second series of steps, each experimental BDA-reacted sec-
tion was re-sized and oriented to match its adjacent CO-reacted
section (by convention, for a horizontal series, the CO section
ventral to it and for a transverse series, the CO section rostral
to it). Again, resizing was uniform, and the same percent change
was used for every section in a given case. After the CO and BDA
sections were matched, the coordinate grid of the atlas could be
superimposed onto the BDA sections. (A brief summary of the
procedure is illustrated in Cant and Benson, 2008). The final step
was to group the BDA-reacted sections into a stack in which they
were automatically lined up based on the atlas coordinates that
had been applied to each one. These image stacks were used for
the procedures described below.

Reconstructions from the horizontal to the transverse plane based
on “Photoshop drawings”
Six of the seven cases described here were cut in the horizontal
plane, which is a relatively unfamiliar plane for most readers. Both
to make the results easier to visualize in three dimensions and also
to facilitate comparisons across cases, the horizontally sectioned
colliculi were reconstructed into the more commonly portrayed
transverse plane. Although the reconstructions could be accom-
plished using the original digital images, the results are easier to
compare and represent on the printed page if the original images
are converted to black and white. Photoshop offers a way to do
this that results in an image that superficially resembles a draw-
ing made at the microscope but that is fast enough to make it
practical to “draw” all of the sections through each IC. To make
the drawings, the original color digital images were converted to
grayscale and the stamp filter (under the sketch filter menu) was
applied to each image. (Smoothness was always set to 1, but the
light/dark balance was adjusted from case to case depending on
the exposure and background staining in that case.) The stamp
filter finds edges in the image and strokes them (O’Quinn, 2001),
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producing a black and white image that, especially at low magni-
fication, looks similar to a drawing made by hand. (Note that this
procedure works well only on very high resolution images; this is
the reason that the digital images of the BDA sections were made
at a resolution higher than that needed for routine visualization.)
To complete the drawing, the surface contour of each section was
traced by hand (i.e., by mouse) and applied to the filtered image.
The images obtained in this way will be referred to as “Photoshop
drawings.”

To make the reconstructions from the horizontal plane to the
transverse plane, a “slice” 80 µm thick (one interval on the atlas
grid) was selected at a given transverse level on each horizon-
tal image in the image stack. The set of slices was copied to a
file containing the chosen transverse atlas section, and each slice
was positioned at the appropriate horizontal level. This procedure
was repeated for each transverse level in the atlas (see Results).
(Although not illustrated here, sections cut in the transverse plane
could be reconstructed into the horizontal plane using the same
procedure.) Because all of the cases are referenced to the same
atlas coordinates, comparisons among cases are facilitated.

RESULTS
NOTE ON NOMENCLATURE
In order to avoid excessive and potentially confusing use of termi-
nology based on relative position (i.e., lateral, rostral, etc.), I have
employed nomenclature used in descriptions of the IC of other
species but not applied previously to the gerbil. First, I will refer to
a portion of the dorsolateral and rostral central nucleus as the pars
lateralis. This designation is adopted from the classic description
of the cat IC (Morest and Oliver, 1984; Oliver and Morest, 1984).
(This region probably also corresponds to the part of the rat IC
referred to as the “lemniscal zone” by Faye-Lund and Osen, 1985).
Second, nomenclature introduced for the rat and guinea pig (e.g.,
Saldaña and Merchán, 1992, 2005; Malmierca et al., 1995) will
be employed to refer to the axonal plexuses labeled when BDA is
injected into the IC itself.

PATTERNS FORMED BY COMMISSURAL CONNECTIONS IN THE
GERBIL IC
To provide a context for the description of the results of tracer
injections in the SOC, the labeling patterns seen after tracer injec-
tions in the IC itself are presented for three cases (Figures 1–4).
As in the rat (Saldaña and Merchán, 1992, 2005) and guinea
pig (Malmierca et al., 1995), injection of an anterograde tracer
into one IC gives rise to a characteristic pattern of labeling that
reveals the topographic organization on both sides of the auditory
midbrain.

Case 460 (Figures 1A–E, 2)
The center of the BDA injection site in this case (Figure 1C)
was judged to be located in the “middle frequency” portion of
the IC on the basis of the location of the labeled cells in the
contralateral cochlear nucleus (Cant and Benson, 2006). In both
inferior colliculi, labeled axon terminals are densely concentrated
in two plexuses as described in other species. In the contralateral
IC (where the pattern is not partially obscured by the injection
site itself), the external (or lateral) plexus (Figures 1B,C, green

arrows), lies just beneath the lateral surface and part of the caudal
surface. The main (or medial) plexus (Figures 1A–C, red arrows)
is most dense rostrally but extends caudally, where it appears to
meet the caudal extension of the lateral plexus (Figures 1B,C,
thin black arrows). The sparsely labeled rostrolateral area that
lies between the two plexuses in this case is the pars lateralis of
the central nucleus (Figures 1A–C, blue arrows). Where visible,
the same pattern is evident on the ipsilateral side, with an exter-
nal plexus (Figures 1A–C, open green arrows) and a main plexus
(Figures 1A,B, open red arrows). As on the contralateral side, the
ipsilateral pars lateralis (Figures 1B,C, open blue arrows) is rela-
tively sparsely labeled even though it is quite close to the center of
the injection site.

Reconstructions of the IC of case 460 into the transverse plane
(Figure 2) make it easier to appreciate that the pattern in the ger-
bil is similar to that in other rodents. At middle levels through
the IC, the main plexus (e.g., Figures 2C–E, red arrows) lies at an
angle of approximately 45 degrees (with respect to the horizontal)
in a location compatible with a presumed frequency represen-
tation in the middle range; rostrally, the main plexus assumes a
more vertical orientation (Figures 2F,G, red arrows). The exter-
nal plexus (Figures 2C–G, green arrows) lies lateral and caudal to
the central nucleus of the IC and follows the curve of its external
surface. In sections from about 25 to 50% of the caudal-to-rostral
extent of the IC, a connection between the main and external
plexuses is evident ventrally (Figures 2C–E, black arrows), but in
more rostral sections (Figures 2F,G), the plexuses do not appear
connected. In the most caudal sections, the two plexuses also
appear connected (Figures 1A–B), but, in these sections, it is
difficult to distinguish the rostral plexus from the caudal exten-
sion of the lateral plexus in the transverse plane. The dorsolateral
and rostral part of the IC lying between the two main plexuses
is relatively unlabeled in this case (Figures 2D–G, blue aster-
isks); it is this part of the IC that is referred to here as the pars
lateralis.

Case 462 (Figures 1F–J, 3)
The injection site in this case was located at approximately the
same dorsal-to-ventral and rostral-to-caudal level as that in 460
but was situated slightly more laterally (compare Figure 1H to
Figure 1C). Based on the distribution of labeled cells in the
cochlear nucleus, the injection site was judged to be centered in
the low frequency representation of the IC (Cant and Benson,
2006).

In the contralateral IC, the external plexus (Figures 1F–H,
green arrows) and main plexus (Figures 1G,H, red arrows) are
both shifted in position compared to those in case 460 (dorsally
and dorsolaterally, respectively). An apparent connection between
the two plexuses (Figures 1G,H, thin black arrows) is shifted lat-
erally and rostrally and lies in the pars lateralis of the central
nucleus (Figure 1H, blue arrow). The pattern on the ipsilateral
side is hidden by the injection site except in the most dorsal and
ventral sections, where it can be seen that the pars lateralis is
filled with labeled axons and terminals (Figures 1F,I, open blue
arrows).

In the reconstruction of case 462 (Figure 3), the external
(Figures 3D–F, green arrows) and main (Figures 3D–G, red
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FIGURE 1 | Photoshop drawings of five evenly-spaced horizontal

sections from cases 460 (A–E) and 462 (F–J). The more dorsal sections
are located at the top (A,F) and the more ventral sections are located at
the bottom (E,J). The caudal aspect of the IC is oriented toward the top.
The corresponding atlas levels (H1800-H200) are indicated on each
section. The dotted lines behind the top three rows indicate the
approximate location of transverse level 960 (T960) of the IC atlas. The

approximate locations of the injection sites in each case are indicated by
the large X (C,H) on the right IC (located more precisely in Cant and
Benson, 2006). Abbreviations: Aq, cerebral aqueduct; BIC, brachium of
the inferior colliculus; contra, contralateral; IC, inferior colliculus; ipsi,
ipsilateral; LL, lateral lemniscus; SC, superior colliculus. Arrows are
referenced in the text. Scale bar (panel J) indicates approximately 1 mm
and applies to all panels.

arrows) plexuses on the contralateral side appear less obviously
separate compared to case 460 (Figure 2); they are located more
dorsally and are closer together. A connection between them lies
in the pars lateralis (Figures 3C–F, black arrows), and, as for case
460, two distinct plexuses are difficult to distinguish in more cau-
dal sections. Rostrally, the main plexus, while oriented vertically,
does not extend quite so far ventrally as in case 460 (compare
Figure 3G to Figure 2G).

Case 430 (Figure 4)
The center of the injection site in this case was located on a
medial-to-lateral and a dorsal-to-ventral line with that of case 462

(Figure 1H) but was located rostral to it (illustrated in Cant
and Benson, 2006). Based on the location of labeled cells in the
cochlear nucleus (as well as in the MSO and LSO), the injec-
tion was centered in the part of the IC that represents the lowest
frequencies processed in the gerbil IC. In contrast to the pat-
tern in cases 460 and 462, two laminar plexuses are not clearly
distinguishable in the contralateral IC. Rather, throughout most
of the IC, an elongated plexus occupies pars lateralis, extending
along part of its dorsal to ventral extent (Figures 4C–H, dark
blue arrows). At rostral levels, the plexus reaches almost to the
ventral boundary of the central nucleus (Figures 4G,H, dark blue
arrows). Although a distinct lateral plexus cannot be identified at

Frontiers in Neural Circuits www.frontiersin.org March 2013 | Volume 7 | Article 29 | 10

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Cant Convergent inputs in CNIC

FIGURE 2 | Case 460c. (A–I) Reconstruction of the contralateral (left) IC after
a BDA injection in the right IC. In this and also in Figures 3, 6, and 9–14, nine
evenly-spaced reconstructions of the IC are located on the corresponding
atlas sections from caudal (panel A) to rostral (panel I). The dorsal direction is
toward the top of each panel; the lateral direction is to the right; the midline is
indicated by the line at the left of each panel. The transverse levels (T320,
T480, etc.) indicated in the upper right of each panel refer to the atlas (see
text). The outline of the atlas section at each level is drawn in blue. The short
horizontal marks to the left of the ordinate for panels (A,D, and G) are
400 µm apart and indicate the levels of the horizontal sections shown in
Figure 1 (i.e., from dorsal to ventral, H1800 to H200). For reasons of clarity,

given the low magnification of the figures, all filled pixels outside the blue
outlines were erased. (A little information in the reconstructions is lost
because of this procedure since the contour lines [e.g., (A,D,I), small arrows]
for some of the stacked layers lie outside the blue outlines.) Regardless of
whether the reconstructed IC was from the left or right side of the brain, all
cases were plotted on atlas sections representing the right IC. (For those
cases in which the left IC is reconstructed, as in this figure, the images were
reflected about the midline.) Abbreviations: Aq, cerebral aqueduct; BIC,
brachium of the inferior colliculus; CoIC, commissure of the inferior colliculus;
PAG, periaqueductal gray matter; SC, superior colliculus; Teg, subcollicular
tegmentum. Large arrows and asterisks are referenced in the text.

any level, a main plexus appears in the rostral IC (Figures 4F,G,
red arrows), occupying a location comparable to that occupied
by the main plexus in case 462 (compare Figure 4F to Figure 3F,
red arrows). The density of terminal labeling within the plexus of
labeled axons in pars lateralis is not uniform. Particularly obvious
is a dense accumulation of terminals at some levels that appears to
almost bisect the elongated axonal plexus (Figures 4D,E,G, light
blue arrows).

PROJECTIONS INTO THE IC FROM THE LATERAL AND MEDIAL
SUPERIOR OLIVARY NUCLEI
One case with a BDA injection in the MSO and three cases
with injections in the LSO are presented in Figures 5–14. Two
of the LSO injections were located in the lateral limb. (Both
are included here in order to emphasize the consistency of the
results.) The third LSO injection was centered in the middle of
the nucleus. These four cases illustrate the pattern of olivary
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FIGURE 3 | Case 462c. (A–I) Reconstruction of the contralateral (left) IC after BDA injection in the right IC. Details as for Figure 2.

projections from the dorsal MSO and the lateral and middle parts
of both the ipsilateral and contralateral LSO (i.e., the parts of
these olivary nuclei that represent low and, to some extent, middle
frequencies).

Case 644 (Figures 5, 6, 7A,B)
In the horizontal plane, the injection site in this case (Figure 5K)
appears quite small, although it appeared to be elongated in the
dorsal to ventral dimension (along the track of the injection
pipette, not shown) and was visible in approximately the dor-
sal 50% of the MSO. Retrogradely labeled cells in the cochlear
nucleus were confined to the most rostral part of the anteroven-
tral cochlear nucleus (i.e., the spherical cell area) on both sides
and were most numerous ventrally, although labeled cells were
present in approximately the lower ¾ of the dorsal-to-ventral
extent of the nucleus. In horizontal sections through the dorsal

half of the ipsilateral IC, a labeled plexus of axons is located in pars
lateralis of the central nucleus (Figures 5A,B,F,H, blue arrows).
(A very few axon terminals were labeled in comparable sections
through the contralateral IC in this case. Their position mirrored
that of the most rostrally located axons on the ipsilateral side.)
In the most dorsal sections through the ipsilateral IC, the plexus
of labeled terminals extends caudomedially in an elongated strip
(Figure 5A, blue arrow). In transverse reconstructions (Figure 6),
the plexus of labeled axons and terminals has the appearance
of an elongated column (Figures 6B–H, bounded dorsally and
ventrally by dark blue arrows) that extends from a dorsal posi-
tion caudally (Figure 6B) to a relatively ventral position rostrally
(Figure 6H). Comparison of the appearance of the plexus in hor-
izontal and transverse sections suggests the shape of a long, bent
cylinder stretching from the rostroventral boundary of the IC to
its dorsocaudal pole.
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FIGURE 4 | Case 430c. (A–I) Photoshop drawings of transverse sections
through the contralateral (left) IC after a BDA injection in the right IC. Nine
evenly-spaced sections were matched to transverse atlas sections. As in the

other figures, the outlines of the atlas sections are shown in blue; the
outlines of the sections from case 430 are indicated by the black outlines
(e.g., small black arrows on panels A,C, and E). Other details as for Figure 2.

The plexus of labeled axons appears patchy, containing areas
with relatively dense accumulations of terminals (Figure 6E, light
blue arrow; Figures 7A,B, black arrows) as well as areas of
relatively sparse terminal labeling (Figures 5B,E, black arrows;
Figure 7A, open arrow). At some transverse levels, a thin “line”
of densely clustered terminals appears to run through the center
of the plexus (e.g, Figure 6E, light blue arrow).

Cases 618 and 652 (Figures 7C–F, 8A–F, and K–M, 9–12)
These two cases are considered together because the location of
the injection sites and the patterns of labeling are very similar.
In case 618, the injection site was mostly confined to the lateral
limb of the LSO (Figure 8L). Ventrally, however, the injection
extended slightly into the rostral part of the lateral nucleus of

the trapezoid body (LNTB) and the trapezoid body fibers that
run around and through it. Retrogradely labeled cells in the
ipsilateral medial nucleus of the trapezoid body (MNTB) were
lined up on the lateral boundary along its entire caudal-to-rostral
extent (e.g., Figure 8L). In the cochlear nuclei, labeled cells were
concentrated in the spherical bushy cell area on both sides and
were especially numerous rostrolaterally and ventrally. In addi-
tion, on the ipsilateral side only, scattered multipolar cells were
distributed throughout the ventral cochlear nucleus. A very few
small cells were labeled in the ipsilateral dorsal cochlear nucleus.
The injection site in case 652 (Figure 8M) was located in almost
exactly the same part of the LSO as that in case 618, but did not
appear to extend into the LNTB. The locations of labeled cells
in the ipsilateral MNTB (e.g., Figure 8M) and in the ipsilateral

Frontiers in Neural Circuits www.frontiersin.org March 2013 | Volume 7 | Article 29 | 13

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Cant Convergent inputs in CNIC

FIGURE 5 | Case 644, BDA injection in right MSO. (A–J) Photoshop
drawings of evenly-spaced horizontal sections through the top half of the
right (ipsilateral) IC. The most dorsal section is illustrated in panel (A); the
most ventral, in panel (J). The caudal aspect of the IC is oriented toward the
top of each section; the lateral direction is toward the left, and the midline is
at the right. Corresponding atlas levels are indicated on each section (K,L).
Horizontal sections through the right superior olivary complex. A BDA-reacted
section through the MSO is shown in panel (K). The large arrow indicates the

injection site; the smaller arrows indicate labeled cells in the MNTB (upper
arrow) and LNTB (lower arrow). The ventrally adjacent CO-reacted section is
shown in panel (L). Abbreviations: LNTB, lateral nucleus of the trapezoid
body; LSO, lateral superior olivary nucleus; MNTB, medial nucleus of the
trapezoid body; MSO, medial superior olivary nucleus; SPN, superior
paraolivary nucleus; VIIm, motor nucleus of the seventh nerve. Scale bar next
to panel (J) applies to panels (A–J); scale bar in panel (L) applies to panels
(K) and (L).

and contralateral ventral cochlear nuclei followed the same pat-
tern as in case 618, although the number of labeled cells was
greater. One potential complication in case 652 (and in case 631,
presented below) is that the injection pipette passed through
the IC itself on the way to the LSO. Its track can be seen as a
small spot of decreased cytochrome oxdase activity on sections
through the IC (cf. Cant and Benson, 2006). No anterograde
labeling of either cells or axons appeared to be associated with this
track.

The terminal plexus in the contralateral IC in both cases (618:
Figures 8A–C and 9; 652: Figures 8D–F and 11) occupies pars lat-
eralis of the central nucleus. The location of the plexus is similar
to that seen after the MSO injection (case 644, Figures 5A–J, 6)
except that the dorsal-to-ventral position of the plexus in case
618 appears to be shifted slightly ventrally relative to that in
case 644, and that in 652 appears to be shifted slightly ventrally
relative to that in 618. In the most dorsal sections, the labeled
plexus extends across the width of the IC (Figures 8A,D, blue
arrows). The labeled plexus in the ipsilateral IC in these cases

(618: Figures 8A–C and 10; 652: Figures 8D–F and 12) is in a
location similar to that on the contralateral side but is less exten-
sive, being almost absent at caudal levels (compare Figures 9A–C
to Figures 10A–C and Figures 11A–C to Figures 12A–C).

On both the ipsilateral and contralateral sides, the appear-
ance of the terminal plexus is patchy. Small areas containing
dense tangles of axon terminals (e.g., Figures 7C,D,F, black
arrows; Figures 9E,G; 10F; 11D,G; 12F, light blue arrows) are
interspersed among areas of relatively sparser terminations (e.g.,
Figures 7C,E, open arrows). At some levels an ipsilateral dense
patch appears to occupy a position comparable to the location of
a relatively empty space on the contralateral side (e.g., Figure 7C
compared to Figure 7D and Figure 7E compared to Figure 7F;
similar comparisons can be made of Figures 8B and 8E, thin black
arrows).

On the contralateral side in case 652 (and to a lesser extent on
the ipsilateral side) there is sparse but definite terminal labeling in
the ventral (i.e., high frequency) part of the IC (Figures 11, 12).
Caudally, the ventral axons appear to form interrupted stacks
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FIGURE 6 | Case 644i. (A–I) Reconstruction of the ipsilateral (right) IC after a BDA injection in the dorsal half of the right MSO. In this and also in Figures 9–12,
the main plexus of labeled axon terminals is indicated by the blue arrows positioned at its dorsal and ventral extremes. Details as for Figure 2.

(Figures 11C and 12C, thin magenta arrows), reminiscent of the
banding of LSO axons described by others (see “Discussion”).
Banding of inputs is less obvious in the more densely labeled dor-
solateral terminal field, although there is sometimes a hint of it
(e.g., Figure 7D, thin arrows; Figure 8E, ipsi, thin blue arrows).
In case 618, which otherwise exhibits almost the same labeling
pattern as that in case 652, axons in the ventral IC are not labeled
(with the exception of one tiny tuft on the ipsilateral side at atlas
level T640, Figure 10C, magenta arrow).

Case 631 (Figures 8G–J,N, 13, 14)
The apparent injection site in this case (Figure 8N) was consid-
erably smaller than those in cases 618 and 652. (It was more
comparable in size to that in case 644). It appeared to be mostly
confined to the middle of the LSO. In the transverse plane, the
LSO in the gerbil has the shape of a baby duck; the injection

site was located approximately at the duck’s neck. According to
maps of the adult gerbil LSO constructed by Sanes et al. (1989),
the frequency representation in this part of the IC would be
around 3–6 kHz. Ventrally, the injection site appeared to encroach
slightly on the lateral part of the LSO. As noted above, the
pipette in this case passed through the IC on its way to the
LSO, but no labeled axons or terminals were visible around the
location of the track. Retrogradely labeled cells in the MNTB
(e.g., Figure 8N) stretched along its caudal-to-rostral (and dorsal-
to-ventral) extent and the sheet of cells was centered at about
30–35% of its lateral-to-medial extent. As with cases 618 and
652, labeled cells were plentiful in the spherical bushy cell area in
the anteroventral cochlear nucleus on both sides but were shifted
dorsomedially with respect to those cases. In addition, scattered
cells (most likely, multipolar cells) were located throughout the
ipsilateral ventral cochlear nucleus.
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FIGURE 7 | Digital photographs of the rostrolateral IC in BDA-reacted

sections from case 644 (MSO injection) and cases 618 and 652

(LSO injections). (A) Case 644, ipsilateral IC at level H1720 (also
illustrated in Figure 5M). (B) Case 644, ipsilateral IC at level H1400
(also illustrated in Figure 5Q). (C) Case 618, contralateral IC at level
H1400 (also illustrated in Figure 8B). (D) Case 618, ipsilateral IC at
level H1400 (also illustrated in Figure 8B). (E) Case 652, contralateral
IC at level H1240. (F) Case 652, ipsilateral IC at level H1240. On all

panels, the filled black arrows indicate regions of relatively dense
terminal labeling, and open arrows indicate areas of relatively sparse
labeling. In panel (D), thin arrows point to a hint of banding (also
indicated on Figure 8B). In all cases, the lateral boundary of the IC is
to the right and the rostral boundary is toward the bottom. (Images of
the ipsilateral IC were reflected about the midline to facilitate
comparisons.) The brightness and contrast of the images were
manipulated using the levels function in Adobe Photoshop.

In the IC on both sides, a labeled terminal plexus lies in
the ventral part of pars lateralis (Figures 8I–J, blue arrows;
Figures 13C–G, black arrows; Figures 14E,F, black arrows) and
also extends out into the territory of the main intrinsic plexus
described above (Figures 12E–G, red arrows), where it forms
a truncated layer with a ventrolateral to dorsomedial tilt. The
axonal plexus in the ipsilateral IC is less widely distributed than
that on the contralateral side, especially at caudal levels (compare
Figures 13B–D [contralateral] to Figures 14B–D [ipsilateral]).
The extension of the plexus outside pars lateralis also appears
to be truncated compared to that on the contralateral side. For
example, the same point with respect to the atlas coordinates is
indicated by the red arrows in Figures 13E,F (contralateral side)
and the open red arrows in Figures 14E,F (ipsilateral side). In
general, the labeled plexus in case 631 appears to be less patchy
than those in cases 644, 618, and 652.

On both the ipsilateral and contralateral sides in case 631,
in addition to the heavily labeled plexus located in the middle
of the IC, a less dense axonal plexus occupies the same posi-
tion in the pars lateralis seen for the plexuses in cases 644, 618,
and 652 (Figure 8G, thin blue arrow; Figures 13E–F, 14E–F, blue
arrows). The presence of this lightly labeled plexus is most likely
accounted for by the fact that the injection site, although mainly
located in the middle of the LSO, probably also encroached on the
lateral LSO.

Comparisons among cases
Because all of the cases presented here were mapped onto a com-
mon set of coordinates, direct comparisons of labeling patterns

can be made at different levels through the IC. As examples,
a few of the possible comparisons at one transverse level are
presented in Figures 15A–C. These particular comparisons were
chosen to support the interpretation of the results developed in
the Discussion; they are representative of the results generally.
Figure 15A illustrates the region in which there was overlap of the
terminal plexuses in cases 460 and 462 (injections in contralat-
eral IC) at transverse level T960 (Figures 2E and 3E, respectively).
The black fill in this panel represents only those filled pixels which
were common to both of the cases. The important point is that
there is considerable overlap in the region of the main terminal
plexus (red arrow) and in the region of the lateral terminal plexus
(green arrow) but that very little overlap is evident between these
two plexuses (that is, in the pars lateralis, blue arrows). Reference
to Figures 2D,E and 3D,E (black arrows) confirms that labeled
axon terminals were located in pars lateralis in both of these cases
at this level; however, those in case 462 were located more dor-
sally than those in case 460 with the result that there was very little
overlap. In Figure 15B, the labeled terminal plexuses at level T960
from both sides in cases 618 and 652 (injections in lateral LSO) are
superimposed. The shape and general location of the pixels from
the four ICs combined (blue arrows) looks very similar to those
in each individual IC (i.e., Figures 9–12, T960, blue arrows).
Figure 15C illustrates the plexuses labeled in case 644 (MSO
injection, blue pixels) and case 631 (middle LSO injection, red
pixels). As for cases 618 and 652 (Figure 15B), the labeled axons
in case 644 and most of those in case 631 lie in pars lateralis (blue
arrows), but in case 631, a small extension into the central part
of the central nucleus is also present (red arrow). An important
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FIGURE 8 | (A–J) Photoshop drawings of evenly spaced sections through
part of the IC in 3 cases with BDA injections in the right LSO. (A–C) Case
652. (D–F) Case 618. (G–J) Case 631. Scale bar above panel (G) applies to
panels (A–J). Other details as for Figure 1. (K–N) Digital images of horizontal
sections through the right superior olivary complex that illustrate the
locations of the injection sites in the three cases (K). CO-reacted section
from case 652. (The section is ventrally adjacent to that illustrated in panel
(M). The sections illustrated in panels (L) and (N) were located at an
equivalent level.) Abbreviations: LNTB, lateral nucleus of the trapezoid body;

LSO lat, lateral limb of the lateral superior olivary nucleus; LSO med, medial
limb of the lateral superior olivary nucleus; MNTB, medial nucleus of the
trapezoid body; MSO, medial superior olivary nucleus; SPN, superior
paraolivary nucleus. (L) BDA-reacted section through the injection site in case
618. (M) BDA-reacted section through the injection site in case 652. (N)

BDA-reacted section through the injection site in case 631. In panels (L–N),
the white “X” indicates the approximate location of the center of the
injection site in the LSO. The black arrows indicate rows of labeled cell bodies
in the MNTB. Scale bar in panel (N) applies to panels (K–N).
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FIGURE 9 | Case 618c. (A–I) Reconstruction of the contralateral (left) IC after BDA injection into the right lateral LSO. The sections have been reflected about
the midline.

point is that the plexus in case 631 lies ventral to that in case
644 (and also to those in cases 618 and 652, compare Figure 15C
to Figure 15B). Figure 15D illustrates the cytochrome-oxidase
stained atlas section at level T960. The part of the IC with the
highest CO activity is highlighted in black. As described previ-
ously (Cant and Benson, 2005), this region of highest metabolic
capacity forms a crescent-shaped swath through the IC at middle
levels (as in this figure). The blue arrows indicate the dorsal and
ventral extent of the part of this crescent that I have referred to as
pars lateralis of the central nucleus.

DISCUSSION
The results provide new information about the organization of
the part of the IC that receives inputs from the LSO and MSO in
the gerbil. The discussion of the results is divided into three parts.

First, interpretation of the injection sites is examined. Second, a
working model of the basic organization of the gerbil IC is pre-
sented and compared to the more well-established models for the
rat and cat. Finally, I discuss the organization of one subdivision
of the central nucleus of the IC—the pars lateralis—in these three
species.

INTERPRETATION OF THE INJECTION SITES
BDA is an excellent anterograde tracer, but interpretation of
results is complicated by the fact that it can be transported to
terminal fields arising from axonal branches of neurons located
outside the injection site that send a separate branch into the
site (so-called “false anterograde” or “collateral” label; Chen
and Aston-Jones, 1998; see Discussion in Saldaña et al., 2009).
Because of this, the more that is known about the branching and
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FIGURE 10 | Case 618i. (A–I) Reconstruction of the ipsilateral (right) IC after BDA injection into the right lateral LSO.

projection patterns of the labeled neurons, the more convincing
the interpretation of the origin of any particular terminal field
can be.

The injection sites for the three cases with BDA in the IC
itself (Figures 1–4) were previously discussed in Cant and Benson
(2006). The arguments presented in that paper did not depend on
a precise definition of the effective uptake area in each case (the
center of the site being the most important consideration), nor
does it make much difference for the arguments presented here.
The sources of labeling after an injection into one IC have been
discussed in detail elsewhere (e.g., Saldaña and Merchán, 1992;
Malmierca et al., 2009). What is important for the purposes of
the present study is the shape and arrangement of the terminal
plexuses that are labeled, regardless of the source of the neurons
that give rise to them.

On the other hand, it is critically important to consider the
possible sources of terminals in the cases with injection sites
in the MSO or LSO. In all of these cases, spherical bushy cells
were labeled in the ventral cochlear nucleus on both sides, prin-
cipal cells were labeled in the ipsilateral MNTB, and cells were
labeled in the ipsilateral LNTB, all well-known sources of input
to the MSO and LSO (reviewed by Schofield, 2005). Neither the
bushy cells nor the MNTB principal cells project to the IC (Cant
and Benson, 2003; Schofield, 2005). The LNTB, however, does
project bilaterally to the IC (Schofield and Cant, 1992; Schofield,
2005), and it is not known whether the LNTB cells that project
to the MSO or LSO also project to the IC. Therefore, the LNTB
must be considered as a potential source of some of the termi-
nals labeled in all of the SOC-injection cases, especially in case
618 in which the injection site probably included a portion of
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FIGURE 11 | Case 652c. (A–I) Reconstruction of the contralateral (left) IC after BDA injection into the right lateral LSO. The sections have been reflected about
the midline.

the LNTB. Although it seems most likely that terminals con-
tributed by the LNTB would be substantially fewer than those
contributed by the MSO or LSO (where the injection sites are
centered), to my knowledge, this has not been demonstrated
experimentally.

In the ipsilateral cochlear nuclei in the cases with injection sites
in the LSO, multipolar cells are also labeled. A projection to the
LSO from multipolar cells is well-documented (e.g., Doucet and
Ryugo, 2003), and it appears to arise partly or exclusively from the
“planar” multipolar cells (or “T-stellate” cells; see Oertel et al.,
2011). Planar multipolar cells also project to the IC (reviewed
in Cant and Benson, 2003; Oertel et al., 2011), and although
it is not known whether the same neurons give rise to both
projections, it is possible that they do and that some of the antero-
gradely labeled axons in the cases described here arise from the

ventral cochlear nucleus rather than from the LSO. However, it
seems highly unlikely that LSO-projecting multipolar cells are a
major source of the labeled plexuses in the IC for several reasons.
First, cells in the cochlear nucleus labeled after IC injections (e.g.,
Cant and Benson, 2006) are much more numerous and, in gen-
eral, more densely packed than those in the LSO injection cases
described here, in which they are sparsely distributed. Second,
in IC injection cases (e.g., those described in Cant and Benson,
2006), in which multipolar cells are labeled in the VCN, there is
only sparse terminal labeling (if any) in the LSO on either side,
even in cases with very large numbers of labeled multipolar cells
in the VCN. This is evidence (albeit negative) that the multipolar
cells that project to the IC do not also project to the LSO. Finally,
Doucet and Ryugo (2003) noted that the main (or perhaps only)
projections from multipolar cells to the LSO were to its middle
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FIGURE 12 | Case 652i. (A–I) Reconstruction of the ipsilateral (right) IC after BDA injection into the right lateral LSO.

and high frequency parts; they did not see terminations in the
lateral (low frequency) limb of the LSO. Thus, injections in the
part of the LSO described in the present paper may be less likely
to include any terminations from multipolar cells that do hap-
pen to project to both the IC and LSO. In summary, both the
LNTB and VCN could be sources of some of the terminal labeling
described in the LSO injection cases described in this report, but
they are not likely to account for a substantial proportion of that
labeling.

One mystery that I do not have a good solution for is the source
of the relatively sparse terminations in the ventral IC in case 652.
The injection sites in the LSO in cases 652 and 618 appear very
similar, but only case 652 exhibits this labeling in the part of the
IC that represents high frequencies. Although present on both
sides, the ventral labeling is most prominent on the ipsilateral
side, which would seem to rule out the VCN as a source since,

in the gerbil, the ipsilateral projections from the VCN terminate
almost exclusively in the dorsal and rostral IC (Nordeen et al.,
1983; Cant and Benson, 2008). One possibility is that they are
from the LSO itself. The banded pattern certainly fits with this
possibility (see later Discussion), but the axons that leave the high
frequency part of the LSO do not pass through the low frequency
part (where the injection is; unpublished observations).

COMPARISON OF THE IC IN GERBIL TO THE IC IN RAT AND CAT
Loftus et al. (2008) argued that superficial differences in the
appearance of the IC among species may be the result of a differ-
ence in the proportion of collicular space devoted to a particular
functional region rather than to a fundamental difference in the
basic plan of organization. In the gerbil, a large proportion of
the IC appears to be devoted to frequencies below about 3 kHz
(e.g., Ryan et al., 1982; Harris et al., 1997), and the representation
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FIGURE 13 | Case 631c. (A–I) Reconstruction of the contralateral (left) IC
after BDA injection into the right middle LSO. The sections have been
reflected about the midline. In this and also in Figure 14, the black and red
arrows indicate the most heavily labeled axon plexus (referenced further in

the text). The blue arrows indicate a more lightly labeled (and more
dorsolaterally located) plexus. For this case only, each panel in the figures
represents an overlay of the labeled elements from two transverse sections
as indicated in the upper right corner of each. Other details as in Figure 2.

of middle and higher frequencies is consequently relatively com-
pressed. Allowing for this difference, the basic plan of the gerbil
IC appears to be like that of the cat and rat. To emphasize impor-
tant commonalities, I have used the nomenclature developed in
the rat and cat for the model presented below.

The present results, in combination with those previously
reported (Cant and Benson, 2006, 2007, 2008), form the basis
for the working model of the organization of the gerbil IC
presented in Figure 15, panels E–G. Schematic representations
at caudal (T640), middle (T960), and rostral (T1280) levels
(Figures 15E–G, respectively) illustrate the general appearance of
the subdivisions. The central nucleus (which is roughly defined
according to Cant and Benson, 2005, 2006) is itself divided into
two parts: a relatively dorsolateral and rostral part referred to as

pars lateralis (Figures 15E–G, blue fill) and a relatively ventro-
medial and caudal part (bounded by a dotted line) that itself
can probably be further subdivided (see below). Surrounding
these two parts of the central nucleus are a dorsal cortex, a
rostral cortex, an external cortex, (or lateral nucleus) and a ven-
trolateral nucleus. I have not attempted to illustrate boundaries
between these surrounding (or shell) regions; their more precise
delineation is a goal of continuing studies.

With the caveat that the relative volume devoted to different
frequency ranges is markedly different, the auditory midbrain
in rats and gerbils appears to be organized in much the same
way. Faye-Lund and Osen (1985) provided a detailed and sys-
tematic description of the rat IC. With several modifications
proposed by others and one new modification suggested below,
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FIGURE 14 | Case 631i. (A–I) Reconstruction of the ipsilateral (right) IC after BDA injection into the right middle LSO.

their parcellation applies to the gerbil as well. First, a rostral and
medial part of the IC that was included in the external cortex of
Faye-Lund and Osen (1985) is now recognized as a separate sub-
division and is referred to as the rostral cortex (e.g., Saldaña and
Merchán, 2005; Malmierca et al., 2011). This designation is also
appropriate for the gerbil. A second modification of the original
scheme for the rat is based on comparisons to the cat. Loftus et al.
(2008) noted that the external cortex along the lateral surface of
the rat IC is considerably thicker and more obviously laminar in
the rat compared to the cat. Their explanation for the difference
seems to apply to the gerbil as well. That is, with a relative expan-
sion of the low frequency representation in the cat compared to
that in the rat, the prominent third layer characteristic of the rat
external cortex (which they renamed the ventrolateral nucleus)
becomes displaced ventrally, where it forms a smaller ventrolat-
eral nucleus that is considered to be equivalent to the larger and

more extensive version in the rat. A ventrolateral nucleus can also
be identified in the gerbil (Cant and Benson, 2008).

I suggest one further modification to the rat scheme that
involves the delineation of the central nucleus. In the gerbil, the
central nucleus, if defined as the part of the IC with the high-
est relative CO activity (Cant and Benson, 2005, 2006), extends
almost all the way to the rostral and dorsal boundaries of the
IC. Unlike the location of the central nucleus as defined in the
rat, it is not confined to either the medial 2/3 or the caudal 2/3
of the IC and, in the lateral part of the IC, is not flattened in
the frontal plane. I suggest that the apparent difference between
the rat and gerbil can be reconciled by reconsidering the identi-
fication of the rostrolateral area that Faye-Lund and Osen (1985)
called the “lemniscal field” (and that they labeled LL, “like the
lemniscus itself”). Although “lemniscal field” may be an apt
description (this part of the IC is relatively heavily myelinated
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FIGURE 15 | (A–C) Comparisons of anterograde labeling patterns at one
transverse atlas level (T960). (A) Overlap between the labeled plexuses in
cases 460 and 462 (IC injections, Figures 2E and 3E). The black fill indicates
the pixels that were filled at this atlas level in both cases. There was
substantial overlap in the main plexus (red arrow) and the lateral plexus
(green arrow) but very little overlap in pars lateralis (dorsal and ventral extent
indicated by blue arrows). (B) Overlay of the reconstructions at level T960
from the ipsilateral and contralateral IC in cases 618 and 652 (injections in
lateral limb of LSO, Figures 9–12, panel E). Most of the labeled terminals and
axons in these 4 ICs overlap in pars lateralis (blue arrows). (C) Overlay of the
reconstructions at level T960 from the ipsilateral MSO in case 644 (from
Figure 6E, blue pixels) and the contralateral LSO in case 631 (injection in
middle LSO; from Figure 12E, red pixels). Most of the labeled terminals from
both cases lie in pars lateralis, but some terminals in case 631 also extend
into a more medial part of the central nucleus (red arrow) (D). Cytochrome

oxidase-reacted section at atlas level T960. The part of the IC with the
highest CO activity is highlighted in black (see Cant and Benson, 2005, 2006).
The blue arrows indicate the approximate dorsal and ventral boundaries of
the CO-dense area identified as pars lateralis (E–G). Schematic drawings of
the gerbil IC at three transverse levels: (E) T640, (F) T960, (G) T1280. The
blue fill indicates the approximate spatial extent of the pars lateralis of the
central nucleus in the gerbil as described in the text. The dotted outline
indicates the approximate boundaries of the rest of the central nucleus. For
each drawing, dorsal is toward the top and lateral is toward the right. The
lines behind the outlines of the sections indicate, from top (dorsal) to bottom
(ventral), the levels of horizontal atlas sections H1800, H1400, H1000, H600,
and H200. Abbreviations: CNIC, central nucleus of the inferior colliculus;
CoIC, commissure of the inferior colliculus; DC, dorsal cortex; EC, external
cortex; LL, lateral lemniscus; LN, lateral nucleus; PAG, periaqueductal gray
matter; RC, rostral cortex; SC, superior colliculus; VLN, ventrolateral nucleus.

and axons arising from the lemniscus do extend into this part
of the central nucleus—as well as into other parts), the choice
of the label “LL” implies that the area represents a dorsal con-
tinuation of the fiber bundle itself (although it is clear from
their figures that this is not the case). In fact, the dorsolateral
IC (the “lemniscal field”) is filled with neurons and terminals. In

contrast to the lateral lemniscus itself, which, like all fiber bun-
dles, exhibits relatively low CO activity, this part of the IC exhibits
CO activity as high or higher than any other part of the structure
(e.g., gerbil: Gonzalez-Lima and Jones, 1994; Cant and Benson,
2005; rat: Loftus et al., 2008; mouse: Gonzalez-Lima and Cada,
1994).
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A good agreement between the appearance of the central
nucleus in gerbils and rats is achieved if the rat’s lemniscal field is
incorporated into its central nucleus. A direct comparison can be
made between Figure 1 in the present report and the schematic
diagram in Figure 11 of Faye-Lund and Osen (1985). The blue
arrows in Figure 1 (panels A–C and G,H) point to the rostral
part of the central nucleus in the gerbil; the same relative loca-
tion is labeled “LL” on the middle panels in Faye-Lund and Osen’s
Figure 11, column 3. This is the part of the central nucleus in the
gerbil that represents low frequencies (Ryan et al., 1982; Brückner
and Rübsamen, 1995; Cant and Benson, 2008). The low frequency
representation is considerably smaller in the rat (Ryan et al.,
1988), but the relative location in the dorsolateral and rostral
IC appears to be consistent with the location of the lemniscal
field. In contrast to my interpretation as stated here, Gonzalez-
Lima and Jones (1994) in their survey of CO activity patterns
in the auditory nuclei of the gerbil apparently excluded the dor-
sal and rostral part of the central nucleus as we have defined
it and instead, following Faye-Lund and Osen (1985) labeled
that region the “lateral lemniscal field” (their Figure 10). Thus,
although there is agreement about the correspondence between
the lemniscal field in the rat and a part of the gerbil IC that has
high CO activity, I have concluded that both should be consid-
ered a part of the central nucleus, whereas Gonzalez-Lima and
Cada did not. My rationale for considering this to be a part of
the central nucleus is that the dorsal and rostral part of the IC
is where the lowest frequencies are represented and, as shown in
this paper, it is also the terminal zone of the projections from
the low frequency parts of the MSO and LSO. If this part of
the IC is excluded from the central nucleus, then the central
nucleus would not include a part of the structure involved in
low-frequency, binaural processing. Further justification for this
interpretation is based on comparisons to the cat as discussed in
the next section.

Oliver and Morest (1984), in their studies of the cat, were
the first to identify subdivisions in the central nucleus of the
IC. They defined three main parts based on the arrangement of
the fibrodendritic laminae characteristic of the central nucleus
in Golgi preparations. Their pars lateralis occupies the lateral
and dorsal part of the central nucleus and extends to its ros-
tral boundary where the fibrodendritic laminae assume a curved
shape. This is the same relative position occupied by the part of
the gerbil central nucleus that I have identified as pars lateralis
(Figure 15); the curved arrangement of the laminae is reflected
in a curved arrangement of inputs from the ventral parts of the
cochlear nuclei (i.e., the fibers representing low frequencies; Cant
and Benson, 2008). This part of the central nucleus exhibits high
levels of CO activity in both the gerbil (Figure 15D; also Cant and
Benson, 2005, 2007) and the cat (Loftus et al., 2008).

The rat central nucleus was not subdivided explicitly by Faye-
Lund and Osen (1985), but my conclusion, as discussed above, is
that they did actually define a lateral subdivision, that is, the area
they called the “lemniscal zone.” I suggest that this small zone is,
in fact, analogous to the proportionately much larger pars lateralis
in the cat and gerbil. In addition to the similar shape and position
in the IC, several other observations support this interpretation.
First, similar to the pattern in the gerbil, the dorsolateral and

rostral IC in the rat exhibits relatively high CO activity (unpub-
lished observations; a similar region of high metabolic capacity
is seen in the dorsolateral IC of the mouse, Gonzalez-Lima and
Cada, 1994; Willott, 2001). Also in common with the cat and
gerbil, the extreme dorsolateral part of the rat IC represents the
lowest frequencies processed by the rat (e.g., Ryan et al., 1988),
and is the target of projections from the MSO (Saldaña et al.,
2009).

The central nucleus of the IC is usually modeled as a stack of
layers representing successively higher frequencies from the top
(dorsal) to the bottom (ventral) of the stack (e.g., Merzenich and
Reid, 1974). In this sense, the pars lateralis could be taken to
represent the top layer(s) in the stack. In the caudal IC (e.g., as
schematized in Figure 15E), this description may fit, but moving
to middle and rostral levels (Figures 15F,G), this interpretation
does not seem appropriate because the pars lateralis, taken as a
whole, does not have the shape of a disk-shaped layer at the top
of a stack. Rather it takes on the shape of a long bent cylinder
that extends upward from the rostroventral boundary of the IC,
curving caudally and dorsally and finally extending medially just
beneath the dorsal surface of the IC. The same shape is seen in
the part of the central nucleus of the cat that is activated by a
500 Hz tone (2-deoxyglucose studies, Brown et al., 1997, their
Figure 5A). and, to some extent, in the more dorsal (low fre-
quency) laminar plexus reconstructed in three dimensions in the
guinea pig (Malmierca et al., 1995). This apparent divergence
from the more orderly stacks that characterize most of the cen-
tral nucleus could be the reason why Merzenich and Reid (1974)
observed that the “series of stacked disks” in the cat appear to be
“simultaneously toppling rostrally and laterally.”

PARS LATERALIS OF THE CENTRAL NUCLEUS IS A MAJOR TARGET OF
LOW-FREQUENCY, BINAURAL INPUTS
Oliver and Morest (1984) raised the possibility that each subdi-
vision of the central nucleus plays a different functional role in
auditory processing. The unique neuroanatomical organization
of pars lateralis suggests that it is primarily involved in integrat-
ing binaural inputs from the superior olivary complex and the
cochlear nuclei. Further, the pars lateralis may project to a part
of the ventral division of the medial geniculate nucleus separate
from the projections of other parts of the central nucleus (Cant
and Benson, 2007).

Input from the superior olivary complex
Henkel and Spangler (1983) demonstrated that the axons aris-
ing from the MSO in the cat terminate in only a part of the
central nucleus, and they suggested that the terminal field might
be restricted mainly to the pars lateralis. Their results were cor-
roborated by Oliver et al. (1995), who further demonstrated that
up to 36% of the excitatory terminals (i.e., terminals with round
synaptic vesicles) in pars lateralis originate in the MSO. Indeed,
several studies in the cat include cases in which a large majority
(up to greater than 90%) of labeled cells are located in the MSO
after small injections of a retrograde tracer in the lateral central
nucleus (Roth et al., 1978; Brunso-Bechtold et al., 1981; Aitkin
and Schuck, 1985; Loftus et al., 2010). In our studies in the ger-
bil, labeled cells in the MSO were always accompanied by labeled
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cells in the LSO and cochlear nuclei (Cant and Benson, 2007),
but our injections were not as small as those in the studies cited
above. The results of the small injections are consistent with the
view that the IC laminae are made up of a mosaic of anatomi-
cally (and, therefore, functionally) distinct areas (e.g., Oliver and
Huerta, 1992; Loftus et al., 2010). (The larger injections most
likely include a number of the small areas and so could mask any
specificity of connections).

In the cat, terminations from the MSO, even from its ventral-
most part, do not extend all the way into the ventral part of the
central nucleus (Henkel and Spangler, 1983). The results of our
retrograde tracing experiments suggest that the same is true for
the gerbil, as the MSO never contained more than a few labeled
cells (if any) when the injections were in the ventral IC (Cant and
Benson, 2006). In the cat, cells in the ventral MSO may terminate
in pars centralis of the central nucleus (suggested on the basis
of the patterns illustrated by Henkel and Spangler, 1983, their
Figure 11 and by Loftus et al., 2004, their case 56). The pars cen-
tralis appears to be proportionately much smaller in the gerbil
than in the cat, and it is difficult to come to a conclusion about its
input from the MSO in the gerbil. The MSO in the gerbil appears
to be heavily biased toward the lower frequency range (i.e., below
about 3 kHz) based on patterns of 2-deoxyglucose uptake during
tonal stimulation (Ryan et al., 1982), and it is possible that termi-
nations from the MSO in the gerbil are confined entirely to the
pars lateralis.

Both our retrograde results (Cant and Benson, 2006) and the
anterograde results presented here suggest that the inputs from
the ipsilateral and contralateral LSOs overlap extensively with
the inputs from the MSO in the pars lateralis as a whole, but
that at a local level, the inputs from these sources are not dis-
tributed homogeneously. In the two cases with tracer injections
in the lateral limb of the LSO (cases 618 and 652), the ipsilateral
and contralateral inputs appear to form complementary termi-
nal fields at some (but not all) levels. This is compatible with the
findings of Loftus et al. (2004, 2010) in the cat that the inputs
from the ipsilateral MSO and LSO appear to overlap locally in
parts of the central nucleus that do not receive input from the
contrateral LSO. (It is not known whether the excitatory and
inhibitory projections from the ipsilateral LSO [e.g., Saint Marie
et al., 1989] are distributed differentially.) Like the MSO, both
LSOs contribute a significant number of the excitatory inputs to
the parts of the central nucleus in which they terminate. Oliver
et al. (1995; Oliver, 2000) estimated that the contralateral LSO
contributes up to 18% of the excitatory terminals in some parts
of the central nucleus and that the ipsilateral LSO can contribute
up to 26% of the excitatory terminals. However, given the results
of Loftus et al. (2010; also the present results), it is not likely
that both LSOs contribute a maximum number of synapses to a
given patch of neuropil. The ipsilateral LSO also sends inhibitory
projections to pars lateralis of the central nucleus, where it can
account for up to 26% of the terminals with pleomorphic vesicles
(Oliver et al., 1995). Additional inhibitory input to the dorso-
lateral central nucleus arises in the periolivary nuclei as well as
in the nuclei of the lateral lemniscus (e.g., Whitley and Henkel,
1984; Saint Marie and Baker, 1990; Bajo et al., 1999). In the ger-
bil, this part of the central nucleus appears to be a major target

of the dorsal nuclei of the lateral lemniscus (Cant and Benson,
2006).

Input from the cochlear nuclei
In addition to the dense terminal plexuses formed by the inputs
from the superior olivary complex, the lateral part of the central
nucleus also receives substantial inputs from both the ipsilateral
and contralateral cochlear nuclei. In fact, the pars lateralis is the
main, if not the only, target of the ipsilateral cochlear nucleus in
both cats (Oliver, 1987) and gerbils (Nordeen et al., 1983; Moore
and Kitzes, 1985; Cant and Benson, 2006, 2008). In the gerbil,
the inputs arise from both the ventral and dorsal cochlear nuclei
(Nordeen et al., 1983; Cant and Benson, 2006, 2008). In the cat,
only the ventral cochlear nucleus appears to contribute substan-
tially to the projection (Oliver, 1987). The difference could be
related to the relatively compressed low frequency representation
in the cat dorsal cochlear nucleus (Spirou et al., 1993), espe-
cially when compared to that of the gerbil (Hancock and Voigt,
2001).

Like the inputs from the superior olivary complex, the inputs
from the cochlear nuclei are not distributed homogeneously
throughout their terminal zone, and the patchy inputs from the
ipsilateral and contralateral sides may not fully overlap (Cant
and Benson, 2008). The inputs from the cochlear nuclei form
their densest terminations in the same part of the central nucleus
that receives the inputs from the superior olivary complex (based
on comparing the plots in Moore and Kitzes [1985] with those
in Cant and Benson [2008] with those in the present results).
Although the projections from the ipsilateral dorsal and ventral
cochlear nuclei arise from a relatively small number of neurons
(e.g., Nordeen et al., 1983), they form a relatively dense terminal
field in the pars lateralis (Cant and Benson, 2008). Oliver (1984,
1985, 1987, 2000) found that the ipsilateral anteroventral cochlear
nucleus can account for up to 18% of the excitatory terminals in
the pars lateralis, whereas the contralateral anteroventral cochlear
nucleus can account for up to 13% and the contralateral DCN, for
up to 11%. Presumably, there is an additional contribution from
the posteroventral cochlear nucleus, which also projects to pars
lateralis (Cant and Benson, 2007, 2008).

Directions for further study: synaptic organization within pars
lateralis
A major goal of neuroanatomy is to discover how specific popu-
lations of neurons are interconnected. The more precisely specific
cell types can be defined in terms of their synaptic organization
and projection patterns, the more useful the anatomical data will
be for interpreting the results of physiological studies. For this
reason, it is important not only to understand the circuitry but
also to understand how the components are organized within
the three-dimensional space of the structure under considera-
tion. In the cochlear nuclei, tremendous progress has been made
in correlating structure and function (reviewed, e.g., by Romand
and Avan, 1997), in large part because of the physical segrega-
tion within the nucleus of many of the main cell types. In the
central nucleus of the IC, progress is being made in identifying
anatomically distinct cell types (e.g., Ito and Oliver, 2012), but
these cell types are less obviously segregated within the structure.
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However, in many instances, the terminal fields formed by axons
projecting from various sources into the central nucleus do
appear to be partially or completely segregated from each other
in some parts of the central nucleus and to converge in various
combinations in others. Thus, precise mapping of the terminal
fields of the inputs from the different sources can serve to con-
strain hypotheses about the circuitry in each region. The inputs
to the gerbil IC from the LSO and MSO appear to intersect with
each other and with the inputs from the cochlear nucleus (Cant
and Benson, 2008) in a complex way with the potential for seg-
regation of some of the inputs and overlap of others within the
confines of this one subdivision. The pars lateralis is the part of
the central nucleus in the cat that contains neurons sensitive to
interaural delays (Semple and Aitkin, 1979), and the connections
(as discussed above) suggest that the same would be true for the
gerbil. Thus, the convergence in pars lateralis from most of the
main sources of ascending excitatory input to the IC combined
with a non-homogeneous distribution of the terminations sug-
gests the potential for a number of different types of processing
units within this one subdivision devoted to binaural integration.
The pars lateralis gives rise to projections to at least two differ-
ent regions within the ventral division of the medial geniculate
nucleus (Cant and Benson, 2007), and it is quite possible that

the projections arise from different cell populations with different
complements of synaptic inputs.

A particularly important concept for guiding studies of the
organization of the IC at the level of individual circuits is the
concept of the “synaptic domain,” first articulated by Oliver
and Huerta (1992). The central idea is that embedded within
the frequency band laminae characteristic of the central nucleus
is some number of functional modules, potentially definable
on the basis of unique sources and arrangements of inputs
and outputs. This is an attractive idea and evidence for it has
been discussed in some detail by Oliver and colleagues (e.g.,
Oliver, 2000, 2005; Loftus et al., 2010). Given the wealth of pos-
sibilities for interactions among ascending sources within the
pars lateralis, it seems like a particularly interesting part of the
IC for continuing studies based on the hypothesis of synaptic
domains.
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The barn owl is a well-known model system for studying auditory processing and sound
localization. This article reviews the morphological and functional organization, as well
as the role of the underlying microcircuits, of the barn owl’s inferior colliculus (IC). We
focus on the processing of frequency and interaural time (ITD) and level differences
(ILD). We first summarize the morphology of the sub-nuclei belonging to the IC and their
differentiation by antero- and retrograde labeling and by staining with various antibodies.
We then focus on the response properties of neurons in the three major sub-nuclei of
IC [core of the central nucleus of the IC (ICCc), lateral shell of the central nucleus of the
IC (ICCls), and the external nucleus of the IC (ICX)]. ICCc projects to ICCls, which in turn
sends its information to ICX. The responses of neurons in ICCc are sensitive to changes
in ITD but not to changes in ILD. The distribution of ITD sensitivity with frequency in ICCc
can only partly be explained by optimal coding. We continue with the tuning properties of
ICCls neurons, the first station in the midbrain where the ITD and ILD pathways merge
after they have split at the level of the cochlear nucleus. The ICCc and ICCls share similar
ITD and frequency tuning. By contrast, ICCls shows sigmoidal ILD tuning which is absent
in ICCc. Both ICCc and ICCls project to the forebrain, and ICCls also projects to ICX, where
space-specific neurons are found. Space-specific neurons exhibit side peak suppression
in ITD tuning, bell-shaped ILD tuning, and are broadly tuned to frequency. These neurons
respond only to restricted positions of auditory space and form a map of two-dimensional
auditory space. Finally, we briefly review major IC features, including multiplication-like
computations, correlates of echo suppression, plasticity, and adaptation.

Keywords: sound localization, central nucleus of the inferior colliculus, auditory, plasticity, adaptation, interaural

time difference, interaural level difference, frequency tuning

INTRODUCTION
The barn owl (Tyto alba) is a nocturnal hunter. These birds are
able to approach distant targets under dim illumination and in
complete darkness with high accuracy and precision (Payne, 1962,
1971; Konishi, 1973a,b; Hausmann et al., 2008; Singheiser et al.,
2010b). They mainly use auditory information for prey capture,
and are established as a well-known model system for the study
of sound localization. The hearing range of barn owls covers fre-
quencies from 0.2 to 12 kHz. This is rather narrow compared with
mammals but broad in comparison with other birds. The lowest
thresholds are found between 4 and 8 kHz (Konishi, 1973b; Dyson
et al., 1998).

The outstanding auditory capabilities of these animals are
mediated by morphological as well as neuronal specializations.
For example, the facial ruff functions as a sound collector and
amplifier guiding the incoming sound to the ear openings (Payne,
1971; Coles and Guppy, 1988). The facial ruff also enhances
the directionality of the ears (Von Campenhausen and Wagner,
2006; Hausmann et al., 2009, 2010). This enhanced direction-
ality improves the representation of the main behavioral cues
involved in sound localization: interaural time differences (ITDs)

and interaural level differences (ILDs). ITDs change almost exclu-
sively with azimuth. The asymmetrically arranged ears of the barn
owl cause ILDs in the high frequency range to change along an
axis that is inclined toward the horizontal plane (Moiseff, 1989a,b;
Von Campenhausen and Wagner, 2006). The importance of ITDs
and ILDs for sound localization was demonstrated in behav-
ioral studies with virtual auditory stimuli replayed to the owls
via headphones (Moiseff and Konishi, 1981; Saberi et al., 1998;
Egnor, 2001; Poganiatz and Wagner, 2001; Poganiatz et al., 2001;
Hausmann et al., 2009, 2010).

The inferior colliculus (IC) is a central processing unit through
which almost all auditory information must pass before it can
reach the more central nuclei in both mammals and birds (Caird,
1991; Covey and Carr, 2005). The correct anatomical term for
the avian homolog of the IC is mesencephalicus lateralis dor-
solis (MLd). In line with the owl literature since the study of
Knudsen (1983), we shall use the term IC. Much more is known
about the mammalian IC than the avian IC. On the other hand
the barn owl IC shows some specializations that make it inter-
esting for comparative studies on the anatomy and function of
the auditory system. This review concentrates on the morphology
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and physiology of the barn owl IC. While reviews on specialized
issues are available (Wagner, 2004; Takahashi, 2010; Ashida and
Carr, 2011), a comprehensive overview over the different aspect
of computations in barn owl IC is missing. We shall introduce the
auditory pathway and then describe the different sub-nuclei of
the IC before we turn to the physiological response characteristics
and the relevant computational steps in each sub-nucleus of IC.

THE AUDITORY PATHWAY
The auditory pathway of the barn owl corresponds to the gen-
eral pathway found in birds. However, the nuclei are enlarged in
size (Kubke et al., 2004; Guitiérez-Ibáñez et al., 2011). This holds
especially for the IC. The IC is a major relay and processing sta-
tion for acoustic information and two distinct projections emerge
from its central nucleus (Arthur, 2005).

The sounds arriving at the two ears are first decomposed into
frequency components at the basilar papilla of the cochlea (Köppl
et al., 1993). This frequency decomposition creates narrow band-
pass filters. The fibers of the 8th nerve receive input from auditory
hair cells and send their axons to the cochlear nucleus. In birds,
the cochlear nucleus consists of two parts: the laterally positioned
nucleus angularis (NA) and the medially lying nucleus magnocel-
lularis (NM) (see Figure 1 for a scheme of the auditory pathway).
Each auditory nerve fiber bifurcates into two main collaterals,
one of which terminates in NA and the other in NM (Carr and
Boudreau, 1991). Both the hair cells and the fibers of the 8th
nerve are narrowly tuned to frequency. While the 8th nerve fibers

FIGURE 1 | Auditory pathway. The afferent auditory pathway is
schematically illustrated starting from the auditory nerve upstream to the
optic tectum (OT) where the auditory and visual maps merge. Nuclei
mentioned in black transmit only ITD information (black solid lines) whereas
nuclei indicated in white underlie processing of ILDs and their precursors
only (dashed lines and italics). Nuclei shown in gray are involved in the
processing of both ITD and ILD information.

carry information about both the timing and level of the stimulus,
information about these two cues splits at the synapses between
the 8th nerve fibers and the cells in the cochlear nuclei, so that
the neurons of NA carry precise information about stimulus level
while cells of NM carry precise information about stimulus tim-
ing (Sullivan and Konishi, 1984). In other words, the NA is the
starting point of the so called intensity pathway, processing infor-
mation to compute, and represent ILD, while NM is the first
nucleus in the time pathway, processing information to compute
and represent ITD (Moiseff and Konishi, 1983). Iso-ITD lines
and iso-ILD lines do not run parallel, but are inclined to each
other in three-dimensional space. Such a spatial outlay is equiva-
lent to independence in mathematics. The two non-overlapping
pathways guarantee independent processing. The information
converges in the IC (Adolphs, 1993a), where the construction of
a two-dimensional map of auditory space starts (Takahashi et al.,
1984).

Information about stimulus level is encoded in the spike rates
of NA neurons that exhibit a large dynamic range (Sullivan and
Konishi, 1984; Köppl and Yates, 1999). Information from NA
reaches the contralateral dorsal lateral lemniscal nucleus pars pos-
terior (LLDp, previously referred to as VLVp, Figure 1). Binaural
interactions occur in LLDp and as a consequence, the response of
the neurons varies with ILD. Timing information in NM is pre-
served by locking the temporal occurrence of action potentials to
the stimulus phase (Sullivan and Konishi, 1984; Köppl, 1997b).
Phase-locking in the barn owl occurs up to frequencies of about
9 kHz (Köppl, 1997a) or at least one octave higher than in other
laboratory animals. NM projects to both ipsi- and contralateral
nucleus laminaris (NL) (Takahashi and Konishi, 1988a,b). NL is,
therefore, the first site in the auditory pathway where input from
both hemispheres converges. The axons originating in NM form
delay lines and contact arrays of coincidence detector neurons in
NL (Carr and Konishi, 1988, 1990). The organization of NL is
very similar to what was originally proposed by Jeffress (1948).
Coincidence detector neurons fire maximally when information
from both sides arrives simultaneously within a short time win-
dow. Because the delay lines compensate individual interaural
delays in a space-dependent manner, information is converted
from a time code into a place code in NL. Laminaris neurons
project to both, the contralateral LLDa (previously referred to as
VLVa) (Takahashi and Konishi, 1988b) and the core of the central
nucleus of the IC (ICCc) (Moiseff and Konishi, 1983). Neurons
in the ICCc project contralaterally to the lateral shell of the cen-
tral nucleus of the IC (ICCls) (Takahashi et al., 1989), where the
time and the intensity pathways converge (Adolphs, 1993b). From
ICCls, information is sent ipsilaterally to the external nucleus of
the IC (ICX), where so called space-specific neurons represent
the location of a sound source (Knudsen and Konishi, 1978a) by
their combined sensitivities to ITD and ILD. Space-specific neu-
rons in the ICX are arranged in a topographic manner to create a
two-dimensional map of auditory space.

From ICX the information is projected to the optic tectum
(OT) where the auditory map merges with the visual map from
the retina to create a multisensory map of space (Knudsen and
Knudsen, 1983). This midbrain pathway (ICC-ICX-OT) is the
pathway that subserves precise sound localization (Cohen and
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Knudsen, 1999; Vonderschen and Wagner, 2009; Singheiser et al.,
2010b). An additional pathway, the forebrain pathway, also orig-
inates in the ICC. ICC neurons project to the thalamic nucleus
ovoidalis (NO) (Proctor and Konishi, 1997; Cohen and Knudsen,
1998; Arthur, 2005). Upstream of NO, information is further
propagated to Field L (Cohen et al., 1998) and to the auditory
arcopallium (AAr) (Cohen and Knudsen, 1995, 1998). In these
nuclei, neurons show a broader frequency tuning than in ICX.
Specifically frequencies below 3 kHz, which are missing in the
midbrain pathway, are represented (Pérez and Peña, 2006; Pérez
et al., 2009; Vonderschen and Wagner, 2009). No map of audi-
tory space could be found in the forebrain (Cohen and Knudsen,
1995, 1996). ITD tuning curves are differently shaped and rep-
resent auditory space coarsely (Vonderschen and Wagner, 2009,
2012). Therefore, the forebrain pathway seems to be involved in
coarse rather than precise sound localization.

THE MORPHOLOGY OF THE INFERIOR COLLICULUS
The IC and its subdivisions were originally described by Knudsen
(1983). This author distinguished a central nucleus (ICC), an
external nucleus (ICX), and a superficial (ICS) nucleus on the
basis of their cyto- and myeloarchitecture as well as the connec-
tivity and physiological response properties. By using different
stainings (Nissl, Golgi, fiber, and myelin stains), Knudsen (1983)
further subdivided the ICC into a dorsal and a ventral part,
ICCd, and ICCv, respectively. However, no evidence for func-
tional relevance of the latter differentiation has been found so far.
Knudsen (1983) also noted that auditory information ascending
from the lateral lemniscal nuclei exclusively enters the ICC, and
not ICX or ICS.

In a different approach Takahashi and Konishi (1988a) used
anterograde (tritiated [3H]-proline) and retrograde [horseradish
peroxidase (HRP)] labeling to uncover the projections of lower
brainstem nuclei like NM, NL, and NA to the IC. Labeling of
the rostral part of ICC was observed after injections of [3H]-
proline into NL. The horizontal level of labeled fibers depended
on the injection site along the tonotopic axis of NL: when pro-
line was injected in low best frequency regions of NL, the staining
occurred in dorsal regions of ICC whereas proline injections in
high frequency regions resulted in more ventral staining in ICC
giving a hint of a tonotopy of frequencies that is maintained from
NL to ICC (see Takahashi and Konishi, 1988a; their Figure 8).
In contrast to the tonotopy, no evidence for topography could
be found in ICC, when proline was injected at different dorso-
ventral positions at similar antero-posterior positions of NL: the
labeling in ICC was indistinguishable from each other. In retro-
spect it seems that these injections might have been too large,
because it is now known that NL contains a map of ITD in its
dorso-ventral extent (Sullivan and Konishi, 1986) that is reflected
in an equivalent map in the antero-posterior direction in ICC
(Wagner et al., 1987).

When Takahashi and Konishi (1988a) analyzed the labeling in
ICC produced by injections of proline, they observed that the
terminal field of NL in ICC forms a vertical “core” restricted to
the rostral 40% of the ICC. Their core-region involved both the
laminated as well as the non-laminated parts of ICC that were pre-
viously described by Knudsen (1983). Injecting the retrogradely

transported HRP into the ICC resulted in labeled somata pre-
dominantly in NL. The sub-nucleus of the ICC that receives NL
input was termed the ICCc.

When proline was injected into the NA of the owls, it was
anterogradely transported to the contralateral ICC as well as
to other brainstem nuclei like the contralateral LLDp (VLVp).
[3H]-proline labeling in ICC was present throughout the nucleus.
While caudally the whole nucleus was labeled, from about 0.4 of
the total length of IC in reference to the caudal pole, the labeled
field split in two regions. Takahashi and Konishi termed this
region the “shell” of the ICC (for further details see Takahashi
and Konishi, 1988a, their Figure 13). Nowadays, the shell of the
ICC is further divided into a medial shell (ICCms) and a lat-
eral shell (ICCls) (Takahashi et al., 1989; Wagner et al., 2003).
Takahashi and Konishi (1988a) demonstrated that the terminal
fields of NA and NL seem to be largely non-overlapping, support-
ing the hypothesis that ITD (via NL to ICCc) and ILD (via LLDp
to ICCls) were processed in parallel non-overlapping pathways.

A further study on the anatomy of the IC subdivisions and
neighboring structures was carried out by Wagner et al. (2003).
These authors used antibodies directed against several substances
(e.g., tyrosine hydroxylase, γ-amino butyric acid (GABA)Aβ,
dopamine- and cyclic AMP regulated phosphor protein (DARPP-
32), calretinin and calbindin) as well as somata staining with cre-
syl violet and fiber staining using the Gallyas procedure. Wagner
et al. (2003) discriminated eight different structures belonging to
the three IC subdivisions (ICC, ICX and ICS) as well as the neigh-
boring OT. The periventricular tectal layers 15a and 15b could be
well stained with all antibodies used in the study. All antibod-
ies tested in the study sufficiently marked the boundary between
the tectal layer 15a and the ICX. The DARPP-32 antibody caused
much more darkly labeled somata in ICX than in ICCls. In addi-
tion Rodriguez-Contreras et al. (2005) demonstrated exclusive
expression of calcium/calmodulin-dependent protein kinase II in
ICX. Antibodies against calbindin and calretinin clearly marked
the neurons of ICCc (Figure 2). None of the antibodies was
sufficient to delineate the border between ICCls and ICCms.

THE CORE OF THE CENTRAL NUCLEUS OF THE INFERIOR
COLLICULUS (ICCc)
TUNING PROPERTIES OF ICCc NEURONS
ITD tuning is observed across the entire dorso-ventral extent of
ICCc (Wagner et al., 1987, 2002, 2007; Takahashi et al., 1989;
Wagner and von Campenhausen, 2002; Bremen et al., 2007). The
responses of the neurons in ICCc are phase ambiguous within the
physiological range of ITDs (Figure 3A). This response pattern
occurs to stimulation with both broadband noise as well as with
pure tones. The heights of the peaks in the ITD tuning curve are
all comparable. Thus, it is impossible to discriminate a main peak
from the side peaks when information about only a single neu-
ron is available (for a possible discrimination in the case of many
neurons tuned to different frequencies, see below). Since all peaks
have similar heights, side peak suppression does not occur in
these neurons. The distance between the ITD peaks corresponds
to about 1/best or characteristic frequency (BF/CF) for noise/pure
tone stimulation (Wagner et al., 1987, 2002, 2007; Wagner, 1990;
Fujita and Konishi, 1991). Due to this cyclic tuning with similar
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FIGURE 2 | IC anatomy. A horizontal section through IC with the four
important sub-nuclei. Photograph from a staining with Calbindin.
V, ventricle; a, anterior; m, medial.

heights of the ITD peaks, ICCc neurons represent the phase dif-
ference between sounds arriving at the left and right ears. Since
these phase differences correspond to more than one ITD, ICCc
neurons show phase-ambiguity to ITD stimulation and cannot
signal the azimuthal position of the sound source unambigu-
ously. Note that this holds, although the mechanism underlying
the detection of the phase difference is based on delays (Wagner,
2004; Ashida and Carr, 2011). The core of the ICC is tonotopi-
cally organized, with low frequencies represented in the dorsal
region of the nucleus and high frequencies ventrally (Wagner
et al., 1987, 2002, 2007; Takahashi et al., 1989). When electrode
penetrations are made perpendicular to iso-frequency laminae
in ICCc, recorded neurons share one common best ITD, the so
called array-specific ITD. The array-specific ITD corresponds to
the slope of the regression line in phase-frequency plots and rep-
resents ipsilateral locations in ICCc (Wagner et al., 1987, 2007).
The array-specific ITD also corresponds to the main peak in the
ITD tuning curve in most cases. Furthermore, array-specific ITDs
are mapped and represent the entire auditory space of the barn
owl (Wagner et al., 1987, 2007; Takahashi et al., 1989).

ITD coding in the IC of mammals differs from that observed
in the IC of the barn owl (McAlpine et al., 2001; Wagner et al.,
2002, 2007; Harper and McAlpine, 2004). In small mammals, the
steepest slopes of many ITD curves cross 0 μs ITD, while this
is not the case in the barn owl. Harper and McAlpine (2004)

FIGURE 3 | ITD tuning. Shown are examples of the variations of the
normalized responses with ITD of neurons located in different sub-nuclei of
the IC. The stimulus for collecting these tuning curves was broadband
noise. ITD tuning is periodic in the ICCc with the distance of the peaks
reflecting the best frequency of the neuron (A). All peaks have a similar
height. A similar tuning is observed in the cells of the ICCls (B). By contrast
in the responses of the cells of the ICX one peak, the main peak, is clearly
dominant compared to the other peaks, the side peaks (C).

proposed a model of optimal ITD representation. According to
this model, the representation of ITD depends on frequency. The
representation above a frequency whose period is smaller than
twice the physiological ITD range (about 2–2.5 kHz in the barn
owl) is map-like. The experimental data collected from the high
frequency region in the barn owl’s IC are in agreement with this
theory. By contrast, certain interaural phase differences are pre-
ferred for lower frequencies in the model. For example, the model
did not produce any data points from −0.5 to −0.25 and +0.25
to 0.5 mean interaural phase difference in the low-frequency
range. The data from ICCc in the low-frequency region show a
distribution with a preference for 0 mean interaural phase differ-
ence (Figure 4). The similarity with the theoretical prediction is
limited, if the plot shown in Figure 4 is compared with the corre-
sponding plot (Figure 2D) in the paper by Harper and McAlpine
(2004). A two-dimensional cross-correlation between the model
data and the experimental data revealed that not more than 20%
of the data can be explained by the theory. This low explana-
tory power of the model seems to be mainly due to the existence
of experimental data points from −0.5 to −0.25 and from 0.25
to 0.5 mean interaural phase difference which are absent in the
model data. Additionally, best ITDs were observed that not only
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FIGURE 4 | Distribution of interaural phase difference in low-best

frequency neurons of ICCc. Distribution of 251 data points. Interaural
phase differences were calculated from interaural time differences by first
restricting the mean interaural phase differences to a range from −0.5 to
0.5 cycles by phase wrapping and then take the absolute value. A binwidth
of 0.0625 and of 268 Hz was chosen to make the data comparable to the
model data of Harper and McAlpine (2004).

lie outside the physiological ITD range (Wagner et al., 2002, 2007;
Singheiser et al., 2010a) but also outside the so called π-limit
(Wagner et al., 2007). The functional significance of the ITDs
outside the physiological ITD range in the barn owl remains elu-
sive. Neither the model of slope coding (McAlpine et al., 2001;
Brand et al., 2002; Hancock and Delgutte, 2004; Harper and
McAlpine, 2004; Siveke et al., 2006; Wagner et al., 2007) nor the
stereausis model (Singheiser et al., 2010a) could account for these
peaks.

The entire frequency spectrum of the barn owl’s hearing
range (0.2–12 kHz, Wagner et al., 2002, 2007) is represented in
ICCc. Iso-intensity frequency tuning curves (hereafter referred
as to frequency tuning curves) are typically symmetric and nar-
rowly tuned (Q10 dB = 1–14; Knudsen, 1984), single peaked
with steep slopes on both the low- and high frequency flanks
of the peak (Figure 5A). Frequency tuning widths measured at
half-height of the frequency tuning curves are positively cor-
related with BF for both binaural (Wagner et al., 2002) and
monaural stimulation. Nonetheless, the quality factor of fre-
quency tunings (ratio of tuning width to BF) decreases with BF
(Wagner et al., 2002). Generally, frequency tuning widths are on
average one octave for neurons having BFs <1 kHz and about
1/3 octave for neurons having higher frequencies (Wagner et al.,
2002). Moreover, no significant differences between BFs in the
ipsi- and contralateral inputs of ICCc have been observed, at
least for neurons in the low-frequency range (Singheiser et al.,
2010a).

Further tuning characteristics of ICCc neurons will be men-
tioned briefly in the following. ILD tuning curves in ICCc are
flat (Figure 6A), while rate-vs.-level functions (RLF) in ICCc are
primary-like (Wagner et al., 2002; Bremen et al., 2007). Input
to both the ipsi- and the contralateral ear excites ICCc neurons
(EE property). Responses to ipsi- and contralateral stimulation do

FIGURE 5 | Frequency tuning. Shown are examples of the variations of
the normalized responses with frequency of neurons located in different
nuclei of the IC. In ICCc frequency tuning is narrow (A). A similar tuning is
observed in the cells of ICCls (B). By contrast frequency tuning of the cells
of the ICX is broader than in ICC (C).

not differ in threshold, slope, dynamic range, or saturation level
(Wagner et al., 2002).

CONNECTIVITY OF ICCc AND FURTHER PHYSIOLOGICAL PROPERTIES
The ICCc receives its inputs directly from the contralateral NL
(Takahashi and Konishi, 1988a) and indirectly from the ipsilat-
eral NL via the contralateral LLDa (Adolphs, 1993a). Whereas
NL neurons require averaging of responses derived from multiple
presentations for each ITD to arrive at a veridical representation
(Christianson and Peña, 2006; Fischer and Konishi, 2008), in the
ICCc a single presentation of ITD is sufficient for a reliable ITD
response, showing a profound noise reduction in the ascending
auditory pathway (Christianson and Peña, 2006). Phase-locking
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FIGURE 6 | ILD tuning. Shown are examples of the variations of the
normalized responses with ILD of neurons located in different nuclei of the
IC. The responses of ICCc cells do not vary with the interaural level
difference (ILD) (A). The ILD tuning of the cells in ICCls is sigmoidal (B),
while the ILD tuning in ICX is bell-shaped (C).

is also dramatically reduced in the projection from NL to ICCc.
This loss of fine temporal information in the ongoing spike train
is replaced by envelope coding of the signal, preserving the tempo-
ral information of the ITD pathway in the temporally integrated
responses (Christianson and Peña, 2007).

The ICCc has two ascending projections: one reaches the con-
tralateral ICCls, endowing it with ITDs from the contralateral
hemifield, as first shown by both retrograde (HRP) and antero-
grade (tritiated proline) labeling of neurons in ICCls and ICCc,
respectively (Takahashi et al., 1989). As mentioned above, this
projection is the beginning of the midbrain pathway that con-
tinues via ICX to the OT. The second projection goes upstream
via the thalamic NO to higher order nuclei (Cohen et al., 1998;
Arthur, 2005) and is the beginning of the forebrain pathway.

THE LATERAL SHELL OF THE CENTRAL NUCLEUS OF THE
INFERIOR COLLICULUS (ICCLs)
TUNING PROPERTIES OF ICCLs NEURONS
Responses of ICCls neurons to varying ITDs are generally compa-
rable to those recorded in ICCc: when stimulated either with pure
tones or broadband noise, neurons in ICCls show a cyclic tuning,
where the side peaks are almost as high as the main peak. Sidepeak
suppression with broadband stimulation is absent or very weak
(Gold and Knudsen, 2000) (Figure 3B). Thus, the responses are
phase ambiguous. This phase-ambiguity occurs irrespective of
stimulus bandwidth, due to the narrow frequency tuning curves
in ICCls. Furthermore, the distance between the peaks is again
characterized by integer multiples of the best frequency (Wagner
et al., 1987, 2007; Wagner, 1990; Fujita and Konishi, 1991; Bremen
et al., 2007). In contrast to ICCc, however, where the array-
specific ITD represents ipsilateral locations, array-specific ITDs
in ICCls represent locations in contralateral space (Wagner et al.,
1987, 2007; Takahashi et al., 1989).

The frequency tuning of the neurons in ICCls is similar to that
seen in ICCc (compare Figure 5A with Figure 5B). Frequency-
tuning width is narrow to intermediate (Takahashi and Konishi,
1986; Wagner et al., 1987, 2007). The width of frequency tuning
curves varies both with best frequency (Wagner et al., 2002) and
with the location within ICCls (Mazer, 1998). Neurons located
more laterally have wider tuning than neurons located more
medially. A clear tonotopy covering the entire frequency range
of the barn owl is found in the dorso-ventral extension of ICCls.
However, a smaller proportion of neurons in ICCls than in ICCc
have best frequencies below 2.5 kHz (31.1% in ICCc and 17.4%
in ICCls) and frequencies below 0.8 kHz were extremely rare
(Wagner et al., 2007). As a consequence of missing very low best
frequencies, the ITD range in ICCls is narrower than that in ICCc
(750 μs vs. 1500 μs, respectively; Wagner et al., 2007).

The ICCls is the first station in IC where ILD informa-
tion is present. ILDs from the contralateral LLDp are added
(Takahashi and Konishi, 1988b; Takahashi and Keller, 1992;
Adolphs, 1993b) to the ITD information ascending from the time
pathway (Figure 6B). Data from Adolphs (1993a) suggested the
presence of a bilateral ILD projection from LLDp to ICCls. Using
pharmacological manipulations to increase or decrease the neu-
ral activity of LLDp, Adolphs (1993a) demonstrated that LLDp
provides direct functional GABAergic inhibition to ICCls neu-
rons. Tuning curves to varying ILDs in ICCls show a sigmoidal or
open peaked characteristic favoring contralateral-ear louder ILDs
(Adolphs, 1993a; Bremen et al., 2007). Monaural responses show
an EI pattern: excitation to contralateral stimulation and inhi-
bition to ipsilateral stimulation (Adolphs, 1993a; Wagner et al.,
2002).

Auditory responses in the ICCls are mediated by a family of
excitatory amino acid receptors of which the most prominent are
NMDA and non-NMDA glutamate receptors. By applying the
NMDA receptor antagonist 2-amino-5-phosphonovaleric acid
(AP5) as well as the non-NMDA receptor antagonist 6-cyano-
5-nitroquinoxaline-2,3-dione (CNQX), responses in ICCls could
be altered: while AP5 reduced the stimulus-evoked responses sig-
nificantly in only less than 50% of the recording sites, CNQX
application strongly reduced responses in most ICCls sites
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(Feldman and Knudsen, 1994). Thus, non-NMDA currents seem
to mediate most auditory responses in ICCls.

OUTPUT PROJECTIONS OF ICCLs
The ICCls has two output targets (Figure 1). One projection par-
allels the thalamic output of ICCc neurons to NO and higher
brain centers (Cohen et al., 1998; Arthur, 2005). The second pro-
jection reaches the ipsilateral ICX and serves to eliminate phase
ambiguities and to compute the spatially restricted receptive fields
of auditory neurons in ICX (Wagner et al., 1987).

THE EXTERNAL NUCLEUS OF THE INFERIOR
COLLICULUS (ICX)
The responses of ICX neurons to pure-tone ITD stimulation are
similar to those of the neurons in ICC, in that all response peaks
have a similar height (Takahashi and Konishi, 1986; Fujita and
Konishi, 1991; Wagner, 1993). However, when broadband noise
is used as stimulus, the ITD tuning curve, although still cyclic, is
characterized by a dominant main peak and smaller side peaks
(Takahashi et al., 1984; Takahashi and Konishi, 1986; Wagner,
1990, 1993; Fujita and Konishi, 1991) (Figure 3C). In other
words, strong sidepeak suppression is typically observed in these
neurons when they are stimulated with broadband noise. In
the ICX, ILD-tuning curves are generally bell shaped (Takahashi
et al., 1984) (Figure 6C), and the values of the best ILDs span the
range from about −15 to +15 dB. Frequency tuning is broader
in ICX than in ICC (compare Figure 5C with Figures 5A,B) with
Q10 dB values of frequency tuning in ICX lying between 1 and 4
(Knudsen, 1984). Unlike in ICC, in the ICX there is almost no
representation of best frequencies below 2.5 kHz (Knudsen and
Konishi, 1978a; Mazer, 1998; Wagner et al., 2007). Monaural
stimulation or binaurally uncorrelated stimulation elicits only
weak responses in ICX neurons (Takahashi et al., 1984, 1989;
Albeck and Konishi, 1995).

THE COMPUTATION OF AUDITORY SPACE—ELIMINATION OF PHASE
AMBIGUITIES
To unambiguously represent the position of a sound source in the
horizontal plane, phase ambiguities have to be eliminated. Both
electrophysiological recordings in the barn owl’s ICX (Mazer,
1998) and OT (Saberi et al., 1998) and behavioral experiments
using head turning movements (Saberi et al., 1999) have demon-
strated that the a signal bandwidth of at least 3 kHz is needed
for an unambiguous signaling of the position of a sound source
in azimuth. To do so, convergence of neurons tuned to differ-
ent BFs onto a single neuron or a small cluster of neurons is
required. This converging projection is realized at the synapses
between ICCls and ICX: narrowly tuned ICCls neurons that
respond to different BFs in a column of an array-specific ITD
project onto single neurons located in ICX which consequently
become broadly tuned to frequencies but signal the same best
ITD (Takahashi and Konishi, 1986; Wagner et al., 1987). This fre-
quency convergence enhances the response to the “true” position
of the sound source compared with the responses to phase equiva-
lent positions in a bandwidth-dependent manner; the broader the
tuning, the higher sidepeak suppression (Mazer, 1998). However,
this frequency convergence is not the only mechanism underlying

sidepeak suppression. Peña and Konishi (2000) recorded intracel-
lularly from space-specific neurons in ICX and found that the
difference between the main and the side peaks is smaller in
postsynaptic potentials than in spike counts. This finding led to
the conclusion that ICX neurons themselves enhance side peak
suppression when converting membrane potentials into spikes.
A third factor in side peak suppression is GABAergic inhibition
that acts on the side peaks and thus enhances the main side
peak ratio (Fujita and Konishi, 1991; Albeck, 1997; Mori, 1997;
Peña and Konishi, 2000, 2002). When GABAergic inhibition was
blocked by the antagonist bicuculine methiodide, ICX neurons
no longer signaled only the main ITD but also responded to its
phase-equivalents (Fujita and Konishi, 1991).

SPACE-SPECIFIC NEURONS AND THE MAP OF AUDITORY SPACE
The existence of a physiological map of auditory space in IC
was first demonstrated by Knudsen and Konishi (1978a). Using
a combination of free field stimulation with moveable speakers
and extracellular recordings in the barn owl’s IC, these authors
were able to demonstrate that neurons in the lateral region of the
IC, today known as the ICX, responded only when the sound was
within a well circumscribed region of auditory space. This spa-
tial receptive field was later found to be defined by a best ITD
and best ILD determining the horizontal and elevational posi-
tion of the receptive field, respectively. The level of the stimulus
had little effect on the location of a receptive field. These neurons
were termed space-specific neurons. When Knudsen and Konishi
(1978a) plotted the receptive fields of space-specific neurons on a
globe it turned out that the receptive fields of neighboring units
overlapped. Furthermore, when plotting the receptive fields of
neurons sequentially recorded along a dorso-ventral penetration
of the electrode the fields shifted in elevation from high to low.
Elevational positions covered the vertical space spanning from
+20◦ to −90◦. Moreover, the receptive fields of space-specific
neurons in the ICX shifted from frontal space in the rostral
parts of ICX to far contralateral space in the caudal portions of
the ICX. Thus, azimuthal space was mapped along the rostro-
caudal axis of ICX while elevational space was mapped along the
dorso-ventral axis. The frontal azimuthal space between ±20◦ was
overrepresented (Knudsen and Konishi, 1978a,b). While the ini-
tial study was based on only one animal and only 19 neurons,
many subsequent studies have confirmed the original finding
(Wagner et al., 1987; Brainard and Knudsen, 1993; Hyde and
Knudsen, 2000; DeBello et al., 2001; Bergan et al., 2005). In a
further experimental study on the tuning characteristics in ICX,
Takahashi et al. (1984) demonstrated the independence of tim-
ing and intensity cues to create space-specific neurons. When
NA was silenced with lidocaine, ILD tuning curves of space-
specific neurons in ICX were shifted, whereas ITD tuning curves
remained stable. When NM was temporally knocked out, ITD
tuning curves changed while ILD tuning curves remained unal-
tered. Furthermore, the best ITD was independent of the ILD
of a stimulus (Takahashi et al., 1984; see Figure 7 for an exam-
ple). The same effect was found for ILD tuning curves recorded
with different ITDs. In a third study on the organization of space-
specific neurons and the encoding of auditory space in the barn
owl’s ICX, Knudsen and Konishi (1978c), again using free-field
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FIGURE 7 | A multiplicative receptive field of an ICX neuron. The
response of this cell depends on ITD, which correlates with azimuth and on
ILD, which correlates with elevation. Note that the responses in the two
orthogonal directions, azimuth and elevation, are independent, because the
shape of the curve of one parameter remains constant as the other
parameter is changed. Only the height of the peak changes.

stimulation and extracellular recordings, reported “two func-
tionally antagonistic areas”: whereas the center of the receptive
field was excitatory, the surround was inhibitory. The inhibitory
surround of the receptive field was strongly dependent on the
location of inhibition. The inhibitory surround was stronger for
the azimuthal than the elevational direction which well matched
the higher resolution of space-specific neurons in the horizontal
plane.

The relevance of space-specific neurons for precise sound
localization was demonstrated by small lesions in the auditory
space map (Wagner, 1993). Head movements of three owls were
recorded before and after lesioning. Whereas the head turns were
precise before the lesions were made, head turns were not related
to stimulus position after the lesions. The failures in precise head
turns could be predicted by the azimuthal position of the lesion
site in the space map.

More than 20 years after the first experiments by Knudsen
and Konishi (1978a); Peña and Konishi (2001, 2002) as well as
Fischer and colleagues (Fischer et al., 2007, 2009) investigated
the computations underlying the creation of spatial receptive
fields with intracellular recordings and mathematical models.
Peña and Konishi (2001) asked how post-synaptic potentials of
neurons carrying both ITD and ILD information interact to
produce sub- and suprathreshold responses to certain combi-
nations of ITD and ILD. They observed that some ITD-ILD
combinations elicited suprathreshold depolarizing postsynaptic
potentials whereas other combinations caused hyperpolarization.
Such observations are in accordance with the reports of Knudsen
and Konishi (1978c) of an excitatory center and an inhibitory

surround of space-specific neurons. By careful analysis of the sub-
threshold responses, Peña and Konishi (2001) confirmed that the
inputs of ITD and ILD onto an ICX neuron are independent of
each other, consistent with the data of Takahashi et al. (1984). This
independence is also obvious from the response profile shown in
Figure 7 in which the shape of ILD tuning is independent of the
ITD and vice versa. Peña and Konishi (2001) also demonstrated
that a multiplicative model for ITD/ILD integration fitted the
postsynaptic potential data better than an additive model. Spiking
thresholds changed gradually with ongoing stimulus presentation
so that the thresholds for the first spikes were lower than those
for later spikes. As a consequence, thresholding can sharpen the
tuning over time, as had also been suggested by Wagner (1990).
While these studies demonstrated that multiplicative processes
take place in the integration of ITD and ILD information, they
did not resolve where in the auditory pathway this is happens.
Fischer and coworkers (2007) recorded extracellularly in ICCls.
The majority of the responses (61%) were well described by the
multiplicative model, suggesting that ICCls is the first nucleus
where multiplicative responses occur. Under natural conditions,
ILDs change in a frequency-specific manner, especially for high
frequencies, while ITDs are largely frequency-independent (Coles
and Guppy, 1988; Keller et al., 1998; Hausmann et al., 2010).
Fischer et al. (2009) developed a model, which included natural
listening conditions. These authors proposed that multiplication
between ITD- and ILD-dependent signals only occurs within fre-
quency channels, and that frequency integration is based on a
linear-threshold mechanism. This mechanism allows the system
to represent multiple sound sources with natural sound localiza-
tion cues. The authors concluded that non-linear responses in
the owl’s IC can be generated by a combination of cellular and
network mechanisms.

Bala et al. (2003) investigated the relationship between the
barn owl’s sound-localization acuity and the neuronal activity
rates of space-specific neurons. The pupillary dilation response
served as a criterion for behavioral acuity. The pupillary dila-
tion response is a common response in all vertebrates elicited by
events that deviate from the common input stream. The response
to an auditory stimulus from a given location was habituated,
before the stimulus changed location, resulting in an increase of
the pupillary dilation response. The threshold value of the spa-
tial change of a sound source that caused the pupillary dilation
response to change was about 3◦. The change of activity of the
space-specific neurons reflected this threshold, leading to the con-
clusion that behavioral discrimination performance of the barn
owl is realized by a change in the activity of a population of
space-specific neurons in ICX.

SOUND LOCALIZATION IN ECHOIC ENVIRONMENTS—A POSSIBLE
ROLE OF SPACE-SPECIFIC NEURONS
Under natural conditions, sounds directly arriving from a single
source are generally followed by successive echoes from different
locations in space. The system’s ability to localize the leading but
not the lagging sound is due to the so called precedence effect,
meaning the leading sound dominates later arriving reflections
of the sounds (for a review see Blauert, 1997). The Takahashi lab
(Takahashi and Keller, 1994; Keller and Takahashi, 1996a,b, 2005;
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Spitzer et al., 2003, 2004; Spitzer and Takahashi, 2006; Nelson
and Takahashi, 2008, 2010) has investigated the precedence effect
and the underlying mechanisms for precise sound localization in
simulated echoic environments in the barn owl by using both
behavioral paradigms and electrophysiological recordings. When
identical sounds are presented simultaneously from two different
positions in space, owls perceive a single sound source in the mid-
dle. This behavior is due to “summing localization” (Takahashi
and Keller, 1994; Keller and Takahashi, 1996a). Under natural
conditions the direct sound leads the echo by a few milliseconds.
The leading sound dominates the perception responsible for pre-
cise sound localization; this effect is also known as localization
dominance. As the delay between lead and lag increases, the lag
can be more easily localized. The echo-threshold is defined as the
minimal delay required for the perception of a lagging sound.
Several studies in barn owls have shown that they turn their head
toward leading sound source if the interval between lead and
lag is shorter than 10 ms. When the delay between lead and lag
increases, the number of head saccades to the lag increase (Keller
and Takahashi, 1996b; Spitzer and Takahashi, 2006; Nelson and
Takahashi, 2008), accompanied by a reduced ability to signal
changes in the locations of simulated echoes (Spitzer et al., 2003).
The neural basis for this behavior was found in the responses
of the space-specific neurons of the ICX (Keller and Takahashi,
1996b; Spitzer et al., 2004; Nelson and Takahashi, 2008). Not
only does the temporal segregation between two stimuli influ-
ence localization dominance, but also differences in frequency
spectrum, amplitude modulations, and ILDs between the sound
and its echoes play a role (Takahashi and Keller, 1994; Keller and
Takahashi, 1996a, 2005; Nelson and Takahashi, 2008, 2010).

PLASTICITY IN THE BARN OWL’S INFERIOR COLLICULUS
Several studies have demonstrated that early auditory experience
during sensitive periods of maturation has profound effects on
the tuning properties of neurons to binaural stimuli like ITD and
ILD. Manipulation of spatial cues was achieved by plugging one
ear (Mogdans and Knudsen, 1992, 1993, 1994a,b), by implant-
ing a passive filtering device in the ear canal (Gold and Knudsen,
1999, 2000; Miller and Knudsen, 2001, 2003) or by raising barn
owls in broadband masking noise (Efrati and Gutfreund, 2011).
After about two months of manipulation, the responses to ITD
and ILD were recorded in different nuclei of the auditory path-
way (ICC, ICX, OT, and NO) and compared to units recorded
in control animals. All of the above manipulations induced large
changes in the tuning to binaural cues in higher order nuclei
[OT (Mogdans and Knudsen, 1992; Gold and Knudsen, 1999;
Efrati and Gutfreund, 2011), ICX (Gold and Knudsen, 2000,
2001), NO (Miller and Knudsen, 2003)]. Noise rearing resulted
in broader ILD and ITD tuning curves and atypical asymmetrical
ILD tuning curves in the OT. Monaural ear-devices or earplugs
resulted in frequency-specific changes in the patterns of binau-
ral cues. Changes were in all cases in the adaptive direction,
i.e., in the direction that compensates for the distorted spatial
cues. For example, monaural occlusion led to shifts of the recep-
tive field of space-specific neurons depending on the side of
the earplug: when the left ear was plugged, receptive fields were
shifted left- and downward (Knudsen and Konishi, 1980). Thus,

space-specific neurons are shaped by experience allowing fre-
quency specific compensation for individual differences as well as
unexpected changes in the mapping between auditory cues and
space.

In contrast to the large-scale changes of tuning curves found
in the ICX, NO, and OT, ICC tuning curves were rather insensi-
tive to the manipulations mentioned above. This suggested that
the connections between the ICCls and the ICX are the site of
experience-dependent plasticity. The ICCls-ICX projection is the
pathway where information across frequency channels converges
to create space-specific neurons. This connection is highly topo-
graphic in normal owls resulting in a mapped organization of
ITDs in the ICX, which is further topographically relayed to the
OT (Feldman and Knudsen, 1997; Knudsen and Knudsen, 1983).

The importance of the ICCls-ICX projections in experience-
dependent plasticity has been best demonstrated by raising young
barn owls with displacing prisms, which shift the visual field hor-
izontally either to the left or to the right (Knudsen, 2002). Barn
owls cannot move their eyes by more than a few degrees from
their resting positions. Therefore, prisms produce a chronic dis-
crepancy between visual and auditory spatial information. The
immediate effect of prisms is an optical displacement of visual
space but no effect on auditory space. As a result a mismatch
occurs between the internal representation of auditory and visual
space. Experience with the prism spectacles over a period of about
two months, leads to a horizontal shift in auditory spatial tuning
in the OT that realigns auditory receptive fields with the optically
displaced visual receptive fields (Knudsen and Brainard, 1991).
This is achieved by a systematic shift of ITD tuning curves.

In prism-reared owls, the auditory space map in the ICX was
shifted as well as the tectal map (Brainard and Knudsen, 1993). In
contrast, the representation of ITD in the ICCls remained normal
(Brainard and Knudsen, 1993). This again pointed to the con-
nection between the ICCls and the ICX as the site of plasticity.
Indeed, changes in the anatomy of the axonal projections from
the ICCls to the ICX have been observed (Feldman and Knudsen,
1997; DeBello et al., 2001). In prism reared owls the projection is
asymmetrically broader than normal. Thus, as a result of prism
experience, axons projecting from the ICCls are systematically
shifted in the direction that supports the shift of the ITD tuning
curves in the ICX (Figure 8).

Pharmacological experiments in prism-reared owls also
demonstrated that the ICX is a site of plasticity. Excitatory
transmission in the ICX is glutamatergic and relies heavily
on NMDA receptor currents (Feldman and Knudsen, 1994).
Blocking NMDA-receptors in the ICX selectively by focal appli-
cation of the NMDA receptor blocker AP5 caused a reduction of
about 50% of the normal auditory response. However, in owls
that have been exposed to prisms, newly learned responses were
far more sensitive to NMDA receptor blockade (Feldman et al.,
1996). These data indicated that newly functional synapses in the
ICX, supporting shifted responses, are richer in NMDA-receptors.
On the other hand, in prism reared owls, responses to normal
ITDs were far more suppressed by GABAergic inhibition in the
ICX than newly learned responses (Zheng and Knudsen, 1999).

The plasticity of the auditory map in the ICX that is induced by
the prism experience is an example of supervised learning, where
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FIGURE 8 | Schematic representation of the mid-brain auditory

localization pathway in normal and in prism-reared owls.

The inset shows a lateral view of the barn owl’s brain. The line marks
the approximate plane of the section through the tectal lobe illustrated
schematically in A and B. (A) Information flows from the central nucleus of
the inferior colliculus (ICC) to the external nucleus of the inferior colliculus
(ICX) and from there to the optic tectum (OT). A map of auditory space is
created in ICX. This map joins the visual retinotopic map arriving from the
retina and forebrain in OT. Topographic connections from the OT to the ICX

presumably carry spatial visual information to instruct auditory plasticity
in the ICX (dotted arrows). The circled numbers in the ICX and OT represent
the azimuthal positions in space to which the neurons are tuned to.
(B) Following a period of several weeks of prism adaptation the axonal
connections between the ICC and the ICX grow in an abnormal pattern.
Connections are shifted to the rostral direction in one side of the brain and to
the caudal direction in the other side of the brain. This pattern of axonal
re-growth shifts the auditory maps in the ICX and the OT to align with the
shifted visual map.

a visually based instructive signal guides the plasticity (Gutfreund
and Knudsen, 2004). The source of the instructive signal to the
ICX is the OT (Hyde and Knudsen, 2002). The signal is pre-
sumably carried by feedback topographic connections from the
OT to the ICX (Hyde and Knudsen, 2000; Luksch et al., 2000).
Indeed, the activity of neurons in the ICX can be modulated
by visual stimuli (Gutfreund et al., 2002; Bergan and Knudsen,
2009). The visual inputs to the ICX are however strongly gated
by GABAergic inhibition in the OT (Gutfreund et al., 2002)
and can only be elicited by salient visual stimuli (Bergan and
Knudsen, 2009). Visual responses in the ICX are retinotopic
and spatially restricted. This makes them ideally suited to pro-
vide a template for guiding auditory space representation to
match visual space representation through Hebbian learning
(Hyde and Knudsen, 2001; Gutfreund et al., 2002; Gutfreund
and Knudsen, 2004; Witten et al., 2008). In addition, the highly
gated nature of these visual inputs in the ICX is presumably nec-
essary to prevent maladaptive overflow of visual information in
the ICX.

The experience-dependent-plasticity in the ICX, as in many
other systems, dominates the sensitive period at an early age
(Knudsen and Knudsen, 1986; Knudsen, 1998). Prisms that were
mounted in owls older than 200 days of age induced very little

shifts in the ITD tuning curves of ICX neurons (Knudsen, 1998).
More recent experiments, however, have shown that prism experi-
ence can modify the auditory space map in the ICX in adult owls.
Linkenhoker and Knudsen (2002) demonstrated that incremen-
tal training, i.e., using small optical displacements and gradually
stepping out, is a powerful strategy to elicit plasticity in adult ICX.
A second strategy was to provide a richer sensory environment
by allowing the prisms mounted owls to hunt live mice (Bergan
et al., 2005). Plasticity was five times greater in the hunting owls
compared to the control group that was fed with dead mice.
Therefore, plasticity can be induced during adulthood as well,
but to a smaller extent and it requires a richer and more rigorous
sensory experience than in young owls. Analysis of the anatomi-
cal changes in the IC that accompany adult plasticity showed that
the changes are similar to those accompanying plasticity in young
owls suggesting that in the IC the same basic mechanisms of plas-
ticity take place in adults as well as young owls (Linkenhoker et al.,
2005).

CORRELATES OF RESPONSE ADAPTATION IN THE BARN
OWL’S INFERIOR COLLICULUS
Two studies have investigated response adaptation in IC neu-
rons. Gutfreund and Knudsen (2006) investigated same- and
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across frequency adaptation using a double stimulus paradigm
in IC neurons. Whereas same-frequency stimulation resulted in
relatively strong adaptation of the second stimulus (probe) in
reference to the first stimulus (masker), across-frequency adap-
tation could not be observed in ICCls. Singheiser et al. (2012)
investigated response adaptation in ICC with a slightly differ-
ent double-stimulus paradigm (Figure 9). Singheiser et al. (2012)
found weaker response adaptation than Gutfreund and Knudsen
(2006) that might be due to monaural stimulation versus bin-
aural stimulation, respectively. The former authors determined
the increase in the stimulus level of the probe that was neces-
sary to overcome response adaptation. They found a value of

FIGURE 9 | Adaptation in ICC. The response ratio, defined as the quotient
of the unit’s response rate to a given probe (second stimulus), divided by
the response rate of a particular reference-stimulus (first stimulus), is
plotted. (A) The mean response ratios as a function of the relative
reference-stimulus level. Probe and reference stimulus had the same level.
The reference level refers to the dynamic range as determined from the
rate-level function (RLF). The responses ratios decreased with decreasing
reference level and differed significantly between 90 and 10%
reference-stimulus level (Mann–Whitney test, P < 0.0001). (B) Responses
ratios as a function of the interstimulus interval (ISI) tested. Response
ratios were significantly reduced compared with unity for ISIs up to 400 ms
(one-sample t-tests, all P < 0.05; significance levels are indicated as
follows: P < 0.05: ∗ ; P < 0.01: ∗∗; P < 0.001: ∗∗∗). The recovery function
could be fitted well (R2 = 0.982) by a double exponential with a short time
constant of 1.25 ms and a long time constant of 800 ms (see inset in B).

<7 dB that depended on the overall stimulus level of the first
stimulus (Figure 9A). Furthermore, by varying the interstimulus
interval between first and second stimulus, recovery from adap-
tation could well be described by a double exponential fit with
a fast (1.5 ms) and a slow component of 800 ms (Figure 9B).
Wagner (1991) also found very short time constants (about
2 ms) when barn owls were tested to detect brief appearances
of ITDs. Recovery functions of Gutfreund and Knudsen (2006)
yielded time scales of about 100 ms intermediate between the two
components obtained by Singheiser et al. (2012).

Reches and Gutfreund (2008) investigated stimulus-specific
adaptation in the auditory pathways of the owl by recording
sequences of different stimuli (ITD, ILD, sound level, and fre-
quency) in the ICX, the OT and the arcopallium gaze fields (AGF)
in the forebrain. In an stimulus-specific adaptation paradigm,
a standard stimulus is presented frequently in comparison to a
deviant stimulus. The standard and the deviant stimulus are cho-
sen from tuning curves such that they evoke the same response
if they are presented at the same rate. It is tested whether neu-
rons show higher response rates to the deviant than to the
standard stimulus. By this context-dependent stimulation neu-
rons involved in novelty-detection can be found. Neurons in ICX
showed stimulus-specific adaptation only to frequency but not to
the other cues, neurons recorded in OT displayed strong stimulus-
specific adaptation to all four types of stimuli. The same was
observed for neurons in AGF that were tested with the frequency
and ITD cues. Reches and Gutfreund (2008) hypothesized that
stimulus-specific adaptation is computed at least twice in the
brain, once for frequency, at the level of the IC or below, and
once for other auditory features at higher order nuclei. SSA to
the frequency of the sound was also reported in the mammalian
IC, mostly in broadly tuned units (Malmierca et al., 2009).

OUTLOOK
The barn owl IC has numerous adaptions linked to neural coding
of sound location. In the past four decades many of the under-
lying morphological and functional specializations have been
discovered. In this context, work on the barn owl’s IC has often
served as role model for studies in other systems. This holds
specifically for the map of auditory space, and the role of the
IC in plasticity, noise reduction, cross-frequency integration, and
multiplicative interactions between orthogonal cues. On the other
hand, research on owl IC has profited from both morphological
and physiological progress made in studies with other birds and
mammals. This include, for example, questions on the functional
properties of ICS, the role of envelope, and carrier in responses to
ITDs, as well as the function of adaptation in these neurons.

Interestingly, one of the hallmarks of processing in the barn
owl’s IC, the map of auditory space in ICX, has still not been
clearly shown in mammalian IC. Early work by Binns et al. (1992)
and Aitkin et al. (1985) suggested that the mammalian IC may
contain a map. The significance of these findings remains unclear,
however, because no one has followed up these findings. Also,
potential homologies between the avian ICX and the mammalian
ICX remain unresolved. For example, ICX in mammals contains
somatosensory information (Aitkin et al., 1981), which has not
been reported for barn owl ICX so far. The clearest evidence for
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a map in the mammalian IC comes from the work of Schnupp
and King (1997), which revealed a map of sound azimuth in the
nucleus of the brachium of the IC. Since this nucleus projects
topographically to the superior colliculus (King et al., 1998) and
in turn receives information from the superior colliculus, the
nucleus of the brachium of the IC has many functions analog
to the owl ICX. In the pigeon a map of auditory space has been
observed in ICX (Lewald, 1988). A map of ITD was found in
chicken NL (Köppl and Carr, 2008). These maps are, however,
not as sophisticated as the map in the barn owl. For example,
the maps in the pigeon and the chicken are maps of azimuth and
not of two-dimensional space as in the barn owl. Moreover, in
other owl species such as the burrowing owl and the great-horned
owl that are not as much adapted to live and hunt in the dark as
the barn owl and do not exhibit ear asymmetry the elevational
restrictions of receptive fields are less strict than in the barn owl
or missing at all (Volman and Konishi, 1990). In this respect, the
evolutionary pressure arising from hunting in the dark has shaped
IC morphology and physiology in the barn owl.

Another interesting feature of barn owl IC is the existence of
a lateral and a medial shell. Many regions have been detected
anatomically in chicken IC (Puelles et al., 1994; Wang and Karten,
2010). However, it is not clear which, if any, corresponds to ICCls.

To find out more about this, both morphological tracing stud-
ies and physiological characterization of these structures will be
necessary. The same holds for ICCms. On the other hand, while
the barn owl clearly has a superficial subnucleus, the physiological
properties of the cells in this structure have not yet been studied.

For barn owl research itself, several challenging questions
remain: one is whether the functional arrays that have been
identified by subsequent recordings at many positions in dorso-
ventral penetrations indeed act in concert. Testing this would
require the use of new techniques like multichannel-electrodes
recordings. A second question relates to microcircuits: most
cells have been quantified morphologically and by extracellu-
lar recordings, but intracellular characterizations of IC response
properties are largely missing (for exceptions see Peña and
Konishi, 2001, 2002) as is the precise synaptic interaction in all
of the sub-nuclei. Here, working with slices might bring progress.

This brief review of the current knowledge about the barn
owl IC was intended to summarize what is known about this
structure, to point out its remarkable adaptation to a specific
task, sound localization, and to mention briefly remaining issues.
Much more work will be necessary to arrive at a broader and
deeper understanding of the barn owl IC as is, for example,
available for the mammalian IC.
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The inferior colliculus (IC) in the midbrain of the auditory system uses a unique basic circuit
to organize the inputs from virtually all of the lower auditory brainstem and transmit this
information to the medial geniculate body (MGB) in the thalamus. Here, we review the
basic circuit of the IC, the neuronal types, the organization of their inputs and outputs.
We specifically discuss the large GABAergic (LG) neurons and how they differ from the
small GABAergic (SG) and the more numerous glutamatergic neurons. The somata and
dendrites of LG neurons are identified by axosomatic glutamatergic synapses that are
lacking in the other cell types and exclusively contain the glutamate transporter VGLUT2.
Although LG neurons are most numerous in the central nucleus of the IC (ICC), an analysis
of their distribution suggests that they are not specifically associated with one set of
ascending inputs. The inputs to ICC may be organized into functional zones with different
subsets of brainstem inputs, but each zone may contain the same three neuron types.
However, the sources of VGLUT2 axosomatic terminals on the LG neuron are not known.
Neurons in the dorsal cochlear nucleus, superior olivary complex, intermediate nucleus
of the lateral lemniscus, and IC itself that express the gene for VGLUT2 only are the
likely origin of the dense VGLUT2 axosomatic terminals on LG tectothalamic neurons.
The IC is unique since LG neurons are GABAergic tectothalamic neurons in addition to
the numerous glutamatergic tectothalamic neurons. SG neurons evidently target other
auditory structures. The basic circuit of the IC and the LG neurons in particular, has
implications for the transmission of information about sound through the midbrain to the
MGB.

Keywords: GABA, glutamate, local circuit, inferior colliculus

INTRODUCTION
The inferior colliculus (IC) is a hub of the auditory nervous sys-
tem. It receives inputs from virtually all brainstem auditory nuclei
and the auditory cortex, and it sends axons to the medial genicu-
late body (MGB). The basic neural circuit of the IC is defined by
the different types of neurons, their inputs and their outputs, and
they are the topic of our review.

A basic circuit for the IC should be composed of common
components. Within each subdivisions of the IC, i.e., central
nucleus (ICC), and the dorsal and lateral cortices (DC and LC),
there may be common cellular components. However, the neu-
ron types may be distributed in unequal proportions within
each subdivision. Likewise, the inputs from specific afferent path-
ways may not terminate uniformly (Oliver et al., 2003; Cant
and Benson, 2006; Loftus et al., 2010). There may be, how-
ever, patterns of input common to all of IC. Finally, the out-
puts of IC may come from neurons with different dendritic
morphology, i.e., disc-shaped or stellate, but the differences
in the dendritic morphology may not predict the pattern of

projection (Oliver, 1984; Oliver et al., 1991). There may be
other aspects of neurons that are better correlated with their
axon targeting. These would be the components of the basic IC
circuit.

NEURON TYPES IN THE IC
Neurons in the IC have been defined on the basis of dendritic
morphology, neurotransmitter synthesis, and synaptic organi-
zation. Morphologically, two basic types of IC neurons have
been identified in Golgi preparations. Disc-shaped (flat) neurons
extend their dendrites parallel to the fibrodendritic laminae, while
stellate (less flat) cells have spherical or elliptical dendritic fields
that often cross the borders of fibrodendritic laminae (Oliver and
Morest, 1984; Malmierca et al., 1993). This morphology may be
important to shaping the inputs of the IC neuron and relevant
to the frequency bandwidth of the response to sound. There are
subtypes of neurons of different somatic and perikaryal size (see
also Paloff et al., 1989). Paloff also has divided IC neurons into
spiny and non-spiny varieties (Paloff et al., 1992), but there has
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been little subsequent study of spine morphology or function in
the IC.

The IC contains GABAegic and non-GABAergic neurons
(Roberts and Ribak, 1987; Oliver et al., 1994; Merchan et al.,
2005). Roughly 20–25% of the IC neurons are GABAergic (Oliver
et al., 1994; Merchan et al., 2005). The remaining 75% are glu-
tamatergic based on their expression of one of the vesicular
glutamate transporters (VGLUT), specifically VGLUT2 (Ito et al.,
2011). Disc-shaped and stellate cells can be GABAegic or non-
GABAergic (Oliver et al., 1994). Thus, the dendritic morphology
does not predict the neurotransmitter synthesis of the neuron.
As we will see below, it also fails to predict the axonal target of
the neuron. Therefore, a single morphological or neurochemi-
cal signature is insufficient to identify the neuron type in the
IC. However, recent findings on the synaptic organization of
GABAegic and non-GABAergic neurons appear to better distin-
guish different neuronal types that also can be identified with
specific outputs, and this may clarify the neural circuit in which
they are embedded.

IDENTIFICATION OF AXOSOMATIC INPUTS ON LARGE
GABAergic NEURONS
Excitatory axosomatic inputs are seen on only a subpopulation
of neurons, and this distinguishes them from other neuronal
types in the IC. Glutamate, the main excitatory neurotransmit-
ter in CNS, is loaded into synaptic vesicles by VGLUT (Takamori
et al., 2000). Because these proteins are presynaptic, they are
excellent markers for glutamatergic presynaptic axonal terminals.
Three subtypes of VGLUT have been found (VGLUT1, VGLUT2,
and VGLUT3) (Takamori, 2006). Of these, only VGLUT1 and
VGLUT2 were found axonal terminals of the adult rat IC
(Altschuler et al., 2008; Ito et al., 2009). Both VGLUT1 and
VGLUT2 terminals are abundant throughout the neuropil of the
IC and contact many dendrites. However, Altschuler and col-
leagues discovered that only VGLUT2-immunopositive terminals
made dense contacts on the somata and proximal dendrites of a
subpopulation of large IC neurons, while VGLUT1-positive ter-
minals were only seen in the neuropil on dendrites (Altschuler
et al., 2008).

The VGLUT2 axosomatic terminals are seen only on large
GABAergic (LG) neurons, and they are absent on other cell
types. Only neurons that were immunopositive for GAD67,
a synthetic enzyme for GABA and a marker for GABAergic
neurons, had VGLUT2 axosomatic endings (98.9% ± 0.34;
mean ± S.D., N = 3; Figure 1). All LG neurons (diameter
>16.5 μm) received VGLUT2 axosomatic endings, but small
GABAegic (SG) neurons (diameter <10.7 μm) did not. The
two types of GABAergic neurons overlapped at intermediate
sizes. Nevertheless for simplicity, we will use the term LG to
refer to GABAergic neurons with VGLUT2 axosomatic terminals
and the term SG to refer to GABAergic neurons lacking those
endings.

Samples of IC GABAergic neurons were collected with stere-
ological methods (Ito et al., 2009), and the total population
of LG and SG neurons was estimated (Table 1). There were
32,495 ± 4607 (mean ± S.D., N = 4) LG neurons in the IC out
of 56,490 ± 7424 total GABAergic neurons. Thus, the ratio of LG

FIGURE 1 | Glutamatergic axosomatic terminals on large GABAegic

(LG) neurons. VGLUT2-immunopositive terminals (A, green) make dense
axodendritic and axosomatic contacts (A–D, arrows) on
GAD67-immunopositive (B, red) LG neurons. Smaller GAD67-positive
neurons (A–D, SG, white arrowheads) and GAD67-negative cells (A–D,
black arrowheads) do not receive VGLUT2 axosomatic terminals.
Neurotrace Nissl Stain (blue) is shown in C. Bar: 50 μm.

Table 1 | Stereological estimates of GABAergic neurons in the IC

(mean ± S.D., N = 4).

Estimated number of all GABAergic neurons 56,490 ± 7424

Estimated number of LG neurons 32,495 ± 4607

Estimated number of SG neurons 23,995 ± 3032

Estimated number of IC neurons (Kulesza et al., 2002) 373,600

to all GABAergic cells is 57.5% ± 1.51. Since the IC is estimated
to have 373,600 neurons (Kulesza et al., 2002), roughly 10% of
IC neurons are the LG type. These results suggest that LG neu-
rons are the largest group of GABAegic IC neurons and represent
a substantial amount of the entire population of IC neurons.

DISTRIBUTION OF LG NEURONS
LG neurons are found in all subdivisions of the IC, but the ratio
of LG neurons to SG neurons differs between subnuclei. The
proportion of LG to total GABAergic cells is higher in the ICC
(73.2% ± 6.0∗), lower in the cortices (DC: 51.4% ± 7.3∗, LC:
47.7% ± 15.3∗), and lowest (about 20%; calculated from non-
stereological samples; Figure 5B of Ito et al., 2009) in the GABA
modules (Chernock et al., 2004) of the LC. This suggests that LG
neurons are more important for the ICC functions than cortical
functions.

1The ratio is slightly different from our previous result, which was obtained
from montage of whole IC image (Figure 5B of Ito et al., 2009) but was
not stereological. The new ratio was calculated from stereological samples
(Figure 4 of Ito et al., 2009).
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The density of each class of GABAergic neuron in the IC was
calculated for each subdivision (Figure 5B of Ito et al., 2009)
(Table 2). LG neurons have the highest density in the ICC; how-
ever, there was no significant difference in the density in most
other subdivisions. The exception was layer 1 of the LC that has
significantly fewer LG neurons than the ICC (P = 0.0012, Tukey’s
multiple comparison test). In contrast, the density of SG neurons
was especially high in the GABA modules but very low in layer 1 of
the LC. In the other subdivisions, there was no significant differ-
ence in the density of SG neurons. Thus, there is little difference
in the density of LG and SG neurons for most IC subdivisions.
The exceptions are LC layer 1 and the GABA modules that may
have a local circuit that differs from most of the IC. Indeed, LC
layer 1 and the GABA modules have GABAergic neurons that are
distinguished by their phasic responses to current injection (Ono
et al., 2005), and both receive strong corticofugal input (Chernock
et al., 2004; Winer, 2005). Since the other subdivisions, i.e., ICC,
DC, and layer 2&3 of LC, have a similar density of LG and SG neu-
rons, they are likely to share a common local circuit with minor
differences.

In the ICC, where LG cells are most numerous, the distribu-
tion of LG and SG neurons should not be clustered if the types
of GABAergic neurons are not associated with specific inputs (see
below). To assess the randomness of the distribution, we calcu-
lated Ripley’s L function (Ripley, 1976) from the distribution of
the two classes of GABAergic neurons in the ICC (Figure 5B of Ito
et al., 2009, Figure 2A). The L function gives the mean number of
neurons separated by a distance smaller than h per density stan-
dardized with h. If the neurons form clusters, the L function will
be larger than the confidence limits, but the L function is smaller
than the confidence limits when the cell bodies are homoge-
neously distributed. Within the confidence limits, the distribution
of the cell bodies cannot be distinguished from a random dis-
tribution. When h is one or two times the diameter of the cell
body, it suggests a local deviation of the distribution, but a larger
h (several hundred micrometers) implies a global deviation in the
distribution.

The distributions of both LG and SG neurons were estimated
along the rostrocaudal axis of ICC. They were distributed ran-
domly in the central part but less so in the rostral and caudal
parts. In the central ICC, the distribution fell within the 95% con-
fidence limits (left part of Figures 2B,C): we counted the number

Table 2 | Density of two classes of GABAergic neuron in IC

subdivisions.

Subdivision Density (counts/ mm2)

LG SG

Whole IC 29.5 ± 6.9 42.7 ± 8.8

ICC 54.5 ± 8.2A 50.6 ± 13.8BH

DC 30.9 ± 5.5 50.8 ± 12CG

LC layer 1 0.5 ± 0.8A 10.0 ± 6.1DFGH

LC layer 2&3 33.3 ± 9.7 62.4 ± 4.3EF

GABA modules 41.3 ± 32.3 164.5 ± 5.7BCDE

AP = 0.012; BCDEF P < 0.001; GHP = 0.002, Tukey’s multiple comparison test.

FIGURE 2 | Distribution in the ICC of two classes of GABAergic

neurons. (A) Location of the cell bodies of LG neurons (red) and SG neurons
(blue) in the ICC (black border). Left: center of the ICC. Right: caudal ICC.
Note the sparse and clustered distribution in the caudal ICC. Scale bar:
400 μm. (B) The L function of LG neurons in the central ICC (left) and caudal
ICC (right). Red and blue dotted lines are upper and lower limits of the 95%
confidence interval, respectively. In the central ICC, the function falls
primarily within the confidence limits, while in the caudal ICC, the function is
slightly larger than the confidence interval. At 10 points of h evenly spaced,
asterisks and daggers are shown if the function is larger or smaller than the
confidence interval, respectively. (C) The L function of SG neurons in the
central ICC (left) and caudal ICC (right). In the central ICC, the function falls
within the confidence limits in the larger values of h. When h is smaller, the
function falls below the confidence limit. In the caudal ICC, the L function is
significant for larger values of h. (D) reciprocal L functions for two classes of
GABAergic neurons in the central ICC (left) and caudal ICC (right). In the
central ICC, the function is significant for only the smaller h. In the caudal
ICC, the function is significantly at larger values of h.

of times the L function exceeded the confidence limits at 10 evenly
spaced points of h and found significant differences in only 0–3
points on average (Table 3). Even at the points where significance
was detected, the difference between L functions and the confi-
dence limit was very small (left part of Figures 2B,C). Therefore,
we conclude that LG and SG GABAergic neurons are distributed
randomly in the central ICC.

In contrast, in the rostral and caudal part of the ICC,
L functions of LG neurons were significantly larger than the 95%

Frontiers in Neural Circuits www.frontiersin.org July 2012 | Volume 6 | Article 48 | 46

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Ito and Oliver Tectothalamic inhibitory neurons

Table 3 | Mean number of points detecting significance in L functions.

Rostral and caudal ICC Central ICC

(6 sections) (8 sections)

Larger Smaller Larger Smaller

LG neuron 6.3 2.7 1.4 1.1

SG neuron 2.2 3.5 0.3 2.9

Between LG and SG 4.0 2.8 0.8 2.3

For each L function, 10 points of h are examined for significance.

confidence interval (right part of Figure 2B; 5/6 sections, N = 3)
over a large range of h values, and this suggests a clustered dis-
tribution for LG neurons. For SG neurons, the L functions were
smaller than the 95% confidence interval in three of six sections
over a wide range of h values. This suggests a more uniform dis-
tribution for SG cells. Although there is a possible clustering of
LG neurons in the rostral and caudal ICC, fewer LG neurons are
found in these regions (32.2% ± 4.9 of all GABAegic neurons)
than in the central ICC. Therefore, the majority of LG neurons did
not make clusters, and this implies that LG neurons are randomly
distributed and available equally to all inputs to the ICC.

The two classes of neurons appear to be distributed indepen-
dently of each other in the ICC (Figure 2D). In the rostral and
caudal ICC, L functions were significantly larger than the confi-
dence interval over a large range of h values (4/6 sections). This
implies the two classes of GABAergic neurons tend to cluster
together. In contrast, in the central ICC the L functions were usu-
ally within the confidence levels (left part of Figure 2D). Thus, in
the central ICC where the cells are most numerous, the LG and
SG neurons are independently distributed.

INPUTS TO THE IC
It is clear that the major subdivisions of IC receive different
inputs. A basic circuit for the IC should be composed of com-
mon components (Oliver, 2005). Within the subdivisions of the
IC, there may be further regional subdivisions, e.g., functional
zones, in which axons from a subset of afferent sources dom-
inantly the input (Oliver et al., 2003; Cant and Benson, 2006;
Loftus et al., 2010). The detailed organization of the inputs to the
IC is beyond the scope of this review. However, the concept of a
basic circuit suggests that within each subdivision or functional
zone, there may be some common cell types with a common pat-
tern of synaptic input. This is the aspect of inputs we wish to
consider.

ORIGINS OF EXCITATORY INPUTS TO THE IC
It appears that all IC neurons receive axodendritic synapses
from glutamatergic sources. These may come from a variety of
sources depending on the subdivision of IC or functional zone
(see above). Only the LG neuron has axosomatic glutamatergic
synapses. What is the source of these inputs? As noted above,
there appears to be different types of glutamatergic input. Only
VGLUT1 and VGLUT2 are present in the adult IC, but there are
three patterns of VGLUT expression in axonal terminals: VGLUT1
only, VGLUT2 only, and a colocalization of both (Ito et al., 2009).

Any of these patterns may be seen in axodendritic terminals,
but the axosomatic terminals on LG neurons were only positive
for VGLUT2 (97.1% ± 1.8). In order to identify the origin of
the VGLUT2 axosomatic endings, the expression of VGLUT1 and
VGLUT2 mRNA in neurons that project to the IC was used since
the VGLUT proteins are seldom seen in the cell body of neurons.

In situ hybridization for VGLUT1 and VGLUT2 was per-
formed in the auditory brainstem of the rat and mouse (Ito
et al., 2011). Gene expression for these transporters was found
in most brainstem centers including in the IC, the intermediate
nucleus of the lateral lemniscus (INLL), the dorsal and ventral
cochlear nuclei (DCN and VCN), and the superior olivary com-
plex (SOC) including the lateral superior olive (LSO), medial
superior olive (MSO), rostral periolivary (RPO), dorsal perioli-
vary (DPO), lateroventral periolivary (LVPO), and ventromedial
periolivary nuclei (VMPO) (Figure 3). Neurons expressing genes
for VGLUT were absent or very sparse in the dorsal and ventral

FIGURE 3 | Summary of VGLUT mRNA expression in the rat auditory

brainstem. Red: Nuclei where less than 5% of glutamatergic neurons
express both VGLUT1 and VGLUT2 and other glutamatergic neurons
express VGLUT2 only. Green: Nuclei where more than 95% of
glutamatergic neurons express both VGLUT1 and VGLUT2. Orange: Nuclei
where 10–40% of glutamatergic neurons express both VGLUT1 and
VGLUT2, and other glutamatergic neurons express VGLUT2 only. White:
Nuclei with almost no glutamatergic neurons. Note that granule cells,
expressing VGLUT1 only, are found in nuclei with asterisks, and excluded
from analysis. Abbreviations: DNLL, dorsal nucleus of the lateral lemniscus;
AVCN, anteroventral cochlear nucleus; PVCN, posteroventral cochlear
nucleus; MVPO, medioventral periolivary nucleus; SPO, superior paraolivary
nucleus; MNTB, medeial nucleus of the trapezoid body. For other
abbreviations, see text. Modified from Ito et al. (2011).
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nuclei of the lateral lemniscus (DNLL and VNLL), medial nucleus
of the trapezoid body (MNTB), superior paraolivary nucleus,
(SPO), and medioventral periolivary nucleus (MVPO).

Expression of VGLUT2 alone was the most common pattern,
and a smaller number co-expressed VGLUT1 (Figure 3). Only
a few cells expressed VGLUT1 alone, and these were confined
to the granule cells in the cochlear nuclei, granule cells in the
nuclei of the lateral lemniscus, and neurons in DPO and VMPO.
The incidence of colocalization of VGLUT2 and VGLUT1 differed
among nuclei. VGLUT2 was never colocalized in the IC. In the
DCN, INLL, and LSO, co-expression of VGLUT1 and VGLUT2
was rare and in fewer than 5% of the glutamatergic neurons
(Figure 3, red). In the DPO, LVPO, and MSO, more neurons co-
expressed VGLUT1 (10–25%), and 30–40% of neurons in the
RPO and VMPO co-expressed VGLUT1 (Figure 3, yellow). In the
VCN, the vast majority of glutamatergic neurons (95%) expressed
both VGLUT1 and VGLUT2 (Figure 3, green). Auditory cortex is
also likely to be a source of VGLUT1 terminals since most cor-
tical pyramidal neurons express only VGLUT1 (Fremeau et al.,
2001; Herzog et al., 2001). Neurons with only VGLUT1 expression
can be excluded from consideration as a source of the VGLUT2
axosomatic terminals on LG neurons.

PUTATIVE SOURCES OF EXCITATORY AXOSOMATIC INPUTS ON
LG NEURONS
To test whether specific VGLUT-expressing cells project to the IC,
we performed in situ hybridization for VGLUT1 and VGLUT2
combined with retrograde tracing (Ito and Oliver, 2010). After
an injection of Fluorogold (FG), a fluorescent retrograde tracer,
into the IC, retrogradely labeled neurons were found through-
out the auditory pathways and cortex. Four patterns of VGLUT
gene expression in FG-positive cells were found; (1) VGLUT1
only, (2) VGLUT2 only (For example, fusiform cells of the DCN;
Figure 4), (3) co-expressed VGLUT1&2, and (4) no VGLUT
expression. FG-positive cells expressing VGLUT1 alone were
found only in the auditory cortex. Nuclei that had a substan-
tial number of FG-positive cells expressing VGLUT are shown
in Figure 5 2. The most likely sources of the VGLUT2 axoso-
matic terminals on LG neurons (Figure 5, red) were the ipsilateral
INLL, the contralateral LSO, the contralateral DCN, and the IC,
since other nuclei have fewer neurons that express VGLUT2 only.
These sources may also produce the numerous VGLUT2-positive
terminals on dendrites in the IC.

OUTPUTS OF THE IC
TECTOTHALAMIC INHIBITORY NEURONS
One of the main outputs of the IC is the auditory thalamus, the
MGB. Both disc-shaped and stellate cells project to the MGB
(Oliver, 1984; Oliver et al., 1991). Some of the tectothalamic neu-
rons are GABAergic (Winer et al., 1996). GABA-immunopositive
neurons were labeled were found in all subdivisions of the IC
after retrograde tracing from the MGB. In cats, GABAegic neu-
rons comprised 20% ± 9 of the tectothalamic neurons in the ICC
(mean ± S.D., N = 5, Winer et al., 1996) and a slightly higher

2For the scope of this review, we ignored FG-positive cells not expressing
VGLUT from the original data of Ito and Oliver (2010).

FIGURE 4 | DCN neurons projecting to the IC express VGLUT2 but not

VGLUT1. After an injection of Fluorogold (FG) into the IC, large DCN
neurons, presumably fusiform and giant cells, show immunoreactivity for
FG (brown). Their cell bodies are positive for VGLUT2 mRNA (dark blue
in A), and negative for VGLUT1 mRNA (B) Note that numerous granule cells
express VGLUT1 only. Bar: 40 μm.

FIGURE 5 | Summary of distribution of retrogradely labeled

glutamatergic cells after an injection of FG into the IC. Percentage of
neurons positive for FG and VGLUT2 that co-localize VGLUT1 calculated
from three cases. Nuclei that have more than 10 mean cell count of cells
positive for both FG and VGLUT2 are shown. Red: Brainstem regions where
fewer than 25% of cells express VGLUT1. Green: Nuclei where more than
95% cells express VGLUT1. Orange: Nuclei where 25–70% of retrogradely
labeled cells co-expressed VGLUT1. Modified from Ito and Oliver (2010).
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proportion in the cortices (LC: 20% ± 13, DC: 28% ± 12). In rats,
the percentage was slightly higher (around 40% in the ICC and
LC) except for the DC (20%, Peruzzi et al., 1997). These results
suggest that a substantial amount of GABAergic tectothalamic
neurons are found in all IC subdivisions and are the one of the
output components of the IC’s basic circuit.

LG NEURONS WITH AXOSOMATIC ENDINGS ARE
TECTOTHALAMIC CELLS
GABAergic axons in the brachium of the IC have a larger diameter
than non-GABAergic axons (Saint Marie et al., 1997). Semithin
cross sections of the brachium of the IC immunostained for
GABA revealed that GABAergic fibers had larger diameters than
non GABAergic axons, and the largest axons (diameter >4 μm)
were exclusively GABA-immunopositive. The LG neurons are the
most likely source for these LG axons. To determine whether LG
neurons project to MGB, neurons in the IC were studied after
retrograde labeling from the MGB (Ito et al., 2009). After inject-
ing FG into the MGB, both LG and SG tectothalamic cells were
identified by immunohistochemistry for GAD67, VGLUT2, and
FG. The majority of the GABAergic tectothalamic neurons were
LG neurons, and they encircled by VGLUT2-positive axosomatic
endings (81.8% ± 12.4, 68.3% ± 7.6, and 75.1% ± 13.3 in ICC,
DC, and LC, respectively). There were significantly fewer LG neu-
rons in the GABA modules of the LC (40.3% ± 18.4) when
compared to other subdivisions. Since the incidence of LG neu-
rons was different between subdivisions, a “preference ratio” was
calculated. The percentage of tectothalamic LG neurons to all tec-
tothalamic GABAergic cells was divided by the percentage of LG
neurons to all GABAergic neurons. In all subdivisions, the ratio
was larger than 1.5 (1.56 in ICC, 1.87 in DC, 1.97 in LC, and 2.13
in GABA modules) and indicates that the LG neurons is the pre-
dominant GABAergic cell type in the projection from the IC to
the MGB.

Although the majority of tectothalamic inhibitory neurons are
the LG type, 20–30% of inhibitory projection was made by SG
neurons. This suggests that there should be more variability in
the IPSPs in the MGB. However, in brain slice experiments, the
IPSPs had relatively uniform short latencies (Peruzzi et al., 1997)
to suggest that inhibitory tectothalamic inputs to MGB are mainly
LG inputs. Since relatively large injections of FG were made in the
MGB, neurons sending axons to structures adjacent to the ven-
tral division of the MGB could have been labeled. It is possible
that some SG neurons project to non-lemniscal auditory thalamic
nuclei or non-auditory nuclei in the neighborhood of the MGB
such as the suprageniculate nucleus and posterior intralaminar
nucleus.

TARGETS OF TECTOTHALAMIC INHIBITORY CELLS
Not all MGB neurons receive inhibitory inputs from the IC.
Bartlett and Smith (2002) recorded responses of MGB neurons
during stimulation of the brachium of the IC. MGB neurons that
received a smaller amplitude and longer latency excitatory input
were the recipient of tectothalamic inhibitory projections, while
neurons with larger amplitude and shorter latency excitatory
inputs were not. The former neurons are likely to be innervated
by small axon terminals, and the latter are likely to be innervated

by large terminals. This data suggests the presence of at least two
types of tectothalamic excitatory neurons. One of these excitatory
tectothalamic excitatory neurons may share the same target MGB
neurons with the inhibitory tectothalamic neuron.

A second study mapped the origin of the inputs from the IC
onto a single MGB neuron (Lee and Sherman, 2010). Not all MGB
neurons received the tectothalamic inhibitory input. Inhibitory
and excitatory tectothalamic neurons that share the same postsy-
naptic MGB neuronwere always topographically segregated. This
suggests a large degree of tectothalamic convergence. Both stud-
ies demonstrated that both tufted and stellate neuron types in the
MGB may receive the tectothalamic inhibitory input, while only
tufted neurons sometimes lack the tectothalamic inhibitory input
(Bartlett et al., 2000; Lee and Sherman, 2010).

BASIC CIRCUIT OF THE IC
Since LG neurons are found in all IC subdivisions and distributed
randomly in the ICC (Figure 2), they are not likely to be embed-
ded in specific pathways, and they may have a common function
in the ICC and other parts of the IC. Accordingly, the basic cir-
cuit of the IC must contain at least three types of neurons that
project from the IC to the MGB, the two types of glutamatergic
neurons which make large and small EPSPs on the MGB cells and
the LG neuron (Figure 6). SG neurons are less likely to project
to MGB and may have other targets like the contralateral IC.
With two types of glutamatergic input and one type of GABAergic
input, the information transmitted by this circuit to the MGB will
depend on how and when these different inputs are activated.

Since LG neurons are the largest IC neurons, they might be
expected to be sluggish and have a longer latency than smaller
IC cells. For example, they might have greater membrane capac-
itance to overcome before they fire. It is possible that the dense
VGLUT2 axosomatic terminals may help the LG neurons over-
come this capacitance and fire more quickly despite their large
size. A recent in vivo study investigated the properties of visu-
ally identified neurons of different size in the dorsal IC cortex of
mouse (Geis and Borst, 2011). The largest cells had a low input
resistance. When responses were evoked by sound, the largest
cells had short latency excitatory synaptic responses, and they
fired action potentials with a short latency. The sound evoked
excitatory input was often followed by longer latency inhibitory
postsynaptic potentials. These data are consistent with the LG
neuron as a source of short latency inhibitory input to the MGB.

Since an LG neuron is also likely to have an axon with a large
diameter in the brachium of the IC (Saint Marie et al., 1997),
its IPSP actually may arrive at the MGB before the EPSP from
the glutamatergic IC neuron assuming these two IC neurons fire
simultaneously. This was the finding after electrical stimulation of
the brachium of the IC (Peruzzi et al., 1997). Therefore, the rela-
tive timing of action potentials in LG neurons and glutamatergic
tectothalamic IC neurons will determine the signals arriving at
the MGB.

If LG neurons are driven more by local glutamatergic IC
sources than ascending afferent sources, the IPSPs produced by
LG neurons may reach the MGB simultaneously or later than the
EPSPs from glutamatergic IC neurons. A local or recurrent exci-
tation of the LG neuron might erase the 2 ms lead time of the
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FIGURE 6 | A schematic diagram of the basic IC circuit. LG neurons
(1) receive strong excitatory inputs on their somata, send their axons to the
MGB, and presumably inhibit tufted or stellate neurons in the MGB.
SG neurons (2) do not target MGB. Glutamatergic neurons (3, 4) project to
the MGB but lack the dense VGLUT2 axosomatic inputs. Glutamatergic
neurons with small terminals (3) co-innervate tufted or stellate neurons with

LG neurons. Other tufted neurons are innervated by glutamatergic neurons
with large terminals (4) and do not receive inputs from LG neurons. SG and
glutamatergic neurons receive most of their excitatory inputs on their
dendrites. Red puncta indicate excitatory glutamatergic terminals. Blue
puncta indicate inhibitory (GABAergic and glycinergic) terminals. Modified
from Ito et al. (2009).

IPSP over the EPSP after BIC shock (Peruzzi et al., 1997). In that
case, the MGB neuron will receive almost simultaneous excitatory
and inhibitory inputs, comparable to the triad synapses formed
by glutamatergic inputs from IC and local GABAergic dendrites
in the cat (Morest, 1971, 1975). In that synaptic arrangement,
excitation is followed by very short latency inhibition.

Since rodents lack local GABAergic neurons in the MGB
(Ito et al., 2011), one may suspect that the LG neurons are a
compensatory mechanism in the rodent. However, LG neurons
have been observed in Japanese macaque, marmoset, and rabbit
where GABAergic neurons are present in the MGB (unpublished
observations, Ito and Takada, 2011). Thus, the LG tectothalamic
neurons in the IC may not be a rodent specialization but rather
a fundamental neuron type in the IC. That may differentiate its
role from that of the MGB triad synapse. LG neurons may receive
more convergent input than the MGB triad. The LG neurons are
the largest neurons in the IC, and they are likely to have a stellate
dendritic field that promotes additional convergence especially
in the DC and LC (Oliver et al., 1994). Additional convergence
may be seen in the MGB (Lee and Sherman, 2010). In contrast,
the triad synapse may have less convergence since the same IC
afferent drives both excitatory afferent and the dendro-dendritic
GABAergic synapse.

If axosomatic terminals on LG neurons arise from multiple
sources, the arrival of the IPSP on the MGB neurons may be vari-
able and context dependant. Both faster and slower EPSPs will be
possible. We do not know yet how many VGLUT2 axosomatic ter-
minals must be active to fire a LG neuron. Calyx- or endbulb-type
synapses have not been found in the IC, so the VGLUT2 axo-
somatic synapses are not from a single axon. This suggests that
a highly synchronized excitatory input to the LG neuron is not
as likely as a more asynchronous event. In the latter case, some
acoustic stimuli may activate the excitatory inputs on a LG neuron
more than other stimuli. Thus, the selective firing of excitatory
inputs to the LG neuron might filter the inhibition received by
the auditory thalamus.

MATERIALS AND METHODS
STATISTICAL ANALYSIS
Distribution of GABAergic cells
Data obtained from three Long–Evans rats in the previous study
(Ito et al., 2009) were used. Twenty-μm-thick IC coronal sections
were collected, and every 24th section was immunostained for
GAD67 and VGLUT2, and then counterstained with Neurotrace
510 (Invitrogen, Grand Island, NY). Photomicrographs of the
whole IC were taken by a laser scanning confocal microscope, and
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montage images of the whole IC were made from four IC sections
at interval of 480 μm.

L function
To measure both local and global dispersion of GABAergic neu-
rons in the ICC, we counted the number of neurons located
within a distance of h from other neurons. Ripley’s K function
(Ripley, 1976) is calculated as:

K =
∑

i�=j I(dij < h)

nλ

where I is the number of neurons, dij is the distance between i
th and j th neurons in a set of n neurons, and λ is the density of
neurons. For data analysis, the function is standardized with h in
a following manner:

L = √
K/π − h

Monte-Carlo simulation
To test whether the obtained L functions show random, uniform,
or concentrated distribution, a 95% confidence interval of given
ICC region was calculated by Monte-Carlo simulation in the fol-
lowing manner. First, neurons were randomly re-distributed, and
the L function was calculated. The process was repeated 10,000
times, and the distribution of the L function of random distribu-
tion was obtained. If the original L function was outside of the
95% confidence interval at given h, the distribution is not likely
to be random at the range h. If the L function is smaller than the
confidence interval, neurons are more uniformly distributed. If
it is larger, they are more concentrated. At 10 points of h evenly
separated, significant difference between L function and the con-
fidence interval was examined, and mean counts of significance

were calculated (Table 3). The L functions and confidence inter-
vals were calculated with custom-made scripts on MATLAB
Statistics Toolbox (version: R14; Mathworks, Natick, MA).

Stereological estimate of GABAergic cells
Data obtained from four Long Evans rats in the previous study
(Ito et al., 2009) were used. Twenty-μm-thick IC coronal sections
were collected, and every 12th section was immunostained for
GAD67 and VGLUT2, and counterstained with Neurotrace 510.
IC sections were divided into a 500 × 500 μm grid, with a 57.1 ×
57.1 × 20 μm box in the center as a sampling frame. If nucle-
oli of GAD67-positive cells were found inside the box, images of
the cells were taken, and categorized as LG or SG by the pres-
ence or absence of dense axosomatic VGLUT2-positive endings.
After acquiring stereological samples, low-magnification montage
images of the IC were taken to locate the sampling frames and to
measure the size of the IC. The density of GABAergic neurons
was calculated by dividing the total number of GABAergic neu-
rons by number of the sampling frames and volume of a sampling
frame. Total volume of the IC was estimated by linear interpo-
lation of the volume of every 12th section. Estimated number
of GABAergic neurons was calculated by multiplying the density
with total volume of the IC.
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The type B γ-aminobutyric acid receptor (GABAB receptor) is an important
neurotransmitter receptor in the midbrain auditory structure, the inferior colliculus (IC).
A functional GABAB receptor is a heterodimer consisting of two subunits, GABABR1 and
GABABR2. Western blotting and immunohistochemical experiments were conducted to
examine the expression of the two subunits over the IC including its central nucleus, dorsal
cortex, and external cortex (ICc, ICd, and ICx). Results revealed that the two subunits
existed in both cell bodies and the neuropil throughout the IC. The two subunits had
similar regional distributions over the IC. The combined level of cell body and neuropil
labeling was higher in the ICd than the other two subdivisions. Labeling in the ICc and
ICx was stronger in the dorsal than the ventral regions. In spite of regional differences,
no defined boundaries were formed between different areas. For both subunits, the
regional distribution of immunoreactivity in the neuropil was parallel to that of combined
immunoreactivity in the neuropil and cell bodies. The density of labeled cell bodies
tended to be higher but sizes of cell bodies tended to be smaller in the ICd than in the
other subdivisions. No systematic regional changes were found in the level of cell body
immunoreactivity, except that GABABR2-immunoreactive cell bodies in the ICd had slightly
higher optic density (OD) than in other regions. Elongated cell bodies existed throughout
the IC. Many labeled cell bodies along the outline of the IC were oriented in parallel to the
outline. No strong tendency of orientation was found in labeled cell bodies in ICc. Regional
distributions of the subunits in ICc correlated well with inputs to this subdivision. Our
finding regarding the contrast in the level of neuropil immunoreactivity among different
subdivisions is consistent with the fact that the GABAB receptor has different pre- and
postsynaptic functions in different IC regions.

Keywords: hearing, auditory system, auditory midbrain, GABA, GABAB receptor, GABABR1 subunit, GABABR2

subunit, inhibition

INTRODUCTION
γ-aminobutyric acid (GABA) is an important inhibitory neu-
rotransmitter in the central nervous system (Enna and Möhler,
2007). This neurotransmitter exists at a high level in the mid-
brain auditory structure, the inferior colliculus (IC) (Roberts and
Ribak, 1987; Merchán et al., 2005). Neurons in the IC receive
GABAergic projections from extrinsic sources as well as local
inhibitory interneurons (Adams and Mugnaini, 1984; Helfert
et al., 1989; Li and Kelly, 1992; Vater et al., 1992; Shneiderman
et al., 1993; Merchán et al., 1994; González-Hernández et al.,
1996; Zhang et al., 1998; Kulesza and Berrebi, 2000; Riquelme
et al., 2001; Saldaña et al., 2009). GABAergic receptors in the
IC include the metabotropic GABAB receptor as well as the
ionotropic GABAA receptor (Glendenning and Baker, 1988;
Marianowski et al., 2000; LeBeau et al., 2001; Shiraishi et al., 2001;
Zhang and Kelly, 2003; Malmierca and Merchán, 2004; Kelly and
Caspary, 2005; Hilbig et al., 2007; Caspary et al., 2008; Jamal et al.,
2011).

The GABAB receptor contributes to sound-driven responses
in the IC (Faingold et al., 1989; Szczepaniak and Møller, 1995,

1996; Vaughn et al., 1996; Burger and Pollak, 1998). These con-
tributions are dependent on the pre- and/or postsynaptic func-
tions of the receptor (Zhang and Wu, 2000; Ma et al., 2002;
Sun et al., 2006; Sun and Wu, 2009). Activation of presynaptic
GABAB receptors reduces the release of neurotransmitters includ-
ing glutamate and GABA (Ma et al., 2002; Sun et al., 2006). This
reduction is a result of decreased calcium influx (Mintz and Bean,
1993; Filippov et al., 2000; Kornau, 2006; Ulrich and Bettler,
2007). Activation of postsynaptic GABAB receptors leads to pro-
longed membrane hyperpolarization (Sun and Wu, 2009). This
membrane-voltage change is due to an increase in the opening
probability of potassium channels (Luscher et al., 1997; Ulrich
and Bettler, 2007). The receptor also contributes to long-term
enhancement of excitatory neural responses in the IC (Zhang and
Wu, 2000).

A functional GABAB receptor is a heterodimer consisting of
two subunits, GABABR1 and GABABR2 (Huang, 2006). Both of
these subunits are made in the endoplasmic reticulum. Due to a
retention signal, the GABABR1 subunit remains within the endo-
plasmic reticulum after it is made. Binding by the GABABR2
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subunit masks the retention signal, allowing the two subunits to
form a heterodimer and to traffic toward the plasma membrane
(Pin et al., 2004; Pooler and McIlhinney, 2007).

The GABAB receptor is not homogeneously expressed in the
IC. Receptor autoradiographic studies have revealed that func-
tional GABAB receptors are more abundant in the dorsomedial
than the ventral region of the structure (Milbrandt et al., 1994;
Fubara et al., 1996; Hilbig et al., 2007). Our recent immuno-
histochemical study on the GABABR2 subunit revealed a similar
distribution in the rat’s IC (Jamal et al., 2011).

It has yet to be determined whether the GABABR1 subunit
has a similar distribution in the IC. Also, it is important to find
how the level of the GABAB receptor in the IC is dependent on
the density of cell bodies expressing the receptor and the abun-
dance of the receptor in the neuropil. Furthermore, it is important
to examine the morphological features of cells expressing the
receptor. Addressing these questions can provide an insight into
the role of the receptor in auditory processing. Therefore, we
conducted Western blotting and immunohistochemical experi-
ments to examine the expression of the GABABR1 and GABABR2
subunits in the IC.

EXPERIMENTAL PROCEDURES
ANIMAL PREPARATION
Experiments were conducted using 11 male adult Wistar albino
rats (Rattus norvegicus). These rats had a body weight of
250–400 g and were obtained from Charles River Canada Inc.,
St. Constant, Quebec. The animals were housed in the University
of Windsor animal care facility for at least a week before exper-
iments were conducted. The noise level in the animal facility
was 55–60 dB SPL. All experimental procedures were approved
by the University of Windsor Animal Care Committee and were
in accordance with the guidelines of the Canadian Council on
Animal Care.

WESTERN BLOTTING
For each experiment, an animal was euthanized by an overdose of
sodium pentobarbital (120 mg/kg, i.p.). The brain was extracted
and sliced in the coronal plane into 240 μm thick sections using a
VT1000S vibratome (Leica Microsystems, Heidelberg, Germany).
Tissues of the central nucleus, the dorsal cortex, and the exter-
nal cortex of the IC (ICc, ICd, and ICx) were collected from the
resulting brain slices using a scalpel blade and an SZX7 stereo-
scope (Olympus, Tokyo, Japan). The IC was subdivided based on
a standard rat brain atlas (Paxinos and Watson, 2007) and current
anatomical results on this structure (Malmierca et al., 1993, 1995,
2011; Oliver, 2005; Loftus et al., 2008). The lateral and the rostral
cortices of the IC as suggested by recent publications (Loftus et al.,
2008; Malmierca et al., 2011) were combined into an external
cortex in the present study.

For Western blotting analysis, a sample of a subdivision of the
IC was formed by combining tissue from all the different slices
with the subdivision. The entire cerebellum and a part of the liver
were also collected and used as controls. Thus, a set of five samples
was formed for Western blotting analyses for each independent
case (i.e., each individual animal). During slicing and tissue col-
lection, the brain was submerged in artificial cerebrospinal fluid

containing (in mM): 126 NaCl, 3 KCl, 1.4 KH2PO4, 26 NaHCO3,
4 glucose, 1.3 MgSO4, and 1.4 CaCl2.

Tissue in each sample was homogenized manually in homoge-
nization buffer (0.32 M sucrose in 5 mM Tris, pH 7.4) contain-
ing protease inhibitors (3 μM aprotinin, 10 μM phenylmethyl
sulfonyl fluoride, 1 μM leupeptin, and 3 μM pepstatin). Lysate
was cleared at 3400 g for 20 min at 4◦C. The protein con-
centration of the supernatant was measured using a Bradford
assay (Sigma-Aldrich, Oakville, ON) and quantified using a
Biomate5 spectrophotometer (Thermo Scientific, Surrey, United
Kingdom).

Thirty micrograms of protein from each sample were added
to 4X sample buffer and subjected to electrophoresis on a 10%
sodium dodecyl sulphate-polyacrylamide gel (SDS-PAGE) for 2 h
at 125 V. Proteins were transferred from the gel to a polyvinyli-
dene fluoride (PVDF)-Plus 0.45 μm membrane (Osmonics Inc.,
Minnetonka, MN) for 2 h at 30 V. The membrane was blocked at
room temperature for 1 h in Tris-Buffered Saline Tween (TBST,
50 mM Tris/HCl, 153 mM NaCl, 0.05% Tween-20, pH 7.6) con-
taining 1% skim milk. The membrane was then incubated
in a primary antibody (see section “Antibodies and Control
Experiments”) overnight at 4◦C. Following three TBST washes
(10 min each), the membrane was incubated in a secondary anti-
body (see section “Antibodies and Control Experiments”) for
1 h at room temperature. Following another three TBST washes
(10 min each), the membrane was developed with an ECL kit
(Pierce, Rockford, IL). Images were acquired using an HD2 gel
imaging system and AlphaEase digital analysis software (Alpha
Innotech, San Leandro, CA).

IMMUNOHISTOCHEMISTRY
A rat was euthanized by an overdose of sodium pentobarbital
(120 mg/kg, i.p.) and transcardially perfused with Tyrode’s solu-
tion followed by 4% paraformaldehyde in 0.1 M PB. The brain
was extracted and cryoprotected in a sucrose gradient (10, 20,
and 30% in 0.1 M PB) at 4◦C. The brain was then sectioned
into 30 μm slices in the coronal plane using a CM1050 S cryostat
(Leica Microsystems, Heidelberg, Germany) and thaw-mounted
onto SuperFrost Plus glass slides (Fisher Scientific, Pittsburg, PA).
Every fourth section over the entire rostrocaudal extent of the IC
was collected to form a set of tissue samples. Out of the four sets of
samples, one or two were used for the present study (see section
“Results”). The other sets were used for purposes not related to
this study. For an immunoreaction, each step was conducted with
all the sections in a set placed in a single container (keeper), so
that the same experimental conditions were applied to the entire
set of sections.

Prior to an immunoreaction, sections were warmed to room
temperature. They were then incubated overnight at room
temperature in a primary antibody (see section “Antibodies
and Control Experiments”) in 0.1 M PBS with 0.05% Triton
X-100 and 5% normal donkey serum (Jackson ImmunoResearch
Laboratories, 017-000-121). Following three thorough washes
with 0.1 M PBS (10 min each), the sections were incubated
in a secondary antibody (see section “Antibodies and Control
Experiments”) in 0.1 M PBS containing 2% normal donkey
serum at room temperature for 2 h. After three additional
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washes (10 min each) in 0.1 M PBS, sections were incubated
in ExtrAvidin®-peroxidase (Sigma E2886, 1:400) in 0.1 M PBS
for 1.5 h at room temperature. The sections were then rinsed
three times (10 min each) and incubated in 0.05% 3, 3-
Diaminobenzidine tetrahydrochloride (DAB) in 0.1 M PB with
0.04% NiSO4 and 0.1% glucose oxidase at room temperature for
15–30 min. The DAB reaction was terminated by a wash with
0.1 M PBS. The tissues were then dehydrated with an ethanol gra-
dient (60, 70, 95, 100, and 100%) and cleared twice with Histosol
(10 min each). The slides were mounted with Permount (Fisher
Scientific, SP-500) and coverslipped. Sections were examined
using a CTR 6500 microscope (Leica Microsystems, Heidelberg,
Germany) and photomicrographic images were taken using a
DFC 380 FX digital camera (Leica Microsystems, Heidelberg,
Germany).

ANTIBODIES AND CONTROL EXPERIMENTS
The primary antibody for probing the GABABR1 subunit
in both Western blotting and immunohistochemical experi-
ments was rabbit polyclonal GABABR1 antiserum (Santa Cruz
Biotechnology R-300, 1:3000 for Western blotting and 1:1000 for
immunohistochemistry). The primary antibody for probing the
GABABR2 subunit in Western blotting and immunohistochemi-
cal experiments was guinea-pig polyclonal GABABR2 antiserum
(Chemicon AB5394, 1:3000 for Western blotting and 1:1000 for
immunohistochemistry). Primary antibodies for probing Actin
and α-Tubulin in Western blotting experiments were mouse mon-
oclonal anti-Actin antiserum (Chemicon MAB1501, 1:1000) and
mouse monoclonal anti-α-Tubulin antiserum (Chemicon 05-829,
1:1000), respectively.

Secondary antibodies used in Western blotting experiments
were horseradish peroxidase (HRP)-conjugated Goat anti-rabbit
IgG (Santa Cruz Biotechnology SC-2004, 1:6000), HRP-
conjugated goat anti-guinea pig IgG (Chemicon AQ108, 1:6000),
and HRP-conjugated goat anti-mouse IgG (Chemicon 12-349,
1:10000). Secondary antibodies used in immunohistochemistry
experiments were biotinylated donkey anti-rabbit IgG (Jackson
ImmunoResearch Laboratories 711-005-152, 1:400) and biotiny-
lated donkey anti-guinea pig IgG (Jackson ImmunoResearch
Laboratories 706-065-148, 1:400).

The effectiveness and specificity of the antibody against the
GABABR2 subunit had been verified by our previous Western
blotting and immunohistochemical experiments (Jamal et al.,
2011) and were confirmed by control experiments in the
present study. In agreement with previous findings (Charles
et al., 2001; Benke et al., 2002; Panzanelli et al., 2004), our
Western blotting experiments using the antibody against the
GABABR1 subunit and cerebellar tissue revealed two bands at
100 and 130 kDa, respectively, (Figure 1A). These bands were
absent in the lane for liver tissue. Further experiments using
antibodies against Actin and α-Tubulin revealed that loading
was even, and that α-Tubulin can serve as a selective load-
ing control for neural tissue. Immunohistochemical experi-
ments using cerebellar tissue revealed labeling by the antibody
against the GABABR1 subunit in the molecular layer, Purkinje
cell layer, and granule cell layer (Figure 2A). Immunoreactivity
was absent in white matter. No labeling was found in the

FIGURE 1 | Immunoreactivity to antibodies against the GABABR1 and

GABABR2 subunits as revealed by Western blots. (A) Western blots
obtained by using the antibody against the GABABR1 subunit and tissues
from the cerebellum and the liver (top panel). Actin was used as a general
loading control (lower band of the lower panel) and α-Tubulin was used as a
brain tissue-specific loading control (upper band of the lower panel). Two
bands with molecular weights of 100 and 130 kDa are revealed in the blot
for cerebellar tissue. (B) Western blots showing GABABR1 (i) and
GABABR2 (ii) immunoreactivities in the cerebellum, ICc, ICd, and ICx.
In (i) and (ii), blots reflecting α-Tubulin immunoreactivity are shown below
the blots reflecting the GABABR1 and GABABR2 immunoreactivities. The
ratio between the OD of a GABABR1 or GABABR2 band and the OD of an
α-Tubulin band was obtained for each of the four neural structures in each
animal. The ratio from the cerebellum was used for normalization. Group
results based on ratios from four animals are shown in bar charts in
B(i) and B(ii). Error bars indicate standard errors.
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FIGURE 2 | Immunoreactivity to the antibody against the GABABR1

subunit in the cerebellum (A) and the IC (B) as revealed by

immunohistochemistry. The cerebellar section shows molecular, Purkinje
cell, and granule cell layers, and white matter. Inset in (A) shows a labeled
somata of a Purkinje cell, as well as adjacent areas in the molecular and
granule layers. Arrow points toward the labeled Purkinje cell. The diagram in
the bottom panel of (B) is the outline of the section shown in the top panel
of (B) along with a grid used in the measurement of cell body and neuropil
immunoreactivity. The grid was also used in the measurement of
morphological features of immunoreactive cells. Each grid box has
150 × 150 μm dimensions. Scale bars in (A) and (B): 500 μm in low
magnification image; 25 μm in the inset.

cerebellum and the IC when the primary antibody was replaced
by 0.1 M PBS (data not shown). These immunochemical results
are consistent with previous findings (Ige et al., 2000; Charles
et al., 2001). Thus, our control experiments indicated that
the antibody against the GABABR1 subunit was effective and
specific.

DATA ANALYSIS
Analyses of western blotting results
For each case, levels of the GABABR1 subunit, the GABABR2 sub-
unit, Actin, and α-Tubulin were evaluated by using gel images
probed by respective primary antibodies. For each gel image, an
optic density (OD) value was measured for each of the four bands
corresponding to the ICc, ICd, ICx, and cerebellum. For each
structure, the OD value for a receptor subunit (i.e., either the
GABABR1 or GABABR2 subunit) was normalized against the OD
value for α-Tubulin. A ratio was obtained between the normalized
OD value of a collicular subdivision and the normalized OD value
of the cerebellum. The ratios from all the cases studied were then
used to obtain a mean and a standard error to reflect the level of a
receptor subunit in a collicular subdivision in reference to that in
the cerebellum.

Analyses of immunohistochemical images
Digital photomicrographic images were taken for each section
probed by an antibody against the GABABR1 or the GABABR2
subunit. A grid with 150 × 150 μm squares (named as grid boxes
elsewhere in the text) and an arbitrary origin was placed over
the area of the IC (bottom panel of Figure 2B). The origin
was used as a reference point for superimposing the outline
of the IC and a contour showing the regional distribution of
OD or cell body morphological characteristic in the IC (see
below). Images were taken for all the grid boxes or alternat-
ing grid boxes in the IC using a 63X oil immersion objective
at a focal plane 10 μm below the top surface of the tissue.
These images were used to examine the number of GABABR1-
or GABABR2-immunoreactive (GABABR1-IR or GABABR2-IR)
cell bodies as well as the level of immunoreactivity and mor-
phological features of these cell bodies. The images were also
used to evaluate the neuropil level of subunit expression as
well as the overall level (i.e., combined cell body and neuropil
level) of expression. Images for each set of tissue samples were
taken in multiple sessions. At the beginning of each imaging
session, a predetermined area of a cerebellar section was exam-
ined and the mean OD of this area was measured (see below
for measurement of OD) to ensure that illumination condi-
tions of the microscope were consistent across different imaging
sessions.

To assess the overall level of immunoreactivity in an area (e.g.,
an 150 × 150 μm grid box), a gray level was measured at each
pixel within the area. In such a measurement, white and black
colors corresponded to pixel values of 0 and 255, respectively. The
mean and the standard deviation of all the pixel gray levels in
the box were obtained to indicate the OD of this area. To assess
the level of neuropil labeling within a grid box, five small square
areas with 10 × 10 μm dimensions were randomly picked within
the grid box. These squares were devoid of any cell bodies or parts
of cell bodies. A gray level was measured at each pixel in these five
areas and the mean and standard deviation of all the pixel gray
levels were obtained to represent the OD of the neuropil in the
grid box.

A normalized OD value was calculated for an area of inter-
est by using the mean OD from the molecular layer of the
cerebellum and the mean OD from an area with the lightest
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labeling in the entire set of section (typically white matter of the
cerebellum):

Normalized OD = (ODaud − ODl) / (ODcm − ODl)

where ODaud is the mean OD value of an area of interest (i.e., a
grid box, five 10 × 10 μm squares, or a cell body). ODcm and ODl

are the mean OD values of the cerebellar molecular layer and the
area with the lightest labeling, respectively.

Immunoreactive cell bodies were counted in each grid box.
An immunoreactive cell body had an identifiable nucleus and a
mean OD value higher than a threshold OD level for the grid
box. This threshold level equaled the mean neuropil OD plus one
standard deviation of the neuropil OD in the grid box. Only cell
bodies with a major axis (i.e., longest axis) longer than 6 μm were
counted.

For each labeled cell body, the level of labeling and the size
of the cell body were examined. A cell body was outlined man-
ually and the level of labeling in the cell body was obtained by
calculating the mean OD within the outlined area. The perime-
ter, occupied area, length of the major axis, and orientation of the
major axis were also measured for the cell body. The area occu-
pied by a cell (a) and the length of the major axis (l) were used
to calculate an elongation index (EI) to describe the shape of an
immunoreactive cell body:

EI = 1 − a
π
4 l2

An EI value is within the range between 0 and 1. An elongated
cell body results in a large EI value, while a perfect circular cell
body results in an EI value of 0.

Measurements of OD values and cell body morphological fea-
tures from all grid boxes were combined to calculate mean values
or to create histograms for the three subdivisions. For this pur-
pose, a grid box divided by a border between two subdivisions
was assigned to the subdivision that covered a larger part of the
grid box.

Image J software (U.S. National Institute of Health, Bethesda,
MD) was used in the counting and analyses of immunoreac-
tive neurons, and the measurements of OD values. DeltaGraph
software (RedRock software, Salt Lake City, UT) was used
for plotting contours, histograms, and vector charts to show
regional distributions of immunoreactivity and morphological
features of immunoreactive cell bodies. For the purpose of illus-
tration, brightness and contrast of photomicrographic images
was adjusted using Photoshop CS4 Extended software (Adobe
Systems, San Jose, CA). Outlines of neural structures in photomi-
crographic images were traced using Illustrator (Adobe Systems,
San Jose, CA). Areas outside the IC in a contour plot made using
DeltaGraph were cropped using Illustrator.

RESULTS
LEVELS OF THE GABABR1 AND GABABR2 SUBUNITS IN THE IC:
WESTERN BLOTTING
Western blotting experiments were conducted using four rats. In
three of the four animals, both the GABABR1 and the GABABR2

subunits were probed. In the fourth animal, only the GABABR2
subunit was probed. As shown in Figure 1B, both the GABABR1
and GABABR2 subunits were expressed at a higher level in the
ICd than in the other two collicular subdivisions. This area dif-
ference was confirmed by all the other cases examined in this
study (2 and 3 cases for the GABABR1 and GABABR2 subunits,
respectively). The GABABR1/α-Tubulin ratio in the ICc and ICx
were about 65 and 70% of that in the ICd, respectively. The
GABABR2/α-Tubulin ratio in the ICc and ICx were about 55 and
75% of that in the ICd, respectively.

LOCALIZATION OF THE GABABR1 AND GABABR2 SUBUNITS:
IMMUNOHISTOCHEMISTRY
Immunohistochemical experiments were conducted using a total
of seven rats. In one of these rats, both the GABABR1 and the
GABABR2 subunits were probed. In three rats the GABABR1
subunit was probed, while in another three rats the GABABR2
subunit was probed. Regional and cellular distributions of
immunoreactivity were examined in each of these cases. For each
subunit, OD values were measured in four cases to evaluate the
distribution of neuropil and overall (combined cell body and neu-
ropil) immunoreactivities over the entire IC. In three of the four
cases OD values were measured in alternating grid boxes in each
section, while in one of the four cases OD values were measured
in all the grid boxes in each section. Comparisons made in the
cases in which ODs were measured for all the grid boxes (one
for each subunit) revealed that contours showing distributions of
neuropil and overall immunoreactivity based on measurements
from all the grid boxes were similar to those based on measure-
ments from alternating boxes. Therefore, results presented in the
following section will be based on measurements from alternat-
ing grid boxes for all cases in order to keep consistency. The level
of cell body immunoreactivity, the density of labeled cell bodies,
and the size and orientation of labeled cell body were examined
in two cases for each subunit.

The GABABR1 and GABABR2 subunits were found through-
out the entire IC (Figures 2B and 3). For a section from
the middle portion of the rostrocaudal extent of the IC
[Figures 3A(ii),B(ii)], the overall level of expression was higher
in the dorsomedial region (i.e., the ICd) than the ventrolateral
region of the IC (i.e., the ventral parts of the ICx and ICc). The
dorsal parts of the ICc and ICx also had relatively high level of
expression. The reduction in the level of immunoreactivity from
dorsomedial to the ventrolateral part of the IC was gradual. No
defined boundaries were found among the three subdivisions. In
the rostral part of the IC, an area defined as the rostral cortex of
the IC by recent publications (Loftus et al., 2008; Malmierca et al.,
2011), the level of immnoreactivity was higher in the medial than
in the lateral region [Figures 3A(i),B(i)]. Stronger labeling in the
medial than the lateral region of the IC was also observed in the
caudal part of the IC [Figures 3A(iii),B(iii)]. Across the rostro-
caudal extent of the IC, the level of labeling appeared to be higher
in the caudal than the rostral part. This rostrocaudal difference is
more apparent for GABABR2 immunoreactivity than GABABR1
immunoreactivity.

Over the area of the IC in a section, a mean OD value
was obtained for each of the alternating grid boxes to reflect
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FIGURE 3 | An example showing immunoreactivity to antibodies against

the GABABR1 subunit (A) and the GABABR2 subunit (B) at different

rostrocaudaul locations of the IC. The rostrocaudal locations of the
sections shown in (A) and (B) are indicated in a sagittal diagram in the inset.
Below each photomicrograph in (A) and (B) is a diagram of the section with a

contour plot showing the distribution of a combined level of cell body and
neuropil immunoreactivity over the area of the IC. For making a contour, a
normalized OD was obtained for each of the alternating grid boxes over the
area of the IC. Results in (A) and (B) are from a single animal. Scale bars in
(A) and (B): 500 μm.

the combined level of cell body and neuropil labeling in the
boxes. A contour plot was created by using the mean OD val-
ues from these grid boxes. Contour plots for sections shown
in Figure 3 indicate that the GABABR1 and GABABR2 subunits

displayed similar distributions of a combined level of cell body
and neuropil immunoreactivity. For both subunits, a high level
of immunoreactivity was observed in the medial/dorsomedial
part of the IC. Measurements of OD values in three additional
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FIGURE 4 | Group results from immunohistochemical experiments

showing overall (cell body and neuropil combined) levels of GABABR1

and GABABR2 immunoreactivity (A and B) in three subdivisions of

the IC. For each section in an animal, a normalized OD was obtained for
each of the alternating grid boxes. A mean normalized OD value was
obtained for each collicular subdivision of an animal. Each bar in a bar chart
represents a grand mean value for four animals for a subdivision. Error bars
indicate standard errors.

cases for each subunit supported findings from the case shown in
Figure 3.

For each case, OD values from alternating grid boxes in an
entire set of sections were combined to generate three mean
OD values to reflect overall levels of GABABR1 or GABABR2
immunoreactivity in the ICc, ICd, and ICx. Group results from
four cases for each subunit confirmed that the overall levels of
GABABR1 and GABABR2 immunoreactivity were higher in the
ICd than in the ICc and the ICx (Figure 4). For both subunits,
levels of immunoreactivity in the ICc and ICx were about 75% of
that in the ICd.

Higher magnification images revealed that labeling of cell bod-
ies in the IC by an antibody against the GABABR1 or GABABR2
subunit was either punctate or diffused (Figure 5). Punctate
labeling was observed in the neuropil of the IC. Cell bodies
immunoreactive to the GABABR1 antibody typically had strong
labeling on or close to the cell membrane, while those immunore-
active to the GABABR2 antibody typically had strong labeling
throughout the cell body including areas in and close to the
nucleus.

Distributions of GABABR1-IR and GABABR2-IR cell bodies in
the IC were quantitatively examined in two cases for each sub-
unit. For each case, the density of immunoreactive cell bodies
was examined in an entire set of tissue sections. In each section,
immunoreactive cell bodies were counted in all the alternating

FIGURE 5 | High magnification photomicrographs showing GABABR1

and GABABR2 immunoreactivity (A and B) in the ICc, ICd, and ICx.

Arrows point toward labeled cell bodies while arrowheads point toward
labeled puncta in the neuropil. Scale bars: 25 μm.

grid boxes. As shown by an example in Figure 6, labeled cell bod-
ies were densely packed in the dorsomedial region of the IC in
sections from the mid portion of the rostrocaudal extent of the
structure [Figure 6A(ii) top and bottom panels]. Cell packing
density was low in the ventral region. In the rostral part of the
IC, the density of labeled cells appeared to be slightly higher in
the dorsal or dorsolateral than the other regions [Figure 6A(i)
top and bottom panels]. In sections close to the caudal pole of
the IC, density of labeled cells was higher in the dorsal than the
ventral region [Figure 6A(iii) top and bottom panels]. The over-
all density of labeled cell bodies was reduced at the caudal pole,
with the dorsal-ventral contrast still observed (data not shown).
Densities of labeled cell bodies in all of the alternating grid boxes
in the entire set of sections were summarized in histograms shown
in Figure 6B. Distributions of the density of immunoreactive cell
bodies peaked at higher values in the ICd than in the ICc and
ICx for the GABABR1 subunit (Figure 6B left panel). The mean
number of labeled cells/grid box supported that GABABR1-IR
cells were more densely packed in the ICd than in the ICc and
ICx (Table 1). For the GABABR2 subunit, the difference in the
distribution of density of immunoreactive cell bodies among the
three subdivisions was smaller than for the GABABR1 subunit
(Figure 6B right panel). However, the ICd still had the highest
average density of labeled cells among the three collicular subdivi-
sions (Table 1). The relatively small difference was likely partially
related to the fact that few GABABR2-IR cells were found in the
caudal pole of the ICd. The area difference in the packing density
of immunoreactive cells was confirmed by quantitative analysis of
results from a second case for each subunit.

The level of cell body immunoreactivity was examined in two
cases for each subunit. For each case, ODs of immunoreactive
cell bodies were measured using an entire set of tissue sections
and measurements were conducted in each of the alternating grid
boxes in each section. Results shown in Figure 7A revealed a nor-
mal distribution of cell body OD in each of the three collicular
subdivisions. For the GABABR1 subunit, the distributions of OD
peaked at a value about one fourth lower than the mean OD
of the cerebellar molecular layer (Figure 7A left panel). For the
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FIGURE 6 | (A) Densities of GABABR1-IR and GABABR2-IR cells (top and
bottom rows) in the IC. Analyses were conducted on two animals for each
subunit. Results in the two rows are from two different animals. In each row,
contour plots in three panels show densities of labeled cells in three coronal
sections at different rostrocaudal locations as indicated in the inset. A density
of labeled cells represents the total number of immunoreactive cells in a

150 × 150 μm grid box. Each contour is made by using densities of cells in
alternating grid boxes over the area of the IC. (B) Histograms showing
distributions of GABABR1-IR cells (left panel, results from the same animal as
in the top row in A) and GABABR2-IR cells (right panel, results from the same
animal as in the bottom row in A) in the ICc (green), ICd (red), and ICx (blue).
Scale bars in (B): 500 μm.

Table 1 | Summary of results from two animals for GABABR1-IR and GABABR2-IR cell bodies, respectively.

GABABR1-IR cells GABABR2-IR cells

mean ± SD mean ± SD

ICc ICd ICx ICc ICd ICx

Total number of neurons examined 2538 1879 3476 2038 1380 3508

Number of cells/grid box 13.4 ± 5.0 16.3 ± 5.7 10.4 ± 4.9 12.0 ± 5.1 14.5 ± 8.2 12.9 ± 6.8

Normalized optic density 0.77 ± 0.12 0.76 ± 0.12 0.76 ± 0.13 0.98 ± 0.17 1.06 ± 0.16 0.98 ± 0.17

Area of cell body (μm2) 67.0 ± 34.6 58.0 ± 26.5 63.4 ± 35.2 69.1 ± 45.9 53.8 ± 27.8 66.7 ± 42.0

Perimeter of cell body (μm) 32.3 ± 11.1 30.3 ± 9.6 31.9 ± 12.0 32.4 ± 12.3 28.7 ± 9.4 32.4 ± 12.1

Major axis of cell body (μm) 11.5 ± 4.1 11.0 ± 3.7 11.6 ± 4.5 11.4 ± 5.0 10.3 ± 3.5 11.7 ± 4.5
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FIGURE 7 | (A) Histograms showing distributions of the normalized OD for
individual GABABR1-IR cell bodies (left panel) and GABABR2-IR cell bodies
(right panel) in the ICc (green), ICd (red), and ICx (blue). Analyses were
conducted on two animals for each subunit. Results in the left and right
panels are from two different animals. (B) Regional distribution of the mean
normalized OD of GABABR1-IR cells (top panels) and GABABR2-IR cells

(bottom panels) over the area of the IC in three coronal sections at different
rostrocaudal locations as indicated in the inset. The mean normalized OD
represents the mean of the normalized ODs of all the labeled cells in a
150 × 150 μm grid box. A contour is made by using the mean normalized OD
values from alternating grid boxes over the area of the IC. Scale bars in
(B): 500 μm.

GABABR2 subunit, the distributions of the cell body OD in
the ICc and ICx peaked at a level slightly lower than the mean
OD of the cerebellar molecular layer (Figure 7A right panel). In
contrast, the distribution in the ICd peaked at a value slightly
higher than the mean OD of the cerebellar molecular layer.
The similarity in the level of cell body GABABR1 immunore-
activity among the three subdivisions and the small difference
in the cell body GABABR2 immunoreactivity between the ICd
and ICc/ICx were also reflected by mean OD values shown in
Table 1   .

A mean value was obtained for the OD values of all the
immunoreactive cell bodies in each of the alternating grid boxes
in a section. These mean OD values were used to create a contour
to show the regional distribution of cell body immunoreactivity.
Contour plots in Figure 7B revealed small variations in the mean

OD over the IC. These variations resulted in a patchy pattern over
the IC for GABABR1 immunoreactivity (Figure 7B top panels).
For GABABR2 immunoreactivity, OD values were slightly higher
in sections from the caudal part of the IC and the dorsomedial
region of the IC in sections from the mid rostrocaudal extent of
the structure (Figure 7B bottom mid and right panels). Relatively
high OD values in these regions were in agreement with the fact
that individual GABABR2-IR cell body ODs had a distribution
that peaked at a higher value in the ICd than in other collicular
subdivisions (Figure 7A right panel). The regional distribution of
cell body OD shown in Figure 7 was verified by one additional
case for each subunit.

The area, perimeter, and major axis of an immunoreactive
cell body were measured over the IC in two cases for each sub-
unit. For each case, measurements were made in alternating grid
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FIGURE 8 | (A) Histograms showing distributions of the area (left panels),
perimeter (middle panels), and major axis (right panels) for individual
GABABR1-IR cell bodies (top panels) and GABABR2-IR cell bodies
(bottom panels) in the ICc (green), ICd (red), and ICx (blue). Analyses
were conducted on two animals for each subunit. Results in the top and
bottom panels are from two different animals. (B) Regional distributions of
the mean area (i), mean perimeter (ii), and mean major axis (iii) of
GABABR1-IR cells (top row) and GABABR2-IR cells (bottom row) over the

IC in a coronal section as indicated in the inset. A mean area, a mean
perimeter, and a mean major axis were obtained by using the
corresponding parameters from all the labeled cells in a 150 × 150 μm grid
box. A contour is made by using the mean values from all the alternating
grid boxes over the area of the IC. Results in the top panels of (B) are
from the same animal as in the top panels of (A) while results in the
bottom panels of (B) are from the same animal as in the bottom panels
of (A). Scale bars in (B): 500 μm.

boxes in each section. Histograms were made to show distribu-
tions of cell body area, perimeter, and major axis in the ICc, ICd,
and ICx. Results from the two cases shown in Figure 8A indi-
cated that GABABR1-IR and GABABR2-IR cell bodies tended to
have smaller sizes in the ICd than in the ICc and ICx. For both
cases, grand mean values for cell body size parameters in the three

subdivisions supported that immunoreactive cell bodies tended to
have smaller sizes in the ICd (Table 1).

Mean area, perimeter, and longest axis were obtained for all
immunoreactive cell bodies in a grid box for the two cases shown
in Figure 8A. Contour plots based on these mean values revealed
that at the mid portion of the rostrocaudal extent of the IC,
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FIGURE 9 | Vector plots reflecting shapes and orientations of

GABABR1-IR cell bodies (A) and GABABR2-IR cell bodies (B) over the IC

in three coronal sections at different rostrocaudal levels as indicated in

the inset. Analyses were conducted on two animals for each subunit.
Results in (A) and (B) are from two different animals. In each section, shapes
and orientations of labeled cell bodies were measured in alternating
150 × 150 μm grid boxes. Each green line is a vector representing results
from one individual neuron, with the length indicating the elongation index

(EI) and the orientation indicating the orientation of the major axis of the
neuron. Each red line indicates the mean of individual vectors in a grid box.
Inset shows individual vectors and the mean vector in a grid box located at
the ventromedial region of the IC in a section from the middle rostrocaudal
level of the IC of the case shown in (A). A small horizontal black line in the
area of IC in each panel and the horizontal line at the bottom of the inset
indicate an EI value of 1. Scale bar (thick horizontal line) in A(iii) and B(iii):
500 μm.

immunoreactive cell bodies tended to be smaller in the dorsome-
dial region (ICd) than in the ventral region (ventral ICc and ICx)
(Figure 8B). In rostral and caudal part of the IC, neurons in the
dorsal region also tended to have relatively small cell body sizes.
However regional differences seemed smaller (data not shown).
The area differences in cell body size as shown in Figure 8 were
verified by one additional case for each subunit.

Many GABABR1-IR and GABABR2-IR neurons in the IC
display elongated cell bodies (see Figure 5 for examples). The
elongated shape of a cell body was quantitatively described by
using an EI (see section “Experimental Procedures” for details).
For each section, an EI was calculated for each of the cell bodies
in all the alternating grid boxes over the area of the IC. A vector
plot was made by using EI values and angles of the major axes
of all these cell bodies. Figure 9 displays results from two cases

respectively for the GABABR1 and GABABR2 subunits. For sec-
tions obtained from the mid portion of the rostrocaudal extent
of the IC [Figures 9A(ii),B(ii)], vectors close to the outline of
the IC had a tendency of orientation parallel to the outline. In
contrast, vectors in the ICc region did not show a strong ten-
dency of orientation. A mean vector was calculated for each grid
box by using the EIs and the angles of major axes of individual
neurons. Mean vectors in grid boxes along the outline of the IC
were larger and had a tendency to follow the outline. In con-
trast, mean vectors in the ICc region were small and did not
show a tendency of orientation. These results are consistent with
observations from individual neurons. In the rostral and caudal
parts of the IC, no strong tendency of orientation was found,
although many neurons in these parts display elongated shapes
[Figures 9A(i),(iii),B(i),(iii)].
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Neurons immunoreactive to the GABABR1 and GABABR2
antibodies were found among fibers in the commissure of the
inferior colliculus (CIC) and the brachium of the inferior col-
liculus (BIC) (Figure 10). In the CIC, immunoreactive cell bodies
existed over the entire lateral-medial extent. These cell bodies had
elongated shapes (as indicated by arrows), which were oriented
in parallel with the commissural fibers. The level of labeling of

FIGURE 10 | Photomicrographs showing GABABR1 and GABABR2

immunoreactivity in the CIC and BIC regions. Arrows point toward
labeled cell bodies while arrowheads point toward labeled puncta in the
neuropil. Scale bars: 25 μm.

these cell bodies was similar to that of cell bodies in the ICd.
Immunoreactive cell bodies in the BIC also had elongated shapes.
These cells tended to have a vertical orientation and the level
of labeling of these cells was similar to that of cell bodies in
the ICx.

Neuropil OD values were measured in four cases for each
subunit. In each case, measurements were conducted in alternat-
ing grid boxes in each section (see “Experimental Procedures”)
and a contour plot was made for the section. Results indicated
that immunoreactivity for both the GABABR1 and the GABABR2
subunits was higher in the medial/dorsomedial part than the ven-
trolateral part of the structure (Figures 11A,B). For each case, OD
values from alternating grid boxes over the area of IC in the entire
set of sections were combined and three grand mean values were
obtained for the three collicular subdivisions. Group results (four
cases for each subunit) indicated that the ICd had a higher level
of neuropil labeling than the ICc and ICx (Figure 12).

DISCUSSION
TECHNICAL CONSIDERATIONS
Sections at 30 μm thickness were used in our immunohistochem-
ical experiments. Strengths of immunoreaction might not have
been even at different depths of a section. In an effort to minimize
this effect, all photomicroscopic images were taken when the focal
plane was at a depth of 10 μm below the tissue surface. In spite of
this effort, differences might have existed in immunopenetration
between sections treated with antibodies against the GABABR1
and GABABR2 subunits, respectively. These differences might

FIGURE 11 | An example showing regional distributions of the level of

neuropil immunoreactivity to antibodies against the GABABR1 (A) and

the GABABR2 (B) subunits over the IC in sections from different

rostrocaudaul locations of the IC indicated in the inset. For making a

contour, normalized OD values were obtained for the neuropil in each of the
alternating grid boxes over the area of the IC. Results in (A) and (B) and
those in Figure 3 are from the same animal. Scale bars in (A) and (B):
500 μm.
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FIGURE 12 | Group results showing levels of GABABR1 (A) and

GABABR2 (B) immunoreactivity in the neuropil in three subdivisions of

the IC. For each section in an animal, normalized OD was obtained for each
of the alternating grid boxes. A mean normalized OD value was obtained for
each collicular subdivision. Each bar in a bar chart represents a grand mean
value for four animals for a subdivision. Error bars indicate standard errors.

have, to some extent, introduced disparities between the two
subunits in the distribution of immunoreactivity.

The relatively thick tissue section might have also affected
measurements of OD values. Although measured OD values were
mainly determined by photons from the focal plane, contribu-
tions from off-focal planes should not be completely ignored.
Photons from off-focal planes would not necessarily affect the
evaluation of the distribution of the overall level of immuno-
ractivity. It might have, to some extent, smeared distributions
of neuropil and cell body immunoreactivity, as measurements
of cell body labeling in the focal plane could be affected by
neuropil in the off-focal planes and vice versa. Even with this pos-
sible effect, a difference between the neuropil and cell bodies in
the area distribution of immunoreactivity was evident (Compare
Figures 7 and 11).

LEVEL AND DISTRIBUTION OF THE GABABR1 AND GABABR2
SUBUNITS OVER THE IC
Our immunohistochemical and Western blotting experiments
reveal that the combined level of cell body and neuropil expres-
sion is higher in the ICd than in the ICc and ICx for both
GABABR1 and GABABR2 subunits. Results based on the two
techniques revealed that for both subunits, the combined level
of expression in the ICc and ICx was about two thirds of that in
the ICd.

Results from the present study support our previous quali-
tative observation regarding the distribution of the GABABR2
subunit in the IC (Jamal et al., 2011). The results also support

findings from receptor autoradiographical studies indicating that
functional GABAB receptors are expressed at a higher level in
the dorsomedial region of the IC and a lower level in the ventral
region of the structure (Big brown bat: Fubara et al., 1996; Rhesus
monkey: Hilbig et al., 2007; Rat: Bowery et al., 1987; Milbrandt
et al., 1994). Results from the rhesus monkey revealed that the
receptor had a higher level in the rostral than the caudal part of
the ICd (Hilbig et al., 2007). This difference was not observed in
the present study.

A question arises as to whether the area differences in the level
of combined cell body and neuropil level of immunoreactivity
are mainly dependent on the immunoreactivity in cell bodies,
the neuropil, or both. For each of the two subunits, the neuropil
OD value was higher in the ICd than the other regions of the IC
while the cell body OD had very small regional differences over
the IC. A relatively high neuropil OD value in the ICd certainly
contributed to the high overall level of labeling in this region
as the brain tissue in the IC was predominately occupied by the
neuropil. The contribution of immunoreactive cell bodies to the
overall level of labeling cannot be compared by only using cell
body OD values. Results shown in Figures 6 and 8 suggest that the
combined area of cell bodies in a grid box in the ICd was almost
equal to or slightly larger than that in the ICc and ICx. Along
with distribution of cell body OD over the IC, the slightly larger
combined cell body area in the ICd likely resulted in a slightly
larger contribution of cell bodies to the overall level of labeling in
the ICd.

Regional dependences in the level of GABABR1 and GABABR2
did not result in clear boundaries within the IC. Contour plots
based on cell body, neuropil, and combined cell body and neu-
ropil OD values had shapes different from the borders between
different collicular subdivisions (Paxinos and Watson, 2007;
Loftus et al., 2008; Malmierca et al., 2011). Differences in the
level of GABABR1 and GABABR2 immunoreactivity also existed
among different regions within a collicular subdivision. The dif-
ferences were especially apparent in the ICc and ICx. Within each
of these two subdivisions, levels of immunoreactivity were higher
in the dorsal than the ventral region. Therefore, it is not appropri-
ate to use the level of expression of the GABAB receptor to define
borders of IC subdivisions.

The GABABR1 and GABABR2 subunits had similar regional
distributions over the IC. This similarity is consistent with find-
ings from many other brain structures (White et al., 1998; Kuner
et al., 1999; Ige et al., 2000; Charles et al., 2001; López-Bendito
et al., 2002; Kulik et al., 2003; Panzanelli et al., 2004; Marshall and
Foord, 2010). It supports that a functional GABAB receptor is a
heterodimer consisting of both subunits.

In spite of the similarity in regional distribution, differences
were observed between the two subunits in cellular/subcellular
distribution. For example, a GABABR2-IR neuron typically
had strong labeling throughout the cell body. In contrast, a
GABABR1-IR neuron typically had stronger labeling on and close
to the cell membrane than the rest of the cell body. Similar
differences were found by previous studies in other brain struc-
tures (Charles et al., 2001; Panzanelli et al., 2004). In the present
study, both subunits were visualized using DAB reaction product.
Therefore, cellular/subcellular distributions of labeling cannot be
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directly used to localize functional GABAB receptors in individual
IC neurons. Colocalization of the two subunits and distribu-
tion of functional GABAB receptors can be studied only by
conducting double labeling experiments involving two different
fluorophores for visualizing two subunits respectively. As shown
by previous studies, GABABR1 and GABABR2 subunits are made
separately in the endoplasmic reticulum before trafficking to the
cell membrane to form functional receptors (Pin et al., 2004;
Restituito et al., 2005; Pooler and McIlhinney, 2007) or to the
cell nucleus to regulate gene expression (Gonchar et al., 2001).
Immunoreactivity against a subunit observed in the present study
not only reflected the subunit molecules in functional receptors
but also those available for making functional receptors. The dis-
parity between the cellular/subcellular distributions of GABABR1
and GABABR2 immunoreactivity very likely indicates that a dif-
ference exists between the two subunits in the distribution of
available molecules for making functional receptors.

For both the GABABR1 and the GABABR2 subunits, labeled
puncta were found on cell bodies as well as in the neuropil. In
addition, diffused cytoplasmic labeling was found in cell bod-
ies. While labeled puncta on cell bodies likely indicated the sites
where post- and/or presynaptic GABAB receptors were located,
those in the neuropil could be either associated with bouton
synapses or cross-sections of small dendrites or axons. An ultra-
structural examination has to be conducted to determine whether
the puncta in the neuropil represent functional GABAB receptors.
Diffused labeling in cell bodies likely reflected the subunits avail-
able for making functional receptors, although the possibility that
it was directly associated with functional receptors could not be
ruled out.

Previous anatomical studies have found that neurons in the
IC have specific orientation and thickness of dendritic arbors
(Oliver and Morest, 1984; Faye-Lund and Osen, 1985; Malmierca
et al., 1995, 2011; Oliver, 2005). Disc-shaped (or flat) and stel-
late (or less-flat) cells are the two major cell types in the ICc.
About 80% of the neurons in the ICc are disc shaped. Dendritic
fields of disc-shaped cells are oriented with similar directions and
fibrodendritic laminae are formed among these dendritic fields.
Labeling of cell bodies along with proximal and secondary den-
drites using HRP has revealed that most of the cell bodies of
ICc neurons with disc-shaped dentritic fields have fusiform or
oval shapes (Oliver, 1984). For these neurons, cell bodies have
the same orientations as the dendritic fields, which are highly
oriented in a ventrolateral to dorsomedial direction. With Nissl
staining, although dendritic fields are not visible, a similarity in
orientation among cell bodies is still evident (Oliver, 1984). In
the present study, no strong tendency was observed in the orienta-
tions of immunoreactive cell bodies in the ICc. Further examina-
tions are needed to find whether this lack of similar orientations
indicates that most GABAB receptor-immunoreactive cell bodies
are outside fibrodendritic laminae in the ICc. Dendritic fields of
neurons in the ICx and ICd are less oriented (Malmierca, 1991;
Oliver et al., 1991; Malmierca et al., 2011). In the mid portion
of the rostrocaudal extent of the IC, neurons in the deep layer of
the ICx have dendritic fields perpendicular to the surface of the
structure (Malmierca et al., 2011). Neurons located in the ICd
bordering the ICc appear to have elongated dendritic fields and

are oriented at an obtuse angle with the fibrodendritic laminae
of the ICc (Malmierca et al., 2011). Our immunohistochemical
results indicate that cell bodies in these regions tend to orient
along the surface of the structure, suggesting that orientations of
cell bodies and dendritic fields can be different in the ICd and ICx.

EXPRESSION OF GABAB RECEPTOR SUBUNITS AND SYNAPTIC
INPUTS
The existence of the GABABR1 and GABABR2 subunits in the
ICc is in agreement with inputs to this subdivision. Inputs to
the ICc are predominantly from brainstem structures (see Cant,
2005; Schofield, 2005 for review). Some of these projections are
GABAergic (Saint Marie et al., 1989; Saint Marie and Baker, 1990;
Li and Kelly, 1992; Shneiderman et al., 1993; Oliver et al., 1994;
Riquelme et al., 2001). Within the ICc, levels of immunoreac-
tivity against the two subunits were relatively high in the dorsal
than the ventral region. This difference is likely due to the differ-
ences in the input to these two regions. While the dorsal region
of the ICc receives inhibitory projections predominantly from
the dorsal nucleus of the lateral lemniscus, the ventral part of
the ICc receives inhibitory projections predominantly from the
superior olivary complex (Malmierca and Merchán, 2004). It has
been shown that the dorsal nucleus of the lateral lemniscus is
a major source of GABAergic projections (Shneiderman et al.,
1988; Zhang et al., 1998; Chen et al., 1999). In contrast, the
superior olivary complex is a major source of glycinergic projec-
tions, although GABAergic projections are also provided by this
structure (Saint Marie et al., 1989; Saint Marie and Baker, 1990;
Kulesza and Berrebi, 2000; Saldaña et al., 2009).

Cell bodies and the neuropil in the ICd and the dorsal part of
the ICx are heavily labeled by antibodies against the two GABAB

receptor subunits. This observation is in contrast to the extrin-
sic inputs to these two collicular subdivisions. Major auditory
inputs to these two subdivisions are from the auditory cortex
(AC) and the medial geniculate nucleus (MGN) (Kuwabara and
Zook, 2000; Winer, 2006). Projections from the AC are likely glu-
tamatergic (Feliciano and Potashner, 1995). Projections from the
MGN are also likely excitatory, as less than 1% of neurons in the
rat’s MGN are GABAergic (Winer and Larue, 1996). Therefore,
GABAB receptors in the ICd and ICx cannot be associated with
direct inputs from the two forebrain structures. Possible sources
of projections for activating GABAB receptors in the ICd and ICx
include local interneurons driven by descending inputs from the
AC or the MG as well as neurons in the ICc. In vivo neurophysio-
logical experiments revealed that electrical stimulation of the AC
results in a delayed and long-lasting inhibitory effect on responses
to sounds in the IC (Syka and Popelár, 1984; Torterolo et al.,
1998; Bledsoe et al., 2003). These results support the existence
of local GABAergic interneurons innervated by cortico-collicular
projections.

The existence of GABABR1 and GABABR2 subunits in cell
bodies and the neuropil in the CIC region is interesting. It is well
known that the left and right inferior colliculi are connected by
the CIC (Malmierca et al., 2009b). Some of the CIC fibers are
GABAergic (Hernández et al., 2006). Therefore, the possibility
exists that some GABAB receptors in the IC are associated with
CIC inputs. In vitro physiological recordings have indicated that
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inhibitory postsynaptic potentials elicited in IC neurons by stim-
ulation of CIC fibers can be completely blocked by bicuculline,
an antagonist for the GABAA receptor (Smith, 1992; Moore
et al., 1998). It is therefore unlikely that commissural stimulation
can directly activate postsynaptic GABAB receptors. Inhibitory
postsynaptic potentials elicited by stimulation of CIC display
paired-pulse inhibition that can be suppressed by an antagonist
of the GABAB receptor (Li et al., 1999). This finding suggests
that stimulation of CIC can lead to the activation of presynaptic
GABAB receptors that regulate the release of inhibitory neuro-
transmitters. However, it is still unknown whether these GABAB

receptors are directly activated by CIC fibers or indirectly through
local interneurons. Further research is needed for finding the
relationship between GABAB receptors and CIC projections.

AREA DIFFERENCES IN RECEPTOR EXPRESSION AND SYNAPTIC
FUNCTIONS
As revealed by the present study, area differences exist in the level
and cellular distribution of the GABAB receptor in the IC. While
the level of cell body immunoreactivity was very similar in differ-
ent collicular subdivisions, the level of neuropil immunoreactivity
was higher in the ICd than in the other collicular subdivisions.
Concomitantly, area differences exist in the synaptic function of
the receptor in the IC. In the ICc, GABAB receptors only exist
at presynaptic sites and are responsible for the regulation of the
release of glutamate and GABA (Hosomi et al., 1997; Lo et al.,
1998; Ma et al., 2002; Sun et al., 2006). In the ICd, GABAB recep-
tors exist at both pre- and postsynaptic sites, with postsynaptic
GABAB receptors involved in the mediation of inhibitory post-
synaptic potentials and presynaptic GABAB receptors involved in
the regulation of release of glutamate and GABA (Sun and Wu,
2009). Similar to results from other neural structures including
the hippocampus and substantia nigra pars compact (Isaacson
et al., 1993; Kulik et al., 2003; Saitoh et al., 2004), inhibitory post-
synaptic currents mediated by GABAB receptors in the ICd can
only be evoked by electrical pulses presented at a high repetition
rate (Sun and Wu, 2009). In many brain structures, inhibitory
postsynaptic potentials mediated by GABAB receptor at a high
rate of stimulation are elicited as a result of spillover of GABA
from the synaptic cleft as postsynaptic GABAB receptors exist
mainly at extrasynaptic sites of the cell membrane (Ige et al.,
2000; Gonchar et al., 2001; Kulik et al., 2002, 2003). Our results
regarding higher neuropil levels of the GABABR1 and GABABR2
in the ICd than ICc likely suggest that the postsynaptic function
of the GABAB receptor in the ICd is associated with axodendritic
synapses in the neuropil. The presynaptic function of the GABAB

receptor in the IC may be associated with axosomatic synapses,
although the contribution of axodendritic synapses to the presy-
naptic function of GABAB receptors in the ICd cannot be ruled
out. Moreover, it’s very possible that spillover of GABA from
the synaptic cleft can activate the postsynaptic GABAB receptors
in the neuropil in the ICd. Further experiments have yet to be
conducted to confirm these suggestions.

AUDITORY FUNCTIONS OF THE GABAB RECEPTOR
Previous in vivo neurophysiological studies have shown that
responses elicited by tone bursts and amplitude modulated tones

in the IC can be changed by local application of agonists or antag-
onists of the GABAB receptor (Faingold et al., 1989; Szczepaniak
and Møller, 1995, 1996; Vaughn et al., 1996; Burger and Pollak,
1998). These results indicate that the GABAB receptor is involved
in auditory processing in this structure. It has yet to be deter-
mined what specific aspects of auditory processing are dependent
on the GABAB receptor.

As the GABAB receptor has multiple pre- and postsynap-
tic functions including the mediation of inhibitory postsynaptic
potentials and regulation of the release of glutamate and GABA,
the receptor likely plays an important role in many aspects of
auditory processing in the IC. However, it is unlikely that these
functions are related to the processing of fine temporal structures
of sounds. The reason is that the time course of the activa-
tion of the receptor is relatively slow, as this activation results
in changes in the opening probability of ion channels through
involving a guanine nucleotide-binding protein and multiple
intracellular signaling steps (Chalifoux and Carter, 2011). In the
IC, the duration of the inhibitory postsynaptic current medi-
ated by the GABAB receptor lasts for over 800 ms (Sun and Wu,
2009).

The pre- and postsynaptic functions of the GABAB recep-
tor along with the slow time course of activation suggests that
the receptor is important for regulating the overall neural sen-
sitivity to sounds as well as for setting the gain of signal pro-
cessing in auditory neurons. Long-lasting inhibition mediated by
the GABAB receptor can counteract with long-lasting excitation
mediated by the NMDA receptor. This counteraction can help
maintain a balance between excitation and inhibition in neural
processing (Morrisett et al., 1991; Sun and Wu, 2009).

The GABAB receptor is important for plastic changes of neural
sensitivity to stimuli in the IC. In vitro neurophysiological record-
ings in the ICc have revealed that presynaptic GABAB receptors
contribute to long-term potentiation in the structure (Zhang
and Wu, 2000). Studies in other auditory structures as well as
non-auditory structures have shown that GABAB receptors also
contribute to other forms of plastic changes of neural responses.
For example, postsynaptic GABAB receptors in the lateral supe-
rior olive are important for long-term depression of inhibitory
transmission (Kotak et al., 2001; Chang et al., 2003). Presynaptic
GABAB receptors are important for short-term depression of
glutamatergic transmission in avian auditory brainstem neurons
(Brenowitz et al., 1998) and frequency-dependent depression
of excitatory potentials in perirhinal cortex (Ziakopoulos et al.,
2000). It has yet to be determined whether GABAB receptors
in the rat’s IC can also cause these types of plastic changes in
synaptic responses. In response to sounds, neurons in the IC dis-
play a type of short-term plastic change termed stimulus-specific
adaptation (SSA) (Pérez-González et al., 2005, 2012; Malmierca
et al., 2009a; Lumani and Zhang, 2010; Patel et al., 2012). These
neurons reduce their sensitivity to sounds over repetitive pre-
sentations and increase the sensitivity when novel sounds are
presented in the acoustic environment. Among the three subdi-
visions of the IC, the ICd and ICx have more neurons showing
high-degree of SSA. In the ICd, the generation of SSA is likely
dependent on inhibitory events that are slightly delayed but
long lasting compared with excitatory events (Patel et al., 2012).
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The relatively slow time course of activation of the GABAB recep-
tor makes it an ideal candidate for mediating these long-lasting
inhibitory events. The coincidence between strong SSA in the ICd
and a high level of the GABAB receptor in this collicular subdi-
vision supports the involvement of the receptor in the generation
of SSA. In vivo neuropharmacological experiments have yet to be
conducted to verify this possibility.

The level of sensitivity to sounds and the gain of signal pro-
cessing in auditory neurons are important for many other aspects
of hearing. Age-related hearing loss, tinnitus, and audiogenic
seizures can all be related to an abnormal level of sensitivity and
gain in the IC (Caspary et al., 1995; Faingold, 2002; Wang et al.,
2011). With its pre- and postsynaptic functions in regulating the

sensitivity and gain in auditory neurons, the GABAB receptor has
to maintain a normal level of expression in the IC for preventing
these hearing problems from occurring.
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We used optical imaging with voltage-sensitive dyes to investigate the spatio-temporal
dynamics of synaptically evoked activity in brain slices of the inferior colliculus (IC).
Responses in transverse slices which preserve cross-frequency connections and in mod-
ified sagittal slices that preserve connections within frequency laminae were evoked by
activating the lateral lemniscal tract. Comparing activity between small and large popula-
tions of cells revealed response areas in the central nucleus of the IC that were similar
in magnitude but graded temporally. In transverse sections, these response areas are
summed to generate a topographic response profile. Activity through the commissure to
the contralateral IC required an excitation threshold that was reached when GABAergic
inhibition was blocked. Within laminae, module interaction created temporal homeosta-
sis. Diffuse activity evoked by a single lemniscal shock re-organized into distinct spatial
and temporal compartments when stimulus trains were used, and generated a directional
activity profile within the lamina. Using different stimulus patterns to activate subsets of
microcircuits in the central nucleus of the IC, we found that localized responses evoked by
low-frequency stimulus trains spread extensively when train frequency was increased, sug-
gesting recruitment of silent microcircuits. Long stimulus trains activated a circuit specific
to post-inhibitory rebound neurons. Rebound microcircuits were defined by a focal point of
initiation that spread to an annular ring that oscillated between inhibition and excitation.We
propose that much of the computing power of the IC is derived from local circuits, some
of which are cell-type specific.These circuits organize activity within and across frequency
laminae, and are critical in determining the stimulus-selectivity of auditory coding.

Keywords: laminar organization, population coding, microcircuits, local circuits, post-inhibitory rebound

INTRODUCTION
The inferior colliculus (IC) is the first major computational oppor-
tunity in the central auditory system, and provides information
about the identity and location of a sound source. Extensive input
convergence from most ascending and descending auditory areas
(Oliver, 1984; Glendenning et al., 1992; Winer et al., 1998) gives
the IC a critical position in auditory coding. In addition to external
inputs, local circuitry within each colliculus (Oliver et al., 1991),
commissural connections between colliculi (Aitkin and Phillips,
1984) and morphological and physiological cell-type heterogene-
ity (Oliver and Morest, 1984; Faye-Lund and Osen, 1985; Herrera
et al., 1988; Paloff et al., 1992; Malmierca et al., 1993; Sivara-
makrishnan and Oliver, 2001) generates a complex functional
architecture that produces the broad range of responses to com-
plex sounds that characterizes the IC (Irvine, 1992). In the same
neuron, for instance, sounds can evoke excitatory and inhibitory
synaptic potentials, and the timing and interactions of postsynap-
tic responses can be altered by varying the frequency or inter-aural
properties of the sound (Nelson and Erulkar, 1963). The timing
of synaptic and spike responses to free-field acoustic stimulation
varies between neurons (Covey et al., 1996), and supra-threshold
response properties are altered by inhibition (Kuwada et al., 1997).
Understanding the basis of this extensive computing power is

important for normal auditory processing and for pathological
conditions where response constraints are compromised.

The anatomical architecture of the IC, with fibro-dendritic fre-
quency laminae, cross-frequency projections, and bilateral tono-
topic connectivity, provides a framework for complex acoustic
processing. Laminae serve as modules of sound frequency, with
rows of input axons making en passant synapses on neurons with
aligned dendritic fields (Malmierca et al., 1993). Despite their
narrow frequency range (Schreiner and Langner, 1997), how-
ever, laminae do not appear to be physiologically uniform, and
exhibit systematic shifts in response characteristics such as onset
latency (Langner et al., 1987) and threshold (Stiebler and Ehret,
1985). In addition to intra-laminar connections, inter-laminar
connections within the same colliculus (Oliver et al., 1991) rep-
resent a major avenue for interactions between neurons tuned to
different frequencies. Binaural processing also relies on commis-
sural connectivity between the two colliculi, a major inhibitory
source. Commissural fibers bilaterally connect laminae of the same
best frequency (Saldaña and Merchan, 1992; Malmierca et al.,
1995), and neurons activated by both lemniscal and commis-
sural pathways (Moore et al., 1998) are distributed throughout the
central nucleus (Adams, 1980; Aitkin and Phillips, 1984; Gonzalez-
Hernandez et al., 1996). While the broad spectrum of functional
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architecture is well characterized, less is known about local inter-
actions that create the functional fine structure and dynamical
hierarchies that give the IC its computing power.

Determining functional connectivity patterns in the IC benefits
from measuring responses simultaneously in distributed neuronal
populations within and across laminae. While intrinsic optical
signals (Higgins et al., 2010; Middleton et al., 2011) and calcium-
sensitive dyes (Grienberger et al., 2012; Kubota et al., 2012) have
been used to measure population activity in the auditory sys-
tem, dyes that change their activity with membrane voltage mea-
sure the point of origin of responses and their propagation and
have demonstrated the dimensions and functional organization of
neural circuitry in the CNS (Blasdel and Salama, 1986; Horikawa
et al., 1996; Huang et al., 2010). Voltage-sensitive dyes (VSDs) are
membrane-bound molecules that change either their fluorescence
or absorption (depending on the VSD used) on the same time scale
as membrane voltage changes (<10 µs) (Loew et al., 1985), and
responses are linear in the physiological range (Ross et al., 1977),
allowing real-time measurements of activity. Here, we describe the
use of VSD imaging to examine the functional architecture of the
IC in brain slices, and demonstrate its viability in exploring activity
in real-time within and across laminae. We further demonstrate
that stimuli patterned to uniquely activate physiologically distinct
cell types (Sivaramakrishnan and Oliver, 2001) reveal domains of
microcircuits that are cell-type specific.

MATERIALS AND METHODS
PREPARATION OF LAMINAR AND TRANSVERSE SLICES
Long-Evans rats (P18–30) or CBA/Ca mice (P18–28) were used
in experiments. Procedures were in accord with the regulations of
the Institutional Animal Care and Use Committee at the Northeast
Ohio Medical University and guidelines of the National Institutes
of Health. Techniques for making transverse and laminar brain
slices through the IC have been previously described (Sivaramakr-
ishnan et al., 2004; Sivaramakrishnan and Oliver, 2006) and will
be briefly outlined here. To obtain brain slices, animals were anes-
thetized with isoflurane and then decapitated. A block containing
the IC was removed from the brain with two transverse cuts.
For transverse slices, the block was glued to the cutting stage of
a vibratome (Dosaka, Japan) with the superior colliculus facing
down and slices made parallel to the surface of the brain block
(Figure 1A). For laminar slices, two additional cuts were made
in the brain block, one parallel to the lateral lemniscus in the
parasagittal plane and a second at 45˚ to the sagittal plane, parallel
to the ICC laminae. The cut surface was aligned on a vibratome
stage with the lemniscus and IC in the same plane (Figure 1B).
With this orientation, the first 80–100 µm of tissue, consisting
mainly of the external cortex of the IC, was discarded. Slices were
150 µm thick in both the transverse and laminar planes. Slices were
made in oxygenated (95% O2/5% CO2) artificial cerebrospinal
fluid (ACSF) (in mM: 120 NaCl, 3 KCl, 2 CaCl2, 1.3 MgSO4, 1
NaH2PO4, 20 NaHCO3, 25 glucose, pH 7.4) and cut, stored and
recorded from at 35˚C. For recordings, slices were transferred to
a temperature-regulated recording chamber and superfused with
ACSF at 2 ml/min. Antagonists of the AMPA receptor (NBQX;
10 µM), the GABAA receptor (SR95531; 20 µM), and tetrodotoxin
(TTX; 1 µM), a blocker of voltage-gated sodium channels, were

FIGURE 1 |Transverse and laminar slice planes of the IC. (A) Schematic
of the transverse IC slice. Right, slice plane with parallel arrangement of
laminae; IC, inferior colliculus; LL, lateral lemniscus; DL, dorsal nucleus of
the lateral lemniscus; S, Lemniscal stimulating electrode; Left, Expanded
region of the slice illustrates laminar and cross-laminar arrangement with
lemniscal input; Center section, arrangement of cells within a lamina with
intra-laminar connections; Left and right sections, neighboring laminae
receive inter-laminar connections; Red, excitatory; blue, inhibitory. (B)
Schematic of laminar IC slice plane. Top, Transverse brain slab with
additional cuts to generate a laminar slab; Left panel, Direction of the two
cuts (dashed lines) made in the transverse brain slab; the lower cut parallel
to LL afferents and the upper cut parallel to the laminae; middle panel,
orientation of the brain slab on the surface of the vibratome cutting plate.
The slab is pushed down so that the bottom surface straightens out,
generating a single plane containing LL afferents and the IC. Right panel,
the laminar slice; Only one side of the IC is present. SC, superior colliculus;
Stim, LL stimulating electrode; Bottom, The laminar slice plane contains LL
input fibers synapsing on rows of disk-shaped neurons, and local circuitry;
Red, excitatory; blue, inhibitory (Reprinted and adapted with permission
from Springer).

bath applied at the same flow rates as ACSF. Chemicals were
obtained from Sigma-Aldrich. Data are reported from 102 slices
(72 rat IC, 30 mouse IC) from 33 rats and 21 mice.
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ELECTRICAL STIMULATION OF THE LATERAL LEMNISCAL TRACT
The lateral lemniscal (LL) nerve bundle was stimulated with
an extracellular concentric bipolar electrode made from tung-
sten/platinum wire, with an active diameter of 100 µm. In both
the transverse and laminar slices, the stimulus electrode was placed
on the LL tract before it entered the IC (Figure 1). The loca-
tion of the LL stimulus electrode allowed stimulation of LL fibers
of passage from lower brainstem nuclei as well as those from
the dorsal nucleus of the LL. Stimulation was performed with
a multi-channel stimulator (AMPI) through a constant current
isolation unit (WPI A365). The biphasic stimulus currents used
created negligible net DC current flow between pulses and pre-
vented build-up of current on the LL tract during stimulus trains.
Stimulus parameters were modified as needed to evoke specific
response patterns. For “minimal” stimulus paradigms, stimulus
currents and durations were kept low (<0.3 mA; 0.1–0.3 ms); in
other experiments, stimulus currents or durations were increased
as necessary.

MEASUREMENT OF VOLTAGE-SENSITIVE DYE SIGNALS IN IC BRAIN
SLICES
Slices were incorporated with the oxonol VSD NK3630 (first syn-
thesized by R. Hildesheim and A. Grinvald as RH482; available
from Nippon Kankoh-Shikiso Kenkyusho Co., Ltd., Japan; See
Momose-Sato et al., 1999 for molecular structure) dissolved in
ACSF to a final concentration of 5–10 µg/ml. A staining period
of 90–120 min produced even staining in the slice. After stain-
ing, slices were washed in dye-free ACSF for at least 30 min. before
experiments. The slice was trans-illuminated by light from a 100 W
tungsten-halogen bulb passing through a 705 nm (BW 15 nm)
filter to measure peak absorbance or a 640 nm (BW 15 nm) fil-
ter (Chroma) as a control. The slice was exposed to the 705 nm
wavelength only during recording, for a maximum of 2 s/trial
and <50 trials per slice. With this level of exposure, photody-
namic damage and dye bleaching were minimal. Images were
collected with a 464-element photodiode array of optical detec-
tors and eight additional analog channels (WuTech instruments;
www.wutech.com). Frame rates with this array are∼1600 frames/s
(inter-frame interval of ∼0.614 ms). The diode array was mounted
on an Olympus microscope fitted with 5× (dry, NA 0.1) and
20× (water immersion, NA 0.95) objective lenses. The optical
signal from each detector was individually amplified 200 times,
low-pass filtered at 333 Hz, and then multiplexed and digitized
with 12 bit at 1600 samples/s/channel. Data were collected and
analyzed using NeuroPlex software (RedShirtImaging, Fairfield,
CT, USA) and Origin (OriginLab) and displayed as traces for
numerical analysis and pseudocolor images for still time-lapse
and real-time activity patterns. A digital camera fitted on to a
second port was used to photograph the slice, on which VSD
images were superimposed. Field potentials, measured with a
tungsten electrode, were passed through a differential amplifier
(A-M Systems) and fed into an auxiliary (BNC) channel of the
data-acquisition interface board. In the recordings reported in this
study, the field electrode was used only as an indicator of the stim-
ulus current and did not provide any direct information about
cellular activity. To minimize visual obstruction within the ICC,
the field electrode was placed in the dorsal or external cortices

in transverse slices and at the rostral or caudal edges of laminar
slices.

Responses in the IC were evoked by activating afferent input
through stimulation of the LL nerve tract with an extracellular
bipolar electrode placed on the tract before it entered the IC
(Figure 2Ai). With a 5× objective, one side of the IC is visible,
extending sometimes to the beginning of the commissural region
depending on the age of the animal and the species (mouse or
rat) (Figure 2Aii). The field electrode, f, was placed in the dor-
sal or external cortices. NK3630 preferentially incorporates into
neuronal membranes, with little glial contamination (Konnerth
et al., 1987). We confirmed glial insensitivity in the IC by record-
ing responses before and after blocking glial transporter currents
with dl-threo-β-aspartic acid (Kojima et al., 1999) and detected
no measureable change in the absorbance signal [n= 6 slices; aver-
age over different regions of the IC central nucleus; t (5)= 1.31;
p= 0.23].

To assess the uniformity of dye penetration in the slice and
to control for changes in signal magnitude with bleaching, the
relative light intensity (RLI; the background absorbance in the
slice) was measured before an experiment and between record-
ings. The RLI is generally 0.01–0.001 of the illumination intensity
(the light intensity that the tissue receives), and is about 107

photons/ms/detector (Lippert et al., 2007). A fairly uniform RLI
suggested adequate dye penetration through the slice (Figure 2B,
compare response magnitudes of red, blue, and yellow pixels). The
RLI was either subtracted from the VSD signal or the VSD signal
measured as a ratio (VSD/RLI); we did not notice significant dif-
ferences in the net change in the stimulus-evoked signal between
these methods.

Before analysis, pixels at the edge of the diode array, those cover-
ing regions beyond the IC, and pixels covered by the field electrode
(Figure 2C) are blanked, limiting analysis of the VSD signal to the
IC or smaller regions within it. Activity may be summed or aver-
aged over several pixels (Figure 2C, e.g., red pixels) or measured in
single pixels (Figure 2C, e.g., blue and yellow pixels) and plotted as
traces (Figure 2D). We perform several controls to detect artifac-
tual changes in the VSD signal. Uneven fluid movement over the
slice during bath perfusion, which produces varying path lengths
for light transmitted to the objective, is minimized by turning off
perfusion for 30 s before LL stimulation and, in addition, switch-
ing absorbance filters between the 705 nm (BW15 nm) filter used
with NK3630 (Figure 2D, top traces) to a 640 nm (BW15 nm) fil-
ter, which filters out the NK3630 signal (Figure 2D, bottom traces).
A second potential source of artifact is phototoxicity. NK3630 has
been reported to have almost no toxicity at the concentrations we
used (Xu et al., 2010), however, we tested for toxicity by comparing
the field potential and VSD signals before and after turning on the
transmitted light and placing the 705 nm filter in the light path.
Repeated trials showed no change in either recording, confirming
a lack of toxicity in IC slices (n= 4 slices; p= 0.2). A third source
of artifact, which arises from direct transmission of the electrical
current from the LL stimulus electrode, is minimized by placing
the stimulus electrode well away from the IC (as in Figure 2Ai) and
using stimulus currents <5 mA. VSD signals in the central nucleus
of the IC often consist of an initially rapid response followed by a
slower one (Figure 2E, left column, single and double asterisks). To
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FIGURE 2 | General methods and artifactual considerations for the
use of VSDs in IC brain slices. (A) Image plane of one side of the
inferior colliculus (IC) (mouse, P23) viewed through a 5× objective.
Transverse slice, 150 µm thick. (i) Furthest possible placement of the
stimulating electrode (Stim) on the lateral lemniscal (LL) tract. Cb,
cerebellum. (ii) Field electrode (f ) at the dorsal edge of the slice. ICC,
central nucleus; Ex, external cortex; DC, dorsal cortex; Co,
commissure. (B) Resting light intensity (RLI) for a small area of the ICC;
20× objective. The RLI is the light absorbed by the VSD in the
un-stimulated state. The red, blue, and yellow pixels show slight
differences in maximum signal amplitude. (C) Diode array coverage of
one side of the IC (rat) in a transverse slice. 5× objective. f, field
electrode input. Blanked pixels outside the edge of the slice or the
region of interest are omitted before analysis. Regions of interest for

analysis are color-coded. Red, a group of multiple pixels over which
responses are averaged; blue and yellow, different single pixels.The RLI
has been subtracted before displaying this image. (D) VSD responses
evoked by a single LL shock displayed as traces. Traces correspond to
the red area and individual yellow and blue pixels selected in (C).
Absorbance measured through a 705 nm filter (top) and a 640 nm filter
(bottom). f, field recording. (E) VSD signals evoked by a single LL shock
are shown at different detectors covering the IC central nucleus. Left
panel, normal ACSF; middle panel, 10 µM NBQX (an antagonist of
glutamatergic AMPA receptors); right panel, 10 µM NBQX+1 µM TTX.
LL shock strength 3 mA. Left panel, top trace, single and double
asterisks point to the first fast and second slower components; Inset,
second trace from top, expanded region corresponds to the horizontal
red bar; The 12 ms scale bar is associated with the inset.
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control for stimulus current-related artifacts that may give rise to
the rapid signal, in addition to switching filters between 705 and
640 nm, we apply the glutamate AMPA receptor blocker NBQX
followed by the sodium channel blocker TTX. The slow response
is abolished by NBQX, leaving a rapid response with the shape of
a spike (Figure 2E, middle column; inset, second trace from top),
that is abolished by the further addition of TTX (Figure 2E, right
column), suggesting a sodium spike. Thus, provided camera frame
rates are fast enough, the ability of NK3630 to distinguish between
spikes and synaptic potentials in IC slices, even at low magnifica-
tions (5×), makes it a viable means of measuring fine temporal
structure within activity patterns.

DATA-ACQUISITION AND ANALYSIS
The strength (current magnitude× duration) and frequency of
LL stimulation were critically varying parameters in these exper-
iments. For minimal stimulation experiments, stimulus strength
was carefully adjusted, first, to obtain responses throughout the
central nucleus of the IC and second, to prevent spikes in sin-
gle pixels. This adjustment was made for every slice. The optimal
current strength was a 0.1–0.3 ms, 0.1–0.3 mA pulse(s). Data were
analyzed only if the single-pixel signal to noise ratio, averaged
over the entire ICC within the field of view, was >3. For other
experiments, stimulus strengths were altered as needed. Stimulus
train frequencies were also adjusted, again in each slice, to generate
the responses needed. For example, rebound circuits described in
Figure 14 were isolated by stimulating the LL with 20–40 Hz trains
>400 ms long, using shock strengths <0.2 mA. This stimulus pat-
tern allowed for the gradual build-up of a net hyperpolarizing
response that was required to generate rebound spiking. Stimulus
parameters were adjusted for each slice by examining the responses
in all the pixels covering the ICC; stimulus currents were within a
0.1 mA range across different slices.

In minimal stimulation experiments, responses summed over
multiple pixels were compared to responses in single pixels. Mul-
tiple pixels in each area were clustered, and the number of pixels
and the region of slice they covered were kept constant between
slices. We used several slices to obtain an optimum estimate of
the number of pixels that would adequately represent high, mid-
dle, and low frequency regions within slices. For transverse slices,
we found that 16 pixels were optimum within one slice as well
as for the sample of slices used for data analysis. The selection
of this number of pixels and the area they covered were deter-
mined using four main criteria: (1) the extent of coverage of each
frequency region in the slice, (2) the consistency of the number
of pixels covered by each frequency region in different slices, (3)
no overlap between frequency regions, and (4) no loss of pixels
at the edge of the slice. In the 26 transverse slices from which
data are reported in Figures 4–6, data were analyzed using the
same 4× 4 arrangement of the 16 pixels within each topographic
region in every slice. In 5 of the 26 transverse slices, one pixel
in the ventral ICC (in each of three slices), and two pixels in
the dorsal ICC (one in each slice) did not take up the dye and
therefore did not contribute to the data. In these slices, data was
analyzed from 15 pixels in the regions missing the single pixel and
16 pixels in the regions with no loss of dye. The loss of data from
one pixel did not affect results significantly. In laminar slices, we

used 38 pixels to define each region in both the ventral-dorsal and
rostral-caudal directions. The selection of this number of pixels
allowed adjacent regions of interest to be separated by two rows
of pixels. To control for deterministic bias, we performed multi-
pixel analysis by choosing other arrangements of clustered pixels
within each region of interest, one example of which is demon-
strated in Figure 4B. These could include as many as 40 pixels or
as few as six pixels within each cluster. As long as the number of
pixels was kept the same between regions, the results did not vary
from the 16 pixel (transverse) or 38 pixel (laminar) clusters used
in this study. Further, although we used clusters of pixels, results
did not differ if random pixels were selected in an area, as long
as the number of pixels between slice regions was the same. The
equivalence of data obtained from different multi-pixel configu-
rations was only possible with minimal stimulation experiments
designed to evoke sub-threshold responses in individual pixels.
Single-pixel analysis was performed on individual pixels, and as
an average of the 16 or 38 single pixels within the same clus-
ter used for multi-pixel analysis. For both multi- and single pixel
analyses, responses within a slice were first averaged from multiple
trials, and then further averaged over the sample of transverse or
laminar slices.

The placement of the field electrode, which was used to record
the stimulus artifact, and the position of the stimulating electrode
on the LL tract varied between slices, thus all multi-pixel latencies
were measured with respect to the average value of the multi-pixel
onset latency in the ventral ICC. This average was determined
over the same set of multiple pixels used for multi-pixel analyses.
Latencies of onsets of the different peaks in different topographic
regions were measured from the multi-pixel onset latency within
that region. Because the amplitude of the VSD signal has arbitrary
units, peak amplitudes were compared by combining multi- and
single-pixel responses into one data set, and expressing all peak
heights as a ratio of the peak height of the multi-pixel response in
the ventral ICC. Response durations were compared using absolute
values measured at half the maximum response amplitude.

Results are expressed as mean± SEM. SD, when used, is indi-
cated in the text. Significance was determined using Student’s t -test
or ANOVA where pertinent; p < 0.05 with the Bonferroni correc-
tion factor applied. p and F(df1, df2) values are indicated in the
text. Trials were repeated several times (4–10 trials) on a single slice,
and the average of that data taken as the data for that particular
slice. This was done for each slice in our sample. The averaged data
from each slice was further averaged across all the slices. Means
and SEs were calculated, significance determined, and ANOVA was
performed on data both within a slice and on the pooled data from
the sample.

RESULTS
We describe the use of VSD imaging in transverse and laminar slice
planes to examine spatio-temporal patterns of lemniscally evoked
activity across and within frequency regions.

ACTIVITY IN THE INTER-LAMINAR PLANE OF THE IC
Transverse planes of the IC preserve inter-laminar connections
and minimize connections within a lamina, which are limited
mainly to the dorso-ventral extent of that lamina within the slice
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(Oliver et al., 1991). Commissural fibers are intact in this slice
plane, connecting laminae of the same best frequency in the two
colliculi (Saldaña and Merchan, 1992; Malmierca et al., 1995).
Recordings in the gerbil IC show that most neurons are acti-
vated by both lemniscal and commissural pathways (Moore et al.,
1998). Commissurally derived inhibition is primarily GABAergic,
whereas lemniscal afferents provide both GABA and glycinergic
inputs (Moore et al., 1998) with monosynaptic and polysynaptic
components (Wagner, 1996; Moore et al., 1998). The transverse
slice plane has been used extensively for recordings from single
neurons in the central nucleus of the IC (ICC) in response to
direct current injection, and lemniscal and commissural synaptic
input (Moore et al., 1998; Peruzzi et al., 2000; Sivaramakrishnan
and Oliver, 2001; Sivaramakrishnan et al., 2004). Incoming LL
axons can be stimulated in this slice plane, with placement of
the stimulus electrode allowing activation of afferent input from
the dorsal nucleus of the LL and from lower brainstem centers
(Figure 1A).

Synaptically evoked activity within the ipsilateral colliculus
We first briefly describe qualitative features of VSD responses in
different regions of the IC in transverse slices (n= 86 slices). Slices
were oriented to allow visualization, through the 5× objective, of
the ICC, the external cortex and the region toward, but not includ-
ing, the commissure (Figure 3A). We evoked synaptic activity by
stimulating LL afferents, and recorded changes in VSD absorbance
within the ipsilateral IC. In most regions of the ICC, low stimulus
currents (<0.2 mA) evoked net depolarizing responses (Figure 3A,
e.g., light blue, yellow, dark blue pixels; Figure 3B). Onset latencies
and response characteristics within the ICC are described in detail
in Figures 4–13. Outside the ICC, responses in the external cor-
tex were predominantly depolarizing (Figure 3A, red pixel) and
prolonged (Figure 3B), with durations of 278± 92 ms and aver-
age onset latencies delayed by 0.35± 0.05 ms compared to those
in the ventral ICC (see Materials and Methods). In the commis-
sural region, responses were less frequent (Figure 3A, pink pixel;
Figure 3B); average response onsets lagged by 4.22± 0.07 ms from
the ventral ICC.

Hyperpolarizing (Figure 3A, arrowheads; Figure 3C) or
mixed de- and hyperpolarizing (Figure 3A; asterisks; Figure 3C)
responses were less frequent than net depolarizing responses.
When the net response in a pixel was hyperpolarizing, laten-
cies of the hyperpolarizing peak were rapid (7.8± 2.4 ms;
108 events/18 slices) compared to latencies of hyperpolarizing
responses that followed a depolarization (34± 12 ms; 94 events/27
slices) (Figure 2C; e.g., top and bottom traces). Because the VSD
signal measures the summed response of cells within the pixel, a
net depolarizing or hyperpolarizing response suggests the direc-
tion of the predominant response within that pixel. Thus, with
low LL stimulus strengths, we were able to isolate pixels containing
groups of cells with a dominance of either depolarization or hyper-
polarization. Of the total number of pixels covering the ICC, 78%
were depolarizing, 8% were hyperpolarizing, and 14% had mixed
de- and hyperpolarizing responses (n= 8030 pixels; 32 transverse
slices).

A predominantly de- or hyperpolarizing response in any given
pixel suggests the direction of the largest response within the

FIGURE 3 | Responses in a transverse slice evoked by minimal LL
stimulation. (A) Image of one side of a rat IC seen through a 5× objective
with diode array superimposed. Colored circles, pixels with depolarizing
responses. Pink, commissure; dark blue, medial ICC; yellow, dorsal ICC;
red, external cortex; light blue, ventral ICC. White arrowheads, pixels with
hyperpolarizing responses; asterisks, pixels with mixed de- and
hyperpolarizing responses. (B) Traces of depolarizing VSD responses
corresponding to the color-coded pixels in (A). M, medial ICC; D, dorsal ICC;
V, ventral ICC; Co, just lateral to the commissural region; Ex, External
cortex; f, field recording. (C) Traces of hyperpolarizing and mixed de- and
hyperpolarizing VSD responses corresponding respectively to the
arrowheads and asterisks in (A). Arrows, peak hyperpolarization.

population of neurons represented by the pixel. A net depolarizing
response within a single pixel is expected from the relatively
larger amplitude of excitatory postsynaptic potentials compared
with inhibitory synaptic potentials in the ICC (Sivaramakrish-
nan et al., 2004; Sivaramakrishnan and Oliver, 2006). Pixels with
predominantly hyperpolarizing or mixed de- and hyperpolariz-
ing responses were surprising, and suggested small regions where
inhibitory strength was unusually large. The area of tissue covered
by a single pixel depends on the magnification of the objec-
tive lens used. With a 5× objective, each photodetector receives
light from ∼17,660 µm2 of tissue (150 µm× 150 µm) (J. Y. Wu,
personal communication). In a 150 µm thick slice, with a 5×
objective, each photodetector (pixel) would record responses from
26,50,000 µm3; assuming a total IC volume of 3.8 mm3 (Bruck-
ner and Rubsamen, 1995) and a cell count of 3,73,600 (Kulesza
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FIGURE 4 | Analysis of multi-pixel responses in the transverse plane.
(A,B) (i) Two slices illustrating different sets of 16 pixels chosen in the
ventral (red), medial (yellow), and dorsal (light blue) regions of the ICC. (ii)
Responses summed over the 16 pixels in each area. M, medial ICC; D,
dorsal ICC; V, ventral ICC. (iii) Expanded illustrations of the traces in (ii).
Arrowheads by each trace: peaks in the response. p1, p2, p3, peak 1, peak
2, peak 3; Dotted vertical line, time of response onset in the ventral ICC.
Scale bars apply to traces in (A,B). (C) Multi-pixel measures of maximum
amplitudes, duration of response, onset latency, and times of subsequent
peaks. Maximum amplitudes were measured as a fraction of the maximum
amplitude in the ventral ICC. Response durations are absolute values,
measured at half-maximum amplitude. Onset latencies were measured
with respect to the onset of the response in the ventral ICC, which was set
to zero. The latencies of peaks were measured with respect to the onset
latency in each region. Each point is the average of three to four trials from
each slice, further averaged over 26 slices, with the exception of p3 in the
medial ICC (average of 14 slices). Error bars are SEM.

et al., 2002), a single pixel (at 5×) represents ∼260 soma, in addi-
tion to neuropil. With the 5× objective, these neuronal groups are
separated by 150 µm, the inter-pixel distance. Because the VSD
signal is proportional to membrane surface area (Xu and Loew,
2003), response variations between pixels could reflect variations
in somatic, dendritic, and axonal contributions to the signal.

FIGURE 5 | Analysis of single-pixel responses in the transverse plane.
(A) (i) LL-evoked responses in single pixels from different ICC regions. M,
medial; D, dorsal; V, ventral ICC; f, field recording. Vertical dotted line, time
of response onset in the ventral ICC; p1, single-peak; Asterisk, spontaneous
event. (ii) Superimposed traces from 16 single pixels in each region
illustrated for the same slice as (i). The 16 pixels picked are the same ones
used for multi-pixel analysis. (B) Single-pixel measures of maximum
amplitudes, duration of response, onset latency, and time of single-peak.
Maximum amplitudes are depicted as fractions of the maximum amplitude
of the multi-pixel response in the ventral ICC. Response durations were
absolute values, measured at half-maximum amplitude. Onset latencies
were measured with respect to the onset of the multi-pixel peak response
in the ventral ICC, which was set to zero. Peak time of responses in
individual pixels was measured with respect to the average single-pixel
onset latency in each region. Averages are from the 16 pixels used for
multi-pixel analysis in each region of the slice. Each point is the average of
three to four trials from each slice, further averaged over 26 slices. Error
bars are SEM.

Response properties within frequency regions of the IC
We used VSDs to understand the relationship between responses
within the broader topographical regions of the ICC (Merzenich
and Reid, 1974; Glendenning et al., 1992; Loftus et al., 2004) and
those due to the fine structure of localized afferent inputs within
each region (Oliver et al., 2003). In the transverse slice, topo-
graphic regions were broadly defined as ventral, medial, and dorsal
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FIGURE 6 | Comparison between multi- and single-pixel responses in
the transverse plane. (A) Multi-pixel measures as functions of the same
measures in single-pixel responses. (i) Response magnitude; (ii) duration; (iii)
integral of magnitude and duration. The component V in the unit of integral,
V. ms, is a fraction of the maximum response in the ventral ICC, and is
unitless. Twenty-two slices; mean and SEM. (B) (i) Times of onset of the
first, second, and third multi-pixel peaks as a function of the single pixel
peak time. Linear fits (r 2: p3, 0.998; p2, 0.985; p1, 0.949) with slopes as

indicated. V, ventral; M, medial; D, dorsal ICC. (ii) Distribution of single pixel
peak times in the ventral, medial, and dorsal regions in one slice. Pixels
chosen are the same 16 pixels used for multi-pixel analysis in that slice. (iii)
Mean single-pixel peak time in the ventral, medial, and dorsal ICC. Values
are mean and SD of data from 14 transverse slices. (C) Maximum amplitude
of the multi-pixel response plotted as a function of the SD of the scatter in
single pixel peak times. Data from 14 transverse slices. Error bars are SEM.
Red line, linear fit, r 2

=0.987.

areas (Figure 4Ai). To determine whether responses in broad
topographic regions were scaled responses of smaller areas within
each region, we stimulated LL afferents with very low currents
(<0.2 mA, 0.1–0.2 ms) to prevent spikes from being generated in
single pixels (as in Figure 2E, for example) or the complex oscilla-
tions that occur at high activity levels (unpublished observations).
We then summed responses contained within a 4× 4 area cov-
ering 16 diodes within each topographic region. The summed
multi-pixel response within each region was then compared to the
average response of the same 16 single pixels used for summation

(see Materials and Methods). This method of analysis treats each
broad topographic region as a single compartment, and does not
attempt to examine gradients within each region. We first sepa-
rately describe multi- and single pixel response characteristics, and
then compare them. Data are reported from 26 transverse slices
(416 pixels in each topographic region).

Summed multi-pixel depolarizations were complex, with mul-
tiple peaks and varying magnitudes (Figure 4Aii). Maximum
response amplitudes were largest in the ventral ICC, declining in
the dorsal and further in the medial ICC. Responses in the ventral
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FIGURE 7 | Direction of lemniscal and cross-laminar propagation. Time
lapse images of responses in a transverse slice superimposed on a
photograph of the IC (rat, P21) taken through a digital camera on a second
port of the microscope. Frame numbers are indicated below each frame.
Frames are 0.6 ms apart. (A) Low-gain images show primarily the direction of
lemniscal propagation. Inset at bottom: white and gray traces are the
summed responses in the corresponding white and gray pixelated areas in

the first image (frame 376). Right panel, Expanded image of the first frame,
376, with inset traces of averaged responses in white and gray pixelated
areas. The areas picked are used to illustrate different regions of the slice. The
region displayed between frames 376 and 415 occur during the region of the
response depicted by the red line in the inset. (B) High-gain images of the
same time-lapse series show activity in directions that would correspond to
cross-frequency connections. The frame sequence is the same as in (A).

and dorsal ICC exhibited at least three clear peaks; multiple peaks
were less obvious in the medial ICC, where response magnitudes
were lower (Figure 4Aiii, arrowheads). To control for an arbi-
trary effect of pixel location on response profiles, we compared
responses in other 16-pixel regions within the ventral, medial, and
dorsal ICC. Figure 4B shows one example of response patterns
evoked by 16 pixels that were not in a 4× 4 grid (Figure 4Bi).
Response profiles exhibited the same directional decrease in peak
height [ventral to dorsal to medial] (Figure 4Bii) to those in the
4× 4 grid, as well as the presence of multiple peaks (Figure 4Biii).
Additional peaks were observed in several slices with either the
4× 4 grid or other patterns of clustered pixels (e.g., Figure 4Biii;
the response in the ventral ICC has a fourth peak), but did not
occur consistently. These results suggested that minimal LL affer-
ent input evoked distinct responses in topographically distinct
areas of the ICC.

To quantify differences in the responses between the topo-
graphic regions, we used two measures of response magnitude –
the maximum response amplitude and the response duration; and
two temporal measures – onset latency and the latencies of mul-
tiple peaks (Figure 4C). Multi-pixel amplitudes declined from the
ventral to dorsal to medial ICC in a 1:0.6:0.3 ratio [F(2, 75)= 7.93;
p < 0.05]. Response durations, which increased from the ventral to
medial to dorsal ICC, were also significantly different between the
frequency regions [F(2, 75)= 3.8; p < 0.05], with a ∼15 ms range
between the ventral and dorsal ICC. Onset latencies increased
systematically from the ventral to medial to dorsal regions, with
a ventral-dorsal delay of ∼3.5 ms, suggesting that differences in
arrival times of LL inputs in different regions of the ICC was the
primary contributor to onset latency. Onset latencies were longer
in slices where pixel clusters in the dorsal ICC were chosen at the
edge of the slice (8.8± 1.6 ms; n= 16 slices).
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FIGURE 8 | Loss of inhibition promotes inter-collicular connectivity.
Responses in a transverse IC slice (mouse, P18). (A) Normal ACSF. (B)
SR95531 (an antagonist of GABAA receptors; 20 µM). (A,B) Left panels,
Diodes chosen to be displayed include the commissural region (yellow)
through the lateral region of the ICC. Pixels at the lateral edge of the slice in
the region of the external cortex have been omitted from the display. Right
panels, Traces corresponding to the colored pixels in left panels. Traces are
averages of eight trials in control and six in SR95531. Boxed region
highlights non-linear activity profiles in the commissure. Co, commissure;
ICC, IC central nucleus. (C) Effect of SR95531 on time-dependent changes
in commissural activity during a 20 Hz stimulus train. (i) Left panel, control;
right panel, SR95531. Top, regions in the ICC and the commissural area (Co)
over which responses are averaged. Bottom, Averaged responses
illustrated as traces. f, field recording. Vertical dotted lines are aligned to the
shocks in the field recording. (ii) Depression/facilitation index for responses
in the ICC in control and SR95531. VSD1, VSD10, responses to the first and

(Continued )

FIGURE 8 | Continued
10th shocks in the stimulus train. (iii) Root mean square (RMS) of the
response integral in the commissural region plotted as a function of
sequential 100 ms time windows during the response. The 100 ms data
point is the integral of the response between 0 and 100 ms; the 200 ms
data point is the integral of the response between 100 and 200 ms, and so
on. Data in (ii) and (iii), 19 slices, mean and SEM.

The latencies of the three response peaks exhibited a com-
plex profile. The first peak occurred at approximately the same
time in different ICC regions [∼1.1 ms range; F(2, 75)= 1.37;
p= 0.08], suggesting that the initial rise of the summed multi-
pixel depolarization was due to either spikes or summation of
synaptic responses with little temporal jitter. The frame rate of
the VSD camera,∼1600 Hz (0.614 ms/point), is too slow to record
the complete waveform of single sodium-dependent spikes. The
presence of a spike-like rapid rise time in the depolarizing wave-
form seen with multi-pixel measurements is more likely to imply
summation, with a slight temporal staggering, of dendritic and
somatic synaptic responses with some spike inclusion over the
area covered by the photodetectors. The latencies of the second
and third peaks, which were greatly delayed compared to the first
peak, were clearly graded, with a ventral-dorsal gradient of ∼4 and
∼8 ms respectively, suggesting that synaptic responses formed the
primary components of these later peaks.

We next examined responses in the same 16 single pixels used
for multi-pixel analysis in each topographic region. In stark con-
trast to multi-pixel responses, the average single pixel response
magnitude and duration did not vary topographically. In all three
frequency regions, single pixel responses exhibited a single depo-
larizing peak (Figures 5Ai,ii); an occasional second peak that
did not occur consistently between trials suggested spontaneous
activity (Figure 5Ai, asterisk). The magnitude of depolarizations
in the ventral, dorsal, and medial regions were the same frac-
tional component [0.2:0.2:0.2; F(2, 75)= 0.42; p= 0.2] of the
multi-pixel response in the ventral ICC. Response durations (mea-
sured at half-peak height) did not differ significantly between
topographic regions and were within a narrow ∼1.5 ms range
[F(2, 75)= 1.08; p= 0.1]. The similarity in response durations
and peak amplitudes between individual pixels suggested that,
within small discrete populations of soma, with their accompa-
nying axonal and dendritic processes and LL inputs, the strength
of the response (amplitude and duration) was “homogeneous”
within a greater part of the ICC, provided the shock strength deliv-
ered to the LL was low. These data therefore suggested the presence
of response areas of constant magnitude (amplitude and duration)
of depolarization, separated by≤150 µm (the inter-pixel distance
at 5×).

Single pixel onset latencies increased systematically from the
ventral to medial to dorsal ICC, as they did with multi-pixel mea-
sures, providing supporting evidence for their origin from LL
afferent input. In contrast to the unchanged response magnitudes
and durations, the range of latencies of the peak response was very
large between the ventral and dorsal ICC [∼12 ms; 5.2–17.1 ms
between the ventral and dorsal ICC; F(2, 75)= 10.6; p < 0.05]
(Figure 5B, bottom right panel). These long latencies suggested
the predominance of synaptic responses over spikes, which would
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FIGURE 9 | Commissural propagation in the presence of GABAA

antagonists. Time lapse images of the response during a 20 Hz train
superimposed on an image of the IC. The color bar at the top of each panel
shows the range of responses illustrated is restricted to the peak response
regions to isolate commissural propagation from the more diffuse spread of
activity in the ICC. (A) Normal ACSF. Right panel, Expanded image of the first
frame, 900, with inset traces of responses in single white and gray pixels.

White pixel, ICC; gray pixel, commissure. Frames are 25 ms apart. (B) 20 µm
SR95531. Insets, traces correspond to the white and gray pixels highlighted in
the first frame (frame 900) in the top panel. The gray pixel is in the
commissural region. Right panel, Expanded image of inset traces of
responses in the white and gray pixels. Pixelated areas in frame 900 [(A),
right panel] also applies to (B). Frame intervals are the same as in (A).
Directional scale bar applies to both images.

be expected from the low LL shock strengths used, which were
adjusted to keep single pixel responses sub-threshold.

To examine how single pixel responses translated into the
topographical differences in multi-pixel responses, we plotted
multi-pixel response measures as a function of the corresponding
single pixel measures. Differences in maximum response mag-
nitudes and durations within each broad topographic region
(multi-pixel measures) did not follow the same trend as the cor-
responding single pixel values. First, although single pixel mag-
nitudes did not vary between topographic regions, multi-pixel
response magnitudes decreased from the ventral to dorsal to

medial ICC (Figure 6Ai). Second, the average single pixel response
duration also did not vary between topographic regions, how-
ever, multi-pixel response durations decreased from the dorsal
to medial to ventral ICC (Figure 6Aii). Thus, the two indi-
vidual features of multi-pixel response magnitudes, peak ampli-
tude, and duration, had different topographic gradients, although
the corresponding single-pixel parameters did not vary topo-
graphically. The product of the multi-pixel response amplitude
and duration exhibited a slight dependence on the single-pixel
product; it decreased from the ventral to medial [t (21)= 3.13;
p < 0.05], and dorsal to medial [t (21)= 3.65; p < 0.05], ICC, but
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FIGURE 10 | Spatio-temporal activity patterns within a frequency
lamina. (A) Image of the laminar slice (mouse IC; P19) seen through the
diode array with a 5× objective. The LL is out of the field of view. f, field
electrode. Light gray line across the dorsal edge of the slice is a string
from the slice anchor. Box, region of the ICC analyzed with a 20×
objective. SC, superior colliculus. (B,C) Responses to a single LL shock.
Average of 10 trials. (B) (i) Areas chosen in the ventral (1) and moving
incrementally toward the dorsal (5) region of the ICC. The same number of
pixels are chosen in each area. (ii) Left columns, Traces corresponding to

the color-coded areas in the ventral-dorsal and rostral-caudal directions;
single asterisk, spike; double asterisk, synaptic response; Right columns,
expanded traces to show onset latencies and peak times (vertical dotted
lines). (C) (i) Areas in the rostral (1) toward the caudal (5) region. (ii) Left
and right columns are as in (B). (D) Response times along the
ventral-dorsal (V-D) and rostral-caudal (R-C) directions. Top, onset; middle,
first peak/spike; bottom, second peak/synaptic response. Times were
measured with respect to onset in the ventral or rostral ICC (area 1). Each
point is the average of 3–10 trials in each of 14 slices. Error bars are SEM.

the gradient between the ventral and dorsal ICC was not signifi-
cant [Figure 6Aiii; t (21)= 1.76; p= 0.09]. Taken together, these
data suggested that the average response magnitude within sin-
gle pixels, which was uniform across topographic regions, did
not completely account for the broader topographic gradient of
response magnitude.

We examined the possibility that temporal summation of sin-
gle pixel responses gave rise to the topographical (multi-pixel)
gradient in response amplitudes. The latencies of the first, sec-
ond, and third multi-pixel peaks varied linearly with the average
latency of the single pixel peak within each topographic region
(Figure 6Bi). However, as multi-pixel peak latency increased (i.e.,
from p1 to p3), the topographical differential between single- and
multi-pixel peak times also increased. The ventral to medial to
dorsal differential increased seven times between p1 and p2 (an
increase in slope from 0.08 to 0.65) and 0.5 times between p2

and p3 (an increase in slope from 0.65 to 0.97). The increase
in slope suggested an increased scatter in the times at which
responses in single pixels reached their peaks. Figure 6Bii illus-
trates peak scatter within the group of 16 single pixels in each
topographic region in one transverse slice; peak times exhibited
the greatest scatter in the medial ICC, and the least scatter in the
ventral ICC. Population analysis of the 16-pixel groups in differ-
ent slices confirmed an increasing gradient of peak scatter in single
pixel peak latencies from the ventral to dorsal to medial ICC [14
slices, mean and SD; F(2, 39)= 8.58; p < 0.05] (Figure 6Biii). The
direction of this gradient was similar to the topographical gradi-
ent of response magnitudes (compare Figure 4C, top left panel).
The relationship between multi-peak response magnitudes and
the standard deviation of single-peak latencies was linear, with
a slope of −0.43 (Figure 6C; n= 14 slices). These results sug-
gested that temporal summation of single pixel responses, which
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FIGURE 11 | Comparison of multi-pixel and single-pixel responses in the
laminar plane. (A) Overlapped traces from 16 single pixels in the
ventral-dorsal (V-D) and rostro-caudal (R-C) directions for a single slice. Rat IC
(P26). The numbers one to five correspond to the respective areas in each
region as highlighted in Figure 10. The 16 single pixels displayed in each
region are the same ones used for multi-pixel analysis. (B) Mean single-peak

amplitudes in each direction as indicated (18 slices; SEM.). (C) Mean
multi-pixel peak amplitudes in each direction as indicated (18 slices; SEM.).
(D) Multi-pixel peak amplitudes as a function of the average single pixel peak
amplitude in the dorso-ventral and rostro-caudal directions. The second and
fourth data points in the dorso-ventral plot overlap. Averages of 18 slices.
Error bars are SEM.

would become more efficient as the scatter of peak times decreased,
is likely to contribute strongly to the topographical gradient in
response magnitudes.

The comparison between multi- and single pixel response char-
acteristics thus suggests the presence of unitary areas of response
magnitude in the ICC that sum temporally to create a graded
response magnitude that decreases from the ventral to dorsal to
medial ICC.

To examine the spread of activity within and across frequency
regions in the transverse slice, we plotted time-lapse images dur-
ing the response to a single LL shock under low- and high-gain
to visualize different spatial features (Figure 7; frame intervals
are one frame; 0.6 ms apart). Regions in the ventral and dorsal
areas (Figure 7A, white and gray pixels, frame 376; traces, inset
at bottom; expanded in the right panel) were chosen to illus-
trate examples of responses. At low-gain, activity was observed
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FIGURE 12 |Time lapse series of the response to a single lemniscal
shock in a laminar slice. Images are 1.22 ms apart. A noticeable
response begins in the ventral region of the ICC in frame 1309 (top row:
third frame) and propagates dorsally. Inset, white and gray traces
correspond to white and gray pixels in the first frame (1305). Red line,

region of the response covered by frames 1305–1403. To utilize the full
range of colors, the baseline that precedes the response has been set to
blue and the peak of the response to red. Right panel, Expanded image
of the first frame, 1305, with inset traces of corresponding to the white
and gray pixels.

primarily in three segregated bands. A band that began initially
in the ventral region (frame 378), propagated into the central
ICC within ∼2.4 ms (frame 382). The origin of this ventral band,
close to the entry of LL fibers, its propagation perpendicular to
the direction of the frequency laminae, and the short propaga-
tion time, suggested primary propagation along lemniscal input
tracts. A second narrower band of activity, first appearing in the
dorso-lateral region (frame 379) and propagating dorso-medially,
reached its maximum spatial extent in ∼3 ms (frame 384) and
is likely to reflect propagation along the low frequency laminar
region of the IC. A third band of activity, in the region of the
external cortex, which began with the initial spread of lemnis-
cal inputs in the ventral IC (frame 393), remained after both
the ventral and dorsal band had declined (up to frame 415),
reflecting prolonged responses in the external cortex (Movie S1
in Supplementary Material).

Images analyzed at higher gains revealed possible cross-laminar
propagation (Figure 7B). In addition to the three primary regions
of activity seen in the low-gain images, now clearer at slightly ear-
lier times (frame 378), activity in a direction perpendicular to or
angled to the main three bands was clear during the later part of
the response (e.g., frames 401–415). In frame 401, for example,
this “cross-laminar” movement began at the medial end of the
dorsal band and, in successive frames, propagated ventrally and
then back into the dorsal band. This pattern of movement from
the dorsal or ventral laminae into the central portion of the ICC,
and the consequent formation of additional activity bands was a
consistent finding in all transverse slices (n= 56) in which either
a strong dorsal or strong ventral band was present, suggesting that

the relatively weaker strength of these additional bands did not
necessarily arise from cut connections in any particular slice. The
precise positions of bands and their widths varied between slices,
sometimes occurring more medially or more laterally, and ori-
entation angles differed slightly, which would be expected from
variations in the slice plane, the number of intact connections,
and the currents used to activate LL fibers.

Propagation of activity across the commissure
Cross-talk between the two inferior colliculi through the commis-
sure regulates the balance of excitation and inhibition in the IC
(Moore et al., 1998; Ingham and McAlpine, 2005; Malmierca et al.,
2009). Here we use VSDs to show that blocking GABAA-mediated
inhibition following activation of ipsilateral LL inputs causes exci-
tation to propagate through the commissure to the contralateral
IC, suggesting that functional ipsilateral-contralateral (excitatory)
connectivity requires an excitation threshold.

To record the effects of GABAA antagonists on commissural
propagation, we first set a low level of baseline excitation in nor-
mal ACSF to prevent the onset of depolarization block in the
presence of GABAA antagonists, both in brain slices and in vivo,
when normal excitation levels are already high (Sivaramakrishnan
et al., 2004). Excitation was kept low by stimulating the LL with
low-frequency shock trains, and adjusting the current strength
to generate weak depolarizing responses that further depressed
during the train. With a 20 Hz train (0.2 mA shock strength), for
example, depolarizing potentials were restricted to the ICC, with
little or no commissural activity (Figure 8A, left panel). Response
magnitudes, illustrated in individual pixels, did not differ greatly
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FIGURE 13 | Microdomains of activity within an ICC lamina.
(A) Responses to a 20 Hz LL stimulus train. Shock strength is the same as
in Figure 10. Same slice as Figure 10. Left panel, highlighted pixels
(arrows); Right panel, corresponding traces; Arrows, regions of
accumulating depolarization. (B) Time lapse images of responses during
the train. Images are 10 frames apart (6 ms inter-frame interval). Frame
numbers, Row 1, 1300–1390; Row 2, 1400–1490; Row 3, 1500–1590; Row

4, 1600–1690; Row 5, 1700–1790; Row 6, 1800–1890; Row 7, 1900–1990;
Row 8, 2000–2090; Row 9, 2100–2190. Black boxed region, frames
1800–1850 that are illustrated in (C). Inset: Red line, region of the
response covered by frames 1300–2190. (C) Expansion of black boxed
region (frames 1800–1845) in (B). Frames are 3 ms apart. The baseline
color in (C) has been changed from green to blue to extend the minimum
to maximum color scale.

in different regions of the ICC (e.g., Figure 8A, right panel, pink
and red traces), however they declined toward the commissure
(e.g., Figure 8A, right panel, light blue and yellow traces). In the
presence of the GABAA antagonist SR95531 (20 µM), activity dur-
ing the train increased in the ICC and depolarizing responses were
now observed in the commissural region (Figure 8B, left panel).
In the ICC, responses to the individual shocks in the stimulus train
increased in amplitude, they no longer depressed and were oscil-
latory (Figure 8B, right panel, pink and red traces). Spikes now
occurred in the commissural region with non-linearities sugges-
tive of spike collisions (Huang et al., 2010) (Figure 8B, right panel,
yellow and blue traces; boxed region).

To quantify the effects of SR95531 on ICC and commissural
activity, we averaged responses separately over a large part of
the respective regions (Figure 8Ci, top panels, red and blue pix-
els). In control conditions, the 20 Hz LL stimulus train evoked a
depressing but stimulus-locked response in the ICC (Figure 8Ci,
bottom left panel; red dotted lines on traces), with no measure-
able activity through the commissure. In SR95531, responses in
the ICC remained stimulus-locked (Figure 8Ci, bottom right
panel; red dotted lines on traces), however, they exhibited oscilla-
tions, and prolonged responses that arise from synchronization
(SS, unpublished observations). In addition, responses facili-
tated. The facilitation/depression index (Sivaramakrishnan et al.,
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1991) of the responses to the first and last pulses in the train
[(VSD10−VSD1)/VSD1] showed a 53% depression at the last
pulse of the train compared to the response to the first pulse
in control conditions (Figure 8Cii). In SR95531, the loss of
depression did not result in a return to steady excitation (a
depression/facilitation index of zero), but instead facilitated by
almost 85% compared to the first pulse in the train, a 30%
increase in response amplitude compared to the control [19 slices;
t (18)= 3.84; p < 0.05].

The commissural region showed clear evidence of spikes in
SR95531, suggesting a high incidence of synchronous firing in
commissural axons (Figure 8Ci, bottom right panel). Impor-
tantly, however, whereas responses were stimulus-locked during
the early part of the train, large oscillations caused temporal smear-
ing toward the end of the train (Figure 8Ci, bottom right panel;
red dotted lines on traces). Responses outlasted the stimulus by
several hundreds of milliseconds (300–950 ms across 12 slices)
and exhibited different degrees of oscillatory behavior. The change
from spikes and stimulus-locked responses during the early part
of the stimulus train, toward a greater prevalence of oscillations
and decreased incidence of stimulus locking toward the later part
of the train suggested a time-dependent increase in activity in the
commissure. In control conditions, commissural activity did not
change during the early part of the train [Figure 8Ciii; 200 and
400 ms time points; t (18)= 0.98; p= 0.3], but increased slightly
toward the end of the train [50% increase; t (18)= 3.61; p < 0.05;
19 slices]. In SR95531, a steep increase during the earlier part of
the stimulus saturated at ∼400% of the control toward the later
part of the train (n= 19 slices).

Although the incidence of commissural propagation in the
absence of GABAA antagonists was rare with low frequency LL
stimulus trains, very high-frequency (>80 Hz) trains did evoke
prolonged commissural excitation (14 slices, data not illustrated),
suggesting that propagation of excitation through the commis-
sure to the contralateral IC requires an excitation threshold in the
ipsilateral ICC. Reducing inhibition is one way of reaching this
threshold, and may involve neuronal circuitry.

Time-lapse images illustrated oscillatory response patterns dur-
ing the latter part of the train that coincided with commissural
propagation. To prevent the normal spread of activity within the
IC from masking the direction of commissural propagation, we fil-
tered out low excitation levels and restricted analysis to the region
of peak depolarization, which was scaled to be within the light
green-red color range (Figure 9A, inset traces; frame intervals are
42 frames; 25 ms apart). In normal ACSF, the depressing peak
excitation during the train is illustrated in the nine frames that
correlate with each shock in the train (Figure 9A; frames 942,
1026, 1110, 1194, 1278, 1362, 1446, 1530, 1614). With this analysis
window, the strongest excitation was restricted to the ventral ICC
where the lemniscal afferents enter; there was little spread into the
central ICC and no evidence of commissural activity. In the pres-
ence of SR95531, the strongest activity remained temporally locked
to each shock in the train, occurring approximately at the same
frame times as the control. Activity remained restricted mainly
to the ventral region of the ICC, although there was a greater
spread at some times during the train (Figure 9B, right panel;
e.g., frames 942, 1278), and less depression. The main features

of interest, however, are frames 1530–1614, which correlate with
the region of non-linear responses in traces from the commis-
sural region (Figure 8B, boxed region). Activity in some of these
frames did not coincide with a shock in the train (Figure 9B; e.g.,
commissural propagation in frame 1572 occurred between the
eighth and ninth shock of the train), a contrast to the clear 1–1
stimulus-response correlation in normal conditions (Figure 9A;
frame 1572, during which there was no LL shock, did not show a
response) (Movies S2 and S3 in Supplementary Material).

ACTIVITY IN THE INTRA-LAMINAR PLANE OF THE ICC
To examine connections within a lamina, we previously devel-
oped a laminar slice plane of the ICC that preserves intra-laminar
connections and minimizes inter-laminar circuitry (Sivaramakr-
ishnan and Oliver, 2006; Figure 1B). By limiting the thickness of
the slice to 100–150 µm, the extent of laminar spread (Schreiner
and Langner, 1997), the number of laminar planes is theoretically
restricted to a single “sheet,” with highly reduced circuitry that
contains a laminar module with its fibro-dendritic arrangement
of input lemniscal fibers traversing the central nucleus parallel
to and synapsing in the dendritic fields of disk-shaped neurons
(Oliver, 2000; Malmierca et al., 2005). The laminar slice plane
contains only one colliculus, primarily the ICC, and intact LL
afferents. Whole-cell recordings from neurons in this slice plane
demonstrate an extensive stimulus-dependent polysynaptic influ-
ence on response properties (Sivaramakrishnan and Oliver, 2006),
suggesting that local interactions within a lamina increase with
afferent recruitment.

As with the transverse slice, stimulating electrodes were placed
on the LL before it entered the IC, and a field electrode, f, recorded
the stimulus (Figure 10A). To increase spatial resolution, we used
a 20× objective instead of the 5× used with the transverse slice.
Each pixel would cover responses from ∼65 neurons (compared
to ∼260 neurons with the 5× objective), with a pixel separation
of 37 µm. With the 20× objective, we isolated a small portion of
the lamina for image acquisition and analysis (Figure 10A; boxed
area). We illustrate responses within the boxed region following
activation of the LL with a single shock (Figures 10–12) and a
20 Hz train of 10 shocks at the same current strength as the sin-
gle shock (Figure 13). Single shock results are reported from 18
laminar slices and train results from four additional (22) slices.

Responses to a single shock
Responses evoked by a single LL shock were dispersed within a
lamina. We measured the spatial response profile by summing
responses over multiple pixels within circumscribed areas pro-
gressively (1–5) in either the ventral to dorsal (VD) (Figure 10Bi)
or rostral to caudal (RC) (Figure 10Ci) directions. Each of these
multi-pixel areas was treated as single compartment. In both the
VD and RC directions, depolarizations were widespread and gen-
erally contained an initial spike followed by a slower synaptic
response (Figures 10Bii,Cii, single and double asterisks). We did
not observe the complex multi-peaked responses seen in transverse
IC slices under similar stimulus conditions. To compare differences
in propagation between the VD and RC directions, we used mea-
sures of the latency of response onset and the peaks of the spike
and synaptic responses, measured from the onset. We measured
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all times with respect to the onset latency at either the ventral or
the rostral end of the portion of the ICC in the image field.

Two key differences in peak times between the VD and RC
directions suggested both temporal inhomogeneities as well as
homeostasis within the lamina. First, onset latencies were identical
along the VD axis [F(4, 65)= 0.8; p= 0.9], but increased along the
RC axis with a range of∼0.65 ms [Figure 10D, top; F(4,65)= 15.7;
p < 0.001; n= 14 slices], suggesting an axis-dependent functional
orientation of LL axon path length. Second, the gradient of spike
peak times was larger in the VD direction [Figure 10D, mid-
dle panel; RC gradient 0.6 ms; VD gradient 3.1 ms; t (13)= 4.22;
p < 0.05], however, the time to peak of the synaptic response
showed no gradient in either direction [Figure 10D, bottom; VD,
t (13)= 1.28; p= 0.2; RC, t (13)= 1.14; p= 0.27]. Although a gra-
dient in synaptic latency was absent along either axis, absolute
latencies were axis-dependent, being longer by ∼6 ms in the RC
direction [Figure 10D, bottom panel; t (13)= 5.51; p < 0.05]. A
gradient in the latency of the spike but not the synaptic response
suggested that secondary local interactions within the lamina
counteracted the temporal gradient caused by afferent input, and
exerted homeostatic control of synaptic peak latency. Homeosta-
sis could occur through differences in membrane time constants
(Sivaramakrishnan and Oliver, 2006) or synapse location on
dendrites.

Single pixel responses consisted mainly of synaptic activity,with
no detectable evidence of the spike observed in the multi-pixel
summed responses (Figure 11A), which was expected from the
low LL stimulus shock strength which was adjusted to keep single
pixel responses sub-threshold. The presence of spikes in multi-
pixel responses could arise from summating local interactions
between single-pixel response areas. Responses in single pixels had
similar maximum amplitudes along both axes [Figure 11B; VD,
F(4, 85)= 1.55; p=< 0.05; RC, F(4, 85)= 2.05; p < 0.05]. These
response areas were 37 µm apart (the inter-pixel distance with the
20×), closer than the 150 µm separation in the transverse slice.

Multi-pixel responses, measured over each of the broad areas
(1–5) and normalized to responses in either the ventral or ros-
tral regions respectively, also had uniform response amplitudes
without significant gradients in either the VD or RC directions
[Figure 11C; VD, F(4, 85)= 0.8; p < 0.05; RC, F(4, 85)= 1.01;
p < 0.05]. A comparison of multi- and single pixel measures of
maximum synaptic response magnitude indicated that the trans-
fer function between single- and multi-pixel magnitudes was also
not graded in either the VD or RC direction, with no scaling of
response magnitude [Figure 11D; VD, F(4, 85)= 1.3; p < 0.05;
RC, F(4, 85)= 1.26; p < 0.05; n= 18 slices].

Time-lapse images of responses to the single shock showed
a wave of activity that began at the ventral end and propagated
dorsally and rostrally (Figure 12, e.g., frames 1307, 1309; frame
intervals are two frames; 1.2 ms apart). This initial wave corre-
sponded to the first peak of the depolarizing response caused by
LL axonal spikes. The secondary activity that followed this ini-
tial wave was widely distributed in the region of the ICC being
imaged. This second phase corresponded temporally to the slower
phase of the depolarizing response, resulting mainly from synaptic
potentials and probable cellular spiking. The directional nature of
LL afferent input and its restricted spatial spread, followed by the

distributed nature of the synaptic response, suggests widespread
effects within a lamina from a low level of afferent input (Movie
S4 in Supplementary Material).

Responses to a shock train
In contrast to the dispersed activity evoked by a single LL shock,
stimulus trains re-organized activity in the lamina into distinct
spatial domains, suggesting that local circuitry within a lamina
creates spatio-temporal response compartments. Shock strengths
of each stimulus in the LL train (20 Hz stimulus frequency) were
delivered at the same current strength as the single shock described
in Figure 10. Each shock in the train evoked a depolarization
(Figure 13A). Unlike the uniformity of response amplitudes
observed with the single shock, responses in different regions
of the ICC varied in amplitude and the degree of accumulating
depolarization (Figure 13A, right panel, arrows) during the train.
Distributed responses, similar to those evoked by single shocks
did occur during the train, but only to the first few stimulus
pulses (∼120 ms from train onset) (Figure 13B; frames 1310–
1500; boxed frame numbers rows 1 and 3; frame intervals are 10
frames; 6 ms apart). Corresponding to the region of accumulat-
ing depolarization, response magnitudes increased greatly (e.g.,
Figure 13B, frames 1560–1650; boxed frames numbers rows 3 and
4), and organized this region of the ICC into bands of high activity
(Figure 13B, frames 1800–2070; rows 6–8).

We plotted time-lapse images of banded activity (Figure 13B;
Frames 1800–1950; rows 6, 7; black boxed regions) with greater
temporal resolution (Figure 13C; 3 ms between frames). In this
particular slice, the banded region began ∼300 ms (frame 1800)
after the onset of the train (frame 300), when depolarization began
to accumulate (as in Figure 13A, traces). The pattern consisted
of the primary band and secondary orthogonal bands running
oblique to either the dorsal-ventral or rostral-caudal axes. In
other laminar slices where similar minimal stimulation was used
(n= 22), bands were oriented differently, slightly deviating from
the angles described in this figure, which is expected if a partic-
ular band depends on the subset of lemniscal afferents activated.
5/22 slices exhibited a single band oblique to the dorso-ventral
axis, 7/22 slices displayed two distinct bands, parallel to the rostro-
caudal axis, and 10/22 slices displayed two bands, one of which was
parallel to the rostral-caudal axis, the other at an oblique angle to
the dorso-ventral axis. The bands remained consistently strong
once activated, also suggesting prolonged depolarizing responses.
In single ICC neurons, accumulating depolarization results from
synaptic summation and changes in intrinsic ion channel activ-
ity (Sivaramakrishnan and Oliver, 2006); the spatial information
obtained from VSD images suggests that accumulating depo-
larization recruits a subset of the lamina into regions of high
activity.

STIMULUS-AND CELL TYPE-SPECIFIC MICROCIRCUITS IN THE ICC
Whole-cell patch recordings of LL-evoked responses in single
ICC neurons suggest that the amplitude and duration of synap-
tic potentials, the frequency of spiking and the ability to follow
their inputs is determined by the relative numbers and frequency
of afferent axons activated, which can be varied by changing the
strength and frequency of electrical shocks applied to the LL
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(Sivaramakrishnan et al., 2004). We now use VSD imaging to
highlight the importance of stimulus parameters in determin-
ing the specificity of functionally active circuits in the ICC. We
illustrate the stimulus-circuit dependence using two LL stimulus
paradigms: (1) low- and high-frequency trains that produce dif-
ferent spatio-temporal profiles (Figure 14A), and (2) a long train
at very low input strength that isolates a cell-type specific local
circuit (Figure 14B).

With a low frequency, 10 Hz train, responses were locked to each
stimulus (Figure 14Ai, frames 846, 1010, 1172; frame intervals are
18 frames; 11 ms apart), were of equal magnitude, decayed rapidly,
and were confined to the ventral region of the ICC. This response
can be explained as a relatively simple recruitment of a small,
localized, population of cells close to the region of LL entry in the
ICC. In the same slice, when the train frequency was increased
to 40 Hz, the activity profile indicated a spatial recruitment of
other regions in the ICC and, in addition, a temporal component
to the recruitment. Stimulus-response locking occurred during
the first several stimuli, with spatially restricted, rapidly decay-
ing responses (Figure 14Aii, frames 870–1150; frame intervals are
40 frames; 24 ms apart), however, ∼300 ms after the train onset,
responses spread from the LL entry point, laterally, medially, and
dorsally (frames 1310–1590). Thus afferent input frequency may
be a factor in the recruitment of previously silent microcircuits in
the ICC (Movie S5 in Supplementary Material).

The second stimulus pattern, which is especially interesting in
its ability to isolate a circuit that is specific for a certain physiolog-
ically defined cell-type is a long, low frequency train that results
in a gradual build-up of inhibition followed by post-inhibitory
rebound firing. Intrinsic rebound neurons comprise almost 50%
of the physiologically defined cell-types in the ICC (Sivaramakr-
ishnan and Oliver, 2001), and rebound spikes, whether generated
intrinsically or through lemniscal stimulation, can be abolished by
NiCl2, an antagonist of T-type calcium channels (SS unpublished
observations). VSD imaging shows that rebound neurons form
characteristic microcircuits, defined by a focal point of initiation
that then spreads to an annular ring that oscillates between inhibi-
tion and excitation. The current strength of the stimulus pulses in
the train is adjusted so that little or no depolarizing activity occurs
during the train, and the predominant response is the rebound
motif, consisting of a hyperpolarization followed by a rebound
depolarization, that occurs at the end of the train. 400 ms-2 s long
trains were found to be most efficient at evoking a single rebound
motif at the end of the train.

In the slice illustrated in Figure 14B, the time lapse images span
the region just preceding and covering the rebound activity (bot-
tom, inset, red line). Frame intervals are 12 frames (7.2 ms) apart.
The 1500 ms long train evoked minimal depolarization, apparent
as a small, localized region of activity in the ventral ICC (frame
2112), just preceding the onset of the rebound motif. Inhibition
that preceded the rebound depolarization was observed in the ven-
tral ICC spreading toward the lateral edge (frame 2160), increasing
in strength and area in the succeeding frames. A focal point of
depolarization then began (frame 2198), increased in strength and
spatial spread, and covered most of the area that was previously
inhibitory (frames 2224–2280). Within this region that was now
excitatory, an annular ring developed (frames 2244–2280), which

corresponded to the excitatory region of the rebound motif, and
was followed by a gradual fading of response in the succeeding
frames. (Movie S6 in Supplementary Material). Rebound motifs
occurred in different areas of the slice; the sequence of inhibition,
focal excitation, and annular ring of depolarization was charac-
teristic (32 slices). The observation that the same or similar area
switches between excitation and inhibition, as well as the loss of
the pattern in the presence of NiCl2 (data not shown), suggests
that the rebound motif occurs in cells with an intrinsic rebound
firing pattern.

These results suggest the activation of local circuits in the ICC
from interactions between synaptic and intrinsic membrane para-
meters. The spatial and temporal spread of activity that occurs
when LL activation switches from a low to a high-frequency train
suggests the recruitment of large cell populations that create a
network through which activity propagates out into the greater
part of the ICC. The establishment of these local networks, which
require a change in synaptic strength, is likely to include cells that
differ intrinsically. On the other hand, local circuits involving post-
inhibitory rebound cells form a loop of alternating excitation and
inhibition, restricted to the same spatial region. Within this region,
cells interconnect to form these alternating patterns, thus the net-
work arises when activity propagates recurrently between these
interconnected cells. There is little spread of activity beyond this
region of alternating excitation and inhibition, however, suggest-
ing that rebound firing recruits regions of the ICC into closed-loop
local circuits.

DISCUSSION
We describe optical techniques using VSDs to measure activity
within and across frequency laminae and to isolate stimulus- and
cell-type-specific circuitry in the IC. The central nucleus of the
IC appears to operate from a base of functional units that are
homogenous in response magnitude, but graded in response time.
As input parameters change, these units interact to create a global
activity pattern that is directionally sensitive, topographically from
high to low to middle frequencies, or along the rostro-caudal or
dorso-ventral axes within frequency laminae. Our results suggest
the presence of an intrinsic spatial activity profile in the central
nucleus created by local interactions between small populations
of temporally graded, equal magnitude, response areas.

FOCAL VERSUS GLOBAL ACTIVITY AND THE CONCEPT OF
INDEPENDENT RESPONSE AREAS IN THE ICC
The comparison of VSD responses in single pixels with those in
a broader area covered by multiple pixels attempts to address the
general question of whether responses in small subsets of ICC neu-
rons scale to produce responses in larger populations. The concept
of synaptic domains, consisting of clustered inputs with simi-
lar functionality (Loftus et al., 2010) residing within the broader
topographical frequency mosaic of the ICC, the gradation of tim-
ing information along the medial-lateral (Schreiner and Langner,
1988; Langner et al., 2002), and of spectro-temporal features along
the dorso-ventral axes (Rodriguez et al., 2010) and the postulated
functionally segregated units for sound frequency (Semple and
Aitkin, 1979), all strongly indicate the existence of a response
transfer function from sub-domains of neurons into a larger
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FIGURE 14 | Stimulus-specific microcircuits in the ICC. (A) Time lapse
images of responses in a transverse IC slice (mouse; P20) to changing LL
stimulus frequencies. (i) Responses to a 10 Hz train are localized to the ventral
ICC where LL axons enter. Frames are 12 ms apart. Inset: White and gray
traces correspond to the similarly colored pixels in the first frame 830. The
pixels chosen are close together to illustrate the spatially restricted nature of
the response. While the response at the white pixel is large, there is no
response at the gray pixel. Responses in frames 848, 1010, and 1172
correspond to the times of each of the three shocks (100 ms apart). Right
panel, Expanded image of the first frame, 830, with inset traces of responses
in white and gray pixels; Red line, response area (three of the four shocks)
covered by frames 830-1172. (ii) Responses to a 40 Hz train spread and exhibit
accumulating non-linearities. Shock current strength is the same as in (i).
Frames are 25 ms apart (the same separation as the interpulse interval). The
1–1 stimulus-response coupling as well as the spatially restricted response

seen in the early frames (870–1070) is lost during the later part of the train
(frames 1310–1590). Inset: Color range is chosen to highlight the depolarizing
response. Instances of hyperpolarization, e.g., activity below baseline seen
toward the end of the train, are therefore omitted from the total response;
Right panel, Expanded image of the first frame, 830, with inset traces of
responses in white and gray pixels. (B) Time lapse images of responses in a
transverse IC slice (rat; P25) to a 1-s long train at 40 Hz. Shock strength
0.15 mA. Frames are 7.2 ms apart. Response region (frames 2100-2328)
corresponds to the inhibitory and excitatory motifs of the rebound region only
(inset, red line). Color scale is adjusted so that the baseline is set to green to
allow for inhibitory responses to appear toward the blue regions. Frame 2112
shows a small localized depolarizing response. This frame precedes the onset
of inhibition (frame 2148) by 22 ms. Directional scale bar applies to (A,B).
Right panel, Expanded image of the first frame, 2100, with inset traces of
responses in white and gray pixels.
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topographical organization. Our VSD data suggests that, under
conditions of very low afferent activation, small groups of neurons,
together with their inputs, form spatially constricted response
areas with uniform magnitude but temporal spread. A differen-
tial in the temporal summation of these response areas results
in a gradient of response magnitude between the broader topo-
graphic regions of the ICC, introducing topographic-dependent
gain control.

Population coding in the auditory midbrain has compared
single neuron responses with responses pooled from multiple neu-
rons by using average firing rates or spike trains as the measure
of activity (Fitzpatrick et al., 1997; Schneider and Woolley, 2010).
Since changes in firing rate can arise from changes in either or
both the magnitude and timing of the sub-threshold response
to inputs, we designed our stimulus paradigms so that responses
occurred throughout the ICC and, in individual pixels, were pri-
marily sub-threshold. Together with the use of the low-power
objective through which much of the ICC was visible, this stimulus
paradigm allowed us to simultaneously measure activity in both
large and small neuronal populations evoked by small, “baseline”
stimuli that would evoke responses in a greater portion of the ICC.

The uniformity, throughout the ICC, of sub-threshold response
magnitude within the small neuronal population represented by
a single pixel suggests that, without significant non-linearity in
neuronal responses, synaptic strength is constant throughout the
ICC. The single-peaked, small duration, depolarizing responses
in individual pixels are similar to those obtained with whole-cell
patch recordings from single ICC neurons in brain slices using
similar minimal LL stimulation (Sivaramakrishnan and Oliver,
2006), thus at these low stimulus levels, the lack of activation
of postsynaptic voltage-dependent currents prevents the diversity
of ICC intrinsic properties (Sivaramakrishnan and Oliver, 2001)
from affecting response patterns. Thus, in the probable absence
of active conductances, sub-threshold response magnitudes in the
ICC appear as functionally defined response areas.

In contrast to the uniformity in sub-threshold response magni-
tude across topographic regions, a clear temporal gradient existed
between single pixels. This gradient included a slight gradient in
onset latency, but predominantly, a gradient in the time of occur-
rence of the peak depolarization. Thus between each functional
module, responses vary either in onset or rise time, and produce
a systematically graded effect on the timing of the peak response
in the ventral to dorsal, and lateral to medial directions. In the
transverse slice, a micro-temporal gradient within a module could
occur in the 150 µm rostral-caudal or in the 150 µm× 150 µm
dorso-ventral and lateral-medial directions covered by each pixel.
This gradient could arise intrinsically through differences in mem-
brane time constants (Sivaramakrishnan and Oliver, 2006), or
extrinsically, from different brainstem sources (Schofield, 1991;
Gabriele et al., 2000; Saldaña et al., 2009) through lemniscal axons
with variable path lengths and diameters. Afferent LL weighting
might become more important at higher recruitment levels and
create greater variations in single pixel responses within and across
topographic regions.

Global activity, in areas selected in transverse ICC sections to
analogously represent the topographic distribution of frequency
regions, exhibited a gradient in both response magnitude and

timing. In contrast to the predominantly sub-threshold activity in
single pixels, the summed activity in multiple pixels clearly demon-
strated the presence of spikes followed by synaptic responses. In
VSD signals, for spikes to become visible as a component distinct
from synaptic responses, there must be sufficient synchrony. If the
predominance of spikes was due to an increased directional ratio,
along a topographic axis, of lemniscal or ICC neuronal axons to
soma, then spikes should have become increasingly visible in sin-
gle pixels in either the ventral-dorsal or lateral-medial directions.
Because this did not occur, we conclude that the increased preva-
lence of spikes in these global regions resulted from the temporal
summation of sub-threshold synaptic potentials between neigh-
boring single pixels, suggesting that local circuits exist between
functional units, and their activity increases neuronal output. A
similar local circuit effect on sub-threshold summation is likely
to underlie the increased response amplitude; multiple peaks with
varying latencies and the changing response magnitude with direc-
tion are likely to result from the temporal gradient between indi-
vidual pixels. Gain control in the ICC is integral to auditory coding
(Palombi and Caspary, 1996; Ingham and McAlpine, 2005). Our
VSD data suggests that, under minimal stimulus conditions, gain
control occurs through temporal enhancement via local circuits,
within an effective radius ≥150 µm, the inter-pixel distance. We
cannot, however, rule out additional changes in gain within the
smaller spatial units imaged by single pixels.

CIRCUITRY WITHIN AND ACROSS FREQUENCY LAMINAE
A comparison of LL-driven activity between the transverse and
laminar slice planes suggests an intriguing functional organization
of frequency domains. In transverse slices, bands of strong activ-
ity appear to occur roughly in the direction of lemniscal input
(Saldaña et al., 2009), and might indicate fibro-dendritic laminae.
The width or dorso-ventral extents of these bands suggests sev-
eral overlapping laminae which are not resolvable with low-power
objectives. However, we were able to distinguish at least three main
regions of lemniscal propagation in the ventral and dorsal ICC and
in the external cortex and to measure the time taken by activity to
propagate into these regions. The ∼2.5 ms time taken by lemnis-
cal input to reach the dorsal and middle regions of the ICC is a
rough estimate of the maximum contribution of travel time in the
ICC to the onset latency to sound, which is ∼10–20 ms for most
ICC neurons in the unanesthetized mammal (Kuwada et al., 1997;
Sivaramakrishnan et al., 2004). A second interesting aspect of the
initial strong activity pattern is the response in the external cortex
that lasted long after the response in the ICC had declined, suggest-
ing slow processing, a characteristic that may enhance integration
of the different sensory inputs to this region (Robards, 1979; Zhou
and Shore, 2006). In contrast to the strong activity in the direction
of laminae, the cross-laminar connections appeared to be much
weaker, and delayed. Thus cross-laminar movement might be a
secondary, rather than a direct, consequence of lemniscal input,
with boosting by local circuits.

Inhibitory postsynaptic potentials in the ICC evoked by com-
missural activation show paired-pulse facilitation (Vale and Sanes,
2000), suggesting that the GABergic inhibitory component of
commissural connectivity (Hernandez et al., 2006) exerts a
non-linear effect on ICC excitation. VSD imaging shows that
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commissural connectivity is more easily established when GABAA

receptors are blocked, providing supporting evidence for the
damping effect of the commissure on ICC excitability. The change
from a normally depressing to a facilitating excitation in the
ICC in the absence of GABAergic activity is likely to result
from the loss of facilitating inhibitory synaptic potentials and
may contribute to the gain control exerted by inhibition in the
ICC (Palombi and Caspary, 1996; Sivaramakrishnan et al., 2004;
Ingham and McAlpine, 2005). The shape of spikes in the com-
missural region, suggestive of collisions, indicates bidirectional
activity in the commissural bundle caused by spikes moving in
opposite directions in different commissural axons. The gradual
change from spikes to collisions and oscillations in the com-
missure is time-dependent, thus propagation through the com-
missure contributes to a temporal regulation of the excitatory-
inhibitory balance in the ICC. Since the whole slice was bathed
in GABAA antagonists, we did not establish whether the increased
excitation that triggered commissural propagation was localized
to specific ICC regions or arose from the contralateral ICC
from similar or dissimilar frequency bands (Malmierca et al.,
2009).

Voltage-sensitive dye images of activity within frequency lami-
nae illustrate a complex functional architecture, where directional
homeostasis, the maintenance, along the dorso-ventral or rostro-
caudal axes, of synaptic latency in spite of a changing input
onset latency, appears to be created through a stimulus-dependent
recruitment of local circuits. Within a particular direction, home-
ostasis was maintained in the temporal response of ICC neurons
to LL inputs; irrespective of a gradient in lemniscal input times,
a gradient in cellular response times did not develop in either
direction. Along the rostral-caudal axis, the latencies of response
onset and the peak of the first spike both varied, which is expected
from the direction of LL afferent input (Saldaña et al., 2009), and
their gradients were similar, however, the latency of the synap-
tic peak showed no gradient at all. Along the ventral-dorsal axis,
there was no change in response onset, a larger gradient in first
spike latencies compared to the rostral-caudal direction, and yet,
no gradient in synaptic peak times. These results suggest an intrin-
sic regulation of synaptic response gradients within a lamina. The
longer absolute synaptic response times in the rostral-caudal direc-
tion, cannot be explained by the small range in response onsets or
first spike latencies, but could be due to differences in cell diam-
eters, synapse clustering, or input strength. We caution that the
homeostatic control of synaptic response time occurs when the
entire LL afferent tract is activated by a single shock and future
studies in the brain slice will benefit from single LL axon stim-
ulation to isolate specific spatially segregated inputs. In spite of
this drawback, however, our results demonstrate that a gradient in
input arrival times does not necessarily translate into a gradient
in cellular response times between groups of cells spaced 37 µm
apart.

Re-orientation of activity within a lamina triggered by LL
stimulus trains suggests that intra-laminar connections recruit
sub-sets of ICC neurons into spatial patterns of activity. Much
of this recruitment is due to the accumulation of depolariza-
tion during the train. Plateau or accumulating depolarizations
recorded in single ICC neurons in a laminar slice result from

polysynaptic inputs suggestive of local circuit activation (Sivara-
makrishnan and Oliver, 2006), and VSD images indicate that
intra-laminar circuitry creates spatial orientation within lami-
nae. Taken together with the single shock data, these results
indicate that the anatomical and physiological axes within ICC
frequency laminae (Lim and Anderson, 2007) arise from a local
circuit-driven enhancement or suppression of specific sets of input
domains.

MICRODOMAINS OF LOCAL CIRCUITS IN THE ICC
A major advantage of using VSD imaging in the ICC is the ability
to image different components of circuitry and therefore design
stimuli to activate specific regions of the ICC in a relatively con-
trolled way. We have used two stimulus paradigms to illustrate
how responses propagate from a point of origin and reveal func-
tional architecture in the ICC. Low frequency stimulus trains,
for example, produce localized responses, a one-to-one stimulus-
response relationship and consistency in spatial dimension. The
highest activity levels in local circuitry activated by this type of
stimulus-response coupling is restricted to near neighbors of ICC
neurons, with its spatial extent determined by the stimulus cur-
rent and the number of LL axons activated. The greater part of
the ICC, which remains mainly silent, is recruited into activity
by changing the frequency of the stimulus. Localization of the
response at the beginning, and its spread only during the lat-
ter part of the train, suggest the requirement for a build-up in
depolarization before activity can spread into other ICC regions,
reinforcing the concept of local circuit activation. The long stim-
ulus train at low current strength that activates circuits involving
post-inhibitory rebound cells also has a point of origin from which
it propagates. This circuit differs from those activated by the low-
and high-frequency trains described above in that it oscillates
between inhibitory and excitatory activity. The presence of a clear
rebound motif within the single pixel implies that most of the cells
within that pixel are post-inhibitory rebound neurons, suggesting
that these neurons might be grouping together. This grouping
is likely to provide a sufficiently strong point source that begins
the propagation into an annular ring of excitatory-inhibitory
oscillation.

CONCLUSION
Voltage-sensitive dye imaging is a viable tool to correlate activity
in small groups of cells with those in larger populations in slices
of the IC. The ability to distinguish between spikes and synaptic
potentials provides a way of separately analyzing the fast and slow
components of a response in any given region. Since spikes do
contribute to the total signal, however, there is some smearing of
temporal components. VSD imaging of IC activity benefits from
multiple approaches to both acquire and analyze optical data. A
comparison between single- and multi-pixel summated responses
suggests the presence of unitary activity domains and non-linear
processes that create spatio-temporal activity profiles. Activity
within and across frequency laminae, which appears to have dif-
ferent strengths and a dynamic spatial and temporal spread, can be
revealed by using specific stimulus patterns, windowing responses,
and varying the image gain to measure activity at the peak and
closer to sub-threshold regions of the response. Stimulus patterns
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derived from knowledge of the electrophysiological behavior of
identified cell-types are an especially important tool to establish
the presence of cell-type specific microcircuitry in the ICC.
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Movie S1 | VSD recording of activity in a transverse slice of the IC in
response to a single LL shock. Movie corresponds to Figure 7.

Movie S2 | VSD recording of activity in normal ACSF. Movie corresponds to
Figure 9A.

Movie S3 | VSD recording of activity in SR95531. Movie corresponds to
Figure 9B.

Movie S4 | VSD recording of activity in a laminar slice in response to a
single LL shock. Movie corresponds to Figure 10.

Movie S5 | VSD recording of activity in a transverse IC slice evoked by an
LL stimulus train. Movie corresponds to Figure 13C.

Movie S6 | VSD recording of activity in a transverse IC slice to a stimulus
that evoked a circuit involving post-inhibitory rebound neurons. Movie
corresponds to Figure 14B.
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The central nucleus of the inferior colliculus (IC) is organized into a series of fibro-dendritic
laminae, orthogonal to the tonotopic progression. Many neurons have their dendrites con-
fined to one lamina while others have dendrites that cross over a number of laminae. Here,
we have used juxtacellular labeling in urethane anesthetized guinea pigs to visualize the
cells with biocytin and have analyzed their response properties, in order to try and link their
structure and function. Out of a sample of 38 filled cells, 15 had dendrites confined within
the fibro-dendritic laminae and in 13 we were also able to reconstruct their local axonal tree.
Based on dendritic morphology they were subdivided into flat or less flat; small, medium,
or large; elongated or disk-shaped cells. Two of the elongated cells had many dendritic
spines while the other cells had few or none. Twelve of the cells had their local axonal
tree restricted to the same lamina as their dendrites while one cell had its dendrites in a
separate lamina from the axon. The axonal plexus was more extensive (width 0.7–1.4 mm)
within the lamina than the dendrites (width generally 0.07–0.53 mm). The intrinsic axons
were largely confined to a single lamina within the central nucleus, but at least half the
cells also had output axons with two heading for the commissure and five heading into
the brachium. We were able to identify similarities in the physiological response profiles of
small groups of our filled cells but none appeared to represent a homogeneous morpho-
logical cell type. The only common feature of our sample was one of exclusion in that the
onset response, a response commonly recorded from IC cells, was never seen in laminar
cells, but was in cells with a stellate morphology. Thus cells with laminar dendrites have a
wide variety of physiological responses and morphological subtypes, but over 90% have
an extensive local axonal tree within their local lamina.

Keywords: inferior colliculus, microcircuits, fibro-dendritic laminae, flat cells, juxtacellular labeling, neuronal
reconstruction, intrinsic axon

INTRODUCTION
The inferior colliculus (IC) integrates projections from lower audi-
tory nuclei with descending projections from the thalamus and
cortex. Despite this pivotal position in the auditory pathway the
intrinsic wiring for the IC has still not been fully described in any
species. The central nucleus of the IC (CNIC) is made up of lay-
ers of neurons with their dendrites oriented in parallel, forming
a series of 10–12 laminae (see Morest, 1964; Rockel and Jones,
1973; Oliver and Morest, 1984; Malmierca et al., 1995). Recent
work suggests that pathways from the lower brainstem may remain
functionally segregated at the IC (e.g., Davis, 2002) with terminals
from different input pathways interleaved, terminating in differ-
ent sublaminae within the central nucleus (Oliver et al., 1997).
Descending projections from the cortex mainly terminate in the
dorsal or external cortex of the IC (Coomes et al., 2005), but influ-
ence the functional properties of cells in the CNIC (Palmer et al.,
2007; Wu and Yan, 2007; Nakamoto et al., 2008, 2010), presumably
via intrinsic connections.

Histological studies using Golgi staining have demonstrated a
limited number of separable morphological cell classes in the IC.
One of the earliest studies (Oliver and Morest, 1984) defined two
cell types, some of which (“disk-shaped” cells) have dendrites and

probably axons that are flattened in extent so as to remain within
one lamina. Other (“stellate”) cells have dendrites and axons that
cut across two or more laminae and may integrate inputs from
different sources. More recently, Malmierca et al. (1993) described
two types of cell that contributed to the laminar organization“flat”
(F) and “less flat” (LF). However, in vitro intracellular recordings
in brain slice preparations have demonstrated at least six different
cell types in the IC (Peruzzi et al., 2000; Ono et al., 2005), but
the discharge patterns did not correspond simply to disk-shaped
(flat) or stellate (LF) categories (Oliver et al., 1991). In a landmark
study, Oliver et al. (1991) reconstructed the morphology of cells in
the IC after filling with HRP. What is very clear from that study is
that there is a widespread ramification of local axons within the IC
and that the orientation of the soma, dendrites, and axonal fields
depend upon the cell type and the position within the whole IC:
within the central nucleus there were cells that based on dendrite
and axon orientation seemed to correspond to the disk-shaped
and stellate distinction. However, we do not know if there are
also differences in the way these cell types respond acoustically
in vivo.

In this study of the intrinsic wiring and responses of IC neurons
we used juxtacellular labeling (see Palmer et al., 2003; Arnott et al.,
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FIGURE 1 | Photomicrographs of biocytin labeled cells and processes in
the IC. (A) Photomontage of a large, flat disk cell (1079R) viewed in the
horizontal plane. This cell only has a few sparse dendritic spines on its distal
dendrites (small arrows). Red blood corpuscles are also stained and partially
obscure a few of the processes. (B) Flat, medium elongated cell (339L)
sectioned in the coronal plane. This has numerous dendritic spines even on its
proximal dendrites (small arrows). Near the soma there is an electrode track

that filled up with blood during the removal of the electrode (large arrow). (C)
The disk cell shown in (A) had an axon with numerous axonal swellings some
of which were quite large (2 µm diameter) as indicated by the pair of small
arrows, but nearby there were other small axonal endings (<1 µm) as
indicated by the single small arrow. (D) A higher power view of the dendritic
spines indicated by the lower small arrow in (B). These are only about 20 µm
from the soma and have a long thin stalk.

2004) that allowed us to measure physiological response profiles
of single cells, to dye fill them, and to recover their morphology. In
an attempt to reduce the heterogeneity, we report the physiologi-
cal characteristics of one group of cells that, superficially at least,
have similar morphologies with axons and dendrites restricted to
within a single frequency band lamina.

MATERIALS AND METHODS
Experiments were carried out using male and female pigmented
guinea pigs ranging from 350 to 884 g. Experiments were per-
formed in accordance with a project license issued under the
United Kingdom Animals (Scientific Procedures) Act 1986. All
reagents were obtained from Sigma, except where otherwise stated.

ANIMAL PREPARATION
Animals were anesthetized with urethane (0.9 g kg−1 i.p., in 20%
solution in 0.9% saline) and Hypnorm (0.2 ml i.m., compris-
ing fentanyl citrate 0.315 mg ml−1 and fluanisone 10 mg ml−1).
Atropine sulfate (0.06 mg kg−1 s.c.) was administered at the start of
the experiment. Anesthesia was supplemented, on indication, with
further doses of Hypnorm (0.2 ml i.m.). A tracheotomy was per-
formed, followed by bilateral exposure of the ear canal by removal
of the tragus and adjacent tissue. The animal was mounted in a
stereotaxic frame in which the ear bars were replaced with plastic
speculae to allow visualization of the tympanic membrane and
delivery of sound stimuli. Pressure equalization within the middle

ear was achieved by a narrow polythene tube (0.5 mm external
diameter) sealed into a small hole in the bulla on each side. The
angle of the head was adjusted such that the surface of the skull
in the rostro-caudal axis was horizontal at points 5 and 13 mm in
front of ear-bar zero (see Rapisarda and Bacchelli, 1977). Cran-
iotomies were performed on both sides, extending 2–3 mm rostral
and caudal of the interaural axis, and 3–4 mm lateral from mid-
line. Following removal of the dura, the exposed brain was covered
with 1.5% agar.

The animal’s temperature was maintained at 38˚C throughout
the experiment by means of a heating blanket which was thermo-
statically controlled using a rectal thermistor. The animals were
artificially respired with 100% oxygen and the respiratory rate and
end-tidal CO2 was monitored via an infra-red capnometer; heart
rate was monitored via a pair of electrodes inserted into the skin
to either side of the animal’s thorax (both Vetspecs VSM8, Canton,
GA, USA).

STIMULATION, RECORDING, AND JUXTACELLULAR LABELING
Experiments were carried out in a sound-attenuated booth. Stim-
uli were delivered through a sealed acoustic system comprising
custom-modified Radio Shack 40-1377 tweeters (M. Ravicz, Eaton
Peabody Laboratory, Boston) that coupled to damped 4 mm-
diameter probe tubes, which fitted into the speculum. In every
experiment, the sound system close to the tympanic membrane
was calibrated using a Brüel and Kjaer 4134 microphone fitted
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FIGURE 2 | Soma and dendrites of all 15 filled cells viewed in the coronal
plane. Most cells were filled on the left (L suffix) but some were filled in the
right IC (R suffix) and these have been reversed so that all the cells appear as
though they were on the left. All of the cells are flattened and their long axis is
oriented approximately in the plane of the fibro-dendritic laminae. They are
arranged in tonotopic order with the cell having the lowest CF (300 Hz)
located in the top left corner (974L) and the cell with the highest CF (5.1 kHz)
near the bottom right corner. Their “flatness” was measured by the thickness

of their dendritic tree in or close to the coronal plane as illustrated by the
double-headed black arrow for cells 974L and 339L. Their size was taken as
the maximum dendritic extent measured in either the coronal or horizontal
planes as illustrated by the double-headed arrow for cells 1079L and 351L.
The area of the dendritic tree was measured in either the coronal or horizontal
plane) by drawing a polygon round the main dendrites as illustrated for cells
325L, 505L, and 466L. They range in size from small, <20,000 µm2 to large,
>45,000 µm2 with just under half (7/15) classed as medium.

with a 1-mm probe tube. The sound system response on each side
was flat to within±10 dB from 100 to 35,000 Hz.

Stimuli used in this study consisted of 50 ms bursts of tones and
wideband noise (bandwidth 0.1–50 kHz), which were presented
to either or both ears every 200 ms. All stimuli were generated by
an array processor (Tucker-Davis Technologies AP2) housed in a
computer. The stimuli were output via a waveform reconstruction
filter and digital-to-analog converter at rates of at least 100 kHz.
The maximum output level was set to approximately 100 dB SPL.

Recordings were made with stereotaxically placed aluminosili-
cate glass capillary microelectrodes (1.0 mm outer diameter with
filament, Clarkes SM100F-10, Harvard Apparatus Ltd., Eden-
bridge, UK), pulled, filled with 1.5% biocytin in 0.5 M sodium
chloride and broken back to give a tip impedance of 15–30 MΩ

and advanced by a piezoelectric motor (Burleigh Inchworm,
IW-711-00) into the IC through the intact cortex. Extracellular
action potentials were amplified (Axoprobe 1A,Axon Instruments,
Burlingame, CA, USA), filtered (300–2,000 Hz), and monitored via

an oscilloscope and a loudspeaker. Action potentials were discrim-
inated using a level-crossing detector and converted into voltage
pulses which were recorded digitally with a resolution of 1 µs
(Tucker-Davis Technologies SD1 and ET1).

When a single cell was isolated, using a search stimulus of diotic
broadband noise or pure tones of variable level, the cell’s charac-
teristic frequency (CF) and minimum threshold for response were
determined audio-visually. The cell responses were then charac-
terized physiologically using a battery of stimuli delivered to either
or both ears as appropriate. The battery consisted of the following:

1. Frequency response areas measured in pseudo-random order
by presenting single tones over a 3 octave by 100 dB range in
steps of 1/8 octave and 5 dB.

2. Frequency response areas as above with a CF tone simul-
taneously presented at 10 dB above threshold. This revealed
inhibitory areas in those neurons with low rates of spontaneous
activity.
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Table 1 | Morphological characteristics of the 15 filled cells.

Cell no. CF (kHz) Soma

Area

(µm2)

Dendrites

Area

(µm2)

Dendritic morphology Dendrites (µm)

min/max

diameter

Local

axon

Projection

Shape of tree Spines Orientation

974L 0.297 133 9,777 Flat Small Elongated Sparse A M/L 80×162 Incomplete 2

1079L 0.669 308 32,383 Medium Disk Sparse A M/L 125×272 Incomplete 2

339L 0.933 185 24,994 Flat Medium Elongated Many A Oblique 50×364 Laminar Commissural

351L 0.947 205 48,412 Large Elongated Sparse S M/L 90×574 Laminar 2

1079R 0.983 243 90,371 Flat Large Disk Sparse S 70×395 Laminar Brachium

325L 0.991 130 7,260 Flat Small Elongated 1 S M/L 20×141 Unstained 2

1071R 1.144 62 7,583 Flat Small Elongated Many S R/C 75×253 Laminar Intrinsic 2

939L 1.377 214 133,235 Large Disk 1 A M/L 135×612 Laminar Brachium

505L 1.469 264 27,568 Medium Elongated 1 S M/L 100×373 Laminar 2

408L 2.193 193 32,887 Flat Medium Disk Sparse S 60×306 Laminar Commissural

380R 2.332 213 24,016 Flat Medium Elongated Sparse A M/L 45×331 Laminar Brachium 2

466L 3.303 218 34,754 Medium Elongated Sparse S M/L 100×396 Laminar Brachium

385R 4.497 248 14,350 Flat Small Elongated Sparse S M/L 60×281 Unstained 2

411L 4.929 118 7,230 Flat Small Elongated 1 A Oblique 60×195 Laminar Intrinsic

969L 5.119 402 37,337 Medium Elongated 1 S R/C 100×343 Laminar Brachium

A, asymmetric; S, symmetric; M/L, medio-lateral; R/C, rostocaudal. 1The staining was too weak to be certain whether spines were present or not. 2Uncertain on

where the cells project to.

FIGURE 3 | (A) Plot showing the dendritic areas of the 15 labeled cells
arranged in ascending order. Regression lines have been plotted for each of
the three groups which have been defined by a break in the slope of the plot.

(B) Plot relating the area of the cell body to the area of the dendritic tree. For
the small and medium cells there is a reasonably good correlation (R2

=0.62),
but for the large cells (green) the two values are not correlated.

3. Rate-level functions to 10 repetitions of CF tones presented
separately to the left and right ears and to both ears. The tones
were presented in pseudo-random order over a 100-dB range
in 5 dB steps.

4. Peristimulus time histograms of responses evoked by 150 rep-
etitions of CF tones presented to each ear separately and to
both. The tones were delivered at 20 dB above the CF response
threshold.

5. Modulation transfer functions from 10 to 1,000 Hz modulation
rate (11 logarithmic spaced values) measured using 200 ms of
100% amplitude modulated CF tones presented at 20 dB above
threshold to both ears once every 0.8 s for 10 repetitions.

6. Interaural Level Difference (ILD) functions measured by set-
ting the contralateral tone to 20 dB above CF threshold and
varying the level of the ipsilateral tone over a range of ±20 dB

above and below that level in 2 dB steps for 10 repetitions. In
some experiments ILD functions were also obtained by setting
the average level to 20 dB above threshold and varying both the
contra and ipsilateral levels symmetrically over a±20 dB range
in 2 dB steps.

7. Interaural Time Difference (ITD) functions (only when the
CF was below about 1.5 kHz) to 20 repetitions of 20 dB
suprathreshold CF tones. The ITD was varied in pseudo-
random order over 31 steps of 0.1 of the period of the
CF tone.

Following physiological characterization, the cell was labeled
with biocytin according to the juxtacellular method of Pinault
(1996). Briefly, biocytin was ejected from the recording pipette
under physiological control using +3 to +11 nA square wave
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FIGURE 4 | Soma and dendrites of all the cells shown in the same tonotopic order as in Figure 2 but viewed in the horizontal plane. At this orientation
many of the cells still have an elongated cylindrical shape (blue cells). Others have a more stellate appearance and are classed as disk cells (red).

current pulses, of 200 ms duration (50% duty cycle), which were
applied using the current injection circuit of the microelectrode
amplifier. Adequate current injection, appropriately close to the
cell, caused action potentials to be evoked robustly during the
depolarizing epochs. The current strength was titrated carefully
to ensure that the cell remained firing throughout the labeling,
but was not damaged by over driving; labeling occurred when
current injection-associated firing was maintained for 2–15 min.
We gained the impression that the duration of action potential
entrainment, preferably using currents in the range+5 to+10 nA,
was the most significant factor governing the distance through
which a neuron might, subsequently, be traced. In three of the

first cells we labeled (325L, 351L, and 385R) the spike was still
well-isolated at the end of the current injection and we repeated
the frequency response analysis to confirm that the cell’s physio-
logical properties were not altered by the 10 or 15-min of driving.
However, in seven of the cells we either lost the spike or it faded
away during the injection and in two of the cells (505L and
939L) we recorded a burst of spikes that indicated damage asso-
ciated with an injury potential. Most of the cells which showed
a distinctive injury potential were never recovered. Thus, in the
later experiments, we carefully backed off from the cell imme-
diately after the end of the injection period to avoid any risk of
damage.
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FIGURE 5 | Reconstructions of the axons and dendrites of filled
cells viewed in the coronal plane. The axons are black, the dendrites
are red, and the shape of the IC is represented in gray. In some cells
the axon has been incompletely filled and sections are missing (e.g.,
974L) while for two of the cells the axon was not stained and these

cells are not shown. The cells are arranged in the same tonotopic order
as in Figure 2 and the CF of the cell (in kHz) is shown to the right of
each cell except for 505L where we had two physiological response
profiles recorded and could not determine which one corresponded to
the filled cell.

HISTOLOGY
Following up to 9 h survival (during which time we undertook
recordings from the IC using tungsten-in-glass microelectrodes
(Bullock et al., 1988) for a number of different studies) the ani-
mal was anesthetized deeply with an overdose of sodium pen-
tobarbitone. The animal was then perfused transcardially with
250 ml 0.1 M phosphate buffer pH 7.4 (PB) followed by 500 ml
PB containing 4% paraformaldehyde and 0.5% glutaraldehyde.
The brain was removed and stored in the same fixative overnight
at 4˚C.

The following day, the brain was embedded in a mixture of
gelatine and egg albumin and serial 50 µm coronal or horizontal
sections were cut using a vibratome. The freely floating sections
were washed twice in PB and were incubated overnight at 4˚C
in PB containing 0.3% Triton X-100 and avidin-biotin peroxi-
dase complex (ABC Elite, Vector Laboratories). The sections were
washed twice in PB before being incubated for 10 min with 0.05%
diaminobenzidine (DAB), 0.005% hydrogen peroxide, 0.0015%
nickel ammonium sulfate, and 0.0015% cobalt chloride in PB.

After quenching the reaction with excess PB, and washing the
sections twice, the sections were mounted on subbed slides.

ANATOMICAL RECONSTRUCTIONS
Three-dimensional reconstructions were undertaken using com-
puter software (Neurolucida, Microbrightfield, Colchester, VT,
USA) connected to a microscope (Axioskop2, Carl Zeiss) with
a motorized stage. DAB-stained material was traced using a 40×
objective lens (NA 0.95) within the traced boundaries of the IC in
each section. It was not usually possible to see the electrode tracks
except when blood had infiltrated them as in the track shown in
Figure 1B (thick arrow), which was located 50 µm lateral to the
track (not visible) where cell 339L was labeled. The“flatness”of the
filled cell was obtained by measuring the short axis of the dendritic
tree in or close to the coronal plane as illustrated by the double-
headed arrow for cells 974L and 339L in Figure 2. The maximum
dendritic extent was also measured in either the coronal or hori-
zontal planes (whichever was longer) as illustrated for cells 1079L
and 351L in Figure 2. The area of the dendritic tree was measured
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FIGURE 6 | Reconstructions of axons and dendrites of filled cells in the same format and order as in Figure 4 but viewed in the horizontal plane.

in either the coronal or horizontal plane (whichever was larger)
by drawing a polygon round the main dendrites as illustrated for
cells 325L, 505L, and 466L in Figure 2. The borders of the different
divisions of the IC are difficult to discern in the guinea pig even
when sections have been counterstained for Nissl substance and
the borders mainly seem to be gradual transitions rather than hav-
ing a sharp edge. We therefore estimated cell positions based on
comparisons with a standard series of sections stained for nitric
oxide synthase (Coote and Rees, 2008). The strength of staining
in the dendrites varied between cells, but as we could distinguish
dendritic spines in 10/15 cells, even when the staining was rela-
tively weak, we were confident that we were able to follow most of
the dendrites to their end.

RESULTS
DENDRITIC MORPHOLOGY OF LAMINAR CELLS
In our study of the IC we filled and recovered 38 individual cells.
Some of these were in the external or dorsal cortices and of those
in the central nucleus some had dendritic trees that were ori-
ented across the laminae or were big enough to extend over two or
more laminae (stellate cells). This left 15 cells which had dendrites

oriented along the plane of a lamina in the central nucleus and
where the dendrites appeared to be restricted to one lamina. Some
of the cells were less flat than others and the thickness (dorso-
ventral) of the dendritic trees within the lamina varied from 20 to
135 µm. Thus nine of the cells had a flat morphology (dendritic
thickness =80 µm viewed in the coronal plane) while six were LF.
All were considered to be laminar cells because all their major den-
drites were primarily oriented in the plane of their intrinsic axon
which we assumed formed part of a single lamina. In practice, all
the cells had dendritic trees where the longest dimension within
the lamina was at least twice that of the thickness across the lamina
and the mean ratio of these two dimensions was 4.7 (range 2–7.4)
as shown in column 11 of Table 1. These 15 cells form the basis of
the current report and examples of the soma and dendrites of two
of them are shown in Figure 1. Although we defined the laminar
cells as a single class, the characteristics of their dendrites meant
that the cells could be subdivided on the basis of flatness, dendritic
area, orientation, symmetry, and number of spines (Table 1).

All the cells had a similar orientation when viewed in the coro-
nal plane (Figure 2). In this figure the cells are illustrated as
though they were all from the left IC and all have an orientation
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running from ventro-lateral to dorso-medial. The exact orienta-
tion varies, with the long axis varying between about 10˚ and 45˚
to the horizontal. This range of orientations is also found in the
fibro-dendritic laminae visualized by the course of stained groups
of intrinsic or commissural axons (Malmierca et al., 1995) and
there seems no doubt that these 15 filled cells form part of the
laminae. The cells were all multipolar with three to seven primary
dendrites. Two of the cells had quite dense dendritic spines even
on the proximal dendrites whereas the rest had either no spines or
they were sparsely located on the distal dendrites (Figure 1). Most
cells had well-stained dendrites and we were confident that any
spines present would have been stained. However, five cells had
weakly stained dendrites and the absence of spines may have been
due to inadequate staining (see Table 1).

Most of the axonal swellings observed were “en passant”
although there were some terminal boutons as well. The size of
these swellings varied from 1 to 2 µm and varied along the length
of an axonal branch (Figure 1C) so that small and larger boutons
were present close to each other. We made no attempt to plot the
distribution of axonal swellings or determine if a particular sub-
type of laminar cell was associated with a higher proportion of
large axonal swellings and so this remains a possibility that may be
worth pursuing in future.

One obvious difference is in the extent of the dendritic spread
with the maximum area of the dendrites in some cells being less
than 20,000 µm2 (small) and over 45,000 µm2 in others (large).
The medium cells have an intermediate range of values and when
dendritic area is plotted in ascending sequence the values seem to
fall into three distinct groups (Figure 3A). However the small sam-
ple size means that these groups are a bit arbitrary and we cannot
conclude that there are three discrete groups in any absolute sense.
The cross-sectional area of the somata also varied with values
ranging from 62 to 402 (µm2). The area of the soma and the area
of the dendritic field were roughly proportional for the small and
medium cells as shown in Figure 3B. When a regression line is
plotted for these two groups the correlation value is reasonably
high, R2

= 0.62. By contrast, there is a definite lack of correlation
between the area of the soma and the dendritic area for the three
large cells as their somata are the same size as the smaller medium
cells. This indicates that in histological preparations where only
the somata are stained it cannot be assumed that a larger soma
automatically means a larger dendritic tree. In other neuronal sys-
tems the cell body size is proportional to the length of the axon
(Ho et al., 1992) and this may also be true in the IC.

When the cells were viewed in the horizontal plane it was possi-
ble to visualize the extent of the dendrites within what we assume
was the plane of a single lamina (Figure 4). In this orientation
there were striking differences in the shape of the dendritic tree
with four of the cells having dendrites radiating out in at least
four directions (disk cells) while the other 11 cells had their den-
drites arranged primarily along a single axis to give an elongated
shape. Seven of the elongated cells were oriented in the medio-
lateral direction, two in the rostro-caudal direction, and two were
obliquely oriented (Table 1). Some of the disk cells and elongated
cells were reasonably symmetric, but others had clear asymme-
tries with a greater number or length of dendrites oriented in one
direction than in the opposite direction.

FIGURE 7 | Reconstruction of the axon (black) and dendrites (red) of a
single cell (339L) viewed in an oblique plane optimized to show how
the branches of the intralaminar intrinsic axon bend round to follow
the upward sweep of the lamina at the lateral edge (black arrow).

FIGURE 8 | Reconstructions of the intrinsic axons (blue, green, orange,
and red respectively) and dendrites (black) of four filled cells
superimposed at the appropriate depth below the IC surface and
arranged in order of CF (shown to the left).

SPATIAL EXTENT OF INTRINSIC AXONS
In 13 of the cells the labeling was sufficiently good that we were
able to reconstruct much of the intrinsic axon (see Figure 5, axons
in black, dendrites in red). When viewed in the coronal plane, 12 of
these cells had intrinsic axonal trees that were more extensive than
the dendrites,but confined to the same lamina. Some also appeared
to have an extrinsic axon with two cells sending an axon toward
the commissure and five separate cells sending an axon toward the
brachium. Two cells had relatively small axonal trees that were also
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FIGURE 9 | Frequency response areas (see “Materials and Methods”) for
the 15 filled cells. The topographic arrangement follows the previous figures
and is tonotopic. The response areas are normalized on a temperature scale

from blue (zero response) to red (maximum response). The number in the
bottom right hand corner of each panel for this and the next figure indicates
the maximum firing rate to which the plot is scaled (spikes/s).

mainly in the same lamina as the dendrites, but were incompletely
stained. However, one cell (1079R) had an intrinsic axon that
appeared to be confined to a separate lamina from that in which the
dendrites lay. When viewed in the horizontal plane it was possible
to see the whole extent of each axon within a lamina (Figure 6).
There was no apparent correlation between the extent of the intrin-
sic axonal tree and that of the dendrites. One of the small, flat
elongated cells (411L) had one of the biggest axonal extents, while
the other small, flat elongated cell (1071R) had a less extensive
tree. Similarly, the large disk cell (939L) had one of the smallest
axonal trees, while the other large disk cell (1079R) had a more
extensive axonal tree. The pattern of the intrinsic axon seemed
quite specific both in terms of extent and orientation of the axon
terminals. Some cells (e.g., 408L) had axons oriented in the medio-
lateral direction, some (e.g., 1071R) in a rostro-caudal direction,
and some (e.g., 1079R) in an oblique direction. The axons were
always more extensive than the dendrites with the medio-lateral
width of the dendrites being 0.07–0.53 mm and the width of the
axonal tree being 0.7–1.4 mm. The axonal trees never extended

across the whole width of the central nucleus, but they sometimes
extended over half the width and this was true in the rostro-caudal
direction as well. Cells that were placed in the lateral part of the
central nucleus generally had axonal trees that were mainly located
medial to the soma. In the case of one laterally placed neuron, that
had axonal branches running both medially and laterally (339L),
the lateral branches followed the lamina round as it turned in the
dorsal direction. This is shown in Figure 7, where the reconstruc-
tion has been oriented to show how the axon terminals line up in
the dorsal extension of the lamina (thick arrow).

The laminar cells included in this report have CFs below
5.2 kHz. Their position within the IC and the orientation of their
dendritic and axonal trees follow the tonotopic laminae with low
frequencies more dorsally located (Figure 8). The four illustrated
cells have CFs that just over 1 octave apart and there is almost no
overlap in their axonal trees. For the cells with CFs of above 1 kHz
the laminar thickness of their axonal tree is about 200 µm. For
the low-frequency cells (CFs <1 kHz) the intrinsic axons were less
extensive and there may not be such clear laminae.
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FIGURE 10 | Frequency response areas in the same format as
Figure 8, but measured in the presence of a simultaneously
presented CF tone at 10 dB above minimum threshold. Units 351L,

325L, and 408L are repeated from Figure 9 since they had a
sufficiently high spontaneous rate to reveal inhibition without the
presence of a second tone.

PHYSIOLOGICAL RESPONSES OF LAMINAR CELLS
The heterogeneity of the somatic, dendritic, and axonal mor-
phologies was also evident in the physiological response pro-
files recorded from each of the cells prior to dye filling. This is
illustrated for five elements of the profile in Figures 9–13 and
summarized in Table 2. The binaural response properties (inter-
aural time and level difference sensitivities) did not appear to
provide additional explanatory leverage in this sample and are
not shown here. Each of the physiological figures is arranged
in exactly the same tonotopic order as the summary morpho-
logical (Figures 2 and 4) so responses can be associated with
individual cells. Figures 9 and 10 show respectively the response
areas and the inhibitory areas that are revealed by simultane-
ously presenting a tone at the CF. It is clear that within this
relatively small sample we see examples of many of the well-
described response area types (“V”: 351L; “tilted”: 339L, 1071R,
505L, 380R; “O”: 974L). It is also clear that many of the cells
receive extensive inhibitory input (1071R, 505L, 380R, 411L).
When inhibition is evident in the single tone response area at the

CF this results in non-monotonic rate-level functions as shown
in Figure 11 (1071R, 505L, 380R, 411L). It is also clear from
the rate-level functions that most cells receive binaural inputs,
although some are monaurally dominated (Table 2). They are gen-
erally dominated by the contralateral inputs (red lines), in some
instances the ipsilateral response is suppressive, reducing the bin-
aural response below that to the contralateral alone (411L) and
in others it is facilitatory (974L, 339L, 385R, 969L). The PSTHs
to suprathreshold CF tones (Figure 12; Table 2) are diverse, but
have one thing in common: none of them is a pure onset response.
Onset responses were relatively common in our sample, with 16%
(6/38) of our filled cells showing pure onset responses, but none
of them had a laminar morphology and they will be described
elsewhere.

The cell with the lowest CF (974L) shows excellent phase lock-
ing to the CF tone,but only when presented to both ears (consistent
with the rate-level response). Some of the cells show responses that
exceed the duration of the CF tones (50 ms) and two showed a
very prominent offset response (1079R and 466L). Latency varied
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FIGURE 11 | Rate versus level functions in response to 50 ms CF tones arranged in the same order as previous figures. The black curves show responses
to binaural presentation, red to contralateral, and blue to ipsilateral.

between 8 (408L) and 25 ms (1071R) for all bar the two cells with
strong offset responses (see Table 2).

The rate and temporal modulation transfer functions
(Figure 13) were generally not very informative with two excep-
tions (1079R and 466L), which were the only cells that showed a
relatively narrow bandpass rate response to the modulated stimuli.
Note that in this sample of 14 cells none showed a pronounced tun-
ing in their temporal responses (red lines show the vector strengths
of period histograms locked to the modulation waveform) even
though locking to the modulation was often very good (1079R for
example).

Given the diversity of both morphology and physiology it is
perhaps unsurprising that correlations between the two were not
strong. Two cells from different animals had almost interchange-
able response profiles: 1079R and 466L: V-shaped response areas
with weak inhibitory input, monotonic contralaterally dominated,
monotonic rate-level responses, very prominent offset responses
and narrow bandpass average rate modulation transfer functions.
Both cells were relatively large multipolar cells, but at least by our
subjective criteria 1079R was disk-shaped, while the dendrites of

466L were oriented (see Figure 4) and hence we describe it as
elongated. Cell 466R was a LF, sparsely spinous, medium elon-
gated cell of which we have two other examples (505L and 969L,
see Table 1). These latter cells show some similarities in response
profile with each other, but not with 466R. The two flat sparsely
spinous, medium elongated cells (380R and 385R, see Table 1)
also share similar physiological response profiles: they have sin-
gle and two-tone response areas and rate-level functions showing
evidence of inhibition, pauser PSTHs, and untuned or broadly
tuned responses to modulated stimuli. Two cells that appeared to
show chopping at the onset to CF tones (351L, 325L) both had
V-shaped response areas with sufficient spontaneous activity that
we did not need to measure responses to two tones, had monot-
onic, contralaterally dominated rate-level functions, and untuned
modulation transfer functions. However, one was a large elongated
cell (351L) and the other was a flat, small elongated cell (325L).
Similarly, for the two cells with on-sustained responses which also
shared other response similarities, one was a flat, medium fusiform
cell with many spines (339L) while the other was a large disk cell
with only a few sparse spines (939L). Finally, the very smallest cells
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FIGURE 12 | Peristimulus time histograms to 50 ms CF tones. The figure is arranged in the same order as previous figures with the tones presented
binaurally (black), contralaterally (red), and ipsilaterally (blue) at 20 dB above minimum threshold. Binwidth is 1 ms.

such as 325L, 1071R, 380R, 411L appeared to be subject to stronger
and more widespread inhibitory inputs (see Figure 10).

It is clear that there are similarities in the response profiles
between small numbers of cells in our sample and some of these
seem to relate to small subgroups of the filled cells. However, given
the diversity of morphological and physiological subtypes a much
larger sample would be needed to be sure that these were real
correlations.

DISCUSSION
DEFINITION OF CELL TYPES BASED ON DENDRITIC MORPHOLOGY
The CNIC has been the subject of many morphological studies, but
since a common nomenclature has not emerged that can be applied
across all mammalian species, we have used descriptive terms taken
from a number of studies. We followed the classification used in
the cat IC, where cells in the central nucleus were divided into
laminar disk cells and translaminar stellate cells (Oliver and Mor-
est, 1984; Oliver et al., 1991). For the present purposes, we have
chosen to describe only those cells in our sample that had their den-
drites oriented along the axis of a single fibro-dendritic lamina. We

excluded the cells which had dendrites primarily oriented across
the lamina or appeared to extend beyond a single lamina. Based on
a preliminary analysis we have about 10 such translaminar stellate
cells in our material, but have not yet reconstructed them and are
unable to describe them here. We also labeled about 12 stellate
neurons in the dorsal and external cortex and one in the rostral
nucleus, but will not be sure of their exact location until after we
have reconstructed them.

The width of disk cells in the optimal plane, using the original
definition (Oliver and Morest, 1984; Oliver et al., 1991), was no
more than 70 µm, but some of our laminar cells clearly had a den-
dritic width that was almost double this. In their study of the rat IC
Malmierca et al. (1993) defined flat cells based on complex criteria
and stated that the mean width of their dendrites was 50 µm, while
the mean width of the LF cells was 100 µm. However, the term disk
cell is a useful descriptor and for this study we have extended the
definition to include both the original “flat” and also “LF” lami-
nar cells. We considered all the laminar cells in this study to be
disk cells and divided them into flat and LF varieties. Two types
of “disk-shaped” cells were also described in the squirrel monkey
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FIGURE 13 | Modulation transfer functions in response to 200 ms,
100% amplitude modulated CF tones arranged in the same order as
previous figures. The black lines show the average discharge rate in

response to the modulated stimuli. The red curves show the vector
strength measured from period histograms locked to the modulation
waveform.

by Fitzpatrick (1975), but she also described a type of stellate cell
which appeared to be confined to a single lamina. When viewed in
the horizontal plane some (4/15) of our disk cells had a clear stel-
late morphology with multiple dendrites radiating out from the
soma. However, the majority were clearly polarized so that most of
their dendrites were oriented in one direction. It might have been
appropriate to call these fusiform or bitufted cells as has been done
previously in the cat central nucleus (Rockel and Jones, 1973), but
we chose instead the more neutral term of elongated.

Another feature that has been used in classifying cells in the
IC has been the distribution and density of their spines (Gonza-
lez Hernandez et al., 1986). In the auditory cortex spiny stellate
cells are exclusively excitatory, while smooth or sparsely spinous
stellates are inhibitory and GABAergic (Wallace and He, 2011).
However, it is not clear if there is a similar correlation in the IC.
It would be very useful to be able to identify GABAergic neu-
rons based on their morphology, but that does not seem to be
possible currently and inhibitory cells have to be identified by
the use of immunohistochemical identification of specific mark-
ers (Ito et al., 2009) or genetic alteration to link production of a

fluorescent protein to that of the synthetic enzyme for GABA (Ono
et al., 2005). A high proportion of cells in the IC are GABAergic
(about 20% in the cat; Oliver et al., 1994) and a similar propor-
tion may be present in the guinea pig (Thompson et al., 1985).
There are at least two morphological types of GABAergic cells in
the central nucleus with the larger ones projecting to the thalamus
(Peruzzi et al., 1997; Ito et al., 2009), while the smaller ones may
be intrinsic. Many of these GABAergic cells are stellate (Oliver
et al., 1994), but up to half of them may be laminar cells. In one
study of GABAergic cells in the mouse IC (Ono et al., 2005) 17
GABAergic cells in the central nucleus were filled with biocytin to
demonstrate their dendrites. Four of these appeared to be laminar
cells and some of the laminar cells in our sample may also have
been GABAergic. The most likely candidate was cell 1079R which
was large, sparsely spinous, had an output axon that entered the
brachium and was the only laminar cell to have an intrinsic axon
that appeared to terminate in a different lamina. GABAergic lam-
inar cells could provide a local inhibition of nearby cells with the
same CF, of the sort that have been demonstrated in the guinea
pig (Le Beau et al., 2001), since the axons are generally in the
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Table 2 | Physiological characteristics of the 15 filled cells.

Cell no. CF kHz RSP Inhibitory sidebands Histograms Binaural

response

ITD ILD Lat.

ms

Lower Upper Contra Ipsi Both

974L 0.297 C Strong Strong Low-sustained Onset Phase-locked ee/F Strong Weak 12

1079L 0.669 V Strong Strong Pauser Pauser Sustained EE/s Weak Weak 16

339L 0.933 TU Strong Strong Pauser None On-sustained EO/F Weak Peak 15

351L 0.947 V Weak Weak Spont. Chop T Chop T EO/m None Moderate 15

1079R 0.983 V Weak Weak Sustained+large

offset

None Sustained+large

offset

eE/m Weak Weak 30

325L 0.991 V None None Chop T Inhibited Chop T EI/i Strong 10

1071R 1.144 TD/C Sustained None Sustained EO/m Strong 25

939L 1.377 V Weak Strong Low-sustained On-sustained On-sustained eE/i None Weak 13

505L 1.469 TU Strong close Strong Pauser None EO/i Strong 15

408L 2.193 V Weak Weak On-sustained Inhibited Pauser Ei/i Weak 8

380R 2.332 TD Strong Strong Pauser Low-sustained Pauser eE/f Weak 10

466L 3.303 V Weak far Strong Offset Sustained Offset Eo/m None 58

385R 4.497 N Strong close Strong Spont. Pauser Pauser OE/m Strong 14

411L 4.929 V Strong far Strong Build-up None Build-up EO/i Strong 12

969L 5.119 V Weak Strong Pauser None Pauser EO/m Weak 13

C, closed; V, v-shaped; TD, tilt down; TU, tilt up; N, narrow. Histograms were defined following Le Beau et al. (1996): sustained units fired throughout the stimulus;

On-sustained had a clear onset response, but also fired throughout the stimulus; Low-sustained fired at low level throughout the stimulus (relative to other conditions

for that cell); Pausers fired strongly at stimulus onset then paused before firing for the rest of the stimulus; Build-ups were like pausers but without the onset

component; Chop T fired regularly at the beginning of the response, but became less regular throughout the stimulus; Inhibited showed a decline in firing below

spontaneous; Spont fired at the same spontaneous rate throughout the stimulus; None did not fire before or during the stimulus. Binaural responses: three letters

show response: contralateral, ipsilateral/binaural: e, weak excitation; E, strong excitation; O, no response; f, weak facilitation; F, strong facilitation; s, summation; i,

weak inhibition; I, strong inhibition; m, monaural response only, no binaural interaction (Irvine, 1986).

same lamina as the dendrites. It is not known if the dendrites of
all GABAergic neurons in the central nucleus are smooth/sparsely
spinous, but there does not seem to be any evidence that they are
spiny. In a double labeling study of the connections of GABAergic
neurons in the rat IC many cells with commissural axons were
labeled, but none of them appeared to have many spines (Zhang
et al., 1998), even though some spiny neurons are known to have
commissural axons (Gonzalez Hernandez et al., 1986). Two of our
filled cells had numerous spines, some of which were present on
the proximal dendrites and one of these had a commissural axon.
Based on Zhang et al.’s (1998) data and its aspiny nature this would
indicate that it was probably excitatory. Others clearly had a lower
density of spines that were more restricted to the distal dendrites.
Some cells had no discernable spines, but in some of these the
dendrites were only relatively weakly stained and thus any spines
would probably not have been stained.

SIGNIFICANCE OF THE INTRINSIC AXONS
One of the most striking features of the cells described here was
that the intrinsic axons were restricted to a single lamina: in all
but one case this was the same lamina as that containing the den-
drites. The presence of dense bands of intrinsic axons that form a
single lamina has already been shown by small extracellular injec-
tions of tracers in the rat (Saldana and Merchan, 1992) and guinea
pig (Malmierca et al., 1995), but it was not clear what cell types
produced them. A previous intracellular study of cells in the cat

(Oliver et al., 1991) had shown some examples of cells with lam-
inar dendrites and axons confined to the same lamina, but the
present study is the first to show how extensively individual axons
can ramify within a lamina. These intrinsic laminae have similar
dimensions to the laminae formed by inputs from other brain-
stem nuclei such as the cochlear nucleus or nuclei of the lateral
lemniscus (Malmierca et al., 2005; Loftus et al., 2010) and are
150–200 µm.

The lack of an identifiable projecting axon in many of the cells
in our sample is interesting. Given that we were able to stain the
intralaminar axonal plexus of many of these cells extending widely
from the cell body into very small axon branches and further that
we were able to identify projecting axons in some of our sample,
it seems unlikely that we would not have stained a major output
axon. Clearly, given the obvious complexity of the axonal trees we
might simply have not recognized the projecting axon, or the stain
might have faded before the axon exited the lamina. However, one
intriguing possibility, in line with other anatomical considerations,
is that many of the response types that have been identified could
be from neurons intrinsic to the IC and not necessarily represent
the information that is passing from the IC to the thalamus.

The high density of intrinsic axons (and presumed synaptic
contacts) shown in the present study is reminiscent of the neocor-
tex where even in the input layer IV the density of intrinsic synapses
is thought to outnumber the thalamic synapses by almost 10 to 1
(Peters and Payne, 1993). Although we have only studied laminar
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cells, the other types of cells in the central nucleus have also been
shown to have extensive intrinsic axons (Oliver et al., 1991). As the
IC is the largest subcortical auditory nucleus in the rat (Kulesza
et al., 2002), and has almost five times as many auditory neu-
rons as in the entire medulla and pons, the synapses derived from
intrinsic axons are thought to greatly outnumber those from all
other sources to the central nucleus (Saldana and Merchan, 2005).
Given the large number of intrinsic synapses it is perhaps surpris-
ing how similar the responses of neurons in the central nucleus
are to those of their brainstem inputs (McAlpine et al., 1998; Davis
et al., 1999; Ramachandran et al., 1999). The extrinsic inputs cre-
ate at least three functional zones in the central nucleus so that
the low-frequency cells (<500 Hz) with a phase-locked response
pattern and strong ITD sensitivity, such as cell 974L, almost cer-
tainly have their main extrinsic input from the ipsilateral medial
superior olive (Loftus et al., 2010). When we measured the latency
for the beginning of driven activity in our labeled cells it ranged
from 8 to 30 ms (Table 2). This is much greater that the range
of latencies typically seen among lower brainstem nuclei such as
the cochlear nucleus (e.g., Palmer et al., 2003; Arnott et al., 2004)
and leaves open the possibility that some IC neurons are partially
or even mainly driven by intrinsic connections rather than by a
direct extrinsic input alone. The significance of this is not clear,
but it may make the individual cellular responses more consis-
tent and reproducible because the form of the sustained response
reflects an average of the local population rather than a more vari-
able representation of its extrinsic inputs. The IC also receives a
substantial input from the auditory thalamus and cortex, but these
are thought to mainly terminate in the external nucleus and dorsal
cortex (Winer, 2005).

CORRELATION OF MORPHOLOGY AND PHYSIOLOGICAL RESPONSES
A primary goal of the present study was to look for correla-
tions between cellular morphology and physiological response
properties, as has been successfully accomplished previously in
the cochlear nucleus (Rhode et al., 1983a,b; Palmer et al., 2003;
Arnott et al., 2004). Previous anatomical and physiological studies
of the IC have revealed considerable diversity, but have generally
summarized their findings in terms of a small number of identi-
fiable classes whether of response type or morphology. Thus, in
some studies only a few different frequency response areas have
been recognized (e.g., Ramachandran et al., 1999; Davis, 2005),
only two major morphological types have been recognized in
another (Morest and Oliver, 1984), and only six response types
have been described in brain slices (Peruzzi et al., 2000). Given
these relatively small numbers it seemed entirely reasonable that
one should be able to associate the physiological response profiles
with the underlying morphological response types. Certainly, our
understanding of the cochlear nucleus wiring pattern was enor-
mously advanced by the pioneering studies correlating structure

and function (Rhode et al., 1983a,b). However, early in our analysis
it became clear that we, like many others, were seeing considerable
diversity in both the physiological response profiles (see for exam-
ple Irvine, 1986; Le Beau et al., 1996) and in the morphology:
despite the fact that nearly all cells had a multipolar shape they
clearly did not appear to fall into a small number of homogeneous
groups.

Nevertheless, there are some possible correlations that might
be drawn between the present data and the six classes of response
shown in the slice preparation. A vast majority of the responses in
the slice were sustained with pause or build-up temporal response
patterns and such patterns are readily seen in the PSTHs in
Figure 12 (505L, 408L, 380R, 385R, 969L), where all of our sample
had sustained responses of some kind. Other sustained cells in the
slice had offset rebound responses or neither rebound nor build-
up. We had two cells with very noticeable rebound PSTH patterns
(1079R and 466L) and others with neither rebound nor build-up
(1079L, 339L, 351L, 325L, 939L). The rebound cells in the slices
were “flat, disk-shaped” cells and in our material we described the
cells with rebound as medium sized, one with disk-shaped den-
drites and the other quite similar, but with elongated shape. Both
cells were wider than the criteria used by us and others to label a
cell as “flat.”

We have drawn attention to some correlations between small
groups of cells with similar morphologies and similar physiolog-
ical profiles; however, a major drawback in our study and others
is that they are relatively under powered given the permutations
of morphologies and responses. The use of brain slices from a
knock-in mouse allows specific cell types to be targeted and the
correlation of dendritic morphology with membrane properties
(Ono et al., 2005), but even this approach is limited because it is
not possible to trace the axonal output or the physiological inputs.
Thus we are still in a position of having to painstakingly piece
together an overall picture based on many studies each of which
has a very limited set of data.

The IC is the site of termination of numerous projections from
the brainstem (Brunso-Bechtold et al., 1981) and receives descend-
ing inputs from the cortex (Winer, 2005). It is considered to be
a major site of reintegration of information processed at lower
levels and some authors have even suggested that it is both the
last level of analysis of the acoustical properties of sounds and
also the level at which these are beginning to be formed into
auditory objects (Nelken, 2008). The widespread ramification of
the axons of the cells within the fibro-dendritic laminae detailed
here and elsewhere provides a rich neuronal framework for such
integration.
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How do local circuits in the inferior colliculus (IC) process and transform spectral and
temporal sound information? Using a four-tetrode array we examined the functional
properties of the IC and metrics of its micro circuitry by recording neural activity from
neighboring single neurons in the cat. Spectral and temporal response preferences were
compared for neurons found on the same and adjacent tetrodes (ATs), as well as across
distant recording sites. We found that neighboring neurons had similar preferences while
neurons recorded across distant sites were less similar. Best frequency (BF) was the
most correlated parameter between neighboring neurons and BF differences exhibited
unique clustering at ∼0.3 octave intervals, indicative of the frequency band lamina. Other
spectral and temporal parameters of the receptive fields were more similar for neighboring
neurons than for those at distant sites and the receptive field similarity was larger for
neurons with small differences in BF. Furthermore, correlated firing was stronger for
neighboring neuron pairs and increased with proximity and decreasing BF difference.
Thus, although response selectivities are quite diverse in the IC, spectral, and temporal
preference within a local microcircuit are functionally quite similar. This suggests a scheme
where local circuits are organized into zones that are specialized for processing distinct
spectrotemporal cues.

Keywords: spectrotemporal receptive field, laminar organization, receptive field transformation, correlated activity

INTRODUCTION
Three organization principles for brainstem input to the cen-
tral nucleus of inferior colliculus (ICC) are the basis of the
“synaptic domain hypothesis” that predicts a division of ICC into
synaptic and functional domains with unique sound processing
capability (Oliver, 2000; Loftus et al., 2010). First, tonotopi-
cally organized inputs from the brainstem project onto banded
anatomical lamina with spatially restricted dendritic arbors and
common best frequency (BF), that in the cat can extend across
a ∼3.5 × 3.5 mm2 area (Morest and Oliver, 1984; Oliver and
Morest, 1984; Serviere et al., 1984; Malmierca et al., 1993; Brown
et al., 1997; Schreiner and Langner, 1997). Second, there is
considerable convergence of different brainstem nuclei as well
as different neuronal cell types onto a given frequency lamina
that could allow for genesis of novel sound response properties
(Adams, 1979; Oliver, 2000; Malmierca et al., 2005; Loftus et al.,
2010). Third, brainstem projections are not uniformly distributed
throughout all frequency laminae or even within a single fre-
quency lamina (Oliver, 2000; Malmierca et al., 2005; Cant and
Benson, 2008). These three anatomic patterns of pathway input
to the ICC suggest a division of ICC into domains that process
distinct sound features.

Though there is considerable evidence for anatomic domains,
there is some debate regarding the structure of response property
domains within ICC and how to demonstrate them. Frequency
selectivity for single neurons shifts in spatial register with anatom-
ically defined frequency laminae within the ICC (Schreiner and
Langner, 1997; Malmierca et al., 2008). These BF response
domains that we will refer to as, “frequency-band laminae,” can
be resolved with micrometer precision along the dorso-ventral
axis of ICC using single and multi-unit recording methodologies
(Schreiner and Langner, 1997; Malmierca et al., 2008). Though
it is clear that best frequencies are highly organized within and
across laminae, how other response properties are locally orga-
nized within this laminar structure is less clear. Response property
gradients for temporal modulations and spectral resolution have
been shown to exist along the laminar dimension of the ICC
(Schreiner and Langner, 1988; Ehret et al., 2003). Thus, it might
be expected that neural response properties other than best fre-
quencies should cluster within a local neighborhood so that
neighboring neurons encode similar acoustic features. However,
a recent study addressed this question and found that the tone-
response properties of neighboring neurons were quite diverse
(Seshagiri and Delgutte, 2007).
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We examine how spectrotemporal response properties are
organized and the degree of precisely correlated firing within a
local ICC neighborhood. We used tetrode arrays to record and
isolate neighboring single neurons and compared the spectrotem-
poral receptive preferences of each neuron pair. We demonstrate
that neurons are highly organized within a local neighborhood
where the receptive field similarities depend on both proximity
and BF match. Furthermore, although correlated firing between
neighboring neurons was generally low, it was more prevalent
than expected by chance and the strength of correlated firing
between neighboring neurons increased with local proximity.
Thus, ICC is organized into distinct zones or neighborhoods with
common spectrotemporal preferences that can effectively signal
similar messages to the thalamus.

MATERIALS AND METHODS
EXPERIMENT PROCEDURE AND ACOUSTIC STIMULI
Animals were handled according to approved procedures by
the University of Connecticut Animal Care and Use Committee
and in accordance with National Institutes of Health and the
American Veterinary Medical Association guidelines. Adult cats
(N = 7) were initially anesthetized with a mixture of Ketamine
(10 mg/Kg) and Acepromazine (0.28 mg/Kg I.M.) and were sub-
sequently maintained in a surgical state with either sodium pen-
tobarbital (30 mg/Kg, N = 2) or isoflurane gas mixture (3–4%,
N = 5). The pinnae were retracted and the animal was placed in a
stereotaxic assembly with hollow earbars. The Inferior Colliculus
(IC) was exposed by removing the overlying cortical tissue and
the bony tentorium. Following surgery, the animal was main-
tained in an areflexive state of by continuous infusion of Ketamine
(2 mg/kg·h) and Diazepam (3 mg/kg·h), in a lactated ringers
solution (4 mg/kg·h). Physiologic data (heart rate, temperature,
breathing rate, and reflexes) was monitored to control the infu-
sion rate. All neural recordings were performed over a period of
24–72 h.

Sounds were delivered in a sound-shielded chamber (IAC,
Bronx, NY) via hollow ear-bars (Kopf Instruments, Tujunga, CA).
The system was calibrated (flat spectrum between 200 Hz and
40 kHz, ±3 dB) with a Finite Impulse Response (FIR) inverse
Filter (Implemented on a TDT® RX6 Multifunction Processor,
Alchua, Fl). Sounds were delivered with a RME DIGI 9652
(Haimhausen, Germany) through dynamic speaker drivers (Beyer
DT770). Dynamic Moving Ripple (DMR) sound was delivered
dichotically in five experiments and monaurally to the contralat-
eral ear in two experiments (Escabí and Schreiner, 2002). The
DMR is a time-varying broadband sound (1–48 kHz; 96 kHz sam-
pling rate; 100 spectral components/octave) that contains spectral
(0–4 cycles/octave) and temporal (0–500 Hz) modulations that
have been shown to efficiently activate ICC neurons and are
prominent features in natural sounds (Rodriguez et al., 2010a).
A 10-min sequence of the DMR was presented twice (Trial A
and Trial B, 20 min in total) at fixed intensity (80 dB SPL, 65 dB
spectrum level per 1/3 octave).

ELECTROPHYSIOLOGY
We used tetrode arrays (NeuroNexus Technologies, Ann
Arbor, MI) to record neural activity from neighboring neurons

in the ICC. The dorsal aspect of the exposed IC is shown
from one experiment along with the penetration locations
(white and red dots; Figure 1A). At each penetration location,
a four-tetrode array was inserted (Figure 1B) and sound evoked
neural activity was recorded. The tetrode array consists of four
tetrodes (4 × 4 electrodes; two shanks with two tetrodes on
each shank; impedance 1.5–3.5 M� at 1 kHz) with an inter-
tetrode separation of 150 μm. This configuration is ideal for
recording from neighboring neurons within and across adjacent
frequency band laminae, which have a reported separation of
∼150 μm in the cat (Rockel and Jones, 1973; Oliver and Morest,
1984).

The probes were first positioned on the surface of the IC
with the assistance of a stereotaxic frame (Kopf Instruments,
Tujunga, CA) at an angle of ∼30◦ relative to the sagittal plane
(∼ orthogonal to the laminar orientation) (Merzenich and Reid,
1974; Semple and Aitkin, 1979; Schreiner and Langner, 1997).
Electrodes were inserted into the IC with a LSS 6000 Inchiworm
(Burleigh EXFO; Vanier, Quebec). Efforts were made to sample
different regions of ICC by moving the electrode along the medio-
lateral and rostral-caudal axis. Figure 1A shows a picture of the IC
exposure from one of the experiments with the recording posi-
tions (white circles). At each penetration location we advanced
the probe depth and recorded only from locations that followed
a clear tonotopic gradient (Merzenich and Reid, 1974; Semple
and Aitkin, 1979) and which exhibited well-isolated single units
(sorted offline, see below). The probes were advanced until the
end of the probe was reached (3 mm total length).

Neural responses were digitized and recorded with a RX5
Pentusa Base station (TDT®, Alchua, Fl) followed by offline anal-
ysis in MATLAB (Mathworks Inc., Natick, MA). The continuous
neural traces were digitally band-pass filtered (300–5000 Hz) and
the cross-channel covariance was computed across tetrode chan-
nels. Vectors consisting of the instantaneous channel voltages
across the tetrode array that exceeded a hyperellipsoidal thresh-
old of f = 5 (Rebrik et al., 1999) were used to detect candidate
action potentials. This method takes into account across-channel
correlations between the voltage waveforms of each channel and
requires that the normalized voltage variance exceeds 25 units:
VT C−1V > f 2, where V is the vector of voltages, C is the covari-
ance matrix, and f is the normalized threshold level. Spike wave-
forms were aligned and sorted using peak voltage values and
first principle components with an automated clustering soft-
ware (KlustaKwik software) (Harris et al., 2000). Sorted units
were classified as single units only if the waveform signal-to-
noise ratio exceeded 3 (9.5 dB, SNR defined as the peak waveform
amplitude normalized by the waveform standard deviation), the
inter-spike intervals exceeded 1.2 ms for >99.5% of the spikes,
and the distribution of peak waveform amplitudes was unimodal
(Hartigan Dip test, p < 0.05). These sorting criteria yielded 410
well-isolated single units from 280 tetrode recordings (an average
of 1.46 well-isolated units per tetrode). The normalized sepa-
ration between sorted units was ascertained by computing the
Mahalanobis distance between the waveforms of two clustered
units:

D1−2 =
√(

V1 − V2
)T

C−1
12

(
V1 − V2

)
,
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FIGURE 1 | Experiment configuration and single unit isolation. (A) The
dorsal–lateral surface of the exposed IC in one experiment along with the
surrounding neural structures (SC, superior colliculus; BIC, brachium of the
inferior colliculus; CB, cerebellum). Electrode penetrations are marked by
circles (white and red) and were orientated an angle of 30◦ relative to the
sagittal plane (roughly orthogonal to the frequency-band lamina). (B)

Four-tetrode array used for the neural recordings. (C,D) Single unit isolation in
two tetrode recordings. Each site has two well-isolated units as noted by the

peak waveform amplitudes clusters at selected tetrode channels (blue and
red clusters, left). The spike waveform density plots (middle) on each of the
tetrode channels are shown for each of the isolated units. The waveform
density represents the probability that the action potentials recorded on a
given channel follow a particular waveform trajectory (color represents
probability; orange is high, black is low), thus highlighting the most likely
waveform pattern for each channel. Spectrotemporal receptive fields (STRF)
are shown for each of the isolated units on the far right.
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where V1 and V2 are the average waveforms for cluster 1 and 2
and C12 = (C1 + C2)/2 is the average covariance matrix of the
spike waveform clusters. This quantity is unitless and represents
the average separation between two clusters after normalizing
by the average cluster spread. Distances between isolated clus-
ters ranged from 2.3 to 22.1 (mean = 7.3) with most pairs
above 3 (97%).

The interpretation of the tetrode recordings as they relate to
the micro-circuitry of the ICC is critically dependent on the spa-
tial separation between the recorded units. Thus it is desirable
to define bounds for the distance between neighboring neurons
in order to allow us to make inferences about functional organi-
zation. The recording radius of the tetrode array was estimated
using the procedure outlined by Mechler and colleagues (Mechler
et al., 2011). Briefly, the recording radius is estimated as

R = −�s · CT · log (n) / log (A)

where �s = 28.5 μm is the average separation between the elec-
trode contacts, CT = 0.57 is a correction form factor that takes
into account the geometry of the tetrode array (square geome-
try for the electrode contacts in our case), A is the contact-pair
potential attenuation ratio (a number <1) which is defined
as the average ratio of measured voltages across all contact
pairs (A = 〈

Vi/Vj
〉 = 0.63) arranged so that Vi/Vj < 1, and n =

Vmax/Vmin = 16.3 is an approximation of the signal-to-noise
ratio where Vmax and Vmin is the largest and the smallest observed
action potential amplitudes, respectively. Using this approach we
estimated a recording radius of 97 μm for our recordings.

SPECTRO-TEMPORAL ANALYSIS
Spectrotemporal receptive fields (STRFs) for the contralateral
ear of identified ICC single neurons were obtained using spike-
triggered averaging. Spectro-temporal parameters were obtained
for each STRF according to procedure described previously
(Rodriguez et al., 2010b). Briefly, we first determined the STRF
power density by computing the STRF power at each time-
frequency location, p(t, x) where t is time and x = log2

(
f /1000

)

is octave frequency (relative to 1000 Hz). The spectral and tem-
poral power marginals were obtained by collapsing p(t, x) along
the temporal and spectral dimensions and normalizing for unit
area, respectively. Latency and BF were defined as the peak of
the temporal and spectral power marginals; integration time and
bandwidth were defined as twice the SD of the temporal and
spectral power marginals, respectively.

The spectral and temporal modulation parameters of each unit
were obtained directly from the ripple transfer function (RTF)
by performing a two-dimensional Fourier transform of the STRF
and subsequently computing the transfer function magnitude.
The characteristic temporal and spectral modulation frequen-
cies (cTMF and cSMF, respectively) were derived by computing
the centroids from the modulation power marginal of the RTF
(Rodriguez et al., 2010b).

SAMPLE SELECTION AND STATISTICAL ANALYSIS
Following the single unit isolation and the receptive field calcu-
lations, neural data was checked for stability. Due to the sound

delivery paradigm, which consists of two 10-min repeats of the
DMR, it is possible that adaptation or changes in anesthetic state
could bias the results. To assure that neural response sensitivities
were stable across consecutive trials we required that the STRF
similarity index between the two DMR trials exceeded 0.5 (Escabí
and Schreiner, 2002). This resulted in a reduction of the sample
size from 410 to 344 single units, but assured that the receptive
fields were stable across trials (mean SI = 0.71 prior to pruning;
mean SI = 0.83 after pruning), thus minimizing any potential
biases that could occur from the recording stability. For verifi-
cation, we performed all of the analysis before and after removal
of unstable neurons and the resulting trends and findings of the
study were the same.

The neural data was next partitioned into three experimental
and two control groups in order to make comparisons between
neighboring and distant neuron pairs. The experimental and con-
trol groups were selected on the basis of the recording proximity
between neighboring neurons and their BF difference. The first
experimental group consisted of all neuron pairs that were iso-
lated on the same tetrode (ST). A second group was defined
for pairs of neurons that were isolated concurrently on adjacent
tetrodes (ATs) but within the same recording site. Based on the
estimated recording radius of 100 μm and an inter-tetrode sep-
aration of 170 μm, ST pairs are limited to ∼200 μm separation
while AT pairs are at most ∼370 μm apart. Although, there is no
guarantee that individual ST pairs are actually closer than indi-
vidual AT pairs, on average ST pairs are closer to one another
since the effective volume sampled by a single tetrode is substan-
tially smaller than the effective volume sampled by ATs. Due to
the fact that the average distance between ATs is 170 μm and the
recording radius of each tetrode is ∼100 μm, it is possible for two
ATs to pick up the same unit at the same time. This was indeed
the case for some AT pairs (14%) as evidenced by a strong sin-
gle peak at the center bin of their spike train correlogram (i.e., at
zero delay). For such sites, we kept the isolated unit with highest
signal-to-noise ratio and discarded the accompanying unit from
the AT. Finally, a third experimental group was defined to account
for the fact that spectral and temporal response parameters such
as bandwidth and latency are strongly correlated with the BF of
neurons (Rodriguez et al., 2010b). Pairs from this third experi-
mental group exist on the ST, but are chosen to be matched in BF
(within 0.1 octave; same tetrode best frequency matched, STBF).
Overall, the experimental groups consisted of 333 AT pairs, 93 ST
pairs, and 54 STBF pairs.

Two control groups were defined as references for our statisti-
cal comparisons. As a null hypothesis, we require that spectrotem-
poral properties between neighboring neurons are uncorrelated
and do not depend on proximity. The first control group was cho-
sen by selecting neuron pairs from distant recording sites (DS
group). Pairs from this control group were chosen at random
from different recording sites and thus we expect that recep-
tive field properties will be uncorrelated between selected pairs
of neurons. A second control group was defined to account for
the fact that certain spectral and temporal parameters are cor-
related with BF. For instance, latencies and bandwidth are both
correlated with BF (Rodriguez et al., 2010b). Since, our intent
is to identify response correlations that strictly depend on the
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proximity, and neighboring neurons are expected to have similar
BFs, such dependencies need to be accounted for. The distant site
BF matched (DSBF) control group was defined by selecting DS
pairs that were closely matched in frequency (within 0.1 octave).
The DSBF control group is thus necessary to account for any
residual correlation that arises because two neighboring neurons
share a similar BF, irrespective of proximity. Overall, the control
groups consisted of 22,178 distant recording site pairs (DS) and
1963 DSBF pairs.

Statistical analysis was carried out on each of the receptive
field parameters by comparing the control and experimental
groups. For each receptive field parameter (e.g., BW, latency,
etc.), the correlation coefficient was computed as a measure of
similarity between the receptive field parameter of the selected
neuron pairs from each group. Significant differences between
temporal and spectral response properties between groups were
identified by performing a Fisher z-transform test on the corre-
lation coefficient. Four comparisons were made to characterize
the effects of receptive field similarity and the dependence with
proximity and BF match. First, DS vs. AT and AT vs. ST groups
were compared to determine whether proximity has an effect
on receptive field similarity. Next, we determined whether BF
match has an effect on the receptive field similarity by compar-
ing the ST vs. STBF groups. Finally, we controlled for the fact
that some of the correlation observed as a function of proxim-
ity might be due to BF dependence and so we compared the STBF
vs. DSBF groups. All tests were performed at a chance level of
0.05 with Bonferroni correction to account for the number of
comparisons.

SPIKE TRAIN CROSSCOVARIANCE
The shuffled crosscovariance (SCC) between the spike trains of
single units was computed to evaluate the level of stimulus-driven
response correlation (neuron 1 vs. neuron 2). The SCC between
the spike trains of two neurons is defined as

φ12 (τ) = φ1A,2B (τ) + φ1B,2A (τ)

2

where 1 and 2 designates the neuron, A and B designates the stim-
ulus trial. Here φXY (τ) = 〈(rX (t) − λX) · (rY (t + τ) − λY)〉 is
the spike train crosscovariance (i.e., crosscorrelation with means
removed), rX (t) and rY (t) are the response spike trains (units of
spikes/s) sampled at 4 kHz sampling rate (250 μs bin width), and
λX and λY represent the average spike rates over the entire sound
duration. The trial shuffling is performed to isolate stimulus
driven correlations. The SCC was normalized as

C12 (τ) = φ12 (τ)
√

φ1A,1B (0) · φ2A,2B (0)

so that −1 ≤ C12 (τ) ≤ 1. The spike train correlation index (CI)
is defined as C12 = max [C12 (τ)]

Significance testing was performed by considering a random
spike train with matched firing rate and interspike intervals as a
null hypothesis. To do this, random spike trains were generated
by shuffling the interspike intervals from the original spike trains
from neuron 1 and 2. This procedure was repeated iteratively and

the crosscovariance was computed for each iteration. The cross-
covariance samples were used to estimate the mean and SE for
the shuffled (null hypothesis) case. A t-test was then performed
between the measured crosscovariance and the null hypothe-
sis by requiring that the CI exceed chance level of p < 0.001
above (positive correlation) or below (negative correlation) the
mean.

RECEPTIVE FIELD CROSSCOVARIANCE
A metric of receptive field similarity was defined to characterize
the diversity of spectrotemporal features across the neural popu-
lation. The receptive field crosscovariance (RFCC) function is first
obtained by crosscorrelating the STRFs between two units (1 and
2) according to

�1,2 (τ,χ) =
�

STRF1 (t, x) · STRF2 (t + τ, x + χ) dtdx.

where τ and χ are temporal and spectral delays, respectively. The
normalized RFCC is obtained as (Chen et al., 2012):

C12 (τ) = �12 (τ, 0)

σ1 · σ2

where σ2
1 and σ2

2 correspond to the STRF power (i.e., σ2
k =�

STRFk (t, x)2 dtdx). The RFCC corresponds to the normalized
covariance between the predicted responses of two neurons under
the assumption that each of the neurons behaves linearly. Thus
the RFCC serves as a linear model prediction for the SCC. Values
near one indicate that the receptive fields of the two units and,
hence, the predicted spike rate patterns, are identical while val-
ues near zero indicate that the receptive fields and predicted spike
trains are uncorrelated. Finally, it can be shown that the magni-
tude of the RFCC sets an upper bound on the magnitude of the
spike train crosscovariance:

∣
∣C12 (τ)

∣
∣ ≥ |C12 (τ)|

where equality holds for the case of linear processing This upper
bound strictly holds under the assumption that neural variabil-
ity and non-linearities are independent between the two neurons
tested. Although, this may not strictly hold, we’ve demonstrated
that the upper bound holds for most neuron pairs tested in the
ICC (Chen et al., 2012).

RESULTS
We used tetrode arrays to compare the spectrotemporal response
properties of neighboring neurons in the ICC (Figure 1B). We
asked whether neighboring ICC neurons have similar spec-
trotemporal preferences and how receptive field properties vary
with BF and proximity within a local neighborhood. A con-
certed effort was made to thoroughly sample the rostral-
caudal and medio-lateral dimensions of the ICC (as evident
from Figure 1A) to assure that neurons with a diverse reper-
toire of spectral and temporal properties were included in the
sample.

The effective size of the recording neighborhood for the
tetrode array was estimated with the triangulation method of
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Mechler et al. (2011) (see Materials and Methods). We assume
that the measured action potential voltage decays as a power-
law with distance from the source and that the rate of decay
depends on the tetrode geometry, impedance and the electrical
characteristics of the surrounding tissues. For our configura-
tion, the tetrode electrodes are arranged in a square with an
inter-electrode separation of 25 μm on the sides, so that the
average separation between electrodes is 28.5 μm (after consid-
ering diagonals). Based on the observed maximum SNR (16.3)
and the average inter-electrode attenuation ratio (0.63) we esti-
mated a recording radius of 97 μm. Thus, neuron pairs that
are isolated concurrently on a single tetrode are likely to be
at most ∼200 μm apart. Neuron comparisons made between
isolated neurons in ATs are at most ∼370 μm apart (170 μm

average tetrode separation and 2 × 97 μm based on the recording
radius).

At each recording location well-defined action potential clus-
ters could be identified. As can be seen for the example recordings
(Figures 1C,D; also Figures 2A–F), the waveform density plots
for each isolated unit exhibits a consistent and unique pattern
across each of the tetrode channels (middle panels). Furthermore,
the peak amplitudes for selected tetrode channels form well-
defined clusters (left, blue and red), which is indicative of well-
isolated single units. Stringent criteria were applied to identify
single units (see Materials and Methods) and in total we had 344
well-isolated single units from 123 recording sites, which resulted
in 93 single unit pairs identified on a single tetrode (ST pairs) and
333 single unit pairs identified across ATs (AT pairs).
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FIGURE 2 | Spectrotemporal selectivity of neighboring single neurons.

(A–F) Example single unit waveforms and the corresponding STRFs are
shown for neighboring neurons. All of the examples follow the same
format as Figures 1C,D. For each unit, the waveform peak amplitude
clusters are shown (left, selected tetrode channels) along with the spike
waveform density plots for the isolated units (middle). STRFs are shown on
the right two panels for each isolated single unit example. Red colors
indicate that the sound tended to be on prior to the occurrence of an

action potential (at 0 ms delay) and are thus indicative of excitation. Blue
domains indicate that the sound tended to be off and are thus indicative of
inhibition or suppression. Green colors indicate that the sound had no
effect on the generation of action potentials. As can be seen from the
examples, neighboring neurons can have similar STRFs indicative of similar
spectral and temporal selectivity (e.g., A–D). By comparison, other sites
have STRFs that can differ substantially along the temporal and/or spectral
dimensions (e.g., E–F).

Frontiers in Neural Circuits www.frontiersin.org September 2012 | Volume 6 | Article 62 | 115

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Chen et al. Neighboring inferior colliculus neurons

SPECTROTEMPORAL RESPONSE PROPERTIES OF NEIGHBORING
NEURONS
DMR sound was delivered while recording neural responses
from multiple single neurons. This dynamic stimulus contains
spectral and temporal features such as temporal modulations,
spectral peaks and notches that are common features in natu-
ral sounds and which efficiently drive ICC neurons (Escabí and
Schreiner, 2002; Rodriguez et al., 2010a). The DMR is statis-
tically unbiased and contains temporal modulations spanning
0–500 Hz and spectral modulations from 0 to 4 cycles/octave,
which allows us to measure STRF of each neuron. The STRF
is obtained as the average spectrotemporal envelope preceding
all action potentials and it thus represents the spectrotemporal
sound pattern that is most likely to evoke an action potential.
Alternately, the STRF can be viewed as a spectrotemporal fil-
ter function that maps the sound to a neural response pattern.
Positive regions in the STRF are thus indicative of excitation
while negative regions indicate inhibition or suppression. As can
be seen for example neuron pairs (Figures 1C,D; Figures 2A–F),
the STRFs can be highly similar across neighboring neuron pairs
(Figures 2A–D) or quite different (Figures 2E–F). For example,
the neighboring neurons in Figure 1C have an overlapping exci-
tatory region around 3.5 octave (all frequency measurements
are performed relative to 1 kHz). Accordingly, these neurons
have similar BFs (3.45 vs. 3.48 octave) and latency (6.5 vs.
7.2 ms). However, other spectral and temporal characteristics can
be more varied across neighboring pairs such as the amount
and strength of suppression/inhibition (blue STRF domains),
which is quite different for these two units. Certain neighbor-
ing pairs have largely similar STRFs with similar BF, bandwidth
and integration time (e.g., Figures 2A–D). However, at other
recording sites, the receptive field structure between neighboring
neurons can vary substantially (e.g., Figure 1D; Figures 2E–F).
The neighbors shown in Figure 2E have similar BFs (0.71 vs.
1.17 octave), however, the latency (6.5 vs. 11.75 ms) and inte-
gration time (1.9 vs. 6.5 ms) of unit 2 are substantially longer.
Furthermore, the general arrangement of excitation and inhibi-
tion are quite different for these neighboring units: unit 1 has
an on–off temporal pattern while unit 2 exhibits strong lateral
inhibition. For the pair in panel F, BFs are similar (3.3 vs. 3.2),
however, unit 1 is fast and predominantly excitatory while unit
2 has a long-lasting and predominantly inhibitory structure
(3.9 vs. 14.5 ms integration time). Thus for some recording
sites the STRF of neighboring neurons can be quite similar
while for other sites the receptive field structure can be more
varied.

To characterize how much of the receptive field similarity
between neighboring neurons is due to the proximity and BF
match we grouped the data into five categories in the subsequent
sections (see Materials and Methods). AT pairs are obtained from
the same recording site but on different tetrodes while ST pairs
consist of neurons isolated on the same tetrode. Distant site pairs
(DS) serve as a reference control designed to account for the
receptive field variability between ICC pairs that is expected by
chance. Finally, the ST frequency matched group (STBF) and DS
frequency matched control group (DSBF) were designed to con-
trol for the fact that certain receptive field parameters can depend

strongly on BF (Joris and Yin, 1992; Rodriguez et al., 2010b)
irrespective of proximity.

CLUSTERING OF BEST FREQUENCIES BETWEEN NEIGHBORING
NEURONS
ST and AT neighboring neurons exhibited similar frequency
selectivity and were generally closely matched in BF. The BF dif-
ference distribution is shown for AT and ST pairs (Figure 3).
Although, BF difference could be as large as 3.3 and 4.1 octave
for a small subset of ST and AT pairs (>2 octave for 3 and 8%;
data not shown), respectively, most pairs were closely matched in
BF. For both groups, BF differences were tightly clustered around
0 octave difference as can be seen by the mode near the origin
in the distributions (Figures 3A,B). A large incidence of pairs
had a BF difference <0.1 octave although the proportion of pairs
where this was true was higher for the ST group (ST: 58%; AT =
36%). For ST pairs 80% fell within 0.32 octave whereas 80% of
the AT pairs fell within 0.55 octaves of each other (Figure 3C).
Furthermore, the average frequency difference for ST and AT
groups was 0.28 and 0.48 octave, respectively. Thus, ST pairs are
more closely matched in BF than AT pairs.

Evidence for the laminar organization was evident when we
conditioned AT pairs according to the recording geometry. Given
the four-pronged geometry of the tetrode array (Figure 1B)
and the orientation of the electrode penetrations (∼30 relative
to sagittal; ∼ orthogonal to the frequency band lamina), it is
expected that AT pairs found on tetrodes oriented orthogonal
to the frequency band lamina would differ more in BF than
pairs recorded from tetrodes oriented along a lamina. As can
be seen from the distribution of BF differences, orthogonal AT
pairs (Figure 3E) exhibit a mode around 0.28 octave BF differ-
ence which is not present for the laminar AT pairs (Figure 3B).
BF differences were bimodally distributed for orthogonal AT pairs
(Figure 3E; Hartigan Dip test, p < 0.05) but not for laminar AT
pairs (Figure 3D; Hartigan Dip test, p = 0.33, NS). This dispar-
ity is consistent with the idea that orthogonal AT pairs are more
likely to sample neurons from neighboring frequency band lam-
ina which have a reported frequency difference of ∼0.28 octave
in the cat (Schreiner and Langner, 1997) and a spatial separation
comparable to the AT separation (150 μm) (Rockel and Jones,
1973; Oliver and Morest, 1984).

SPECTRAL RESPONSE PREFERENCES ARE MORE SIMILAR FOR
NEIGHBORING NEURONS THAN FOR THOSE AT DISTANT SITES
Spectral and temporal response properties have been shown to
vary systematically within and across the frequency-band lami-
nae in the ICC (Schreiner and Langner, 1988; Langner et al., 2002;
Ehret et al., 2003; Rodriguez et al., 2010b; Baumann et al., 2011).
This and anatomical data predict that response similarity would
drop-off with distance between neuron pairs. We tested this pre-
diction by measuring the similarity between spectral response
properties for neighboring vs. distant pairs of neurons in each
of our experimental (Figure 4; AT = gray; ST = black, and
STBF = red) and control (Figure 4; DS = blue; DSBF = green)
groups described above. Scatter plots for spectral STRF parame-
ters of neighboring neurons are shown in Figures 4A–D and the
resulting statistics for each of the experimental and control groups
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FIGURE 3 | Best frequency differences between neighboring neurons

depend on proximity. (A) BF difference distribution for neuron pairs isolated
on adjacent tetrodes (AT) with a separation of 150 μm as illustrated in
Figure 1B. Eighty percent of AT pairs fall within 0.55 octave. (B) The
distribution of BF differences for neuron pairs isolated on the same tetrode
(ST) are largely confined to 0.32 octave (80%). (C) BF difference cumulative

distribution function for same (black) and adjacent (gray) tetrode neuron
pairs. (D) BF difference distribution for neuron pairs isolated on adjacent
tetrodes that are along the ICC lamina orientation. (E) The distribution for
neuron pairs isolated on adjacent tetrodes that are orthogonal to the lamina
orientation. A significant mode is observed at ∼0.28 octave consistent with
the average BF difference between adjacent laminae.

are shown in Figures 4E–H. As expected in the ICC, neuron pairs
recorded on the ST had highly correlated BFs while those on
ATs (more distant on average) were slightly less so (DS<AT<ST,
p < 0.001; Figures 4A,E). Not surprisingly, randomly selected
neuron pairs from different recording sites (DS group) were not
correlated on average.

Spectral bandwidth varies systematically within and across
the frequency-band laminae (Schreiner and Langner, 1988;
Rodriguez et al., 2010b) leading us to test the prediction that
bandwidth similarity would drop-off with distance. Spectral
bandwidths (in octaves; Figures 4B,F) were more correlated for
the AT group compared to DSs (Figure 4F; Table 1). This cor-
relation systematically increased with proximity (DS vs. AT, p <

0.01) and BF match (ST vs. STBF, p = 0.017) and the result-
ing correlation is stronger than the BF matched control group
(STBF vs. DSBF, p = 0.002, Table 1). This suggests that, on
average, relative bandwidths are more similar between neighbor-
ing neurons than for DSs even when BF match is taken into
account. We also measured the similarity for absolute bandwidths
(in Hz; Figures 4C,G; Table 1) since relative and absolute band-
widths have distinct trends and organizations within the ICC:
absolute bandwidths tend to increase while relative bandwidths
tend to decrease with increasing BF (Rodriguez et al., 2010b).
As for relative bandwidths, absolute bandwidths exhibit simi-
lar trends, however, the correlation for the DSBF control group
was substantially higher likely reflecting the fact that absolute

bandwidth are strongly correlated with BF. Despite this residual
correlation, the ST frequency matched group (STBF) were more
correlated on average (STBF vs. DSBF; Figure 4G, p < 0.001,
Table 1) indicating that some of the correlation is strictly do
to the proximity of neurons. Furthermore, absolute bandwidth
correlation increased with decreasing distance (DS<AT<ST,
p < 0.001).

We also tested whether selectivity for spectral modulations
was similar for neighboring neurons. Spectral modulations are
common features in natural sounds, consisting of peaks and
valleys in the sound spectrum, such as for head related spa-
tial cues (Kulkarni and Colburn, 1998) or formants in speech
(Klein et al., 1970; van-Veen and Houtgast, 1985). Given that ICC
neurons respond selectively to spectral modulations and their
characteristic spectral modulation frequency (cSMF, see Materials
and Methods) is inversely related to their BW (Qiu et al., 2003;
Rodriguez et al., 2010b), we expect to see similar dependencies
between BW and cSMF. As illustrated, there was an increase in
the cSMF correlation with our metrics of proximity for pairs
of neurons (i.e., DS<AT<ST, p < 0.01; Figures 4D,H; Table 1);
though the trend was less pronounced than that associated with
BW and BF match did not have a significant effect (Figure 4H,
ST vs. STBF, p = 0.31). However, the correlation for STBF group
is much higher than the DSBF (p < 0.001). This indicates that
spectral modulation preferences are more similar among local
neighboring neurons pairs even when BF match is accounted for.
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FIGURE 4 | Neighboring ICC neurons share similar spectral preferences.

(A–D) Scatter plots showing the spectral STRF parameters (A, Best
Frequency; B, Bandwidth in octave; C, Bandwidth in Hz; D, cSMF) of
neighboring single units (neuron 1 and 2). For each of the STRF parameters
the data was partitioned into three experimental groups that depend on the
spatial proximity and BF match. The experimental groups consist of neuron
pairs found on adjacent tetrodes (AT, gray; 150 μm tetrode separation),
neuron pairs detected on the same tetrode (ST, black), and same tetrode
pairs that were matched in best frequency (STBF, red; <0.1 octave BF

difference). (E–H) The Pearson correlation coefficient was used to compare
the similarity for each of the spectral parameters between neighboring
neurons. The measured correlation is shown for each of the experimental
groups (AT, ST, and STBF) as well as for two reference controls. The
reference controls consist of pairs recorded from distant sites (DS, blue) or
distant site pairs that where matched in frequency (DSBF; <0.1 octave BF
difference). Statistics for the spectral parameter comparisons are provided
in Table 1. The error bars in E–H represent the SE of the correlation
coefficient.

Table 1 | Spectral receptive field similarity between neighboring

neurons and their dependence on proximity and frequency match.

DS vs. AT AT vs. ST ST vs. STBF DSBF vs.

(df = 22,509) (df = 424) (df = 145) STBF

(df = 2015)

BW (octave) Z = 1.7
p = 0.009

Z = 0.80
p = 0.13/N.S.

Z = 1.5
p = 0.017

Z = 2.1
p = 0.002

BW (Hz) Z = 4.3
p < 0.001

Z = 4.3
p < 0.001

Z = 3.5
p < 0.001

Z = 4.6
p < 0.001

cSMF Z = 4.2
p < 0.001

Z = 2.0
p = 0.002

Z = 0.35
p = 0.31/N.S.

Z = 3.0
p < 0.001

Statistics are shown for the receptive field bandwidth (in octave and Hz) and

the characteristic spectral modulation frequency (cSMF). The correlation coeffi-

cient between the parameters of neurons pairs was estimated for each of the

experimental and control groups (data shown in Figure 4). Statistics for the com-

parisons between experimental (AT, ST, and STBF) and control groups (DS and

DSBF). Comparisons of the correlation coefficient between groups were made

at a chance level of 0.05 and were corrected for the number of comparisons

(Bonferroni correction). Non-significant comparisons are noted by N.S.

TEMPORAL RESPONSE PREFERENCES ARE MORE SIMILAR FOR
NEIGHBORING NEURONS THAN FOR THOSE AT DISTANT SITES
Temporal response properties in the ICC vary systematically
with position within and across the frequency-band laminae

(Schreiner and Langner, 1988; Langner et al., 2002; Middlebrooks
and Snyder, 2010; Rodriguez et al., 2010b). Once again, this
response organization leads us to hypothesize a drop off in the
similarity of temporal response properties between neuron pairs
with distance. The first temporal response property we consid-
ered, STRF latency, was the most correlated temporal parameter
between neighboring neurons (Figures 5A,D). STRF latencies
were quite varied across our sample and confined mostly between
5 and 15 ms. Correlations for neighboring pairs in a recording
site were significantly higher than those from distant recording
sites (DS vs. AT, p < 0.001, Table 2) regardless of whether the
pairs had matched BF or not (DSBF vs. STBF, p < 0.001, Table 2).
However, within the radius of the tetrode array there was not a
significant relationship between the latencies of neighboring neu-
rons as a function of proximity or BF match (AT vs. ST; ST vs.
STBF, Table 2, N.S.).

A similar trend was observed for the STRF integration time
(IT; Figures 5B,E; Table 2). The IT represents the time window
over which the sound history has a significant effect on the neu-
ron’s response (Chen et al., 2012). For most neurons, ITs were
confined between 2 and 10 ms implying that temporal features
in the DMR of at most 10 ms duration had a direct effect on the
neuron’s response. Within a local neighborhood, ITs were more
similar than for DSs (AT, ST vs. DS, p < 0.001; Figures 5B,E,
Table 2), even when BF match is taken into account (STBF vs.
DSBF, p = 0.005). However, a significant trend was not observed
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FIGURE 5 | Neighboring ICC neurons share similar temporal preferences.

(A–D) Scatter plots showing the temporal STRF parameters (A, Latency; B,
Duration; C, cTMF) of neighboring single units (neuron 1 and 2). The data was
partitioned into three experimental groups as in Figure 4 (AT, gray; ST, black;
STBF, red). The Pearson correlation coefficient was used to compare the

similarity for each of the temporal parameters between neighboring neurons.
The correlation coefficient is shown for each of the experimental groups as
well as for two reference controls (DS, blue; DSBF, green). Statistics for the
temporal parameter comparisons are provided in Table 2. The error bars in
D–F represent the bootstrapped SE of the correlation coefficient.

Table 2 | Temporal receptive field similarity between neighboring

neurons and their dependence on proximity and frequency match.

DS vs. AT AT vs. ST ST vs. STBF DSBF vs.

(df = 22,509) (df = 424) (df = 145) STBF

(df = 2015)

Latency Z = 10.7
p < 0.001

Z = −0.27
p = 0.35/N.S.

Z = −0.44
p = 0.27/N.S.

Z = 3.3
p < 0.001

IT Z = 7.1
p < 0.001

Z = 0.53
p = 0.23/N.S.

Z = −0.92
p = 0.10/N.S.

Z = 1.8
p = 0.005

cTMF Z = 6.1
p < 0.001

Z = 0.98
p = 0.08/N.S.

Z = −0.92
p = 0.09/N.S.

Z = 1.5
p = 0.018/N.S.

Statistics are shown for the receptive field latency (ms), integration time (ms),

and the characteristic temporal modulation frequency (cTMF). Tests for sig-

nificant differences of the parameter correlation coefficients (Figure 5) were

performed and are reported between the experimental (AT, ST, and STBF) and

control groups (DS and DSBF). All comparisons were made at a chance level of

0.05 and were corrected for the number of comparisons (Bonferroni correction).

Non-significant comparisons are noted by N.S.

with increasing proximity and BF match (AT vs. ST; ST vs.
STBF, Table 2, N.S.), indicating that the IT similarity amongst
neighboring neuron does not vary substantially within a local
neighborhood.

Temporal modulation preferences are also organized system-
atically within and across the frequency-band laminae (Schreiner

and Langner, 1988; Rodriguez et al., 2010b). Here, the relation-
ship between temporal modulation preferences and proximity
was determined by computing the characteristic temporal mod-
ulation frequency (cTMF) of each neuron (see Materials and
Methods). As for the other temporal STRF parameters, cTMFs
were more similar between neighboring neurons compared to
DSs (AT vs. DS, p < 0.001; Figures 5C,F, Table 2). cTMFs have
also been shown to vary with BF (Rodriguez et al., 2010b), how-
ever, even when BF dependence is taken into account neighboring
neurons were still more similar than distant and BF matched
sites (STBF vs. DSBF, p = 0.018; Figures 5C,F, Table 2). However,
unlike spectral modulation sensitivity where neighboring neu-
rons were more similar as a function of local proximity and BF
match in a local neighborhood, we did not observe such effects
for cTMFs (AT vs. ST; ST vs. STBF, N.S.; Figures 5C,F, Table 2).

RECEPTIVE FIELD AND SPIKE TRAIN CORRELATION OF
NEIGHBORING NEURONS
The results from the previous analysis demonstrated that spec-
tral and temporal receptive field characteristics are relatively more
similar within a local neighborhood. One may thus be led to
believe that the transmitted signals to the auditory thalamus from
neighboring neurons would be highly correlated, which could
indicate a form of redundant information transfer. However, the
analysis employed in the previous section strictly examines the
preferred sensory features of neighboring neurons and tells us
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little about the temporal response pattern for each particular fea-
ture. For instance, two neurons may respond to similar sound
features on average (as noted by their STRFs). However, the same
average STRF can be obtained by summing different (even non-
overlapping) subsets of elements so that the individual features
that evoke spikes for each neuron can be quite different from
one action potential to the other (Escabi et al., 2005). Thus, the
temporal patterning of the resulting spike trains to a sound for
each neuron could be vastly different even when neurons have
similar STRFs (Chen et al., 2012). Thus, it is theoretically pos-
sible that, although ICC neurons share similar preferences in a
local neighborhood, their temporal responses are uncorrelated so
that each neuron conveys independent sensory information to the
thalamus.

To examine how sound information is represented by ICC
neuron pairs we examined how the receptive field of neighbor-
ing neurons contributes to correlated activity. As a measure of
receptive field similarity we estimated the RFCC (RFCC; see
Materials and Methods) between pairs of neighboring (Figure 6;
A = ST; B = AT) and distant neurons (C = DSBF; D = DS).
Example STRFs are show for four pairs of neurons (Figure 6)
along with the resulting RFCC for each pair. The RFCC represents
the stimulus driven correlations that are shaped by the spectral
and temporal integration properties of each neuron. Neighboring
neurons pairs with similar STRFs have a strong localized peak in
the RFCC about zero frequency shift (Figures 6A,B; 3rd panel),
indicating a high degree of spectral and temporal receptive field
alignment. In contrast, the RFCC for a distant pair with frequency
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FIGURE 6 | Relationship between the receptive field and spike train

crosscovariance of neighboring and distant neurons. The STRFs of four
example neuron pairs are shown (A–D, columns 1 and 2). The examples
were chosen from the experimental (A, ST; B, AT) and control groups
(C, DS; D, DSBF). For each pair, we computed the spike train
crosscovariance function (SCC, normalized between -1 and 1, see
Materials and Methods) to determine the strength and timing of the
temporal correlations between the spike trains of neighboring neurons
(column 4, black). We used the STRFs for each pair to predict the SCC.
For each pair of neurons, this is done by performing a two-dimensional
cross-correlation between the STRF of each neuron (column 3) and

subsequently selecting the temporal cross-section about zero frequency
shift (red horizontal section, in column 3; see Materials and Methods). For
instance, the example neuron pairs of A and B have STRFs with similar
structure and thus the RFCC shows a strong positive peak about zero
frequency shift. The predicted spike train covariance mirrors the SCC for
each pair (column 4, red). In C, the neurons are highly overlapped in
frequency, however, STRFs fail to predict the lack of correlation observed
between the neural spike trains. The pair shown in D has receptive fields
that are temporally delayed (neuron 1 leads neuron 2) and which differ in
frequency by 1 octave. Because of the lack of frequency overlap the
predicted (red) and measured SCC (black) are both zero.
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mismatched STRFs have a displaced peak at ∼1 octave frequency
separation (Figure 6D, 3rd panel), indicative of their frequency
mismatch.

For each of the neuron pairs we next measured the amount
of correlated activity in their neural spike trains by comput-
ing the normalized shuffled spike train cross covariance (SCC)
(Figure 6; right panel, black lines). The RFCC was then used
to predict the SCC. This is done by selecting the RFCC cross-
section about zero frequency shift (Figure 6, right panel, red
lines). As illustrated, the SCC is smaller in magnitude than the
prediction based on the RFCC (Figures 6A,B, right panel) or it
can be completely absent, as for the BF matched distant pairs
(Figure 6C). Thus the RFCC sets an upper bound on the SCC
(Chen et al., 2012). Furthermore, when there are strong spike
train correlations as for the neighboring pairs of Figures 6A,B,
the RFCC faithfully predicts the timing of the SCC. If neigh-
boring neurons had a linear stimulus-response relationship the
SCC and the prediction based on the RFCC would be identical.
The observed reduction in the correlation strength between the
neuron’s integration process (RFCC) and the output spike train
(SCC) could theoretically reflect factors that are specific to each
neuron, such as intrinsic response variability (“neural noise”) or
output non-linearities in the spike generating mechanisms (Chen
et al., 2012).

We asked whether receptive field similarity between neuron
pairs determine the amount of correlated neural activity in their
spike trains and whether these factors depend on proximity and
frequency match. Given that the receptive field parameters of
neighboring neurons tend to be similar within a local neighbor-
hood, we expect that the RFCC and SCC should follow similar
trends. For each pair we computed the receptive field and spike
train correlation index (CI, peak of the RFCC and SCC, respec-
tively) and the results were analyzed as a function of proximity
and frequency match (Figure 7, see Table 3 for statistics). As
can be seen, both the receptive field and spike train CI are
larger for neighboring neurons compared to the distant con-
trol group (AT vs. DS, Figures 7A,B; Table 3). Both the receptive
field and spike train CI increase with proximity (AT vs. ST, p <

0.001; Figures 7A,B; Table 3) and frequency match (ST vs. STBF,
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FIGURE 7 | Receptive field and spike train correlation statistics for

neighboring ICC neurons. The average absolute spike train CI (A) and
receptive field CI (B) both increases with proximity (AT, gray vs. ST, black)
and BF match (ST, black vs. STBF, red). All examples are shown for three
experimental groups (AT, gray; ST, black; STBF, red) and two control groups
(DS, blue; DSBF, green). The error bars represent the bootstrapped SE.

Table 3 | Response and receptive field correlation between

neighboring neurons and their dependence on proximity and

frequency match.

DS vs. AT AT vs. ST ST vs. STBF DSBF vs.

(df = 22,509) (df = 424) (df = 145) STBF

(df = 2015)

RFCI T = 20.5
p < 0.001

T = 6.1
p < 0.001

T = 4.8
p =< 0.001

T = 6.6
p =< 0.001

STCI T = 23.1
p < 0.001

T = 4.8
p < 0.001

T = 3.5
p =< 0.001

T = 7.8
p =< 0.001

Statistical comparisons are reported for the receptive field correlation (RFCI)

and spike train correlation index (STCI). Test for significant differences were per-

formed between the experimental (AT, ST, and STBF) and control groups (DS and

DSBF; data shown in Figure 7). All comparisons were made at a chance level of

0.05 and were corrected for the number of comparisons (Bonferroni correction).

Non-significant comparisons are noted by N.S.

p < 0.001; Figures 7A,B; Table 3). Furthermore, these effects
were not simply the result of frequency match between neighbor-
ing neurons since the receptive field and spike train CI of distant
neurons with matched frequency was significantly lower than for
frequency matched neighboring neurons (STBF vs. DSBF, p <

0.001; Figures 7A,B; Table 3).

DISCUSSION
The synaptic domain hypothesis predicts the brainstem inputs to
the ICC cluster into zones with common anatomic input and sim-
ilar sounds preference (Oliver, 2000; Loftus et al., 2010). Here, we
have demonstrated that neurons are highly localized into func-
tional zones with similar spectrotemporal sensitivity, supporting
the domain hypothesis organization within the ICC.

RELATIONSHIP BETWEEN MICRO AND GLOBAL ORGANIZATION
Spectral and temporal preferences of neighboring neurons were
highly organized within the recording radius of the tetrode array;
yet these organizations were subtly different for spectral and tem-
poral preferences. For both spectral and temporal receptive field
parameters, correlations between neighboring neurons were sub-
stantially larger than for DSs. This was true even when distant
recording pairs were compared with matched BF suggesting that
the observed correlations are not simply due to frequency depen-
dence of response properties. Spectral properties were the most
similar between neighboring neurons and the spectral receptive
field similarity increased with proximity and BF match. This sug-
gests that spectral properties are highly localized into zones within
a recording radius of at most ∼100 μm. In contrast, no such
effects were observed for the temporal receptive field parame-
ters (Figure 5). Temporal preferences were similarly correlated
for ST (100 μm radius) and AT (185 μm radius) comparisons.
This implies that temporal preferences were relatively homoge-
neous over a larger recording radius implying that the size of the
“neighborhood” is more extensive for temporal than for spectral
response preferences.

Clustering for BF was observed for AT pairs oriented orthog-
onal to the anatomical laminar organization (Figures 3D,E)
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consistent with the hypothesis that frequency organization is dis-
cretized within the ICC (Schreiner and Langner, 1997; Malmierca
et al., 2008). However, no such clustering was observed for other
spectral and temporal response properties (data not shown). All
of the correlations for spectral and temporal parameters were not
significantly different for orthogonal vs. laminar AT pairs (Fisher
z-transform test, all comparisons NS). This supports the hypoth-
esis that adjacent laminae perform similar functions and thus
process similar acoustic cues.

Several organizational schemes could lead to the observed
response patterns observed here. First, spectral and temporal
response properties are topographically ordered within and across
the ICC laminae. Temporal properties have been shown to have a
gradient organization along the medial and lateral aspect of the IC
(Schreiner and Langner, 1988; Langner et al., 2002) while spectral
preferences seem to have a concentric organization within a lam-
ina (Schreiner and Langner, 1988; Ehret et al., 2003). Spectral and
temporal sensitivities also vary systematically along the dorso-
ventral extent and are thus highly correlated with the frequency
organization (Rodriguez et al., 2010b). Regardless of whether
the organization is patchy or continuous, our results support a
scheme where local networks of neurons share a common orga-
nizing principle as inferred from the local similarities in the sound
preferences.

BF DIFFERENCE AND LAMINAR ORGANIZATION
The measured BF differences from neighboring neurons are
quantitatively consistent with previously reported frequency-
band laminar organization, which is the primary organizing prin-
ciple within the central nucleus. Adjacent laminae are reported
to be ∼150 μm apart in the cat ICC (Rockel and Jones, 1973;
Oliver and Morest, 1984) and have reported frequency separation
of ∼0.28 octave (Schreiner and Langner, 1997).

Based on our estimated recording radius for ST pairs of 100
and 185 μm for AT pairs, and the measured BF differences we
estimate that most of our recordings fall within the bounds of
two or three adjacent laminae for ST and AT groups, respec-
tively. The ratio of the estimated recording radius for ST vs. AT
pairs is 100/185 = 0.54 is similar to the ratio of the average
BF difference for the same groups, 0.28/0.48 = 0.58. Thus the
spread of the measured BF distribution increases proportional to
the recording radius. For ST comparisons, the estimated record-
ing radius of 100 μm implies that neurons were at most 200 μm
apart, which implies that neighboring neurons were either within
the same lamina or one lamina apart. The average BF difference of
0.28 octave for ST comparisons fits with this expectation since it
matches the average frequency separation between adjacent lam-
inae in the cat (Schreiner and Langner, 1997). Furthermore, 80%
of ST pairs fall within 0.32 octave which likewise supports the idea
that most neurons are at most one lamina apart while 80% of AT
pairs fall within 0.55 octave, which is consistent with the idea that
pairs from this group could be up to two laminae apart. Finally,
additional support for laminar organization is provided by the
fact that BF differences for AT pairs oriented orthogonal to the
laminar orientation exhibited a mode at 0.28 octave, comparable
to the laminar separation, while AT pairs oriented along a lamina
did not.

Although, the vast majority of neighboring neuron pairs were
closely aligned in BF, consistent with the laminar separation, a
small number of neuron pairs (6% of ST and 13% of AT pairs)
were substantially more dispersed (i.e., more than 1 octave).
Several factors could account for such large BF disparities. First,
the estimated recording radius represents the average radius
based on the statistical measurements from the recordings. For
any given neuron, the recording radius actually depends on the
strength of the source current, which scales proportional to the
neuron size (Mechler et al., 2011). Within the ICC, disk shaped
cells are the most prominent and have relatively small cell bodies
with flattened dendrites that are confined to a single anatom-
ical lamina while stellate cells are less prevalent but they have
a substantially larger soma. Thus, it may be expected that disk
shaped cells, which are the most abundant, will have a relatively
small recording radius and BF differences between these neu-
ron types will be relatively small as for most of our recordings.
The recording radius of the more sparsely distributed stellate
cells, however, should be substantially larger, which could explain
the large BF disparities observed for a small number pairs. This
possibility is supported by the fact that pairs with large BF differ-
ences (>1 octave) had highly similar temporal properties (delay:
r = 0.75 ± 0.05, p < 0.001; integration time: r = 0.47 ± 0.07,
p < 0.001; cTMF: r = 0.55 ± 0.1, p < 0.001) but differed vastly
in spectral properties (bandwidth: r = −0.16 ± 0.13, N.S.; cSMF,
r = 0.25 ± 0.1, N.S.). Secondly, across-lamina integration (Biebel
and Langner, 2002) could also potentially account for the large
disparities observed. Stellate cells can have extensive collaterals
that can cross and integrate across multiple frequency laminae
(Oliver et al., 1991). Inputs from distant collaterals could thus
potentially shift the BF of a neuron relative to that of its local
neighbors.

RECEPTIVE FIELD CORRELATION AND CORRELATED FIRING:
IMPLICATIONS FOR DOWNSTREAM SIGNALING
The structure of the sensory information relayed to the thala-
mus ultimately depends on the spike train output from ICC
onto recipient thalamic neurons. The amount, strength, and
type of correlated activity between converging ICC neurons can
potentially enhance the fidelity of the transmitted message or
alternately limit the amount of transmitted information due to
a high degree of redundant firing.

Several functional rules were identified for the structure of
correlated activity between neighboring ICC neurons. First, the
receptive field and spike train correlation between neighboring
neurons increases with proximity and BF match (Figures 7A,B)
so that neighboring neurons have more similar receptive fields
and more strongly correlated firing patterns compared to DSs.
This supports the idea that neighboring neurons are organized
into functional zones that preferentially respond to certain spec-
trotemporal features.

An intriguing aspect of these finding is the dependence of
correlated firing on ∼1/3 octave spectral separation. Significant
correlated firing is not found outside this range (Chen et al.,
2012) and here we have shown a second dependence on the
spatial separation of neighboring neurons. This contrasts with
a previous study where correlated activity was pervasive within
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the IC for sequentially recorded neurons that could differ vastly
in their BF (Chechik et al., 2006). One factor that potentially
contributes to this disparity is the fact that the natural sounds
used in that study where synthetically shifted in frequency for
some neurons to match their BF. Under such conditions neurons
with different BFs would be driven with the same sound enve-
lope even if the original natural sound envelopes for each neuron
are uncorrelated. This could artificially increase the likelihood of
observing correlated firing between neurons. Furthermore, the
natural sounds used consisted of a limited subset of slow but tran-
sient bird vocalizations with highly restricted spectrotemporal
variation. The sharp transients in those sounds presented against
silence could potentially drive onset activity in the ICC (Zheng
and Escabi, 2008), which could amplify the amount of correlation
between neurons. This contrasts with the DMR, which exten-
sively probes the modulation space and, in particular, extends to
high modulation frequencies (up to 500 Hz) that IC neurons can
selectively respond to. The biased sound repertoire in that study
could likewise exacerbate the amount and strength of correlated
activity.

Non-linearities in the spike generating mechanisms can
impact the amount and strength of correlated activity between
neurons. As seen for the data, the receptive field CI on average
exceeded the spike train CI, implying that non-linearities may
contribute to the low levels of spike train correlation between
neurons. Intriguingly, for some neuron pairs spike train cor-
relations are not present even though the receptive field cor-
relations was strong (e.g., Figure 6C). Thus, two neurons can
respond to similar sound patterns on average even if their spike
times are temporally uncorrelated. This may seem surprising,
but is consistent with our recent findings demonstrating that
non-linearities in the spike generating mechanism can decor-
relate neural spike trains between neurons that have similar
BF and receptive field preferences (Chen et al., 2012). Thus,
differences in the dynamics of the spike generation, intrinsic
noise, and adaptive non-linearities can all potentially reduce the
amount and strength of spike train correlation. As observed,
the spike train CI of nearby neuron pairs with matched BF
(STBF) was substantially larger than that of DSs with matched
BF (DSBF). Thus, it is possible that neighboring neurons share
similar types of non-linearities while more distant neurons have
uniquely different non-linear response properties, which would
ultimately reduce the strength of correlated activity between
distant neurons.

Anesthesia and binaural interactions can also potentially
impact the correlation strength. Anesthesia would have a ten-
dency to reduce driven firing rates, which would in turn produce
lower correlation values (de la Rocha et al., 2007). However, this
is unlikely to affect the observed trends between neighboring and
distant neurons. As demonstrated, the RFCC and SCC exhib-
ited similar trends as a function of the proximity and BF match
between neurons although the magnitude of the SCC was smaller
(Figures 7A,B). This is consistent with the fact that RFCC serves
as a upper bound for the SCC. Furthermore, we have previ-
ously demonstrated that the RFCC can predict various attributes
of the SCC including the waveform shape and peak timing
(Chen et al., 2012). This indicates that the resulting population

trends largely reflect phase-locked stimulus driven correlations,
as intended. Binaural interactions can also potentially affect the
correlation between neurons since ipsilateral inputs to the ICC
can have strong inhibitory influence (Oliver, 2000). Out of five
experiments where we delivered sounds dichotically, only 17% of
neurons exhibited significant ipsilateral STRFs and these where
always weaker than the contralateral STRF. Thus, phase-locked
activity originating in the ipsilateral ear is weak and likely con-
tributed little to the SCC. This is consistent with the fact that
RFCC derived from the contralateral ear STRF and SCC, which
was obtained with sounds delivered dichotically, had similar
trends. Furthermore, the general trends for the five experiments
where we delivered sounds dichotically were the same for the
remaining two experiments where we delivered sounds monau-
rally (data not shown). This implies that binaural interactions had
little effect on the results.

There are several implications of the observed patterns of
correlated activity within local IC populations. First, strongly
correlated activity is potentially detrimental from a coding effi-
ciency perspective because the neural messages relayed would be
highly redundant (Barlow, 2001). However, correlated firing can
be beneficial as it may allow for postsynaptic signal transmis-
sion via coincidence detection of weak synaptic inputs (Bruno
and Sakmann, 2006). For instance, correlated firing between
neighboring neurons in the retina has been shown to enhance
information transmission in retinal ganglion cell populations
(Pillow et al., 2008). Within the IC a fine balance in the amount
of correlated firings seems to be achieved since most of the neu-
ral activity is uncorrelated except for a small subset of neurons
pairs falling within ∼1/3 octave. Strikingly this spectral separa-
tion of ∼1/3 octave for correlated firing roughly corresponds to
the anatomical laminar distance in cat (Schreiner and Langner,
1997) and mirrors the “critical band” which is the hallmark for
perceptual resolution in humans and mammals (Fletcher, 1940;
Yost and Shofner, 2009).

COMPARISON TO PREVIOUS STUDIES
A single previous study directly examined the response prefer-
ences between neighboring neurons in the IC of cats (Seshagiri
and Delgutte, 2007). They found that neighboring single neu-
rons recorded on a single tetrode had similar BF and bandwidths
which is similar to our findings. However, many of the remain-
ing response parameters measured in that study including the
type of frequency response area and temporal response patterns
were uncorrelated between neighboring neurons. This suggests
that neighboring neurons are largely heterogenous within an ICC
neighborhood, which contrasts our result.

One difference between the studies is that we observe substan-
tially more correlation for temporal response properties based on
our metrics. Seshagiri and Delgutte compared the type of PSTH
(i.e., onset, sustained, chooper etc.) between adjacent neurons
and found that the temporal response pattern to tone-burtsts
(measured at CF) where randomly distributed. In our case, we
performed detailed analysis by comparing temporal parameters
of the STRFs and found significant correlations for all param-
eters measured (Figures 5, 7). Furthermore, we found that the
spike trains to the DMR are correlated between neighboring
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neurons and these correlations increased with proximity indicat-
ing that the firing pattern of neighboring neurons are similar.
Seshagiri and Delgutte also compared the patterns of excitation
and inhibition in the frequency response maps of neighboring
neurons using the classifications of Ramachandran et al. (1999)
and found these to be randomly distributed throught the IC.
Although, we did not categorize neurns into specific types based
on excitation and inhibition, we note that cSMF and cTMF mea-
surements depend strongly on spectral and temporal inhibitory
patterns (Rodriguez et al., 2010b) and both of these parame-
ters where significantly correlated. Finally, Seshagiri and Delgutte
did not observe clustering of BF differences whereas we observed
clustering for AT recordings (Figure 3).

The simplest explanation for the differences between these
studies is that they are due to differences in the tetrode recording
configuration. Based on our (100 μm) and their reported esti-
mates (125 μm) of the recording radius this is unlikely a factor.
One possible explanation is that the spectro-temporal parameters
we tested are more in line with the organizing principles of the IC.
In particular, all of the metrics employed here are based on phase-
locked neural responses to the stimulus envelope while most of
the measures reported in the earlier study are based on average
firing rates. The types of stimuli employed are distinctly different
between the two studies and likely contribute to the differences.
The DMR sound employed here dynamically activates the entire
sensory epithelium and, because of its broadband structure, con-
currently activates excitatory and inhibitory circuits within and
outside the IC. By comparison, Seshagiri and Delgutte measured
pure-tone response properties that only activate a restricted por-
tion of the sensory network and do not sample sound modulation
preferences that have been shown to be organized within the
IC. In particular, spectral and temporal resolution and modula-
tion parameters similar to those employed here are systematically
ordered within the ICC lamina as well as across the frequency
dimension (Schreiner and Langner, 1988; Rodriguez et al., 2010b;
Baumann et al., 2011).

Our extensive sampling across the rostral-caudal, medio-
lateral, and dorso-ventral dimensions may assure that there is
sufficient variation in the response properties, which is neces-
sary to observe correlations between neighboring neurons. In our
case, electrode penetrations where oriented roughly orthogonal
to the frequency lamina (∼30 relative to the sagittal axis) while
Seshagiri and Delgutte employed a caudal-to-rostral trajectory
where penetration tracks course roughly parallel to the ICC fre-
quency band lamina. As a result, that study focused primarily
on low frequency recording locations (mostly 0.5–2 kHz) while
our study focus on higher frequencies (97% of neurons within
1–16 kHz), which likely contributes to some of the differences
between the studies. Given our extensive sample we defined two
controls (DS and DSBF) that set a reference point for defining a
baseline level of receptive field and spike train correlation. This
scheme enabled us to demonstrate that some of the correlation
between neighboring neurons is due to BF match (irrespective of
proximity) while the remaining correlation is accounted by the
recording proximity (i.e., distant vs. neighboring sites). Finally,
the four-tetrode configuration used in this study enabled us to
compare neurons found on the ST vs. those found on AT. Using
this scheme we demonstrate that even within the small record-
ing radius of the tetrode array (∼185 μm for AT pairs; ∼100 μm
for ST pairs) receptive field correlations can further increase with
the local proximity of neurons indicating that neuron preferences
cluster into relatively small neighborhoods with highly similar
response preferences.
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In the auditory pathway, the inferior colliculus (IC) is a major center for temporal and spectral
integration of auditory information. There are widespread neural interactions in unilateral
(one) IC and between bilateral (two) ICs that could modulate auditory signal processing
such as the amplitude and frequency selectivity of IC neurons. These neural interactions
are either inhibitory or excitatory, and are mostly mediated by γ-aminobutyric acid (GABA)
and glutamate, respectively. However, the majority of interactions are inhibitory while
excitatory interactions are in the minority. Such unbalanced properties between excitatory
and inhibitory projections have an important role in the formation of unilateral auditory
dominance and sound location, and the neural interaction in one IC and between two ICs
provide an adjustable and plastic modulation pattern for auditory signal processing.

Keywords: inferior collicular neurons, excitatory interaction, inhibitory interaction, bilateral collicular interaction,

auditory signal processing

INTRODUCTION
In sound reception, auditory signal processing has traditionally
been explained by neural interactions of divergent and conver-
gent projections within the ascending auditory system through the
interplay between excitation and inhibition (Suga, 1997). Audi-
tory interactions can be found between neurons in one auditory
nucleus, bilateral symmetrical auditory structures or nuclei, and
even in auditory and non-auditory structures. This implies a neu-
ral modulation that plays an important role in maintaining the
diversity and accuracy of auditory functions (Mei and Chen,2010).
For example, all sound signals in the range of audible frequency
can be perceived by ear, however, we only notice those sounds
interested by us and other sound signals that assumed to have
no biological significance are filtered by excitatory or inhibitory
modulation during transmission upward to different auditory
nucleus.

Inferior colliculi (ICs), paired auditory structures, are located
between the lower brainstem auditory nuclei and the auditory
thalamus in the central auditory pathway. IC receives excitatory
and inhibitory inputs from many lower auditory nuclei (Adams,
1979; Adams and Wenthold, 1979; Brunso-Bechtold et al., 1981;
Adams and Mugnaini, 1984; Pollak and Casseday, 1989; Covey
and Casseday, 1995; Casseday and Covey, 1996), contralateral IC
(Malmierca et al., 1995, 2009) and from the primary auditory cor-
tex (AC; Games and Winer, 1988; Herbert et al., 1991; Ojima,
1994; Saldaña et al., 1996; Malmierca and Ryugo, 2011). IC func-
tions as an important relay station, and not only analyzes and
integrates sound signals in terms of amplitude, frequency, and
time course, etc., from different sources, but also prepares to
route these signals to higher level center (Casseday et al., 1994;
Jen et al., 1998; Suga et al., 1998; Jen and Zhang, 2000; LeBeau
et al., 2001). A number of studies have shown that auditory sig-
nal processing and integration in ICs are significantly modulated

by the massive descending corticofugal system which adjusts
and improves ongoing collicular signal processing in multiple-
parametric domains but also reorganizes collicular auditory maps
according to the acoustic experience (Jen et al., 1998; Jen and
Zhou, 2003; Popelar et al., 2003; Yan et al., 2005; Zhou and Jen,
2007; Ma and Suga, 2008; Suga, 2008; Suga et al., 2010). However,
few studies have characterized how neural circuits in or between
ICs can affect collicular auditory signal processing and integra-
tion. Therefore, in this article, we review recent findings and
focus mainly on neural interactions either in one IC or between
two ICs.

EFFECT OF INTERACTIONS BETWEEN NEURONS IN ONE IC
IN THE AUDITORY SIGNAL PROCESSING
There are extensive intrinsic connections between neurons in one
IC such that the IC neurons are likely to be a major source
of inputs to other IC cells (Saldaña and Merchán, 1992). Such
intercollicular fibers contribute to the formation of the known
fibrodendritic laminae in one IC (Herrera et al., 1988, 1989; Oliver
and Schneiderman, 1991). How do the neurons inside one audi-
tory center interact with each other? Little is known about this
interaction, but immunocytochemical localization demonstrated
that one IC contained considerable amounts of glutamic acid,
glycine, and glutamate decarboxylase (GAD), an enzyme that
catalyzed the decarboxylation of glutamate to γ-aminobutyric
acid (GABA), although some of these molecules could have an
extrinsic origin (Adams and Wenthold, 1979; Ottersen and Storm-
Mathisen, 1984; Vetter and Mugnaini, 1984; Moore and Moore,
1987; Roberts and Ribak, 1987; Caspary et al., 1990; Merchán
et al., 2005). The presence of these excitatory and inhibitory trans-
mitters suggests extensive interactions and modulations between
neurons in one IC, because excitation and inhibition are the
two most important neural interactions that modulate auditory
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signal processing by increasing and decreasing responses of audi-
tory neurons. To study the effect of neural interactions on sound
amplitude and frequency selectivities of IC neurons, the audi-
tory responses including the rate-intensity function (RIF) and
frequency tuning curve (FTC) of each IC neuron in two simulta-
neously recorded IC neurons (or paired neurons) were examined
under two-tone stimulation conditions. A pair of electrodes was
used to simultaneously record two IC neurons in the same iso-
frequency lamina or different iso-frequency (non-iso-frequency)
laminae of the IC (Figure 1). A modulating tone with the best
frequency (BF) of one of the paired IC neurons was delivered
prior to a probe tone. This two-tone stimulating paradigm pro-
vided an opportunity to examine how a neuron activated by
its BF sound might affect the response of the other neuron in
amplitude and frequency domains. In particular, this procedure
allows us to study the possible correlation of each pair of neu-
rons in signal processing. For example, when a pair of IC neurons
was stimulated by their two BF tones, the response of one IC
neuron was either inhibited (two-tone suppression, Figure 1A)
or facilitated (two-tone facilitation, Figure 1B) by the other. It
has been reported that the proportion of neurons inhibited by
interactions between simultaneously recorded neurons was always
higher than that of facilitated neurons (Jen et al., 2002; Wu and
Jen, 2008). Thus, the high level of inhibition in IC is basically
similar to that in other reports (Vater et al., 1992; Suga, 1995;
Fuzessery and Hall, 1996; Zhou and Jen, 2000; Lu and Jen, 2002;
Mayko et al., 2012).

Further testing of inhibitory interactions on responses of the
paired neurons revealed that the percent two-tone suppression of
auditory responses decreased significantly with BF and recording
depth differences between paired IC neurons (Jen et al., 2002).
This observation is similar to a study in which auditory spatial
selectivity of IC neurons was studied under two-tone stimulation
conditions (Zhou and Jen, 2000). It was proposed that this phe-
nomenon might be caused by the tonotopic organization of IC
neurons, and that inputs from neurons with small BF differences
arrive earlier with less attenuation than neurons with large BF dif-
ferences (Jen et al., 2002). On the other hand, this observation also
suggests a gradient of decreasing two-tone suppression along the
dorsoventral axis of the IC (Schreiner and Langner, 1997). How-
ever, the neural basis underlying this observation remains to be
explored.

Because the two-tone stimulation was based on the BFs of two
simultaneously recorded neurons, two-tone suppression and facil-
itation might be thought to be caused by interactions between the
two simultaneously recorded neurons activated by their respective
BF sounds. Since IC neurons are tonotopically organized, inter-
actions between the IC neurons are actually interactions between
frequency laminae or bands. For a pair of IC neurons simultane-
ously recorded in big brown bat, a sound with the BF of one neuron
could modulate the frequency tuning of another neuron by sharp-
ening or broadening it’s FTC (Wu et al.,2004). The pairs of neurons
involved in frequency band interaction are not only within the
same frequency band, but also across different frequency bands.
The sharpening degrees of neurons within the same frequency
band are higher than those of neurons across frequency bands. It
was also found that the strength of frequency band interactions

was weaker near the BF but gradually increased with frequency
away from the BF of FTC (Wu et al., 2004). Moreover, FTCs of
neurons with a BF of 20–30 kHz are most strongly sharpened
which is similar to that observed in the chinchilla (Biebel and
Langner, 2002).

These data suggest that IC neurons are highly correlated dur-
ing frequency analysis such that frequency selectivity of the IC
neurons is improved through inhibition while the spectrum of
frequency sensitivity of other IC neurons is enhanced through
excitation.

To further explore the mechanism underlying the effect of
two-tone suppression on the responses of two simultaneously
recorded neurons, bicuculline (an antagonist of GABAA recep-
tor) was applied to one of the paired IC neurons in big brown
bat to abolish GABAergic inhibition (Figure 2). Using a pair of
neurons (A and B, for example), when bicuculline was applied
to neuron A, it’s number of impulses was greatly increased
(Figure 2 Aa vs Aa+bic), and the two-tone suppression was
completely removed in neuron A (Figure 2 Aa+bic vs Aa+bic
� b), but was stronger in neuron B (Figure 2 Bb � a vs Bb
� a+bic). Thus, the degree of response inhibition decreased
in the bicuculline-applied neuron but increased in the paired
neuron, suggesting that GABAergic inhibition directly mediated
the inhibitory interactions between two simultaneously recorded
or paired IC neurons (Wu and Jen, 2008, 2009). However, for
another pair of neurons C and D, the number of impulses
greatly increased following bicuculline administration to neuron
C (Figure 2 Cc vs Cc+bic), but the two-tone suppression was
only partly abolished in neuron C (Figure 2 Cc+bic vs Cc+bic�
d), and was slightly increased in neuron D (Figure 2 Dd� a
vs Dd� c+bic). A previous study in big brown bat indicated
that IC neurons with GABAA receptors are mostly distributed
in the dorsomedial region but are sparsely distributed in the
ventrolateral region which is mostly distributed with neurons
containing glycine receptors (Fubara et al., 1996). Therefore, the
degree of GABA-mediated two-tone suppression would progres-
sively decrease along the dorsoventral axis of the IC. In brief,
when an IC neuron is excited, it may inhibit other neighbor-
ing neurons to stand out as the best in the neurons through
inhibitory interaction. These inhibitory interactions between neu-
rons in one IC improves auditory sensitivity during auditory signal
processing.

BILATERAL COLLICULAR INTERACTION IN AUDITORY
SIGNAL PROCESSING
Many previous studies have clearly shown the anatomical con-
nections between two ICs through the commissure of IC (CoIC).
Injecting retrograde tracer in one IC demonstrated that commis-
sure neurons in the central nucleus of IC (ICc) sent projections or
fibers to the central nucleus, dorsal and lateral cortices of oppo-
site IC. The commissural fibers ending in the contralateral IC to
the injection point formed a laminar plexus that was symmetri-
cal to the ipsilateral plexus, and interconnected mirror symmetric
regions of the ICs representing similar frequency bands (Saldaña
and Merchán, 1992; Malmierca et al., 1995). Even in the ICc,
retrograde labeling of neurons demonstrated that commissural
neurons send a divergent projection to the whole extent of the
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FIGURE 1 | Responses of two pairs of simultaneously recorded IC

neurons. (A,B) Sketches showing the experimental arrangement for
simultaneous recording two pairs of IC neurons. a and b represent a
pair of IC neurons in iso-frequency laminae while c and d are another
pair of IC neurons in non-iso-frequency laminae. M, medial; L, lateral; D,
dorsal; V, ventral; A, aqueduct; PVG, paraventricular gray. The firing rates
of these neurons in response to a 4 ms best frequency (BF) sound at

10 dB above the minimum threshold (MT) was inhibited (Aa vs
Aa � b, Ab vs Ab � a) and facilitated (Bc vs Bc � d, Bd vs Bd � c)
to different degrees when the 10 dB BF sound was preceded by a
4 ms sound at the BF and 20 dB above the MT of its counterpart
neuron (abbreviated as the counterpart sound). N: number of impulses.
All sound stimuli are shown by short horizontal bars. (based on
Jen et al., 2002).

contralateral lamina, which resulted in a V-shaped axonal plexus
that covered most of the ICc laminae and extended into the dorsal
and lateral cortices. However, the density of the labeled com-
missurally projecting neurons was weighted toward a point that
matched the position of the corresponding tracer injection into
the contralateral IC, which is consistent with a point-to-point pat-
tern (Figure 3). The coexistence of point-to-point and divergent

projections suggest that CoIC is likely to be involved in interac-
tions between specific regions of corresponding frequency band
laminae as well as in integration across the laminae. (Malmierca
et al., 2009).

An immunocytochemistry study in CoIC (Saint Marie, 1996)
demonstrated the presence of both excitatory projections medi-
ated by glutamate and inhibitory projections mediated by
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FIGURE 2 |Two-tone suppression on responses of two pairs of

simultaneously recorded IC neurons before and during bicuculline (bic)

application. Presentation of a counterpart sound decreased the firing rates
of each IC neuron in the (A,B) pair or (C,D) pair (Aa, Bb, Cc, Dd vs Aa � b, Bb
� a, Cc � d, Dd � c). When bicuculline was applied to neurons A and C, the
number of impulses increased (Aa vs Aa+bic, Cc vs Cc+bic). The presentation

of a counterpart sound during bicuculline application to neurons A and C
decreased the number of impulses only slightly in neuron A but substantially
in neuron C (Aa+bic vs Aa+bic � b, Cc+bic vs Cc+bic � d), however,
decreased the number of impulses substantially in neuron B and slightly in
neuron D (Bb vs Aa+bic � b, Cc+bic vs Cc+bic � d). N: number of impulses.
All sound stimuli are shown by short horizontal bars. (Wu and Jen, 2008)

FIGURE 3 | Schematic wiring diagrams of the commissural

connections. In the central nucleus of IC (ICc), the retrograde labeling of
neurons demonstrated that an injection into one point on the lamina (dotted
circle, left IC) retrogradely labeled neurons over the whole extent of the
contralateral lamina, consistent with a divergent pattern of connections
(thin arrows). The density of the projection is centered on a point matching
the position of the tracer injection which is consistent with a
point-to-point-weighted wiring pattern (thick arrow; Malmierca et al., 2009).

GABA. Injections of D-[3H] aspartate which is considered a
selective marker for glutamatergic synapses, suggested that some
glutamatergic endings in the IC originated from the oppo-
site IC in the chinchilla. Studies that combined tract-tracing
with horseradish peroxidase (HRP) and immunocytochemical

labeling for GABA, found that double labeled neurons were
mostly in the contralateral IC following a tracer injection into
the ipsilateral IC in rat. These GABAergic CoIC could exert a
direct monosynaptic inhibitory influence on their contralateral
counterparts (González-Hernández et al., 1996; Hernández et al.,
2006).

These anatomical findings are consistent with an electrophys-
iological study that concentrated on the interactions between
two ICs. In vitro whole cell recording of IC neurons demon-
strated that an excitatory and inhibitory postsynaptic current
(EPSC and IPSC) was evoked by direct stimulation of the CoIC.
The addition of GABAergic or glycinergic antagonists to CoIC
could reduce the IPSC to various degrees, even there was a strong
inhibitory input that was almost exclusively GABAergic. Further-
more, ionotropic glutamic receptor antagonists reduced both the
EPSC and IPSC. This indicated that much of the inhibitory input
appears to be mediated by interneuronal connection (Moore et al.,
1998). Inactivation of excitatory CoIC could inhibit recorded
IC neurons by direct elimination of the excitation and facil-
itate recorded neurons by disinhibiting inhibitory synapse of
interneurons.

Bilateral collicular interaction between two ICs in auditory
signal processing were examined using extracellular recordings
in vivo. Malmierca et al. (2003, 2005) blocked the transmission
of excitatory fibers in CoIC by means of local hydraulic injec-
tion of kynurenic acid (KA; a non-specific glutamatergic receptor
antagonist) into one IC and observed changes in the frequency
response area, number of impulses and monotonicity of neu-
rons located in the corresponding region of the contralateral IC.
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FIGURE 4 | Modulation of response of IC neuron (ICMdu) during focal

electrical stimulation of the contralateral IC neuron (ICES). (A,B) Focal
electrical stimulation of one ICES neuron produced inhibition of two ICMdu
neurons but produced facilitation of another ICMdu neuron. (C,D) Focal
electrical stimulation of another ICES neuron produced inhibition of all three

ICMdu neurons studied. The BF of all six ICMdu neurons progressively
increased with recording depth, and the percent inhibition was closely
correlated with BF difference. N, number of impulses; %, percent inhibition
or facilitation; of response of each ICMdu neuron. Arrow: focal electric
stimulation (Mei et al., 2012b).

These studies indicated bilateral collicular interactions in the cor-
responding frequency laminae between the two ICs that were
mediated by CoIC. Consistent with the result of whole cell record-
ing, focal injection of KA in one IC both decreased and increased
the number of impulses in the opposite IC neurons. This pro-
vided further evidence for an inhibitory influence mediated by
inhibitory interneuronal connection.

Moreover, our recent study also demonstrated that focal elec-
trical stimulation of one IC produced widespread inhibition and
focused excitation of responses in contralateral IC neurons. The
excitatory modulation of bilateral collicular interactions expands
the RIFs and FTCs of facilitated IC neurons but decreased the
slope of their RIFs and Q10 value of their FTCs for wider ampli-
tude and frequency responses to sound stimuli. Conversely, the
inhibitory modulation of bilateral collicular interaction sharpens
the RIFs and FTCs of inhibited IC neurons but increased the slope

of their RIFs and Q10 value of their FTCs for sharper sensitivity
to sound amplitude and frequency (Mei et al., 2012b; Cheng et al.,
2013). It is also suggested that the small proportion of bilateral col-
licular excitatory interactions between neurons in corresponding
frequency laminae and the large proportion of bilateral collicu-
lar inhibitory interactions between neurons in different frequency
laminae may be involved in the formation of binaural neurons (i.e.,
excitation–excitation, EE neurons that can be excited by same BF
sound stimulation to either ear; excitation–inhibition, EI neurons
that are strongly excited by sound stimulation to the contralateral
ear and are inhibited by sound stimulation to the ipsilateral ear;
Mei et al., 2012a). The possible neural pathway may be described
that the excitation from ipsilateral ear can cross to the contralateral
IC in a lower auditory nucleus and then to the ipsilateral IC via
facilitatory or inhibitory CoIC, respectively. The unbalanced prop-
erties between excitatory and inhibitory projections have a very
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important role in the formation of unilateral auditory dominance
and sound location.

In accordance with the anatomical data of point-to-point and
divergent projections between two ICs, focal electrical stimula-
tion of one neuron modulated the responses of three contralateral
neurons (Figures 4A vs 4B and 4C vs 4D). Each of three con-
tralateral IC neurons was sequentially isolated at a different depth
with a progressive increase in BF. The degree of bilateral collicu-
lar interaction was dependent upon the BF difference between the
electrically stimulated IC neurons and the modulated IC neurons.
The percent modulation in the number of impulses was larger for
the neuron with a smaller BF difference than for the neuron with
a larger BF difference (Mei et al., 2012b).

In addition, after the focal electrical stimulation was delivered
for 30 min, a long term shift in an IC neuron’s BF was induced
which remained for as long as 150 min and decreased with time
(Cheng et al., 2013). Therefore the bilateral collicular interaction
modulates both auditory signal processing and auditory plasticity
of IC neurons that is similar to the corticofugal modulation of
IC neurons (Jen et al., 1998; Ma and Suga, 2001; Suga et al., 2002;
Yan and Ehret, 2002; Jen and Zhou, 2003; Yan et al., 2005; Zhou
and Jen, 2007). Since the BF-dependent modulation of bilateral
collicular interaction is not entirely comparable to the egocentric
selectivity of corticofugal modulation, further studies are required
to determine whether the modulation effect of bilateral collicular
interactions might also be mediated through corticofugal feedback
loops.

Interestingly, following reciprocal electrical stimulation of pairs
of neurons, respectively, in two ICs, we found that the bilateral
collicular interaction was either reciprocal or unilateral. However,
after HRP deposits were made in CoIC, regions of the IC sup-
plying fibers to the commissure were not the main targets for the

terminals of these fibers, which suggested that interconnections
of the ICs through their commissure were complementary, rather
than reciprocal (Aitkin and Phillips, 1984).

PROSPECTS
Neural interactions are of great interest because of their con-
tribution to sensory information processing, neural functional
integration and neural modulation. As for the auditory midbrain,
neural interactions were found both in one IC and between two
ICs, even in unilateral iso-frequency and non-iso-frequency lam-
inae as well as bilateral corresponding and non-corresponding
frequency laminae. Generally, there is a large percentage of
inhibitory interactions but a small percentage of excitatory inter-
actions, which is likely because of the presence of many inhibitory
interneurons. These excitatory and inhibitory interactions in or
between ICs modulate auditory signal processing in amplitude
and frequency domains, and provide an adjustable and plastic
modulation pattern for the auditory signal processing of ICs. How-
ever, many details, such as neural plasticity of the structure and
function as well as cellular and synaptic mechanisms of the neu-
ral modulation underlying neural interactions in auditory signal
processing, remain unclear and require further study. We have
sufficient reasons to believe that new knowledge about the various
neural interactions will be obtained with successive studies. Thus,
the studies of neural interactions in one IC and between two ICs
are in the ascendancy.
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In addition to their ascending pathways that originate at the receptor cells, all sensory
systems are characterized by extensive descending projections. Although the size of
these connections often outweighs those that carry information in the ascending auditory
pathway, we still have a relatively poor understanding of the role they play in sensory
processing. In the auditory system one of the main corticofugal projections links layer
V pyramidal neurons with the inferior colliculus (IC) in the midbrain. All auditory cortical
fields contribute to this projection, with the primary areas providing the largest outputs
to the IC. In addition to medium and large pyramidal cells in layer V, a variety of cell
types in layer VI make a small contribution to the ipsilateral corticocollicular projection.
Cortical neurons innervate the three IC subdivisions bilaterally, although the contralateral
projection is relatively small. The dorsal and lateral cortices of the IC are the principal
targets of corticocollicular axons, but input to the central nucleus has also been described
in some studies and is distinctive in its laminar topographic organization. Focal electrical
stimulation and inactivation studies have shown that the auditory cortex can modify almost
every aspect of the response properties of IC neurons, including their sensitivity to sound
frequency, intensity, and location. Along with other descending pathways in the auditory
system, the corticocollicular projection appears to continually modulate the processing of
acoustical signals at subcortical levels. In particular, there is growing evidence that these
circuits play a critical role in the plasticity of neural processing that underlies the effects of
learning and experience on auditory perception by enabling changes in cortical response
properties to spread to subcortical nuclei.

Keywords: auditory cortex, inferior colliculus, corticofugal, descending projection, plasticity, sound localization

The traditional view of the central auditory pathway begins
with the auditory nerve fibers entering and bifurcating in the
cochlear nuclei from where information is transmitted succes-
sively via other centers in the brainstem, midbrain, and thalamus
to the auditory cortex, where further processing gives rise to
our perception of the auditory world. According to this hier-
archical view of the ascending pathways, the inferior collicu-
lus (IC) in the midbrain is usually regarded as an obligatory
relay for the transmission of auditory signals (e.g., Aitkin and
Phillips, 1984). When a retrograde tracer injection is placed in
the IC, however, more cells are labeled in the auditory cortex
than in brainstem centers such as the cochlear nuclei or supe-
rior olivary complex (Figure 1A). Consequently, processing in

Abbreviations: I, II, III, VI, V, VI, cortical layers I–VI; A, anterior; A1, primary
auditory cortex; AEG, anterior ectosylvian gyrus; AVCN, anteroventral cochlear
nucleus; CN, cochlear nucleus; CNIC, central nucleus of the inferior colliculus;
Contra, contralateral; D, dorsal; DC, dorsocaudal field in the guinea pig auditory
cortex; DCIC, dorsal cortex of the IC; DCN, dorsal cochlear nucleus; DNLL, dor-
sal nucleus of the lateral lemniscus; HP, hippocampus; IC, inferior colliculus; ILD,
interaural level difference; Ipsi, ipsilateral; IS, injection site; L, lateral; LCIC, lat-
eral cortex of the inferior colliculus; LGN, lateral geniculate nucleus; LSO, lateral
superior olive; LV, lateral ventricle; M, medial; MEG, middle ectosylvian gyrus;
MGB, medial geniculate body; MSO, medial superior olive; nBIC, nucleus of the
brachium of the IC; P, posterior; PEG, posterior ectosylvian gyrus; ps, pial surface;
pss, pseudosylvian sulcus; s, section; SC, superior colliculus; SOC, superior olivary
complex; SSG, suprasylvian gyrus; sss, suprasylvian sulcus; VNLL, ventral nucleus
of the lateral lemniscus; wm, white matter.

the IC must be influenced by cortical outputs. In fact, descend-
ing projections connect almost all levels of the auditory path-
way, indicating that a bidirectional flow of information takes
place.

Even though descending pathways have been characterized in
numerous species [reviewed in Winer (2003)], the function of
different nuclei still tends to be thought of in terms of the serial
processing of auditory signals. Thus, when a particular property,
such as contrast gain control (Rabinowitz et al., 2011) or nov-
elty detection (Ulanovsky et al., 2003), is identified in cortical
cells, one immediate question is whether that property is gen-
uinely cortical in origin or inherited from the auditory thalamus
or midbrain. This issue is, of course, not limited to the auditory
system, as all sensory pathways comprise a series of subcortical
and cortical centers. But the auditory system stands out in having
so many subcortical processing stations, and therefore presents a
particular challenge for indentifying how ascending and descend-
ing signals interact to determine the response properties of the
neurons found there.

In this review, we first discuss the anatomical organization of
the descending projections from the auditory cortex to the IC,
then look at how cortical inputs influence the response prop-
erties of IC neurons, and finally consider what the functions of
corticocollicular modulation might be. Rather than viewing it as
an independent set of ascending and descending connections, we
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FIGURE 1 | Inputs from different auditory centers converge in the IC.

(A) A small fluorogold tracer injection in the ventromedial part of the IC
central nucleus of the gerbil produces retrograde labeling of neurons in
the MSO, periolivary nuclei, VNLL, and A1 on the same side, in the
cochlear nuclei and IC on the opposite side, and in the LSO, DCN, and
DNLL on both sides. (B) Retrogradely labeled cells in the cortex are
found mainly in layer V after a rhodamine tracer injection in the IC. (C)

Large labeled pyramidal cell with the soma located in cortical layer V and
(D) a tufted dendritic tree ending in layer I. Calibration bars: 1 mm (A),
0.2 mm (B), and 25 µm (C,D). Modified with permission from Bajo and
Moore (2005).

suggest that it is more appropriate to consider the auditory system
as a series of dynamic loops in which neural coding in the IC
and other subcortical nuclei is continually updated by changes in
activity at higher levels as much as by the signals received from
the brainstem.

CORTICAL CELLS THAT PROJECT TO THE INFERIOR
COLLICULUS
Although studies demonstrating that lesions in the temporal lobe
of the cerebral cortex result in axon degeneration in the mid-
brain date back more than 50 years, the first evidence using an
anatomical tracing method for a descending projection from the
auditory cortex to the IC was provided by Beyerl (1978). After
making injections of horseradish peroxidase (HRP) in the central
nucleus of the IC (CNIC) in rats, he found that layer V pyra-
midal cells were retrogradely labeled in the ipsilateral auditory
cortex. Beyerl (1978) also reported that small HRP injections
resulted in restricted patches of labeled neurons in the cortex,
raising the possibility that this projection might be topographi-
cally organized in much the same way as the ascending projections
to the IC from auditory brainstem structures. No labeling was
reported, however, in other cortical layers or in the contralateral
cortex, probably due to the short survival times (24–48 h) and the
limitations of the tracer used.

In the following decades, corticocollicular projections were
described in squirrel monkeys (Winer et al., 2002), cats (Kelly
and Wong, 1981; Winer and Prieto, 2001), ferrets (Bajo et al.,
2007), guinea pigs (Strutz, 1987; Coomes et al., 2005), rats (Druga
and Syka, 1984; Games and Winer, 1988; Herbert et al., 1991),
gerbils (Bajo and Moore, 2005), and even in Madagascan ten-
recs (Künzle, 1995). The use of modern retrograde tracers has
confirmed that projection neurons that target the IC are found
in layer V of the auditory cortex layer (Figures 1A,B and 2A)
and revealed much about the morphology of these neurons
(Figures 1–3).

Figure 1C shows a typical example of a large cortiocollicu-
lar pyramidal cell with a triangular cell body located in layer V.
This neuron has 3–6 primary basal dendrites oriented paral-
lel to the cortical layers, which branch to form a dendritic
tree located mainly in the same layer, and a thick apical den-
drite running perpendicular to the pial surface up to layer II
and beyond, giving-off second-order dendrites along its length.
When the IC cortices are included in the injection site in gerbils,
the apical dendrites divide into 2–3 thinner dendrites, creating
tufted apical endings in layer I (Figure 1D), suggesting that two
different subpopulations of layer V pyramidal neuron, tufted
and untufted, contribute to this projection (Bajo and Moore,
2005). However, these subpopulations have not been observed
routinely in other species, such as ferrets (Bajo et al., 2007),
possibly due to the incomplete filling of the distal dendritic
arborization.

In another approach to examining the morphology of cor-
ticocollicular neurons, Games and Winer (1988) compared ret-
rogradely labeled neurons in layer V with Golgi impregnated
cells in rat cortex, and concluded that the IC projection neu-
rons correspond to the medium- and large-sized pyramidal cells
identified in Golgi-Cox preparations. Pyramidal cells in layer V
are glutamatergic (Kaneko et al., 1987) and many of the cor-
ticocollicular projection neurons can be labeled using a specific
antibody against the non-phosphorylated form of the neurofil-
ament H protein SMI32 (Bajo et al., 2010a), although it is not
known if every large neuron in layer V that projects to the IC is
SMI32 positive or vice versa.
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FIGURE 2 | Anatomical tracing experiments in guinea pigs show that

cortical cells project to the IC bilaterally. (A) Coronal section at the level
of the right auditory cortex showing the overlay of cells labeled retrogradely
by injections of Fast Blue in the right IC and rhodamine microbeads in the
left IC, with a higher magnification of the area enclosed by the white box in
(B). (C,C’) Double-labeled cortical cells (arrowheads) using the same tracer
combination. (D,D’) A double-labeled cortical cell following an injection of
Fast Blue in the ipsilateral IC and fluorescein microbeads in the contralateral
IC. Arrowheads indicate double labeled cells. Calibration bars: 0.5 mm (A)

and 20 µm (B–D). Modified with permission from Coomes et al. (2005).

Layer V neurons are not the only cortical cells involved in the
projection (Künzle, 1995; Doucet et al., 2003; Bajo and Moore,
2005; Schofield, 2009). When large tracer injections are placed in
the IC, layer VI cells can also be labeled in the auditory cortex
ipsilateral to the injection site (Figure 1B, arrows). Those labeled
neurons located close to the border of the layer with the white
matter (wm) are smaller than layer V projection neurons, and are
not always pyramidal with some having an elongated soma often
orientated parallel to the layers (Schofield, 2009). Although layer
VI corticocollicular neurons are much less numerous than those
found in layer V, they comprise about 10% of the population pro-
jecting to the ipsilateral IC and have a similar distribution across
different cortical fields independent of the location of the injec-
tion site in the IC, except that very few are labeled by injections in
the CNIC (Schofield, 2009).

The influence that layer V pyramidal cells exert on IC neu-
rons may be very different from that of layer VI cells. Cortical

FIGURE 3 | Retrogradely labeled cells in ferret auditory cortex after

fluorescent microbead injections in the IC. (A) Dorsal view of the ferret
brain where both the cerebral cortices and the cerebellum were removed
to visualize the thalamus and midbrain. A rhodamine microbead injection
site can be seen in the left IC (arrow). (B) Coronal section at the level of the
IC from this animal illustrating rhodamine and fluorescein microbead
injection sites. (C) Drawings of tangential 50 µm sections spaced 300 µm
apart from lateral to medial (s22 is the most medial) at the level of the left
ectosylvian gyrus where the auditory cortex is located, showing green and
red retrogradely labeled cells. Calibration bars: 2 mm (A,C) and 1 mm (B).
Based on Bajo et al. (2007).

layer V is both necessary and sufficient to produce synchronous
cortical activity (Silva et al., 1991) and morphological evidence
suggests that layer V projection neurons might correspond to
the intrinsic bursting (IB) cells described by Hefti and Smith
(2000) in the auditory cortex. They proposed that IB cells may
be well-suited to generate synchronized bursts of activity that
match the frequency of cortical oscillations and it has also been
hypothesized that bursting cells may be particularly important
for information processing (Lisman, 1997). The possibility that
regular spiking (RS) neurons in layer V also contribute to the
corticocollicular projection, providing less robust but more spe-
cific information about sensory stimuli, has also been put forward
(Bajo and Moore, 2005) on the basis of morphological simi-
larities between the neurons projecting selectively to the CNIC
in the gerbil and the RS cells described in rat auditory cortex
(Hefti and Smith, 2000). Less clear is the role played by layer VI
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cells that project to the IC due to the morphological variety of
the cortical cells involved and the absence of further functional
studies.

All auditory cortical fields are thought to participate in the
corticocollicular projection (Winer et al., 1998). The primary
areas of the auditory cortex most heavily target the IC, whereas
non-primary areas project mainly to tegmental areas and the
superior colliculus (SC). For example, in the ferret, injections
of fluorescent microbeads in the IC (Figures 3A,B) label cells
that are located mainly in the middle ectosylvian gyrus (MEG,
Figure 3C), where the primary areas, A1, and the anterior audi-
tory field, AAF, are located. In contrast, when tracer injec-
tions are placed in the SC, labeled cells are more prominent
in the posterior and anterior regions of the gyrus (Bajo et al.,
2010b) where secondary and association cortical areas are located
(Bizley et al., 2005).

Neurons projecting to the IC are segregated within A1, with
different cortical regions targeting different locations in the dor-
somedial region of the IC. In rats, Saldaña et al. (1996) have
shown that the location of the terminal fields in the dorsal cortex
of the IC (DCIC) and the CNIC changes from dorsolateral to ven-
tromedial as the cortical injection sites are placed more anterior
in Te1 (corresponding to A1), and according to the well-described
tonotopic arrangement in both structures.

The corticocollicular projection is predominantly ipsilateral,
but about 15% of the neurons comprising this pathway terminate
in the contralateral IC (Bajo et al., 2010a), and these cells originate
only in layer V (Schofield, 2009). Although neurons that project
ipsi- or contralaterally are intermingled throughout the auditory
cortex, only a small proportion project to both sides (Figure 2).
After injecting tracers in each IC, Coomes et al. (2005) found a
small number of double labeled cells, and these formed a much
larger proportion (up to 80%) of the weaker contralateral pro-
jection than of the corticollicular neurons on the ipsilateral side
(6%) (Figure 2, arrows).

SEGREGATION OF THE CORTICOFUGAL INPUT:
DO SUBCORTICAL AUDITORY NEURONS RECEIVE
A COMMON INPUT?
Given that the corticofugal pathway links the cerebral cortex with
many auditory structures, including the medial geniculate body
(MGB), IC, superior olivary complex (SOC), cochlear nuclei
(CN), sagulum, and the paralemniscal regions [reviewed in Winer
(2007); Malmierca and Ryugo (2010)], an important question is
whether individual cortical neurons target more than one subcor-
tical region via long-range collaterals or whether these projections
are segregated. This will determine whether descending corticofu-
gal influences selectively affect specific subcortical regions or have
a more general influence on subcortical processing.

Although not all combinations have been studied, the evidence
currently available [reviewed in Lee et al. (2011)] indicates that
less than 10% of corticofugal neurons with long-branching axons
innervate multiple nuclei. Regarding the corticocollicular cells, no
neurons have been found that target both the IC and the MGB
(Wong and Kelly, 1981), but neurons projecting to both the IC
and either the caudal striatum (Moriizumi and Hattori, 1991),
SOC, or CN (Doucet et al., 2003) have been described.

It therefore appears that the auditory cortex modulates thala-
mic, midbrain, and brainstem neurons via a set of parallel chan-
nels that largely originate from different cortical cells. However,
there are technical limitations in studying long-range collaterals.
With anterograde tracers, it is difficult to follow individual axons
for long distances and visualize terminal fields in regions that are
far apart. Injecting different combinations of retrograde tracers
into corticofugal target structures can be used to visualize double
or triple labeled cells bodies in the cortex (Schofield et al., 2007),
but this approach tends to underestimate the size of these projec-
tions because the injection sites rarely cover the full extent of the
structures in question.

Physiological studies combining stimulation of layer V pro-
jection neurons with simultaneous recordings from each IC or
from the IC and other brainstem nuclei provide an alternative
method for investigating the extent to which these pathways are
divergent, but this approach has so far been limited to examin-
ing corticofugal inputs to individual target nuclei. In addition to
the presence of some collateral projections to multiple targets, it
is possible that nearby cortical output cells connected by profuse
local axonal branching (Lee et al., 2011), and therefore sharing
common properties, may modulate auditory and non-auditory
neurons located in different thalamic, midbrain, and brainstem
regions.

Schofield (2010) has recently proposed that corticofugal pro-
jections from layer V form two general patterns with potentially
different functions. In most cases, these projections have single
subcortical targets, consistent with descending influences operat-
ing via independent, parallel projections. The minority of cortical
neurons with divergent projections to multiple targets presum-
ably exert more widespread influences on subcortical processing
of auditory signals.

TERMINAL FIELDS IN THE INFERIOR COLLICULUS:
DIFFERENT IC SUBDIVISIONS
Evidence for the existence of a corticocollicular projection was
actually provided using anterograde tracing techniques before the
cortical projection neurons had themselves been characterized. In
fact, the use of the axon degeneration technique led to the first
observation of degenerating fibers in the monkey midbrain after
lesions had been made in the temporal cortex (Thompson, 1901).
Later Diamond et al. (1969) used the degeneration method of
Nauta and Gygax to reveal the presence of this projection in cats
and established its key features, which are now known to apply
across different species. First, all fields of the auditory cortex send
fibers to the IC bilaterally, although more sparsely on the con-
tralateral side. Second, the corticocollicular pathway targets the
three IC subdivisions, with CNIC receiving the smallest input.
Third, corticocollicular fibers in the CNIC are oriented in parallel
laminae.

With these methods, however, it was difficult to demon-
strate that the degenerated fibers observed actually terminate in
the IC itself, but this was subsequently confirmed using differ-
ent anterograde neural tracers in a large variety of mammals
(tamarin, Luethke et al., 1989; squirrel monkey, Fitzpatrick and
Imig, 1978; cat, Andersen et al., 1980; Winer et al., 1998; fer-
ret, Bajo et al., 2007; rat, Coleman and Clerici, 1987; Herrera
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et al., 1994; Saldaña et al., 1996; gerbil, Budinger et al., 2000).
An example of cortical terminal fields in the IC is shown in
Figure 4. In this case, a large rhodamine injection was made in
ferret A1 (Figure 4A), which produced a symmetrical pattern of
terminal labeling in each IC. As expected, the ipsilateral IC was
most heavily labeled (Figure 4E). Cortical axons mainly inner-
vated the dorsomedial region of the IC, with terminal fields more
profuse in the DCIC than in the dorsal part of the CNIC. The
labeled axons in the CNIC were also thinner and their termi-
nals smaller, with lower bouton density, than those in the DCIC
(Figures 4C,D). In the lateral cortex (LCIC) of this animal, a net-
work of fibers was observed with many terminals and en passant
boutons (Figure 4B).

The corticocollicular pathway has been described most exten-
sively with anterograde tracers in the cat by Winer et al. (1998),
who made tracer injections in each of 12 auditory or auditory-
related cortical fields. They defined the corticocollicular pathway
as a divergent and convergent system, with individual cortical
areas projecting to several IC subdivisions and each IC subdi-
vision receiving convergent inputs from multiple cortical fields.
In addition, they stressed the importance of the primary cortical
areas in this projection, the fact that corticocollicular axons

FIGURE 4 | Terminal fields in the IC after a tracer injection in the ferret

auditory cortex. (A) Coronal section at the level of the left auditory cortex
showing the location of a rhodamine injection site in the center of the MEG
where A1 is located. The halo of the injection site is shown in gray while
the center is in black. (B–D) Examples of anterograde terminal fields in the
IC at the locations indicated by the boxes in (E). Calibration bars: 1 mm (A),
100 µm (B–D), 0.5 mm (E). Modified with permission from Bajo et al.
(2007).

mainly target IC regions that receive less ascending input, and
raised the possibility that at least two parallel cortical systems may
exist that target the IC cortices and CNIC independently.

Only two studies have analyzed the corticollicular termi-
nals at an ultrastructural level. Jones and Rockel (1973) exam-
ined degenerated boutons in the IC of cats in which cortical
lesions had been made, while Saldaña et al. (1996) labeled ter-
minal boutons in the rat IC after making biotinylated dextran
amine injections in A1 (Figure 5). Labeled boutons in every IC
subdivision contained round synaptic vesicles and made asym-
metric synaptic contacts (Figure 5, arrows), which are generally
thought to be features of excitatory synapses (Peters et al., 1991).
This is consistent with evidence for the glutamatergic nature
of this projection as demonstrated by a decrease in D-aspartate
release in the different IC subdivisions following auditory cor-
tex ablation (Feliciano and Potashner, 1995). Corticocollicular
fibers synapse mainly on distal dendritic profiles, including den-
dritic spines, with few contacts on cell bodies or large dendrites
(Saldaña et al., 1996).

FIGURE 5 | Electron micrographs of labeled endings in the three main

subdivisions of the IC after a large injection of biotinylated dextran

amine was made in the ipsilateral primary auditory cortex in the rat.

Labeled terminals in DCIC (A), CNIC (B), and LCIC (C) contain round
vesicles and make asymmetric synaptic contacts (arrows). Unlabeled
terminals with pleomorphic vesicles are also observed (stars). Inset in panel
(A) shows the distribution of corticocollicular terminal fields and the areas
(the box in each IC subdivision) that were used for electron microscopy.
Calibration bar: 0.4 µm. Modified with permission from Saldaña et al.
(1996).
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Although these morphologic features suggest that corticocol-
licular axons may be non-driving, electrical stimulation of A1
has been found to evoke short latency (1.0–1.4 ms) excitatory
responses and longer latency IPSPs in IC neurons (Massopust and
Ordy, 1962; Mitani et al., 1983). This is more consistent with a
strong driving input from the cortex, although EPSPs with longer
latencies can also be evoked, mainly in the CNIC, suggesting
a polysynaptic pathway and/or more diffuse influence. Cortical
axons have a direct excitatory effect on ascending colliculogenicu-
late neurons as well as an indirect inhibitory effect via GABAergic
collicular interneurons (Mitani et al., 1983).

TOPOGRAPHIC ORGANIZATION OF CORTICOCOLLICULAR
INPUTS
In view of the physiological studies described in the next section,
the corticocollicular projection to the CNIC deserves particular
attention. The magnitude of this pathway has been a matter of
controversy for several years, and it is possible that species dif-
ferences may exist. On the other hand, variations in the results
reported may be more a consequence of differences in the tech-
niques used in these studies and the difficulty in interpreting
negative results in tracing experiments.

Anterograde tracing studies have shown that the location of
the terminal fields in the CNIC varies topographically with the
location of the injection sites in A1 (Saldaña et al., 1996; Bajo
et al., 2007). For example, Bajo et al. (2007) found that inject-
ing tracers at two distinct locations in ferret A1, where neurons
were tuned to different frequencies, produced two distinct bands
of labeling in the CNIC, suggesting that the A1-CNIC projection
links neurons in both structures with similar frequency tuning.
This has been confirmed physiologically in the guinea pig by
positioning multi-site probes along the tonotopic axes of A1 and
the CNIC (Lim and Anderson, 2007). After electrically stimu-
lating different locations in the CNIC, these authors recorded
antidromic-evoked activity in A1 locations with matching best
frequencies (Figure 6). By linking neurons with common sound
frequency preferences, this topographic projection provides an
anatomical substrate for corticofugal modulation of IC neurons
with related receptive field properties.

CORTICOFUGAL MODULATION OF AUDITORY PROCESSING
IN THE INFERIOR COLLICULUS
Attempts to investigate the role of descending corticofugal
projections in auditory processing have utilized two approaches

FIGURE 6 | Antidromic activation reveals tonotopically organized

projections from A1 to the CNIC in guinea pig. Multi-site probes were
positioned along the tonotopic axis of the guinea pig CNIC (A) and A1 (B).
(C) Post-stimulus time histograms (PSTHs) for eight A1 locations with
different best frequencies (BF) from low (location 1) to high (location 8).

These responses were evoked by antidromic stimulation equivalent to 10 dB
above threshold at eight frequency-matched locations in the IC. Color scale
corresponds to the total number of spikes across 40 trials where any values
≤5 and ≥20 were set to white and black, respectively. Modified with
permission from Lim and Anderson (2007).
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[reviewed in Suga (2012)]. First, effects on the response properties
of subcortical neurons have been examined following focal elec-
trical stimulation of A1. Second, the complementary approach of
inactivating the cortex, either locally or globally, has been used
in an attempt to remove the influence of descending projections.
In most cases, electrophysiological recordings have been carried
out to examine whether such manipulations of cortical activity
result in transient changes in the response properties of subcorti-
cal neurons. Cortical inactivation has also been used to determine
the extent to which the effects on subcortical processing of acti-
vating other brain areas, such as the nucleus basalis in the basal
forebrain, are mediated via cortical circuits.

These studies have provided considerable evidence that
corticofugal inputs make an important contribution to the
response properties of neurons at multiple subcortical levels. In
the IC, neuronal sensitivity to sound frequency (Ma and Suga,
2001a; Yan et al., 2005), intensity (Yan and Ehret, 2002), dura-
tion (Ma and Suga, 2001b), and location (Zhou and Jen, 2005;
Nakamoto et al., 2008) changes after manipulating activity in
A1 (Figures 7, 8). Thus, the descending system can shape the
way midbrain neurons respond to stimulus attributes, such as
sound frequency or intensity, which are initially encoded in the
cochlea, as well as those that rely on central processing, like sound
source location. This suggests that cortical feedback is likely to
influence the representation of multiple sound features in the
midbrain, implying widespread effects on auditory perception.
Recent research also suggests that the auditory cortex modulates
collicular processing of simultaneously presented harmonic com-
plexes, suggesting a possible role for descending projections in
segregating different sound sources (Nakamoto et al., 2010).

The nature of the changes evoked by focal cortical stimu-
lation or inactivation depends on the similarity between the
response properties of the neurons in the cortex and the mid-
brain (Yan and Suga, 1998; Ma and Suga, 2001b; Yan and Ehret,
2002; Jen and Zhou, 2003; Yan et al., 2005; Zhou and Jen, 2005).
For example, if IC neurons are tuned to the same frequency
as the cortical neurons recorded at the site of the stimulating
electrode, their best frequencies remain the same after the cor-
tex is activated and, in some studies, their frequency tuning is
sharpened [reviewed by Suga (2012)]. By contrast, if the neu-
rons are tuned to different frequencies, the best frequencies of
the IC neurons are typically shifted toward those of the acti-
vated cortical neurons (Figure 7). In a similar vein, the magnitude
of the changes induced in the minimum thresholds, dynamic
ranges and both the sound duration and azimuth tuning of
IC neurons varies with how closely their response properties
are matched to those of the neurons activated in the cortex
(Suga, 2012).

The dependence of these effects on the relative frequency pref-
erences of the neurons is consistent with the topographic nature
of the corticocollicular pathway. Modulation of IC response prop-
erties appears to involve a combination of cortically evoked
facilitation of the responses of IC neurons that have correspond-
ing tuning properties and inhibition in unmatched neurons.
Consequently, these descending inputs provide a route by which
localized increases in cortical activity can selectively enhance
auditory processing in specific regions of the IC. This, in turn, will

FIGURE 7 | Corticofugal modulation of IC response properties.

(A) Lateral view of the brain of a mustached bat, one of the species used
most in cortical stimulation and inactivation experiments. The auditory
cortex has reciprocal ascending and descending connections with the
medial geniculate body (MGB) in the thalamus. It also sends a descending
projection to the IC, which, in turn, projects to the MGB. (B) Focal electrical
stimulation in the cortex results in facilitation of the responses of IC
neurons that have tuning properties matched to those of cortical neurons at
the site of the stimulating electrode. The tuning of unmatched IC neurons
may shift toward that of the stimulated cortical neurons (as illustrated here),
resulting in an expanded representation of the stimulus feature. Shifts in
tuning away from that of the stimulated cortical neurons have also been
described, compressing the midbrain representation. Adapted with
permission from Suga (2012).

presumably provide stronger input via the thalamus to that part
of cortex, further modulating the representation of potentially
important stimuli at higher levels of the auditory system.

Most studies have focused on the effects of electrically stim-
ulating or inactivating neurons in A1, although Yan and Suga
(1996) also examined the influence of descending inputs originat-
ing in the frequency modulation-frequency modulation (FM-FM
or FF) cortical area of the mustached bat on the sensitivity
of IC neurons to biosonar pulse-echo combinations. Similarly,
although all subdivisions of the IC receive descending corti-
cal inputs, the recording studies appear to have been restricted
mainly to the CNIC. Given that corticocollicular inputs primarily
target other regions of the IC, it seems likely that the changes
recorded in the response properties of CNIC neurons are medi-
ated, at least in part, via polysynaptic pathways involving the
DCIC or LCIC.
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FIGURE 8 | Inactivation of the auditory cortex alters sensitivity to

interaural level differences (ILD) in the inferior colliculus. (A) Schematic of
the experimental setup, showing a cooling probe (blue) above the auditory

cortex and a recording electrode in the ipsilateral IC. (B) Examples of rate-ILD
functions obtained before, during and after cortical inactivation. Adapted with
permission from Nakamoto et al. (2008).

CORTICOFUGAL MODULATION AND AUDITORY PLASTICITY
The changes induced in the response properties of IC neurons fol-
lowing local manipulation of cortical activity have been reported
to last for periods ranging from a few seconds to several hours
(e.g., Zhang and Suga, 2000; Zhou and Jen, 2005). Corticofugal
projections may therefore contribute to the selective processing
of sounds that acquire behavioral significance as a result of learn-
ing. For example, combining tones of a particular frequency with
a mild electric shock causes the best frequencies of A1 neurons
to undergo a relatively long-lasting shift toward that value (Bakin
and Weinberger, 1990; Weinberger et al., 1993). Training-induced
improvements in sound discrimination are also accompanied by
plasticity in the response properties of A1 neurons (e.g., Polley
et al., 2006; Schnupp et al., 2006). Whether perceptual learning
results in comparable changes at subcortical levels as a result of
corticofugal feedback is unknown, but the experience-dependent
plasticity produced by auditory fear conditioning is seen not only
in the cortex, but also subcortically in both the thalamus (Edeline
and Weinberger, 1991) and IC (Gao and Suga, 1998). This shift
in best frequencies in the IC closely resembles that evoked by cor-
tical electrical stimulation and is abolished by global inactivation
of A1, indicating that it is mediated by corticocollicular feedback
(Gao and Suga, 1998).

An involvement of the corticofugal system in representational
plasticity in the auditory system has also been demonstrated by
studies in which behavioral salience is simulated by electrical
stimulation of the nucleus basalis, the region of the cholinergic
basal forebrain that projects to the neocortex (Casamenti et al.,
1986; Rasmusson et al., 1992). The resulting release of acetyl-
choline facilitates auditory thalamocortical synaptic transmission
and increases cortical excitability (Metherate and Ashe, 1993).
Stimulus-specific changes in cortical receptive fields are produced

by pairing electrical stimulation of the nucleus basalis with sound
presentation, which are very similar to those seen after behavioral
training (Bakin and Weinberger, 1996; Kilgard and Merzenich,
1998; Yan and Zhang, 2005). Thus, neuronal best frequencies are
shifted toward those of the paired stimuli. This pairing paradigm
also induces shifts in the best frequencies of IC neurons, which are
dependent on activity in the auditory cortex (Zhang et al., 2005),
providing further evidence for the role of corticofugal descending
connections in experience-dependent plasticity.

Although studies utilizing either electrical stimulation or inac-
tivation of A1 have provided valuable insights into the influence
of corticofugal projections on the response properties of neu-
rons in other brain regions, these methods are not particularly
selective. Thus, related changes in the auditory responses and
tuning properties of neurons have been reported at multiple lev-
els of the auditory pathway, including both the thalamus and
cochlear nucleus, as well as neighboring regions of the cortex
[reviewed by Suga (2012)]. The extent to which the changes
observed in the IC following manipulation of A1 activity rep-
resent direct effects of corticocollicular modulation or the indi-
rect involvement of other areas that provide inputs to the IC
remains unclear. More importantly, none of the studies con-
sidered so far has examined the behavioral consequences of
activating or deactivating the corticocollicular projection, and so
the function of this descending pathway in auditory processing
remains unclear.

To address this question, Bajo et al. (2010a) used a
chromophore-targeted neuronal degeneration technique to inves-
tigate the behavioral effects in ferrets of selectively eliminating
layer V pyramidal cells in the primary auditory cortical areas that
project to the IC (Figure 9). This involved retrogradely labeling
corticocollicular projection neurons by injecting fluorescent
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FIGURE 9 | The projection from the auditory cortex to the inferior

colliculus is essential for training-induced plasticity of spatial hearing

in adult ferrets. (A) Lateral view of the ferret midbrain showing the
location and number of injections of fluorescent microspheres conjugated
with chlorine e6 in the left IC. (B) Schematic showing the selective
ablation of retrogradely labeled layer V corticocollicular neurons by
illumination of the ipsilateral auditory cortex with near-infrared light. (C)

Sound localization accuracy (averaged across 12 speaker locations in the
horizontal plane) before the right ear was plugged (Preplug), on each of

the 10 days over which an ear plug was worn and following its removal
(Post-plug). Data from control animals are shown in black and from the
ferrets with corticocollicular lesions in red. The symbols represent different
animals and the lines show the mean scores. (D) Staining with the SMI32

antibody, a marker of layer III and layer V pyramidal cortical neurons, was
sparser in the left (lesioned) primary auditory cortex, resulting in a less
distinct bilaminar appearance (top) than on the right side (bottom).
Calibration bars: 2 mm in (A) and 0.1 mm in (D). Modified with permission
from Bajo et al. (2010a).

microbeads conjugated with chlorine e6 in the IC on one side
of the brain, and subsequently illuminating the ipsilateral audi-
tory cortex with near-infrared light. This resulted in a loss of
about two thirds of the A1 neurons that project to the IC,
without affecting those in surrounding cortical areas. As previ-
ously discussed, most corticocollicular axons target the ipsilateral
IC, so this approach allowed an assessment of the effects of
removing descending axons predominantly on one side of the
brain only.

Given that cortical electrical stimulation (Zhou and Jen, 2005)
or inactivation (Nakamoto et al., 2008; Figure 8) alters the spatial
response properties of IC neurons, Bajo et al. (2010a) exam-
ined the effects of eliminating corticocollicular neurons on audi-
tory localization and its recalibration by experience. Although
they observed no change in sound localization accuracy, the
training-induced plasticity that normally occurs in adult fer-
rets after disrupting the available spatial cues by occluding one
ear was severely impaired (Figure 9C). Thus, while control ani-
mals recover their ability to localize sounds accurately despite

the continued presence of a plug in one ear, this was not the
case in ferrets in which the corticocollicular projection had been
largely removed, suggesting that descending pathways are essen-
tial for recalibration of the brain’s representation of auditory
space. This learning deficit was most pronounced in the hemifield
contralateral to the lesioned pathway, implying that corticofu-
gal modulation of each IC mediates plasticity in the opposite
hemifield.

What information the auditory cortex provides to IC neu-
rons via these descending projections to allow auditory spatial
learning to take place is presently unknown. One mechanism
for adapting to the presence of an earplug in one ear would be
to adjust the sensitivity of auditory neurons to binaural local-
ization cues. Recent studies have shown that the sensitivity of
IC neurons to interaural level differences (ILDs; Dahmen et al.,
2010) and interaural time differences (ITDs; Maier et al., 2012)
can change following short-term adaptation to stimulus statis-
tics, and, as previously illustrated (Figure 8), cortical cooling
can produce pronounced alterations in collicular firing-rate-ILD
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functions. Behavioral evidence, however, suggests that adaptation
to a conductive hearing loss in one ear takes place by learning
to reweight different localization cues in favor of the monau-
ral spectral localization cues provided by the non-occluded ear
rather than by remapping the altered binaural cues (Kacelnik
et al., 2006; Kumpik et al., 2010). It has been shown that indi-
vidual IC neurons can carry information about ILDs, ITDs, and
spectral cues using different neural coding strategies (Chase and
Young, 2008), suggesting that corticofugal modulation of specific
aspects of their spike discharge patterns could change the contri-
bution of each cue to the output of the neurons and therefore to
the perception of sound source location.

The corticocollicular projection is, however, unlikely to work
is isolation in mediating the experience-dependent plasticity
of spatial coding. Thus, behavioral adaptation by adult fer-
rets to a unilateral earplug is also impaired following mid-
line lesions of the olivocochlear bundle (Irving et al., 2011),
which originates in the superior olivary complex where sensi-
tivity to binaural cues is first derived. This suggests that acti-
vation of olivocochlear neurons, which are in turn innervated
by the IC (Vetter et al., 1993), could produce a frequency-
specific adjustment in cochlear output, potentially altering the
localization cue sensitivity of neurons at higher levels of the audi-
tory pathway. These findings again highlight the influence of
descending pathways at multiple levels of the auditory path-
way and the difficulty in isolating the functions of specific
projections.

CONCLUDING REMARKS
It is becoming increasingly clear that the descending projections
found throughout the auditory pathway can have a consider-
able impact on stimulus processing. This has been demonstrated
most clearly for the projection from the auditory cortex to the
IC, which is now known to be part of the circuitry responsible
for the plasticity and learning observed in the adult brain. Thus,

experience-dependent changes in the receptive field properties of
cortical neurons that result from classical conditioning or behav-
ioral training can, in turn, trigger a reorganization of subcortical
processing. Furthermore, there is growing evidence from studies
in which auditory brainstem responses to complex sounds have
been recorded in humans that language (Krishnan et al., 2005),
musical experience (Kraus and Chandrasekaran, 2010), and audi-
tory training (Carcagno and Plack, 2011; Song et al., 2012) can all
modify subcortical processing. This is again thought to reflect the
corticofugal modulation of neural processing at subcortical levels,
and the IC in particular, where the relevant stimulus features are
represented most precisely. Consequently, the plasticity in neu-
ronal response properties that underlies a change in perceptual
skills may actually occur subcortically, which, in turn, will alter
the information delivered to the cortex.

Although electrical stimulation and inactivation studies have
shown that the auditory cortex can facilitate or inhibit the
responses of IC neurons according to how well-matched their
response properties are, we still know relatively little about how
corticofugal modulatory effects are mediated or the relationship
between these signals and other inputs to the IC. Because of its
pivotal position within the auditory pathway as a site of con-
vergence of bottom up signals from multiple brainstem areas,
descending inputs to the IC are likely to play a particularly
important role in auditory processing. Nevertheless, the cortic-
ocollicular projection is only one of several descending pathways
in the auditory system. If we are to understand the role of these
circuits, it will be necessary to make greater use of cutting edge
techniques for imaging and selectively manipulating the activity
of specific cell types and their projections during behavior.
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The auditory pathways coursing through the brainstem are organized bilaterally in mirror
image about the midline and at several levels the two sides are interconnected. One
of the most prominent points of interconnection is the commissure of the inferior
colliculus (CoIC). Anatomical studies have revealed that these fibers make reciprocal
connections which follow the tonotopic organization of the inferior colliculus (IC), and that
the commissure contains both excitatory and, albeit fewer, inhibitory fibers. The role of
these connections in sound processing is largely unknown. Here we describe a method to
address this question in the anaesthetized guinea pig. We used a cryoloop placed on one
IC to produce reversible deactivation while recording electrophysiological responses to
sounds in both ICs. We recorded single units, multi-unit clusters and local field potentials
(LFPs) before, during and after cooling. The degree and spread of cooling was measured
with a thermocouple placed in the IC and other auditory structures. Cooling sufficient
to eliminate firing was restricted to the IC contacted by the cryoloop. The temperature
of other auditory brainstem structures, including the contralateral IC and the cochlea were
minimally affected. Cooling below 20◦C reduced or eliminated the firing of action potentials
in frequency laminae at depths corresponding to characteristic frequencies up to ∼8 kHz.
Modulation of neural activity also occurred in the un-cooled IC with changes in single unit
firing and LFPs. Components of LFPs signaling lemniscal afferent input to the IC showed
little change in amplitude or latency with cooling, whereas the later components, which
likely reflect inter- and intra-collicular processing, showed marked changes in form and
amplitude. We conclude that the cryoloop is an effective method of selectively deactivating
one IC in guinea pig, and demonstrate that auditory processing in the IC is strongly
influenced by the other.

Keywords: inferior colliculus, cooling inactivation, auditory pathways, single unit, commissure, guinea pig,

auditory processing

INTRODUCTION
Sub-thalamic auditory processing in mammals is mediated by
bilaterally organized pathways that originate with the entry of
the auditory nerves into the cochlear nuclei and culminate in
the inferior colliculi. On each side of the midline, the connec-
tions between multiple processing centers in the brainstem give
rise to several parallel processing streams that converge in the
inferior colliculus (IC) (for review see: Oliver and Huerta, 1992;
Malmierca and Hackett, 2010). Although inputs from both left
and right ears contribute to the pathway on each side, the rep-
resentation in each IC is dominated by the information about
the contralateral sound field (Jenkins and Masterton, 1982; Aitkin
et al., 1984; Kelly and Kavanagh, 1994; Delgutte et al., 1999;

Abbreviations: CF, characteristic frequency; CoIC, commissure of the inferior col-
liculus; DNLL, dorsal nucleus of the lateral lemniscus; EI, excitatory-inhibitory;
FRA, frequency response area; IC, inferior colliculus; IQR, interquartile range; ISI,
interspike interval; ISIH, interspike interval histogram; LFP, local field potential;
PSTH, post stimulus time histogram; SPL, sound pressure level.

Litovsky et al., 2002). An interaction between these two represen-
tations is mediated at the subcortical level by the commissure of
the inferior colliculus (CoIC), a bundle of fibers that connects the
two ICs and which constitutes one of the largest of the many affer-
ent inputs the IC receives (Moore, 1988; Saldaña and Merchán,
1992, 2005).

The anatomical organization of the CoIC is well established,
but we know relatively little about its functional properties
(Adams, 1980; Coleman and Clerici, 1987; González-Hernández
et al., 1991; Saldaña and Merchán, 1992; Malmierca et al., 1995,
2009). One of the problems in addressing this issue is the diffi-
culty in breaking the connection the commissure makes between
the ICs. Previous studies have attempted to do so by section-
ing the CoIC, or by drug-induced blockade of glutamatergic
transmission in one IC by pressure injection, while recording
responses in the other (Moore et al., 1974; Malmierca et al.,
2003, 2005). The first method is limited by the difficulty of the
surgical procedure, uncertainty, prior to histological processing,
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that the commissurotomy is complete, and the impossibility of
reversal. When applied in vivo, the second approach, while infor-
mative, yields a low number of tested units. This is primarily
because of the difficulty in maintaining contact with a recorded
neuron in the face of the mechanical instability caused by the
pressure injection, and the time required for recovery from the
drug effect (Malmierca et al., 2005). These limitations severely
impede the testing of specific hypotheses about the function of
the CoIC.

In an attempt to overcome these difficulties, we have tested
the feasibility of using cooling-induced deactivation as a means of
deactivating one IC in guinea pig. This means of neural deactiva-
tion, first developed at the beginning of the twentieth century [see
Brooks (1983) for review], has been used extensively in both elec-
trophysiological and behavioral studies, and has the important
advantage of rapid onset and recovery (Schiller and Malpeli, 1977;
Sherk, 1978; McClurkin and Marrocco, 1984; Girard and Bullier,
1989; Michalski et al., 1993; Payne et al., 1996; Lomber et al.,
1999; Lomber and Malhotra, 2008; Girardin and Martin, 2009).
It has been applied in several paradigms, including as a means
of reversibly switching off the afferent input to a recorded brain
region (e.g., Schiller and Malpeli, 1977; Sherk, 1978; McClurkin
and Marrocco, 1984; Michalski et al., 1993; Nakamoto et al., 2008;
Antunes and Malmierca, 2011).

An important question about the utility of the technique is
the extent to which the cooling effect spreads through neural tis-
sue, both from the perspective of ensuring that the tissue targeted
for cooling has been fully deactivated, and that the recording site
has not been functionally affected by spreading cold. These issues
have been addressed in earlier investigations, but as cited above,
mostly in the cortex, and mainly in cat and primate. Cooling has
been applied to midbrain sites in only a few studies (e.g., Keating
and Gooley, 1988; Lomber and Payne, 1996; Lomber et al., 2001,
2007b). In smaller animals such as guinea pig (Villa et al., 1999;
Nakamoto et al., 2008; Coomber et al., 2011) and rat (Kayama
et al., 1984; Yuan et al., 1986; Diamond et al., 1992; Villa et al.,
1999; Antunes and Malmierca, 2011) cooling has only been used
to deactivate cortex. Because several factors determine the efficacy
of cooling (the geometry of the tissue, the surface area to which
the cryoloop is applied, the blood flow in the tissue, and the dis-
tance between the sites of cooling and recording) it is not possible
to extrapolate the effects of cooling from one brain structure to
another.

Here we test the hypothesis that cooling-induced deactivation
in guinea pig offers an effective means of deactivating one IC
while recording sound-driven electrophysiological activity from
the other IC. We discuss the extent to which the observed changes
are mediated by commissural input rather than by descending
pathways. We conclude that cooling can be used to abolish neu-
ronal spiking in a well-defined part of one IC without deactivating
the contralateral IC or neighboring nuclei, thus allowing us to
observe the effects of substantially reducing commissural input.

MATERIAL AND METHODS
ANIMALS: MAINTENANCE AND SURGICAL PREPARATION
All experiments were performed under the terms and conditions
of a license issued by the UK Home Office under the Animals

(Scientific Procedures) Act 1986 and with the approval of the
Local Ethical Review Committee of Newcastle University.

Experiments were performed on 15 adult pigmented guinea
pigs (Cavia porcellus) of either sex, weighing between 595 and
888 g. Additional data gathered in these experiments will be
reported separately.

Anesthesia was induced with urethane (1 g/kg as 20%
solution, i.p.) and supplemented by Hypnorm (1 ml/kg, i.m.,
VetaPharma, UK). Atropine (0.05 mg/kg, s.c.) was given follow-
ing induction of anesthesia to suppress bronchial secretions.
Anesthesia was maintained with further doses of Hypnorm (1/3
original dose) on indication of a pedal reflex elicited by a pinch to
the hind paw. A tracheotomy was performed and an endotracheal
tube inserted to maintain air flow.

Core temperature was monitored via a rectal thermometer and
maintained at 38◦C by a thermostatically controlled electric blan-
ket (Harvard Apparatus). Animals were allowed to respire spon-
taneously, but if breathing became labored they were artificially
respired with medical air via a modified small animal ventilator
(Harvard Apparatus) to maintain the end-tidal CO2 at 5%.

Animals were placed in a sound attenuating room and the
head secured in a stereotaxic frame in which the ear bars were
replaced with hollow conical Perspex specula, the apices of which
were placed in the auditory meatuses allowing visualization of the
tympanic membranes.

A dorsal mid-sagittal incision was made along the length of the
skull. The skin was reflected and the tissues overlying the skull
were abraded. A small hole was trephined 10.5 mm caudal and
2.5 mm left of bregma. Rongeurs were used to extend the diam-
eter of the craniotomy to 5 mm, centered on the pilot hole. To
reveal the left IC, the dura was retracted and the overlying occip-
ital cortex was aspirated with a glass Pasteur pipette attached to
a vacuum pump (Matburn). The auditory thalamus and cortex
were undamaged by this procedure.

ELECTROPHYSIOLOGICAL RECORDING
Electrical activity was recorded with glass-coated tungsten micro-
electrodes advanced into either the cooled or uncooled IC
(Merrill and Ainsworth, 1972). Extracellular action potentials and
local field potentials (LFPs) were amplified (x10,000) and filtered
(0.1 Hz to 3 kHz) by a preamplifier (Dam-80; World Precision
Instruments). The spike signal was further high-pass filtered
(300 Hz) and amplified before being discriminated, converted to
logic pulses, and time stamped to an accuracy of 10 μs by ded-
icated hardware (Tucker Davis Technologies, TDT System 2). As
well as recording spike times, in some cases we also collected spike
waveforms using a MacLab 4/e recorder (AD Instruments) run-
ning Scope software. This allowed us to monitor changes in the
size and shape of spikes during the cooling cycles.

LFPs were recorded using the same electrode as the spike
activity and extracted by low pass filtering the output of the
preamplifier at 1 kHz, to remove spikes, before averaging the
response using MacLab.

SOUND STIMULATION
Pure-tone, noise and click stimuli were generated by TDT System
2 hardware under computer control through custom-written
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software that allowed the frequency and level of stimuli to be
varied in real time.

Stimuli were delivered by a calibrated closed acoustic system
consisting of Sony MDR 464 earphones housed in an alloy enclo-
sure and coupled to damped probe tubes (4 mm diameter) that
fitted into the ear bars (Rees et al., 1997). The maximum output
of the system was flat from 0.1 to 9 kHz (100 ± 5 dB SPL) and then
fell with a slope of ∼15 dB per octave. Second and third harmonic
components in the signal were ≤60 dB of the fundamental at the
highest output level.

On isolation of a single unit, the characteristic frequency
(CF) and minimum threshold to contralaterally presented tones
was determined audio visually to establish the settings for data
collection.

Frequency response areas (FRAs) were derived as described
previously to both diotic and contralaterally presented pure
tones (Evans, 1979; LeBeau et al., 2001). The response area
was constructed by counting the number of spikes elicited
in response to 50-ms tone-bursts (5-ms rise/fall time, repeti-
tion rate 5/s), which varied in 51 logarithmically spaced fre-
quency steps over an intensity range of 90 dB (in 5 dB steps).
The number of spikes produced in response to each stimu-
lus was counted and displayed color coded at the appropri-
ate position in a plot of tone frequency versus attenuation
level. Post stimulus time histograms (PSTHs) were constructed
from the responses to 75-ms duration tones with a repeti-
tion rate of 4/s. LFP responses were recorded in response to
transient 10-kHz tone pulses of 1-ms duration and 0.01 ms
rise/fall time.

Recording location was determined by the presence of sound
driven spiking and a tonotopic progression with electrode depth.
All recordings were made within the IC from neurons with
response properties that were similar to previous recordings made
within the central nucleus (Rees et al., 1997; LeBeau et al., 2001),
but we make no claims as to the exact location of individual
recordings.

IC COOLING
Cooling of the IC was achieved using a variation of the method
described by Lomber et al. (1999). A cryoloop was made by form-
ing a loop from 23 gauge stainless steel tubing. Each end of
the tubing was soldered to a 19 gauge needle (Figure 1). These
needles served as the inlet and outlet for circulating coolant. A
peristaltic pump (Gilson Minipuls 2) drew ethanol cooled in a
deep freeze to −80◦C from a reservoir. The ethanol was pumped
through a coil of fluorinated ethylene propylene tubing (Cole-
Parmer) inside a vacuum flask (Dilvac) containing ethanol cooled
to −80◦C before passing through the cryoloop and back into
the reservoir. The tip of a type T (copper-constantan) thermo-
couple was secured to the cryoloop tip (Figure 1 inset) to allow
monitoring of the cryoloop temperature with a digital thermome-
ter (HH506RA, Omega). Regulating the pump speed allowed the
flow rate through the system to be controlled thereby enabling the
temperature at the cryoloop tip to be maintained at the desired
temperature.

The cryoloop was curved to maximize contact with the dorso-
lateral surface of the exposed IC. This placement was chosen to

FIGURE 1 | Photograph of the cryoloop used to cool the IC held in a

micromanipulator. Two 19 gauge needles soldered to each end of the
stainless steel cryoloop tubing acted as the inlet and outlet ports for the
coolant. The manipulator allowed precise placement of the loop in contact
with the exposed IC. Inset: detail of the cryoloop. The thermocouple tip
allows precise monitoring of the cryoloop temperature. The surface of the
cryoloop was placed in contact with the dorso-rostral part of the
exposed IC. Scale bars = 5 mm.

maximize the extent of cooling in areas in which the density of
neurons projecting via the CoIC to the contralateral IC is greatest
(Saldaña and Merchán, 1992; Malmierca et al., 1995, 2009). At no
time was the temperature allowed to drop below 2◦C to prevent
cryo-trauma to the tissue. Temperature measurements within the
IC were made using a needle thermocouple (HYP-0, Omega) that
was advanced into the IC using a microdrive. In some cases the
thermocouple was glued to a recording electrode so that tem-
perature could be measured in the IC close to the site of neural
recording.

Histological processing using standard methods followed by
cresyl violet staining was performed in some experiments to
reconstruct the penetrations of the thermocouple and in others
to verify that cooling did not produce tissue damage.

RESULTS
The principal aim of this study was to establish whether a cry-
oloop can be used to cool one IC selectively and reversibly to
deactivate spiking whilst electrophysiological recordings are made
in the contralateral IC. To address this question we first measured
the temperature in several sites in both ICs while cooling the left
IC. Implicit in this aim is that there should be no functionally
significant spread of cooling to the other IC or other brain-
stem auditory structures, and that cooling should not produce
tissue damage.
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TEMPERATURE MEASUREMENTS IN THE COOLED IC
With the cryoloop placed on the IC with no coolant flow, the cry-
oloop temperature was typically 32–35◦C, a few degrees below the
maintained core temperature of 38◦C. To establish how effectively
our cryoloop system cooled the IC we measured temperature
along vertical penetrations aligned with the electrode tracks made
to record neural activity. Cooling was begun and the cryoloop tip
held at 5◦C for approximately 10 min (Figure 2A) before the ther-
mocouple was lowered from the dorsal surface of the exposed IC.
Temperature measurements were taken along the dorso-ventral
penetration at 1 mm steps measured from the surface. The most
laterally placed penetration reached the dorsal nucleus of the
lateral lemniscus (DNLL). The temperatures recorded are repre-
sented by the color gradients on the schematic coronal section
in Figure 2A. The temperature as a function of depth from the
dorsal surface of the IC for the most lateral penetration in the
cooled IC is plotted in Figure 2B (filled circles and solid line). For
depths less than 2–2.5 mm the temperature was <20◦C. As well as
a gradient in depth, there is also a gradient across the IC with tem-
peratures in the most medial track being higher than those more
laterally. For comparison, we have also re-plotted temperature
measurements (open circles and dashed lines) from Coomber
et al. (2011) taken at different depths in the guinea pig audi-
tory cortex when the surface was cooled to 2◦C. The temperature
gradient with depth is qualitatively similar in the two models.

TEMPERATURE MEASUREMENTS IN THE CONTRALATERAL IC,
COCHLEAR NUCLEUS AND COCHLEA
The possible spread of cooling from the cooled IC to its con-
tralateral counterpart was also assessed and the temperatures
recorded in three penetrations in mirror image positions to those
in the cooled side were measured (Figure 2A). At 1 mm below
the surface the mean temperature recorded was 30.3 ± 0.9◦C and
increased with depth to 32.8 ± 0.60◦C (n = 3) 4 mm from the
surface. As in the left IC the temperature was lowest on the lateral
side where 1 mm below the surface it was 28◦C.

We also recorded temperatures in the right IC as a function
of time over the course of the cooling cycle in three animals.
The thermocouple tip was placed 1 mm below the surface of the
contralateral IC in the mirror image position to that used to
measure the IC cooled by the cryoloop. In each case the cry-
oloop temperature was reduced to ∼5◦C and the temperature
was measured in the contralateral IC after the temperature had
stabilized. The lowest absolute temperatures measured in the con-
tralateral IC ranged from 30.7 to 28.1◦C, with a mean reduction
of 4.3◦C from control. The effect of varying the duration of cool-
ing on the temperature in the contralateral IC was assessed by
applying five cooling cycles which varied in duration between
0.5 and 30 min with the cryoloop temperature held at ∼5◦C in
each case (Figure 3A). The reduction in temperature in the con-
tralateral IC ranged between 3.7◦C after 3 min of cooling and
5.4◦C after 30 min of cooling. The minimum temperature in each
cooling cycle plotted as a function of cycle duration was fit-
ted with a single phase exponential decay function (r2 = 0.96;
Figure 3B). These values demonstrate that the temperature of
the IC remained stable over periods up to 30 min of cooling the
contralateral IC.

The measurements described above were made with the cor-
tex overlying the IC removed to facilitate placement of the
thermocouple. In some cases we also compared temperature in
the right IC contralateral to the cooled side before and after
aspiration of the cortex. These measurements were made by
introducing the thermocouple into the IC through the cortex
using mirror image coordinates to those used for placement
in the cooled IC. After making measurements the cortex was
aspirated with the thermocouple in place and the measure-
ments repeated and the recording positions relative to the right
IC confirmed. The temperature measured 1 mm from the sur-
face of the IC was ∼2◦C warmer with the cortex intact indi-
cating that the cortex served to insulate and warm the IC.
At larger depths the difference in temperature was reduced
to ∼0.5◦C.

FIGURE 2 | (A) Schematic coronal section through the IC showing placement
of the cryoloop and temperatures measured in the IC with a needle
thermocouple during cooling in the left (cooled) and right IC. These
measurements were made after removal of the overlying cortex. For
electrophysiological recording experiments the cortex over the right IC was left

intact with the result that the temperature would be ∼2◦C warmer in the right
IC (see text). (B) Mean ± SD of temperature measured in the lateral-most
penetration of the left IC and three similar cases (filled circles, solid line). Open
circles and dashed lines show temperature as a function of depth in guinea
pig auditory cortex re-plotted from Coomber et al. (2011) for comparison.
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We also measured the effect of cooling the IC on the tempera-
ture of two other structures in the auditory pathway: the cochlear
nucleus and the cochlea. In both cases measurements were made
from the structures ipsilateral to the cooled IC. This was done
because we predicted that these structures were most likely to be

FIGURE 3 | (A) Temperature of the cryoloop (filled circles) and at 1-mm
depth in the contralateral IC (open circles) during repeated cycles of cooling
of different duration. The temperature in the contralateral IC falls only a few
degrees below control temperature. (B) Temperature in the contralateral IC
(open circles) is relatively stable as the duration of the cooling cycle is
increased progressively to 30 min. (C) Cooling the IC resulted in a less than
2 C reduction in temperature in the ip◦ silateral cochlear nucleus (CN, open
circles) and (D) in the ipsilateral cochlear duct (open circles).

affected by cooling and they provide the predominant input to
the contralateral IC—the ultimate target of our electrophysiolog-
ical recordings. The temperature of the cochlear nucleus never
fell more than 2◦C below control throughout 20 min of cooling
(Figure 3C).

The temperature of the cochlea was measured in three ways.
When the thermocouple tip was placed in contact with the
round window, the temperature fell by 1.8◦C during cooling
(Figure 3D). A second set of measurements were made with the
thermocouple placed on the first turn of the cochlea, and finally
a small hole was made in the bony wall and the thermocouple tip
placed inside the cochlea. In each case the temperature drop mea-
sured was <2◦C from the control temperature (33.7◦C) after the
loop had been cooled to ∼5◦C for 20 min.

HISTOLOGICAL ANALYSIS OF COOLED TISSUE
We used histology to assess the integrity of the neural tissue after
its exposure to temperatures of ∼5◦C. In six experiments in which
the IC underwent multiple cooling cycles over the course of sev-
eral hours, the animal was perfused and sections were cut through
the IC at 50 μm thickness to check for signs of cryogenic tissue
damage or ischemia. Figure 4 shows a transverse section through
the IC, cut approximately midway through the rostro-caudal axis,
and stained with cresyl violet. The cortex that normally overlies
the left IC was aspirated to allow placement of the cryoloop. In
this, and the other cases, the shape and structure of the cooled IC
appeared normal. There was some bleeding from the edges of the
damaged cortex that formed small clots along the midline (black

FIGURE 4 | (A) Near coronal section through the IC following an
experiment. Aspiration of the cortex overlying the left IC and placement of
the cryoloop did not produce any noticeable trauma to the tissue. Blood at
the midline (black arrowhead) and bilaterally at the ventro-lateral edges of
the tectum (red arrowheads) resulted from aspiration of the cortex. Scale
bar = 1 mm. (B) Neurons near the dorsal surface of the IC contacted by the
cryoloop show no sign of damage. (C) Neurons within the cooled IC have
normal morphology and no signs of ischemia are present. Scale bar in (B)

and (C) = 50 μm.
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arrowhead) and at the ventro-lateral edges of the tectum, lateral
to each sagulum (red arrowheads). There were no clots on the sur-
face between the cryoloop tip and the IC, and no sign of vascular
damage within the tissue.

Higher magnification images taken from the dorsal surface
(Figure 4B) and the center of the cooled IC (Figure 4C) show
cells with normal morphology and intact nucleoli. Comparison
with tissue in the uncooled IC shows no discernible differences.

NEURAL ACTIVITY IN THE COOLED IC
The effect of cooling on sound-driven neural activity was assessed
by recording single units and multi-unit clusters at different
depths in the cooled IC. Recordings were completed for control,
cool, and recovery phases from 33 single units and 9 multi-unit
clusters, in 11 experiments. The responses to multiple repetitions
of a pure tone 20 dB above threshold at CF were collected in
each condition. To test for any change in firing rate, the num-
ber of spikes evoked per stimulus in each condition was assessed
with a Friedman omnibus test. Multiple Wilcoxon signed ranks
tests were used to determine differences between pairs of values
between the three conditions. In order to be included in these
analyses, the control and recovery data had to show no signifi-
cant difference in the number of spikes per stimulus (p > 0.017,
following Bonferroni correction) and the PSTH had to recover
the same pattern as seen in the control condition. Of the 33 single
units, 21 passed this criterion and are included here. The firing

rate in the recovery condition of single units that reached crite-
rion ranged from 72.0 to 127.6% of control (median = 95.2%;
interquartile range (IQR) = 88.8–100.6%). Of the 9 multi-unit
clusters, 7 passed the criterion for inclusion (median recovery
firing rate = 98.7%; IQR = 85.0–106.6%; range = 71.5–121.3%).

The minimum cryoloop tip temperature differed for each
single neuron to maximize the chances of holding the unit to
obtain recovery data. If a neuron showed a marked reduction
in firing rate, cooling was discontinued. The lowest cryoloop
tip temperature was 2◦C while the highest maximal cooling
temperature applied was 20.3◦C (median = 8.1◦C). The fir-
ing rates of all included units were not normally distributed
(D’Agostino-Pearson omnibus K2 test). A Friedman test showed
a statistically significant difference in firing rate between the con-
trol, cool and recovery groups of all units (χ2(2) = 53.5, p <

0.001). Wilcoxon Signed Ranks Tests found significant differ-
ences in the control versus cool (Z = −5.6, p < 0.001) and cool
versus recovery conditions (Z = −5.4, p < 0.001) but no signif-
icant difference in the control versus recovery conditions (Z =
−1.6, p = 0.11).

CHANGES IN NEURAL ACTIVITY AS A FUNCTION OF TEMPERATURE
In 17 units we recorded tone driven responses while progres-
sively cooling the IC. Figure 5 shows the effect of cooling on the
firing rate of 12 single neurons ordered by their depth in the
IC. The effect of temperature on firing rate follows one of three

FIGURE 5 | The responses (Median ± IQR) of 12 single units to

multiple presentations of a pure tone at CF, 20 dB re threshold,

during stepwise cooling of the IC. Units were recorded along the
dorso-ventral axis of the IC from 361 μm (A) to 3368 μm (L) from

the dorsal surface. Cooling into the range 10–20◦C induced a
significant (p < 0.001) reduction in firing rate in all 12 units. In
2 units (D and G) firing rate increased significantly re control
(p < 0.001) prior to decreasing at lower temperatures.
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patterns. In the majority of cases firing rate remained relatively
constant and then decreased as the temperature was reduced fur-
ther (Figures 5B,C,E,H,J,K,L). A second group showed a similar
decline in firing rate when the temperature fell below 20◦C, but
this was preceded by an elevation in firing rate when the tempera-
ture was in the range 20–26◦C (e.g., Figures 5D,G). In a few units
the firing rate began to decline immediately after the temperature
was reduced (e.g., Figures 5A,F,I).

The occurrence of these types does not follow any specific pat-
tern with recording depth. Across all the units tested with stepwise
cooling, 4/17 (24%) showed a statistically significant increase in
firing and 3/17 (18%) showed a reduction in firing at tempera-
tures in the range 20–30◦C. The remainder showed no statistically
significant change over this temperature range. As the tempera-
ture was further reduced all units showed a statistically significant
reduction in firing rate.

The PSTH and FRA of a neuron in response to tones before
during and after cooling are shown in Figure 6. The neuron was
characterized in the control condition as an “on-sustained” type
(Figure 6A) with a V-shaped response area (Figure 6D) accord-
ing to criteria defined previously (Rees et al., 1997; LeBeau et al.,
2001).

Prior to cooling, the neuron fired 753 spikes in response to
the 100 presentations of the PSTH stimulus (median = 8, IQR =
6–8). Maximal cooling resulted in the number of recorded spikes
falling to 103 (median = 1, IQR = 0–2) with onset spikes account-
ing for the majority. Cessation of cooling produced an immediate
recovery of spiking activity. When the temperature measured at
the cryoloop tip returned to near the control value (33.5◦C), the
neuron fired 757 spikes in the PSTH paradigm (Figure 6C). In
addition to the recovery in spike count, the shape of the PSTH
returned to its original on-sustained form. Firing rate was mod-
ulated by cooling in a similar manner in response to monaural or
binaural stimulation (not shown).

FIGURE 6 | (A–C) PSTHs and (D–F) FRAs during control, cool to 14.4◦C, and
recovery conditions, respectively for a unit with CF = 2.1 kHz. The unit had
an on-sustained PSTH and a V-type FRA under control conditions. During
cooling only an occasional spike near stimulus onset remained, but the
frequency tuning was retained. On recovery the unit regained its original
PSTH shape and firing as a function of frequency returned to control levels.

A Friedman test showed there was a statistically significant dif-
ference between the firing rates across the control, cool and recov-
ery conditions (χ2(2) = 150.4, p < 0.001). Post-hoc analysis with
Wilcoxon Signed Ranks Tests found a statistically significant dif-
ference between the control and cool (Z = −8.6, p < 0.001), and
cool and recovery (Z = −8.6, p < 0.001) conditions, but no sig-
nificant difference between the control and recovery conditions
(Z = −0.38, p = 0.71).

The FRA of the unit had a threshold at 75 dB attenuation and
a CF of 2.1 kHz, with a Q10 of 3.40 and a Q40 of 1.00 (Figure 6D).
The unit fired to 173 of the 936 frequency-level combinations
presented. When cooled the number of frequency-level combina-
tions that elicited spikes fell to 87 (Figure 6E). Cooling increased
the Q10 to 4.38 and the Q40 to 1.44, although throughout all
stages of cooling, threshold and CF were unchanged. On recov-
ery, the neuron regained tuning and firing rate properties similar
to those in the pre-cooled condition (Figure 6F). The area of the
FRA driven by sound increased to 182 bins with a concomitant
reduction in Q10 to 3.40 and Q40 to 1.19.

NEURAL DEACTIVATION BY COOLING AS A FUNCTION OF DEPTH IN IC
To estimate the neural deactivation of the IC as a function
of depth, we measured the responses of neurons at different
frequencies and depths in the IC during cooling. To increase
the sample size in this analysis we also sampled multi-unit
clusters with the same procedure as for single unit record-
ings, except two or three neurons were recorded simultane-
ously. The responses of multi-unit clusters were modulated by
cooling in similar manner to well-discriminated single units.
Figure 7 shows examples of data taken from one experiment
where neural activity was recorded at approximately 1 mm inter-
vals along a single electrode penetration following the dorso-
ventral axis of the IC (Figure 7A). The deviations from exact
1 mm steps along the track were to maximize the amplitude
of the spike response in each position. The CF of the activ-
ity along the track followed the established tonotopic sequence
with neurons tuned to low frequency dorsally and CF increased
with depth.

All four locations were recorded with the cryoloop in the
same position during cooling cycles of approximately 10-min
duration with the cryoloop temperature held at 5 ± 3◦C through-
out. Cooling induced a gradient of neural deactivation along
the track as revealed by the responses to monaural stimula-
tion of the contralateral ear (Figure 7B) and similar responses
to diotic stimulation (not shown). For the two most superficial
positions firing rate was almost totally abolished, while for the
two deeper positions there was a substantial reduction in firing in
both cases.

Freidman’s tests showed there was a statistically signifi-
cant difference in firing rate between the control, cool, and
recovery conditions in the three dorsal-most positions (26 μm:
χ2(2) = 73.2; 1125 μm: χ2(2) = 93.5; 2210 μm: χ2(2) = 26.0;
all p < 0.001). In the ventral-most position there was no sig-
nificant difference in firing rate across groups (χ2(2) = 1.10,
p = 0.58) despite a change in the PSTH morphology. Post-
hoc analysis with the Wilcoxon Signed Ranks test for the
dorsal-most position showed a statistically significant difference
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FIGURE 7 | (A) Schematic representation of multi-unit recordings made at
approximately 1 mm steps in an electrode penetration along the dorso-ventral
axis of the IC showing depth from the dorsal surface (black text) and CF of
the recorded cluster (red text). (B) PSTHs for activity recorded at the four
locations shown in (A) during control, cool, and recovery. Cooling resulted in
a notable reduction of spiking in the three most dorsal positions, but had less

effect in the deepest position. (C) Ratio of firing rate in the cool and control
conditions as a function of unit CF for single and multi-unit cluster recordings
pooled across experiments. The reduction in firing with cooling was most
evident for low CFs (dorsal locations), while neurons with higher CFs in more
ventral locations were less affected. Regression line (black) and 95%
confidence limits (blue).

between the control and cool (Z = −8.0, p < 0.001) and the
cool and recovery conditions (Z = −6.0, p < 0.001), but no
significant difference between the control and recovery condi-
tions (Z = −1.1, p = 0.27). The same pattern was found in the
responses at 1125 μm from the dorsal surface. There was a sig-
nificant difference between the control and cool (Z = −8.4,
p < 0.001) and cool and recovery (Z = −7.5, p < 0.001) con-
ditions, but no significant difference between the control and
recovery conditions (Z = −1.7, p = 0.082). In the third position,
the difference between the control and cool values had a lower
Z statistic, but was still significant (Z = −5.0, p < 0.001). The
same was true of the cool and recovery conditions (Z = −5.1,
p < 0.001), with no significant difference between the control
and recovery conditions (Z = −1.9, p = 0.06). In the ventral-
most location there were no significant differences between any
of the conditions.

Figure 7C shows the ratio of firing in the cool and control
conditions for all the data collected in this analysis plotted as a
function of the CF of the recording position. The maximal reduc-
tion in firing rate during cooling was fitted with a linear regression
against CF (r2 = 0.52, p < 0.001). The fit indicates that the cool-
ing produced by the cryoloop in our configuration produced a
50% or greater reduction in firing rate for locations representing
CFs up to 6–8 kHz.

Figure 8 summarizes the data collected for the effects of cool-
ing on firing rate in the cooled IC, plotted in four frequency
ranges. This plot confirms that cooling was effective in deacti-
vating neural activity at CFs up to ∼8 kHz. For units with CFs
greater than 8 kHz there was no significant difference between the
firing rates in the control and cooled conditions. Temperatures
measured at the depths in the IC at which the units were recorded
indicate that cooling to below 25◦C was necessary to produce a
significant reduction in firing rate. This graph also demonstrates
the recovery of firing rate after cooling was terminated and the
tissue was allowed to rewarm.

FIGURE 8 | Histograms showing the effect of cooling induced

deactivation for single units grouped by CF. All units with a CF ≤ 8 kHz
showed a statistically significant reduction in firing on cooling re their
control (pre-cool) values, whereas units with CF >8 kHz did not show a
statistically significant reduction in firing during cooling. In all cases firing
rates recovered close to control values on rewarming.

CF WAS UNCHANGED BY DIRECT COOLING
FRAs were recorded under control, cool and recovery conditions
from 14 single units and 2 multi-unit clusters in this sample.
CFs ranged from 0.18 to 6.36 kHz in the control condition.
Except for one unit in the cool and another unit in the recov-
ery condition, the unit CFs were not substantially changed by the
paradigm. During cooling, the median change was 1, with an IQR
of 0.97–1.05, and a range of 0.86–1.24. Following recovery, the
median change was again 1, the IQR was 0.93–1.08, and the range
was 0.86–1.22. The largest change observed was an increase in CF
from 1.7 to 2.1 kHz during cooling. This unit had a closed FRA
and a small change in firing rate produced the 24% change in
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CF. For the population, a Friedman test found no significant dif-
ference between CF in the control, cool, or recovery conditions
(χ2(2) = 0.84, p = 0.66).

EFFECTS OF COOLING THE IC ON NEURAL RESPONSES IN THE
CONTRALATERAL IC
After establishing the effects of cooling on neural activity in the
IC, the second aim of this paper is to demonstrate its viability as
a means of studying the influence of the IC on neural processing
by its contralateral counterpart. Here we present examples of data
in the form of single unit activity and LFPs showing the effects of
cooling in the contralateral IC.

Figure 9A shows the PSTH of a single unit, which under con-
trol conditions (black) had a chopper response with three clearly
identifiable peaks indicating a regular firing interval of ∼22 ms.
This is confirmed by the single narrow peak centered on 22 ms
in the interspike interval histogram (ISIH, Figure 9B). When the
contralateral IC was cooled, the PSTH (blue) showed an over-
all reduction in the number of spikes per stimulus, as well as a
notable increase in the latency to the first peak, a reduction in
the number of peaks from three to two, and less regular firing
exemplified by the lower and broader peaks in the PSTH. This is
confirmed by the shift in the peak of the ISIH to a longer interval
(∼44 ms) and the reduction in regularity is indicated by the lower
height and broader width of the peak. When cooling was stopped,

FIGURE 9 | (A) PSTH and (B) ISIH for a unit with a chopper response
(CF = 1.1 kHz) that showed a change in firing rate and temporal pattern
(mediated by an increase in ISI) during cooling of the contralateral IC. Both
rate and ISI values recovered on re-warming to control temperature.

and the IC returned to near control temperature, the changes seen
with cooling were reversed (gray).

In the second example illustrated in Figure 10, the effect of
cooling is demonstrated under two different stimulus conditions:
monaural contralateral stimulation (Figure 10A) and binaural
diotic stimulation (Figure 10B). Under control conditions the

FIGURE 10 | (A,B) PSTHs of a broad-onset unit (CF = 8.1 kHz) recorded in
the IC contralateral to the cryoloop before, during and after cooling. The
number of spikes elicited to stimulation of the contralateral ear (A)

increased during cooling and returned to the control value on recovery. In
response to binaural stimulation (B) the unit showed an EI characteristic,
but firing similarly increased with cooling. (C) Five examples of action
potentials recorded during each of the three stages of the paradigm; the
morphology of the action potential did not change during cooling of the
contralateral IC.
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unit fired fewer spikes with binaural stimulation indicating that it
had an excitatory-inhibitory (EI) type response (black). In both
conditions cooling the IC increased the firing rate (blue). The
increase in firing rate was greater for contralateral stimulation,
but the relative increase under both conditions was about the
same. When the IC rewarmed, the changes observed with cool-
ing were reversed (gray), but this was more complete for the case
where stimuli were presented to the contralateral ear. Figure 10C
shows examples of the action potential waveforms for this unit,
color coded as for the PSTHs. The shape, size, and time course
of the waveform remained the same in control, cool, and recov-
ery conditions. The absence of any change in the action potentials
makes it unlikely that the changes observed in the firing rate of
the unit are attributable to temperature change in the recorded
IC (Volgushev et al., 2000b; Cao and Oertel, 2005).

Figure 11 summarizes the changes in firing rate for a popula-
tion of single units in the IC contralateral to cooling in response
to repeated stimulation with a tone at their CF. Cooling led to
an increase or decrease in firing rate in different neurons, and
although the degree of change varied considerably between units
in some cases it was substantial.

In addition to recording single unit activity, we assessed the
impact of cooling the contralateral IC on the LFP. Figure 12
shows examples of LFPs recorded from the IC before, dur-
ing and after cooling of the contralateral IC under three
stimulus conditions, contralateral, and ipsilateral monaural
stimulation (Figures 12A,B, respectively) and diotic stimula-
tion (Figure 12C). In the case of contralateral and binaural
stimulation there was a pronounced upward-going component
with a post-stimulus latency of ∼6 ms that corresponds to the

FIGURE 11 | Scatter plot showing control firing rate versus firing rate

during cooling for single neurons recorded in the IC while cooling the

contralateral IC. Dashed line shows the line of identity.

afferent volley of activity to the IC followed by a biphasic wave-
form that returned to baseline at ∼30 ms. The afferent volley
was less pronounced in the case of the response to ipsilateral
stimulation. When the contralateral IC was cooled the magni-
tude and latency of the afferent volley was unchanged, but there
were clear changes in the later potentials. The form and extent of
the changes varied between the different stimulus conditions. In
the case of contralateral stimulation the largest change occurred

FIGURE 12 | Averaged local field potentials (100 sweeps) recorded in

the IC in response to stimuli (1-ms duration tone pulses) presented at

time zero to (A) the ear contralateral to the recorded IC, (B) the

ipsilateral ear, and (C) binaural stimulation. Responses are shown for
control conditions (black), during cooling (blue) and rewarming (gray) of the
contralateral IC. Cooling has little effect on the first peak in the waveform,
but changes the amplitude and time course of components occurring at and
after 10 ms post stimulus onset.
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in the first negative-going potential whereas with diotic stimula-
tion the largest difference between cool and control was in the
positive-going potential at ∼17 ms. With ipsilateral stimulation
the single broad positive waveform was delayed, diminished in
height and became broader.

DISCUSSION
Cooling has been demonstrated to be an effective means of deacti-
vating brain tissue in many reports where it has been adopted for
behavioral or electrophysiological studies (Schiller and Malpeli,
1977; Sherk, 1978; Girard and Bullier, 1989; Michalski et al., 1993;
Payne et al., 1996; Lomber et al., 1999; Lomber and Malhotra,
2008; Girardin and Martin, 2009). The nature of the technique,
however, requires that it be validated in each situation to which
it is applied. The most important considerations are first that it is
effective in deactivating the targeted center in a reversible manner,
and second that the cooling effect is sufficiently restricted that it
does not impact on other centers involved in the process under
investigation. Our aim here was to establish the utility of cooling
as a method for discovering how one IC is influenced by the other.
If the technique can be demonstrated to be viable it would confer
considerable advantages over the drug injection techniques used
previously for this purpose (Malmierca et al., 2003, 2005). Our
findings show that cooling the IC can fulfill both the required
criteria.

Cooling has been applied to the auditory cortex in behavioral
studies and to study its interactions with the medial genicu-
late body and the IC (Villa et al., 1991; Lomber and Malhotra,
2008; Nakamoto et al., 2008; Coomber et al., 2011), but it has
not previously been applied directly to the IC itself. Indeed, the
only previous reports of the application of cooling in the mid-
brain investigated superior colliculus function in cat and macaque
both of which have a larger brain than guinea pig (Keating and
Gooley, 1988; Lomber and Payne, 1996; Lomber et al., 2007b).
Furthermore, in these studies the effect of deactivation was tested
on behavior rather than on direct measures of neuronal function.

Our results demonstrate that spiking activity in the IC can
be almost abolished only a few minutes after cooling begins and
activity returns to control values within a few minutes of its
termination, with in some cases an overshoot in activity follow-
ing rewarming. Cooling was not homogenous throughout the
depth of the IC. A temperature gradient extended along the dor-
sal to ventral axis of the IC corresponding to its well-established
tonotopic gradient (Rose et al., 1963; Merzenich and Reid, 1974;
Semple and Aitkin, 1979; Malmierca et al., 1995). Cooling appears
to be effective to a depth of about 2 mm into the IC (Figure 7)
when the cryoloop is cooled to 2–5◦C. Cooling to this depth was
sufficient to deactivate neurons representing frequencies up to
6–8 kHz. Although this covers only part of the auditory range,
which extends to ∼50 kHz in the guinea pig (Heffner et al., 1971;
Prosen et al., 1978), it encompasses key frequency ranges such as
those over which interaural time and interaural level difference
mechanisms dominate for sound localization.

The efficacy of cooling in the IC is similar to the ∼2 mm
depth of deactivation reported when cryoloops were placed on
the surface of the cerebral cortex in cat and guinea pig (Lomber
and Payne, 2000; Lomber et al., 2007a; Girardin and Martin, 2009;

Coomber et al., 2011). Intuitively, one might expect cooling to be
more efficient in the IC since, in contrast to the relatively flat sur-
face of the cortex in guinea pig, the exposed colliculus protrudes
from the surrounding brainstem tissue, making a relatively larger
part of its surface area accessible to contact with the cryoloop. On
the other hand, the high blood flow in the IC might mitigate the
cooling effect. The IC is highly vascular and demonstrates one of
the highest blood flows of all brain regions and the vasculariza-
tion is non-isotropic (Reivich et al., 1969; Gross et al., 1987; Dorr
et al., 2007; Song et al., 2011). This high blood flow will warm the
IC by convection and so counteract the cooling effect, and could
also increase the rate of rewarming when the flow of coolant in
the cryoloop circuit is stopped.

As reported by others, we found no anatomical evidence of tis-
sue damage after cooling, even when the IC had been exposed
to multiple cooling cycles to ∼5◦C (Keating and Gooley, 1988;
Lomber et al., 1999; Yang et al., 2006; Girardin and Martin, 2009).
Following histological processing, cells were intact and there was
no obvious difference between stained tissue from cooled and
uncooled ICs. We were careful never to allow the cryoloop tem-
perature to fall below 2◦C and it is likely that even the tissue in
immediate contact with the cryoloop would be higher than the
cryoloop temperature. Consistent with the histological evidence,
we found that in almost all cases the functional properties of the
neurons in the cooled IC recovered to control values when the tis-
sue was allowed to rewarm. In some cases there was rebound of
neuronal firing, such that immediately after cooling was stopped
firing rates temporarily exceeded control values.

Cooling had a profound effect on neuronal firing rate in
the cooled IC. This is evident from several measures of neu-
ronal function, including average firing rate and temporal fir-
ing patterns as represented by the PSTHs and FRAs. Although
neuronal firing rates were significantly reduced by cooling, it
was typical that neurons retained CFs similar to control (e.g.,
Figures 6D–F). This is consistent with the notion that cooling
affects the synaptic efficacy of the afferent input to neurons, but
stimulus selectivity is retained. A similar reduction in firing or
synaptic potential, but with retention of stimulus selectivity has
been observed for orientation tuning of neurons in visual cortex
in cat (Michalski et al., 1993; Ferster et al., 1996; Girardin and
Martin, 2009).

With a few notable exceptions (e.g., Michalski et al., 1993),
most previous studies that employed cooling as a deactivation
technique did not quantify the changes in response during the
initial stages of cooling. Our results show that when the IC was
progressively cooled all neurons showed a reduction in firing
rate when the cryoloop temperature fell below about 20–10◦C,
consistent with previous reports (Michalski et al., 1993; Lomber
et al., 1994, 1999), but three different patterns are apparent in the
response over the first 10–15◦ of cooling. Most neurons show little
change in firing rate over this range, but 24% show an elevation
in firing rate and 18% show a notable decline in firing rate for
temperatures below 30◦C (Figure 5). These patterns did not cor-
relate with recording depth in the IC so it is unlikely the effects
are a consequence of the location of the neuron in the IC, rather
it suggests that some neuronal types may be more sensitive to
cooling than others. As well as revealing the direct influence of
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cooling on individual neurons, such effects may also demonstrate
the consequences of cooling in local networks. For example, a
possible explanation for the severe reduction in firing with mod-
erate cooling exhibited by some neurons is that by increasing
the activation of inhibitory interneurons, moderate cooling leads
to the more pronounced inhibition of neurons that receive this
inhibitory input.

Biophysical studies, mainly in vitro, which have investigated
how cooling influences neuronal responses show that it decreases
synaptic efficacy by reducing the probability of transmitter
release, and it has a differential effect on the operation of ion
channels (Benita and Conde, 1972; Hardingham and Larkman,
1998; Volgushev et al., 2000a,b; Trevelyan and Jack, 2002; Cao
and Oertel, 2005). At temperatures where neurons become vir-
tually deactivated (∼10◦C), firing fails as the biophysical changes
induced by cold induce depolarization block although firing
may still occur if the stimulus is sufficiently strong (Volgushev
et al., 2000b). The progressive increase in membrane poten-
tial occurs as the conductances of passive and voltage-gated
potassium channels are decreased while sodium conductances
remain relatively unaffected. Such changes are consistent with
our observations that some spikes occur even at very low tem-
perature. At temperatures above the level of deactivation, in the
range of 18–24◦C, cooling may lead to an increase in excitability
(e.g., Volgushev et al., 2000b). As a consequence, these authors
pointed out that during cooling there may be a penumbra of
tissue around the deactivated region in which neurons show
elevated firing. Such effects are consistent with the elevation
in firing rate above the uncooled value we observed in some
neurons when the temperature was between 20 and 26◦C. The
consequences of this effect need to be borne in mind when
interpreting cooling experiments. A possible advantage of the
IC as a target for the technique is that it is organized as a
stack of frequency band laminae in which interconnections along
the dorso-ventral axis are less evident (Malmierca et al., 1995).
This is in contrast to the cortex where processing depends on
micro circuits involving neurons and connections distributed
between the layers.

A key factor in determining the utility of cooling for deac-
tivating the IC is the extent to which deactivation is limited to
the cooled IC. Our measurements suggest that the temperature of
structures neighboring the cooled IC are not significantly reduced
by cooling the IC. Our measurements show that the ventral part
of the IC (Figures 7 and 8) was not cooled sufficiently to deac-
tivate neuronal function and therefore one would not expect
the structures beneath it, including the DNLL, to be deactivated
either.

In previous studies where cooling was used to deactivate audi-
tory cortex in guinea pig a reduction in cochlear temperature was
observed of up to 4◦C on the side ipsilateral to the cooled cor-
tex attributed to the proximity to the bulla of the jugular vein
into which blood from the cortex ultimately drains (Coomber
et al., 2011). We found that cooling the IC lead to a mini-
mal effect on the cochlea, with the temperature reduced by less
than 2◦C from the animal’s core temperature, and a similar
change in the cochlear nucleus. This difference is presumably
explained by differences in the vascular system serving the IC

and the cortex, particularly the relative blood flow and venous
drainage.

Since the aim of our application is to test the effect of unilateral
IC deactivation on neural response to sounds, the spread of cold
to the contralateral IC is a major concern. We found that cooling
the IC does produce a small fall in temperature on the contralat-
eral side, but always less than 5◦C even after a prolonged cooling
cycle of >30 min. Such effects can also be mitigated by keeping the
cooling cycles as short as possible and using the warmest effective
cooling temperature. However, our measurements in Figures 2
and 3, made after aspirating the cortex, underestimate the tem-
perature of the contralateral IC when the cortex is intact. Removal
of the cortex led to a fall in temperature of about 2◦C at a depth of
1 mm in the uncooled IC. Without the cortex, the mean tempera-
ture of the contralateral IC during cooling was close to 30◦C, but
with the cortex intact its insulating and warming effect should
maintain the temperature of the IC at ∼32◦C. This is signifi-
cant because when recording activity in the IC contralateral to
the cooled IC our electrode penetrations are made through the
cortex. This suggests the changes we observe in firing rate and
temporal firing pattern are the consequence of blocking neural
mechanisms in the contralateral, cooled IC, rather than direct
cooling of the recorded neurons. Further evidence in support of
this argument is our observation that changes in firing occur in
the absence of significant changes in spike width, a direct mea-
sure of the effect of cooling (Volgushev et al., 2000b; Girardin and
Martin, 2009).

Neural measurements of activity in the IC contralateral to the
cooled IC provide evidence for an interaction between the two
structures. These include changes in overall firing rate and in the
temporal response properties of neurons that recover to pre-cool
control values on rewarming. In addition, we found evidence for
other changes in sound driven responses that will be reported
separately. The summary data (Figure 11) show elevations and
reductions in firing rate occur following deactivation of the con-
tralateral IC. These are consistent with the findings reported when
the contralateral IC is deactivated by drug injection (Malmierca
et al., 2005). Such findings suggest that the commissural con-
nections between the ICs mediate both excitatory and inhibitory
effects, and the latter could be mediated by mono or disynaptic
connections (Moore et al., 1998; Smith et al., 1998; Malmierca
et al., 2005).

Given the extensive commissural fibers that interconnect the
two ICs, blockade of these connections seems the most likely
explanation for the changes we observed while cooling the other
IC. However, an alternative mode of influence that could con-
tribute to these effects is the modulation of descending activity
from the IC since the neurons giving rise to descending fibers
will also be deactivated by cooling. In guinea pig the IC sends
descending projections to several upstream brainstem centers,
both ipsilaterally and contralaterally (Malmierca et al., 1996;
Schofield, 2001, 2010). Could the removal of descending input
to these centers by cooling one IC explain the changes in neural
activity we observed in the contralateral IC? Although we cannot
rule out this possibility, evidence from LFP recordings suggests
otherwise (Figure 12). In our recordings the first prominent peak
in the LFP (particularly evident in responses to diotic stimuli or
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stimuli applied to the ear contralateral to the recorded colliculus)
had a latency of about 5–6 ms, about 1 ms shorter than the ear-
liest spike latencies recorded in guinea pig IC. This latency also
matched previous latency measurements of the P5 wave in the
auditory brainstem response of guinea pig, and to LFPs recorded
intracollicularly (Dum et al., 1981; Harrison and Palmer, 1984).
It seems reasonable, therefore, to suggest that the first peak in the
LFP corresponds to the latency of the incoming afferent volley
to the IC and the synaptic activity that it generates. This short
latency peak was minimally changed by cooling the other IC,
both in terms of its amplitude and its latency. In contrast, the
later components in the LFP, likely reflecting the activity of intra-
collicular processing, showed marked changes in morphology
and latency with cooling. These changes could therefore repre-
sent the modulation of a commissurally-mediated influence over
processing within the IC.

It could be argued that the LFP is not sufficiently sensitive to
reflect the effect of descending control mediated by the IC, so
although the conservative position is to assume that the effects of
cooling one IC on the other are mediated by more than one path-
way, given the strength of commissural input it is likely to be the
dominant component. This limitation applies not only to cooling
deactivation but to any method in which the circuitry of the IC is
globally deactivated. If, as evidence suggests, different populations
of neurons in the IC give rise to the descending and commis-
sural projections (Okoyama et al., 2006), it may eventually be
possible to selectively deactivate the descending and commissural
systems, for example, by using optogenetic methods (Yizhar et al.,
2011).

A further route whereby deactivation of one IC could affect
the other is via a cortico-thalamic loop. Tracer studies show that
the commissure contains some fibers that project from the IC to
the contralateral auditory thalamus (Aitkin and Phillips, 1984)

and there are descending connections from the contralateral cor-
tex to the IC that probably involve the commissure (Winer et al.,
2002; Bajo and Moore, 2005; Bajo et al., 2007). Deactivation of the
IC would partially remove the drive to these centers and there-
fore could reduce the influence of their descending input to the
contralateral IC. The contribution of these components to the
commissure is, however, relatively small. Furthermore these fibers
terminate mainly in the dorsal cortex and are therefore less likely
to exert a direct effect in the central nucleus.

We conclude that cooling is a viable means of deactivating
the IC and of studying the interaction between the two ICs.
The rapid onset and reversibility of cooling, combined with the
absence of any need for interference with the preparation during
the cooling process, offer major advantages over drug injection
methods. Like all deactivation methods that do not permit selec-
tive deactivation of different neuronal types, there is currently
no way of isolating the contribution of commissural input from
effects of descending connections to lower brainstem structures.
Our results point to modulation of commissural input being the
major effect of cooling the contralateral IC. This method pro-
duces changes in the response properties of IC neurons consistent
with those observed with inactivation by drug injection, but offers
the potential for more in depth studies of the role of the CoIC in
auditory processing.
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The inferior colliculus (IC) and the locus coeruleus (LC) are two midbrain nuclei that
integrate multimodal information and play a major role in novelty detection to elicit an
orienting response. Despite the reciprocal connections between these two structures, the
projection pattern and target areas of the LC within the subdivisions of the rat IC are still
unknown. Here, we used tract-tracing approaches combined with immunohistochemistry,
densitometry, and confocal microscopy (CM) analysis to describe a projection from the LC
to the IC. Biotinylated dextran amine (BDA) injections into the LC showed that the LC-IC
projection is mainly ipsilateral (90%) and reaches, to a major extent, the dorsal and lateral
part of the IC and the intercollicular commissure. Additionally, some LC fibers extend into
the central nucleus of the IC. The neurochemical nature of this projection is noradrenergic,
given that tyrosine hydroxylase (TH) and dopamine beta hydroxylase (DBH) colocalize with
the BDA-labeled fibers from the LC. To determine the total field of the LC innervations
in the IC, we destroyed the LC neurons and fibers using a highly selective neurotoxin,
DSP-4, and then studied the distribution and density of TH- and DBH-immunolabeled axons
in the IC. In the DSP-4 treated animals, the number of axonal fibers immunolabeled for
TH and DBH were deeply decreased throughout the entire rostrocaudal extent of the IC
and its subdivisions compared to controls. Our densitometry results showed that the IC
receives up to 97% of its noradrenergic innervations from the LC neurons and only 3%
from non-coeruleus neurons. Our results also indicate that TH immunoreactivity in the IC
was less impaired than the immunoreactivity for DBH after DSP-4 administration. This is
consistent with the existence of an important dopaminergic projection from the substantia
nigra to the IC. In conclusion, our study demonstrates and quantifies the noradrenergic
projection from the LC to the IC and its subdivisions. The re-examination of the TH and
DBH immunoreactivity after DSP-4 treatment provides insights into the source, extent,
and topographic distribution of the LC efferent network in the IC, and hence, contributes
to our understanding of the role of the noradrenaline (NA) system in auditory processing.

Keywords: biotinylated dextran amine, dopamine beta hydroxylase deficiency, immunohistochemistry,

densitometry, neurotoxicity, noradrenergic efferents, noradrenergic modulation, tyrosine hydroxylase

Abbreviations: 4V, forth ventricle; 5n, trigeminal nerve; ABC, avidin biotin-
peroxidase complex; Aq, Aqueduct (Sylvius); BDA, biotinylated dextran amine;
CM, confocal microscopy; CN, cochlear nucleus; CNIC, central nucleus of the
inferior colliculus; DAB, 3,3′ diaminobenzidine; DBH, dopamine beta hydroxy-
lase; DCIC, dorsal cortex of the inferior colliculus; DNLL, dorsal nucleus of the
lateral lemniscus; DSP-4, N-(2-chloroethyl)-N-ethyl-2-bromobenzylamine; LCIC,
lateral cortex of the inferior colliculus; IA, Interaural level; IC, inferior collicu-
lus; IHC, immunohistochemistry; ir, immunoreactivity; IS, injection site; LC, locus
coeruleus; LM, light microscopy; ml, medial lemniscus; MNTB, medial nucleus of
the trapezoid body; PB, phosphate buffer 0.1 M, pH 7.4; PBS, phosphate buffer
saline; PnO, pontine reticular nucleus, oral part; NA, noradrenaline; TH, tyrosine
hydroxylase; Tx, Triton X100; tz, trapezoid body; VNLL, ventral nucleus of the
lateral lemniscus.

INTRODUCTION
The locus coeruleus (LC) is a structure located in the caudal
central gray pons under the floor of the fourth ventricle. It was
first described in 1809 by the German neuroanatomist Johann C.
Reil, but it was not until 1812 that the Wenzel brothers coined
the name (Toshihiro, 2000). The LC is involved in many of the
sympathetic effects during stress due to an increased produc-
tion of noradrenaline (NA). Electrophysiological studies support
the hypothesis that the LC is activated by various stressful stim-
uli (Valentino et al., 1983; Page et al., 1992; Curtis et al., 1993;
del C. Gonzalez et al., 1995; Singewald et al., 1995; Conti and
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Foote, 1996; Dawe et al., 2001; Valentino and Van Bockstaele,
2008), noxious/nociceptive stimuli (Singewald et al., 1995; Couto
et al., 2006; Viisanen and Pertovaara, 2007; Liu et al., 2008; Imbe
et al., 2009; Tsuruoka et al., 2011), and physiological stimuli,
such as hypotension, hypoxia, and visceral stimulation, which
increase the firing of the neurons in this structure (Miao-Kun,
1995; Singewald et al., 1995; Lechner et al., 1997; Valentino et al.,
2005; Ma et al., 2008).

The LC is the main source of NA for both the brainstem
and the forebrain (Aston-Jones, 2004). Previous investigations
have described the catecholamine biosynthetic pathways and their
regulation in the nervous system. The metabolic pathways can
be finely regulated when there is an increase in the demand of
synthesis for NA, for instance in a stressful situation or in the
detection of novelty stimuli (Potter et al., 1962; Snyder et al., 1965;
Axelrod et al., 1969; Ciaranello et al., 1976).

Studies have shown that the neurotoxin N-(2-chloroethyl)-N-
ethyl-2-bromobenzylamine (DSP-4) can be used for the tempo-
rary selective degradation of the central and peripheral noradren-
ergic neurons, mainly those from the LC (Fritschy and Grzanna,
1989; Grzanna et al., 1989; Fritschy et al., 1991). Based on these
experiments, the authors described the existence of two separate
subsystems of noradrenergic fibers, the LC and non-coerulean
noradrenergic fibers, which differ not only in their projections but
also with respect to the pharmacological properties of their axon
terminals. The neurotoxin DSP-4 exclusively affects the noradren-
ergic fibers from the LC (Fritschy and Grzanna, 1989; Grzanna
et al., 1989). It has been suggested that this selectivity of DSP-4
toward LC neurons may be related to the significant difference
found in the affinity of DSP-4 for the NA uptake carrier in differ-
ent brain structures (Zaczek et al., 1990). In rodents, a systemic
injection of DSP-4 causes a depletion in the levels of NA, in the
release capacity and in the activity of dopamine beta hydroxy-
lase (DBH) (Ross et al., 1973; Ross, 1985). The effects of DSP-4
administration on the behavior of rats (open-field tests) can
include neophobia (distorted reactions to new things or expe-
riences), increased emotionality (more grooming activities and
number of stools), defensive or submissive behavior, an altered
resident/intruder paradigm, increased aggressiveness and a lack
of fear to environmental factors (Spyraki et al., 1982; Delini-Stula
et al., 1984; Cornwell-Jones et al., 1992; Harro et al., 1995; van den
Buuse et al., 2001).

With regard to the auditory pathway, the LC provides nora-
drenergic inputs to the cochlear nuclei (Klepper and Herbert,
1991; Ebert, 1996; Thompson, 2003), the superior olivary com-
plex (Mulders and Robertson, 2001), the cochlear root nucleus
(Gómez-Nieto et al., 2008b) and the inferior colliculus (IC)
(Klepper and Herbert, 1991). The IC is an important auditory
nucleus in the brainstem with significant physiological implica-
tions, not only for hearing processing but also for adaptive mech-
anisms, such as the acoustic startle reflex (Jordan and Leaton,
1982; Leitner and Cohen, 1985; Li et al., 1998; Li and Yeomans,
2000; Li and Yue, 2002; Heldt and Falls, 2003; Nobre et al., 2003;
Silva et al., 2005; Reimer et al., 2008; Satake et al., 2012). The
LC and the IC are reciprocally connected (Klepper and Herbert,
1991; Freitas et al., 2006). Nevertheless, little is known about the
projection pattern and target areas of the LC within the IC. The

aim of this study was to investigate the noradrenergic innervation
of the LC throughout the rostrocaudal extent of the IC and its
subdivisions. We attempt to reveal the extensive LC noradrener-
gic efferent network within the IC using anterograde tract-tracing
techniques combined with immunohistochemistry in addition
to densitometry and colocalization studies of the catecholamin-
ergic enzymes in control and DSP-4 treated rats. Based on the
hypothesis that there are two separate subsystems of noradren-
ergic fibers and that the neurotoxin DSP-4 exclusively affects the
noradrenergic fibers from the LC (Fritschy and Grzanna, 1989;
Grzanna et al., 1989), we used DSP-4 as a highly selective neu-
rotoxin to eliminate the projections from the LC. Using this
approach, we studied the changes in DBH immunohistochem-
istry in the IC before and after DSP-4 treatment to evaluate the
loss of the LC noradrenergic projections to the IC and quantified
the difference.

MATERIALS AND METHODS
ANIMALS AND EXPERIMENTAL DESIGN
Seventeen adult albino rats (Wistar strain) weighting 250–300 g
were used (Charles River, Barcelona, Spain). The experiments
were conducted according to the guidelines for the use and care
of laboratory animals of the European Communities Council
Directive (DOCE L222; 24-08-1999) and with those established
by the Spanish Government (RD 1201/2005). Animals were
housed in groups of two or three prior to surgery and individ-
ually afterwards. All efforts were made to minimize the number
of animals that were used and their suffering.

We designed a prospective study. In the first step, we studied
the projections from the LC to the IC. Then, we demonstrated the
noradrenergic nature of these projections in the IC through spa-
tial overlapping techniques, and we described the noradrenergic
immunoreactivity in the IC. Afterwards, we investigated the mor-
phological modifications in animals treated with the neurotoxin
DSP-4.

INJECTION OF NEURONAL TRACERS
To study the neuronal projections from the LC to the IC, we
injected nine animals with biotinylated dextran amine (BDA,
10,000 MW, Molecular Probes, Eugene, OR, USA; 10% in dis-
tilled water) in the left LC. The neuronal tracer BDA was injected
after deep anesthetization of the animal through an intramuscular
administration of a mixture of xylazine (7 mg/kg) and ketamine
(40 mg/kg). When necessary, additional anesthesia (one-fifth of
the initial dose) was given during surgery. Each animal was placed
in a stereotaxic frame (Kopf, Tujunga, CA, USA) using the head-
positioning procedure described by Paxinos and Watson (2005).
The skull was exposed by a midline scalp incision, and a cran-
iotomy was performed over the injection coordinates (Fritschy
and Grzanna, 1990). Because the LC is topographically organized,
the injection sites were preferentially located in and around the
dorsal half of the nucleus, where the ascending projections orig-
inate (Guyenet, 1980; Fritschy and Grzanna, 1990). BDA was
injected iontophoretically via a glass micropipette (25 μm tip
diameter) with 3 μA positive current pulses (7 s on/7 s off) for
15 min. Following the tracer injection, the pipette was left in place
for 15 min without current passing to prevent the backflow, then
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the scalp was sutured and the animal was allowed to recover for a
minimum of 7 d (Gómez-Nieto et al., 2008a; Horta-Júnior et al.,
2008).

VISUALIZATION OF NEUROTRACERS
At the end of the survival period, the animals were euthanized
with a sodium pentobarbital overdose and then perfused tran-
scardially with 100 ml of fresh Ringer calcium-free buffer (NaCl,
145.45 mM; KCl, 3.35 mM; NaHCO3, 2.38 mM), pH 6.9, at 37◦C,
followed by 1000 ml of fresh depolymerized 4% paraformalde-
hyde in 0.1 M phosphate buffer, pH 7.4 (PB), at room temper-
ature. For either light microscopy (LM) or confocal microscopy
(CM), the brains were removed and cryoprotected for 48 h at 4◦C
in 30% sucrose in PB. Serial coronal sections (40 μm in thickness)
were cut on a freezing stage sliding microtome (HM430; Microm,
Heidelberg, Germany). The serial sections were collected in PB
and divided into a series of 10 bins.

For LM, the tracers were visualized using a peroxide-based
protocol with Tris-buffered saline containing 0.2% Triton X-100
(TBS-TX, #T9284; Sigma, St. Louis, MO, USA) in washing steps.
To reveal the BDA tracer, free-floating sections were incubated
with an avidin biotin-peroxidase complex (ABC, Standard-kit
#PK 4000; Vector Laboratories, Burlingame, CA, USA) for 2 h
and visualized with a 3,3′ diaminobenzidine tetrahydrochloride
(DAB) and nickel ammonium sulfate solution (Hancock, 1982;
Hsu and Soban, 1982).

TH AND DBH IMMUNOHISTOCHEMISTRY FOR LM
To study the pattern of TH and DBH immunoreactivity, we
used eight animals. After the perfusion and serial section proto-
col, standard immunostaining procedures were followed for the
respective sections, which entailed incubating the sections for
72 h at 4◦C in a primary antibody solution diluted in TBS-Tx.
The tissue was then washed and incubated in its corresponding
biotinylated secondary antibody for 2 h at room temperature. The
antibodies used and their dilution are shown in Table 1.

Following the removal of the secondary antibodies, the sec-
tions were reacted with ABC as described above, using DAB as the
chromogen. All sections were mounted on slides, dehydrated and
coverslipped with Entellan® Neu (Merck, Darmstadt, Germany).

In addition, several series were counterstained with cresyl violet
0.1% (#5235, Merck) for cytoarchitectonic reference, chiefly to
identify the subdivisions of the IC.

COLOCALIZATION EXPERIMENTS
To demonstrate the noradrenergic nature of the BDA-labeled
fibers from the LC, we have performed experiments to
highlight the colocalization between, tyrosine hydroxylase-
immunoreactivity (TH-ir) and dopamine beta hydroxylase-
immunoreactivity (DBH-ir) in the IC using CM. Free-floating
sections were pretreated with phosphate buffer saline (PBS) 0.3%
Triton X-100 and blocked for 1 h at room temperature with 6%
normal goat serum (#S-1000, Vector Laboratories) in PBS. After
overnight incubation at 4◦C with primary antibodies, the sections
were washed in PBS and incubated for 1 h at room temperature
with the secondary antibody (Table 1). The BDA was revealed by
incubation in Cy2-conjugated streptavidin (1/650; #016-220-084;
Jackson ImmunoResearch). Later on, the sections were rinsed,
mounted on slides and coverslipped with the ProLong® Antifade
kit (#P7481; Molecular Probes).

In all immunohistochemistry experiments, the omission of the
primary antibody resulted in no staining (see Results for more
details).

NEUROTOXIC LESION WITH DSP-4
To study the TH-ir and DBH-ir fibers located in the IC following
the administration of DSP-4 (Sigma-Aldrich Co, St. Louis, MO,
USA), we performed immunohistochemistry for TH and BDH
in five animals treated with DSP-4 and five control animals. We
administrated a single intraperitoneal dose of 50 mg/kg of DSP-4
in five rats, as previously described (Ross, 1985; Grzanna et al.,
1989; Fritschy et al., 1991). After 15 d, we sacrificed the rats.

IMAGE ANALYSIS
The sections processed for LM were studied using a microscope
(#BX5; Olympus, Center Valley, PA, USA) equipped with a dig-
ital camera (Spot Rt®; Diagnostic Instruments, Sterling Heights,
MI, USA). Low-magnification images were taken with a 5× objec-
tive lens, and high-magnification images were taken with a 20×
objective lens.

Table 1 | List of antibodies and dilutions used for the immunohistochemical approaches.

Antigen Primary antibody Reference Dilution Secondary antibody Reference Dilution Method

TH Mouse anti-TH #22941-Diasorin 1/10,000 Biotinylated goat anti-mouse #BA-2000-Vector 1/200 LM

Goat Cy5 anti-mouse IgG #115-175-003-JI 1/250 CM

Goat Cy2 anti-mouse #115-225-003-JI 1/250 CM

DBH Rabbit anti-DBH #DZ1020-Affiniti 1/500 Biotinylated goat anti-rabbit #BA-1000-Vector 1/200 LM

Goat Cy5 anti-rabbit IgG #111-175-003-JI 1/250 CM

Affinity Research Products, Nottingham, UK; Diasorin, Stillwater, MN, USA; JI: Jackson Immunoresearch, West Grove, PA, USA; Vector Laboratories, Burlingame,

CA, USA. The specificity of the anti-TH antibody: the antibody recognizes an epitope present in the N-terminal region (between a 40–152) of both rodent and human

tyrosine hydroxylase. It detects both the intact subunits and the 59/57 kDa doublet and an array of TH forms with decreasing molecular weights resulting from

severe proteolysis. The specificity of the anti-DBH antibody: the dopamine β-hydroxylase precursor recombinant protein epitope signature tag (PrEST).

Immunogen sequence:

VQRTPEGLTLLFKRPFGTCDPKDYLIEDGTVHLVYGILEEPFRSLEAINGSGLQMGLQRVQLLKPNIPEPELPSDACTMEVQAPNIQIPSQETTYWCYIKELPKGFSRHHIIKYEPIV

TKGN.
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The sections processed for CM were first examined using a
microscope (#BX5; Olympus) equipped with epifluorescence and
a digital camera (Spot Rt®). Then, the sections were processed and
analyzed using a Leica TCS SP2 confocal laser scanning micro-
scope (Leica Microsystems, Mannheim, Germany) coupled to a
Leica DM IRE2 inverted microscope and equipped with argon
and helium neon lasers with excitation wavelengths of 458, 476,
488, 543, 568, and 633 nm. The fluorochromes Cy2 and Cy5 were
detected sequentially, stack-by-stack, with the acousto-optical
tunable filter system and triple dichroic mirror TD488/543/633
using laser lines 488–495, 546, and 633 nm. The background
was controlled, and the photomultiplier voltage (800 V) was
selected for maximum sensitivity in the linear range. The objec-
tives used were Planapochromat 20×, oil immersion 40×, and
63×/numerical aperture 1.30, giving a resolution of ∼150 nm in
the xy-plane and ∼300 nm along the z-axis (pinhole 1 Airy unit),
as well as several electronic zoom factors up to 1.58×.

All photomicrographs shown in the figures were processed
with minor modifications in brightness, contrast and to remove
the tissue free background using Adobe Photoshop® (version 9.0;
Adobe Systems Incorporated, San Jose, CA, USA). The IC fiber
drawing was made using Adobe Photoshop® to mount digitalized
slices from high-magnification images acquired with 20× objec-
tive lens and Canvas® (version X Build 885, ACD Systems Inc,
USA) to draw the labeled fibers as well as the assemblage of all
figures.

The densitometry of TH-ir and DBH-ir was made using the
Canvas fiber drawings. The immunoreactive fibers in the IC were
drawn with 0.176 mm thick black solid lines on a white back-
ground. The quantification of the mean gray level for the subdi-
visions of the IC in different rostrocaudal levels was performed
on traces of stained sections using ImageJ software (version
1.43, Rasband, W.S., ImageJ, US National Institutes of Health,
Bethesda, Maryland, USA, http://imagej.nih.gov/ij/, 1997–2011).

Different experimental conditions were compared using the
unpaired Student’s t-test. Data are reported as the means ±
SD. The statistical package we employed was PASW Statistics
18.0.0 (SPSS Inc., Chicago, IL, USA). Statistical significance was
accepted at p < 0.05.

RESULTS
LC SENDS PROJECTIONS TO THE IC
The tracer injection experiments resulted in a single BDA injec-
tion in the left LC (Figure 1A). The injection sites were elliptical
with a typical size of ∼ 600 × 600 μm in the rostrocaudal and
mediolateral axis, respectively. We only used those injections that
did not spread to adjacent nuclei, e.g., to the laterodorsal tegmen-
tal nucleus (LDTg). The injections were restricted to the nuclear
core of the LC. We also detected anterograde labeling in known LC
targets, including the dorsal raphe (Kim et al., 2004), and brain
structures of the somatosensory pathway, such as the somatosen-
sory cortex, the ventrobasal nucleus of the thalamus, and the
principal nucleus of the trigeminal nerve (Simpson et al., 1997).
In all cases, we observed thick (1.04 ± 0.78 μm), straight BDA-
labeled fibers with varicosities en passage (beaded fibers), and
thin (0.8 ± 0.15 μm), branching BDA-labeled fibers with button-
like varicosities (terminal plexus) in both the ipsilateral and

contralateral IC (Figures 1B,C,D, and E). These terminal fibers
were located predominantly in the lateral and dorsal cortices and
in the intercollicular commissure.

The LC–IC projection was mainly ipsilateral (∼90%),
although each LC directs some fibers to the contralateral IC
(∼10%) (Figure 1F). We found a few labeled fibers from the LC
in the central nucleus of the IC.

NEUROCHEMICAL IDENTITY OF LC TERMINAL FIBERS IN THE IC
Fibers that were immunoreactive for TH and DBH in the IC
were similar in distribution and size to those described for the
BDA-labeled fibers from the LC. We observed TH-ir and BDH-ir
beaded fibers that branched into thinner TH-ir and BDH-ir fibers
with button-like varicosities (Figures 2B and 3B).

To show that the BDA-labeled endings from the LC con-
tained catecholaminergic enzymes (TH and DBH), we combined
a BDA injection in the LC with immunohistochemistry for TH
or DBH. Our results show that BDA-labeled fibers from the
LC colocalized with TH-positive fibers and terminals, indicating
the catecholaminergic nature of the LC-IC projection (Figure 2).
Furthermore, some labeled fibers in the IC from the LC were
identified as noradrenergic because we observed colocalization
between the BDA-labeled fibers and the DBH-ir fibers (Figure 3).

Despite the high degree of colocalization in the IC between
TH-ir and DBH-ir fibers (Figure 4), not every catecholaminer-
gic fiber was noradrenergic in nature. The immunoreactivity for
TH had incomplete spatial overlapping with DBH-ir (Figure 4).
This suggests that others structures in the brainstem and in other
brain regions are sending dopaminergic projections to the IC.

DSP-4 ADMINISTRATION IMPAIRED PROJECTIONS FROM THE
LC TO THE IC
On average, the weight of the treated rats was approximately 12%
lower than that of control rats at one week post-treatment and
approximately 9% lower than controls at two weeks after the DSP-
4 administration. The administration of DSP-4 in rats also causes
changes in urination (a loss of rhythm patterns of diurnal urina-
tion), a large increase in void volume and increased water intake,
all of which are due to changes in TH (Ranson et al., 2003). We
also observed disturbed sleep in which the sleep-wake cycle was
altered during the first five post-treatment but then returned to
control values.

To determine the total field of the LC projection to the
entire rostrocaudal extent of the IC and its subdivisions, we
used TH and DBH immunohistochemistry and re-examined the
LC-IC projection after DSP-4 administration. In non-treated
animals, we found intense immunoreactivity for both TH and
DBH in the LC (Figures 5A and B). Within the LC, we found
dark-stained fibers and cell bodies immunolabeled for both
enzymes. As described elsewhere (Klepper and Herbert, 1991),
we observed this immunolabeled pattern of fibers and cell bodies
throughout the rostral-caudal extent of the LC. At 15 days post-
administration in DSP-4 rats, the immunoreactivity for those
enzymes decidedly decreased. Thus, large projection neurons and
the fibers of the LC could no longer be visualized with TH and
DBH immunohistochemistry after DSP-4 treatment (Figures 5C
and D). This indicates that the efferents from the LC are affected
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FIGURE 1 | The target areas and projection pattern of the locus

coeruleus (LC) fibers within the inferior colliculus (IC). The inset schemes
represent coronal sections at the rostrocaudal level as a reference, and the
black square represents the area photographed in high magnification.
(A) A representative photomicrograph of a typical injection site (I.S.). Left LC
received a BDA stereotaxic injection (black). (B) A photomicrograph of a
typical labeled fiber in the IC from the LC. The arrow indicates a fiber and the
arrowhead indicates a varicosity. (C–E) Confocal photomicrographs of

BDA-labeled fibers in the IC. (C) The arrow indicates possible synaptic
buttons. (D) The arrow indicates single fibers. (E) The arrow indicates a fiber
and the arrowhead indicates possible synaptic buttons. (F) A schematic
representation of the BDA-labeled fibers from the LC found in the IC and the
internal anatomic subdivisions of the IC. Notice that there are
ipsi- and contralateral labeled fibers. The interaural level for coronal
placement is displayed in millimeters. See the provided list for
abbreviations.

by the action of the drug, including the noradrenergic fibers in
the IC, as presented in the following results. The immunohisto-
chemical negative controls (no primary antibody added) showed
no immunoreactivity for TH or DBH (Figures 5E,F,G, and H).

For a better description of the results, we divided the ros-
trocaudal extension of the IC into three different parts: caudal,
middle, and rostral. We found a dense TH-ir throughout the
entire IC in the control animals, with the highest mean gray
values at the caudal level, mainly in the DCIC and the CNIC
(Figure 6A). The fibers spread homogeneously in the IC, and
there was no significant difference in the distribution along the

subdivisions (p > 0.05). There was a great reduction in TH fibers
in all subdivisions of the IC in the animals treated with DSP-
4 (Figure 6B). The most important diminutions were found in
the caudal (72.9%, p < 0.01) and the middle (68.8%, p < 0.01)
portions of the CNIC and in the whole length of the LCIC
(caudal 73%, middle 72.3%, and rostral 50.9%, for all cases
p < 0.01) (Figures 6C,D, and E), whereas the rostral part of the
DCIC and the intercollicular commissure remained almost unal-
tered. The observed reduction was approximately 10% (p < 0.05)
(Figure 6E), suggesting that approximately 90% of the labeled
fibers in this region belong to the dopaminergic system.
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FIGURE 2 | The colocalization of locus coeruleus fibers with tyrosine

hydroxylase (TH) in the dorsal cortex of the inferior colliculus (DCIC).

(A) A schematic representation of the coronal section in which the following
confocal photomicrographs were taken. The black square depicts the area of
the confocal images. (B) The confocal image shows TH-ir in DCIC (red). The
arrow and arrowhead indicate representative TH-labeled fibers magnified in C

and D, respectively. (E) The confocal image shows labeled fibers (green) after

BDA injection in the LC. The arrow and arrowhead indicate representative
BDA-labeled fibers in the DCIC. The high magnification images of those
fibers are shown in the insets F and G. (H) The merged composition of the
photomicrographs in B and E (yellow). The arrowhead and arrow indicate the
colocalization of BDA and TH on the representative fibers that are magnified
in I and J, respectively. The interaural level for coronal placement is displayed
in millimeters. See the provided list for abbreviations.

Similarly, we found dense DBH-ir in the entire IC in the con-
trol animals (Figure 7A). The caudal part presented the highest
mean gray values, mainly in the DCIC and the CNIC. The fibers
were uniformly distributed in the IC, and there was no signifi-
cant difference in the distribution along the subdivisions (p >

0.05). However, the reduction in DBH fibers in animals treated
with DSP-4 was extremely severe (Figure 7B). The decrease of
DBH-ir took placed along the full length of the IC and in all
its subdivisions, ranging from 89 to 97% (for all cases p < 0.01)
(Figures 7C,D, and E).

Based on these data, we conclude that DSP-4 removes the
majority of the noradrenergic fibers in the IC, leaving only a
few fibers spread in the different divisions of the IC and in the
commissure.

DISCUSSION
Our findings suggest there is a direct projection from the LC
to the IC. We found that this projection is mainly ipsilateral,
reaching the DCIC, the LCIC and the commissure of the IC. In

agreement with these results, previous studies have shown that
the efferent projection from the LC to other nuclei, such as those
from the somatosensory pathway, is mainly ipsilateral (Simpson
et al., 1997). The neurochemical nature of these projections is
noradrenergic, given that TH and DBH colocalize with the BDA-
labeled fibers from the LC. We also found a dense immunoreactiv-
ity for TH in the IC, even when DSP-4 was administrated. Similar
to our observations in the IC, the levels of TH-immunoreactive
axons within the hypothalamus, reticular formation, and brain-
stem motor nuclei appeared relatively unaffected following DSP-4
administration (Fritschy and Grzanna, 1989).

Consistent with Tong et al. (2005), our results also showed
single-labeled fibers for TH and double-labeled fibers for
TH and DBH in the IC. Moreover, phenylethanolamine-N-
methyltransferase, an enzyme use to identify adrenergic neurons
and fibers, is not localized in the IC (Tong et al., 2005). In
our study, TH-ir was not totally eliminated in the IC after the
administration of DSP-4, which indicates the presence of a strong
dopaminergic innervation within the IC. These data suggest that
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FIGURE 3 | The colocalization of locus coeruleus fibers with dopamine

beta hydroxylase (DBH) in the dorsal cortex of the inferior colliculus

(DCIC). (A) A schematic representation of the coronal section in which the
following confocal photomicrographs were taken. The black square depicts
the area of the confocal images. (B) A confocal image for DBH-ir (red). The
arrows indicate a representative fiber in two parts, most likely due to the
Z-axis frame, and the arrowhead shows another representative fiber that is

magnified in C. (D) The confocal image shows labeled fibers (green) after
BDA injection in the LC. The arrows indicate a representative fiber, and the
arrowhead shows another representative fiber that is magnified in E. (F) The
merged composition between B and D (yellow). The arrowhead indicates a
merged fiber (yellow) that is magnified in G. The arrows show colocalization
in another fiber (yellow). The interaural level for coronal placement is
displayed in millimeters. See the provided list for abbreviations.

both dopaminergic and noradrenergic systems are present in the
IC. The source of the dopaminergic innervation might be from
the substantia nigra (Garcia-Munoz et al., 1982; Takada et al.,
1987; Kemel et al., 1988; Yasui et al., 1991; Deniau and Chevalier,
1992; Moriizumi et al., 1992; Yasui et al., 1995; Richards et al.,
1997).

THE LC-IC NORADRENERGIC INNERVATION AND THE EFFECTS
OF DSP-4 ADMINISTRATION
Noradrenergic fibers in the IC have been widely studied (Swanson
and Hartman, 1975; Levitt and Moore, 1979; Olazàbal and
Moore, 1989; Fritschy and Grzanna, 1990); however, the subnu-
clei distributions of the catecholaminergic innervations in the IC
were uncharacterized. Kromer and Moore (1980) described a dif-
fuse pattern of DBH-ir fibers in all the subdivisions of the IC,
whereas Klepper and Herbert (1991) clearly indicated a subnuclei
distribution of noradrenergic fibers in the IC based on immuno-
histochemistry for DBH and retrograde tract-tracing studies after
injections into the IC.

Klepper and Herbert (1991) demonstrated that the nora-
drenergic projection to the IC largely arises from the LC and
evidenced that these projections were bilateral with predomi-
nance (2/1) toward the ipsilateral side. Because the injections sites
in the IC were not considered in those retrograde tract-tracing
studies (Klepper and Herbert, 1991), the projection field of the
LC innervations in the IC remains unknown. Our anterograde
track-tracing study verified that the LC–IC projection is mainly
ipsilateral and further described the topographic distribution of
the LC noradrenergic system in the rostrocaudal extent of the IC
and its subdivisions.

Studies that describe the projections from the LC to the IC
using anterograde tracers are often contradictory. The injection
of lectin Phaseolus vulgaris leucoagglutinin (PHA-L) into the LC
in combination with immunohistochemistry for DBH described
axons that ran bilaterally into the inferior colliculi, but those LC
axons appeared in a patch within sensory nuclei (Fritschy and
Grzanna, 1990). Other authors, found very few labeled BDA fibers
in the IC after BDA injections into the LC, with little difference
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FIGURE 4 | The distribution of immunolabeled fibers for tyrosine

hydroxylase (TH) and dopamine beta hydroxylase (DBH) in the inferior

colliculus (IC). (A) Schematic representation of the coronal section in which
the following confocal photomicrographs were taken. The black square
depicts the exact placement of the confocal images, which were taken near
the commissure. (B) The confocal image for TH-ir (red). (C) The confocal
image for DBH-ir (green). (D) The merged composition between B and C

(yellow). (E) A magnification of the white square in D. The arrowhead
indicates merged fibers (yellow). (F) An orthogonal view of a section of the

confocal fibers. The arrowheads indicate merged fibers and their place in the
Z-axis. (G) A three-dimensional view of the two channels. The arrowheads
show the difference between the signals in the upper right part of the images
where there are TH-ir fibers (red) but not DBH-ir, which leads to the
conclusion that dopaminergic fibers (not noradrenergic) exist in the IC.
The white square indicates the zone where the colocalization was found.
There is a similar pattern of signal distribution. The interaural level for the
coronal placement is displayed in millimeters. See the provided list for
abbreviations.

between the ipsi- and contralateral side (Mulders and Robertson,
2001).

On the other hand, there is another work that studied the affer-
ent projections to the central nucleus of the IC in the rat that did

not identify the LC as a source of afferents to this nucleus (Beyerl,
1978).

The LC is a nucleus with a considerably large caudo-rostral
extension, and it has been described as a nucleus with a
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FIGURE 5 | The effects of DSP-4 administration in the locus coeruleus

(LC) on immunohistochemistry (tyrosine hydroxylase and dopamine

beta hydroxylase) compared to negative controls for the LC and the

inferior colliculus (IC). (A) A photomicrograph of the locus coeruleus (LC)
immunostained for tyrosine hydroxylase (TH) in a control animal. The black
arrow represents a typical immunoreactive neuron, which is magnified
in the inset. (B) A photomicrograph of the LC immunostained for
dopamine-beta-hydroxylase (DBH) in a control animal. The black arrow
represents a typical immunoreactive neuron, which is magnified in the inset.

(C) A photomicrograph of the LC immunostained for TH in a DSP-4-treated
animal. (D) A photomicrograph of the LC immunostained for DBH in a
DSP-4-treated animal. Notice in this set of images how the immunoreactivity
against the catecholaminergic enzymes is distinctly decreased compared to
the controls. This reflects the immunoreactivity found in the IC in
controls and treated animals. E,F,G, and H are images taken from the
negative controls (no primary antibody added). The interaural level for the
coronal placement is displayed in millimeters. See the provided list for
abbreviations.

heterogeneous neuronal population, differentiating its projec-
tions according to topographical criteria: axons directed to the
forebrain and axons directed to the spinal cord (Mason and
Fibiger, 1979; Grzanna and Molliver, 1980; Nagai et al., 1981;
Loughlin et al., 1986). The contributions of each neuronal type to
a broad efferent network are presented in detail in those studies,
but there is no description of the projections to the IC.

In our study, we injected an anterograde tracer into small
portions of the LC to avoid spreading to adjacent nuclei, which
also project to the IC (for instance, the LDTg). Due to the small
size of the BDA injection sites, only a fraction of all LC neu-
rons was labeled in each case, resulting in light density axonal
labeling. To determine the total field of the LC innervations in
the IC, we destroyed the LC neurons and fibers using a highly
selective neurotoxin, DSP-4, and then studied the distribution
and density of the TH and DBH immunolabeled axons in the
IC. DSP-4 administration models induce noradrenergic degen-
eration, exclusively affecting the noradrenergic fibers originating
in the LC (Fritschy and Grzanna, 1989; Grzanna et al., 1989;
Fritschy et al., 1991). Therefore, the densitometry analysis of TH
and DBH-ir throughout the IC in DSP-4-treated and non-treated
control rats provided us with valuable information regarding the
extent and topographical distribution of the LC efferent network
in the IC.

After DSP-4 treatment, we found a loss of TH immunoreac-
tive fibers in the dorsal cortex and lateral cortex of the IC and
nearly all BDH immunoreactive fibers. Additionally, there were a
few remaining DBH-ir that might belong to noradrenergic neu-
rons distributed in the IC. These intrinsic noradrenergic neurons

of the IC send descending projections to brainstem nuclei, includ-
ing the LC (Tong et al., 2005; Freitas et al., 2006). In agreement
with Fritschy and Grzanna (1989), our study verified the exis-
tence of two separate systems of noradrenergic fibers in the IC: the
LC and non-coerulean noradrenergic systems. Our results further
show that the sources of NA from non-coeruleus structures were
much sparser than the lost of fibers from the LC. Therefore, our
study verified that the LC system is the main source of NA in the
IC and indicates that the fibers are distinctively distributed in the
dorsal and lateral areas of the IC and the intercollicular commis-
sure. These results might contribute to the understanding of the
functional role of the IC–LC projection.

FUNCTIONAL IMPLICATIONS
Novelty detection is concerned with recognizing inputs that dif-
fer in some way from previous inputs. In all sensorial modalities,
an unexpected and novel perception is highly effective in attract-
ing and focusing attention. Both the IC and the LC play a major
role in novelty detection. The IC constitutes an obligatory and
highly integrative relay for the ascending and descending auditory
pathways and also process multimodal information, including
visual cues (Cooper and Young, 1976; Elverland, 1978; Morest and
Oliver, 1984; Faye-Lund and Osen, 1985; Saldana et al., 1996). IC
neurons respond selectively to novel sounds and show stimulus-
specific adaptation (Pérez-González et al., 2005; Malmierca et al.,
2009). Similarly, the LC neurons integrate multimodal informa-
tion and increase their firing rates following the presentation of
novel stimuli (Foote et al., 1980; Grant et al., 1988). Therefore,
both midbrain nuclei (IC and LC) are essential for eliciting an
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FIGURE 6 | The effects of DSP-4 administration in the tyrosine

hydroxylase-immunoreactivity (TH-ir) within the inferior colliculus (IC). A
schematic representation of TH-ir in the IC from the caudal to the rostral part.
(A) Drawings of the TH-ir in control animals. (B) Drawings of the TH-ir in
DSP-4-treated animals. Notice how the immunoreactivity is markedly
decreased in treated animals compared to controls. (C) The mean gray value

of the distribution of TH-ir in control animals at different rostrocaudal levels
and subdivisions. (D) The mean gray value of the distribution of TH-ir in
DSP-4-treated animals at different rostrocaudal levels and subdivisions.
(E) The percent reduction in TH-ir following DSP-4 treatment. The interaural
level for the coronal placement is displayed in millimeters. The bars represent
means ± SD of 24 stained sections. See the provided list for abbreviations.

orienting response. Our study demonstrates a noradrenergic pro-
jection from the LC to the IC, suggesting a functional correlation
between the two nuclei. In fact, the main target areas and projec-
tion pattern of the LC fibers within the IC are precisely the same
IC areas where the population of novelty neurons is located.

In comparison with the neurons in the central nucleus of
the IC, the neurons in the dorsal and lateral IC show a strong
stimulus-specific adaptation that might contribute to auditory
scene analysis, novelty detection, and selective attention (Pérez-
González et al., 2005; Malmierca et al., 2009; Lumani and Zhang,
2010). Interestingly, our results showed that the noradrenergic
projection from the LC projects to the dorsal and lateral cortex

of the IC and, to a lesser extent, to the central nucleus of the IC.
Modulators like NA might participate in stimulus-specific adap-
tion given that NA blocks both Ca2+- and Na+-dependent K+
currents (Foehring et al., 1989). Such K+ currents underlie at least
part of the cortical auditory adaptation in awake rats (Abolafia
et al., 2011). This suggests that the noradrenergic LC–IC projec-
tion might contribute to the information that this population of
IC neurons integrates for novelty detection.

As we have shown in the IC, the cochlear nucleus and the
superior olivary complex also receive noradrenergic inputs from
the LC (Klepper and Herbert, 1991; Ebert, 1996; Mulders and
Robertson, 2001; Thompson, 2003). Therefore, all the major relay
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FIGURE 7 | The effects of DSP-4 administration on the dopamine beta

hydroxylase-immunoreactivity (DBH-ir) in the inferior colliculus (IC). A
schematic representation of DBH-ir in the IC from the caudal to the rostral
part. (A) Drawings of the DBH-ir in control animals. (B) Drawings of the
DBH-ir in DSP-4-treated animals. Notice how the immunoreactivity almost
disappears in treated animals. (C) The mean gray value of the distribution of

DBH-ir in control animals at different rostrocaudal levels and subdivisions.
(D) The mean gray value of the distribution of DBH-ir in DSP-4-treated
animals at different rostrocaudal levels and subdivisions. (E) The percent
reduction in DBH-ir following DSP-4 treatment. The interaural level for the
coronal placement is displayed in millimeters. The bars represent means ±
SD of 24 stained sections. See the provided list for abbreviations.

nuclei for auditory information are influenced by the neuromod-
ulator NA. In the context of the NA regulation of behaviors, the
activation of the LC noradrenergic system is known to increase
attentional processes and influence the target circuits involved
in arousal states, learning and memory, alertness, and vigilance
(Aston-Jones et al., 1991; Woodward et al., 1991; Berridge and
Waterhouse, 2003; Lapiz and Morilak, 2006). This leads us to
question how the LC noradrenergic system affects auditory per-
ception and how auditory processing is carried out under differ-
ent behavioral circumstances. In auditory cue detection, a recent
study showed that α-2 adrenergic stimulation is effective in mod-
ulating accuracy and response latencies in non-stressed animals

(Brown et al., 2012). This suggests that NA not only induces the
arousal state to initiate attentional processing but also suggests a
more specific role for NA in auditory signal versus non-signal dis-
crimination (Brown et al., 2012). Because the cortex of the IC is
particularly rich in α-2 adrenergic receptors (Probst et al., 1984),
it is essential to know the target areas of the LC noradrenergic
system within the IC. Our study indicates that the LC noradren-
ergic system massively innervates the dorsal and lateral portions
of the IC and revealed that these innervations are significantly
impaired in DSP-4-treated rats. These results might contribute to
the design of new experiments focused on the role of α adrenergic
receptors in the dorsal and lateral IC.
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Additionally, the LC projects to the cochlear root nucleus,
another midbrain nucleus, which processes unexpected acous-
tic stimuli and mediates auditory alerting and escape behaviors,
such as the acoustic startle reflex (Lee et al., 1996; López et al.,
1999; Gómez-Nieto et al., 2008b). The cochlear root nucleus
projects to the facial motor neurons that promote pinna move-
ments toward unexpected, loud sounds (Horta-Júnior et al.,
2008) and also receives inputs from the IC via a short descend-
ing auditory pathway that relays in the ventral nucleus of the
trapezoid body (Gómez-Nieto et al., 2008a). Because the IC plays
a role in binaural inhibition and is critical for the modulation
of the acoustic startle reflex by auditory stimuli (reviewed in
Fendt et al., 2001), it is of great interest to study the connec-
tions between the IC, LC, and the cochlear root nucleus. The
main goal of the present study was to re-examine the projec-
tions from the LC to IC in intact and DSP-4 treated rats. Our

results demonstrate that the noradrenergic projection from the
LC to the IC was drastically impaired after DSP-4 administra-
tion. This implies that DSP-4 might be used as a powerful tool to
study the functional role of the projections from the LC to mid-
brain nuclei, such as the IC and the cochlear root nucleus, that
are involved in novelty detection, orienting response, and alerting
behaviors.
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The brain is a densely interconnected network that relies on populations of neurons within
and across multiple nuclei to code for features leading to perception and action. However,
the neurophysiology field is still dominated by the characterization of individual neurons,
rather than simultaneous recordings across multiple regions, without consistent spatial
reconstruction of their locations for comparisons across studies. There are sophisticated
histological and imaging techniques for performing brain reconstructions. However, what
is needed is a method that is relatively easy and inexpensive to implement in a typical
neurophysiology lab and provides consistent identification of electrode locations to make
it widely used for pooling data across studies and research groups. This paper presents
our initial development of such an approach for reconstructing electrode tracks and site
locations within the guinea pig inferior colliculus (IC) to identify its functional organization
for frequency coding relevant for a new auditory midbrain implant (AMI). Encouragingly,
the spatial error associated with different individuals reconstructing electrode tracks for
the same midbrain was less than 65 μm, corresponding to an error of ∼1.5% relative
to the entire IC structure (∼4–5 mm diameter sphere). Furthermore, the reconstructed
frequency laminae of the IC were consistently aligned across three sampled midbrains,
demonstrating the ability to use our method to combine location data across animals.
Hopefully, through further improvements in our reconstruction method, it can be used
as a standard protocol across neurophysiology labs to characterize neural data not only
within the IC but also within other brain regions to help bridge the gap between cellular
activity and network function. Clinically, correlating function with location within and
across multiple brain regions can guide optimal placement of electrodes for the growing
field of neural prosthetics.

Keywords: histology, imaging, inferior colliculus, neural prosthesis, deep brain stimulation, population coding,

reconstruction, tonotopy

INTRODUCTION
The neuroscience field has experienced rapid technological
advances over the past decade, including the development of
multi-site array technologies that can record or stimulate across
more than 100 sites (Lehew and Nicolelis, 2008; Falcone and
Bhatti, 2011; Stevenson and Kording, 2011), the discovery of
optogenetics in which neurons can be genetically altered to
become excited or suppressed to different lights (Bamann et al.,
2010; Fenno et al., 2011; Miesenbock, 2011), and advances in
magnetic resonance imaging (MRI) techniques that have enabled
non-invasive functional and anatomical mapping of the brain
(Yacoub et al., 2008; Lenglet et al., 2009; Leergaard et al., 2010;
Van Essen et al., 2012). These advances have led to more detailed
and intricate studies in understanding how individual neurons
interact and function as a network, leading to perception and
action. In parallel, there have also been significant developments
in brain stimulation approaches for treating various sensory,
motor, and neurological disorders (Lozano and Hamani, 2004;

Zhou and Greenbaum, 2009; Tierney et al., 2011). Two main
examples are deep brain stimulation (DBS) for treating neurolog-
ical disorders [e.g., Parkinson’s or Essential Tremor; >75,000 DBS
patients worldwide (Zrinzo et al., 2011)] and central audi-
tory prostheses for hearing restoration [within the brainstem or
midbrain; >1000 patients worldwide (Lim et al., 2011)]. The
increased knowledge gained from basic neuroscience research
has provided some insight into the function of neural circuitry
relevant for brain stimulation devices. However, one major bot-
tleneck in successful implementation of these different neural
prosthetics has been the identification of optimal locations for
stimulation to treat the health condition (Johnson et al., 2008;
McCreery, 2008; Lim et al., 2009; Hemm and Wardell, 2010).

Neurophysiology experiments can provide spatial mapping of
the brain down to a cellular scale. Thus, it would seem that
understanding neural function at a sufficient spatial resolution
for identifying appropriate brain locations for prosthetic stimu-
lation would not be a major hurdle. However, neurophysiological
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studies are not typically accompanied by detailed brain recon-
structions identifying the actual locations of the recording and/or
stimulation sites. For example, there are over a thousand studies
related to auditory coding in the inferior colliculus (IC), the main
auditory structure of the midbrain (e.g., using key words “IC” and
“auditory” in PubMed). In contrast, there are only a handful of IC
neurophysiology studies that provide detailed histological recon-
struction of their recording or stimulation site locations (e.g.,
Merzenich and Reid, 1974; Malmierca et al., 2008; Loftus et al.,
2010). Histological confirmation of the sites is typically used to
indicate general placement within a nucleus rather than to sys-
tematically identify coding features across that nucleus. With the
recent developments of an IC-based auditory prosthesis (auditory
midbrain implant, AMI), it has become increasingly important
to identify which regions of the IC are well-suited for electri-
cal stimulation to restore intelligible hearing (Lim et al., 2007,
2009). Detailed neurophysiological mapping studies with suffi-
cient spatial information are necessary to guide future IC stimu-
lation strategies. Unfortunately, there is no consistent histological
method used across labs that enables functional and anatomi-
cal data to be pooled across studies to lead to a more spatially
complete picture of auditory coding in the IC. These limitations
are not only observed in auditory research but throughout the
neuroscience field.

Three-dimensional brain reconstruction and modeling is not
a new concept, yet is one that needs to be revived in neurophysiol-
ogy labs, especially as brain stimulation approaches become more
widely implemented in patients. MRI techniques have provided a
successful pathway for fusing anatomical organization with neu-
ral function (Yacoub et al., 2008; Lenglet et al., 2012; Van Essen
et al., 2012). However, in parallel, neurophysiological mapping
studies are still needed to understand the neural coding features
at multiple spatial and time scales, rather than focusing solely on
the indirect measure of the slow hemodynamic response captured
by functional MRI (Sutton et al., 2009; Glover, 2011). The cellu-
lar structure and neurochemical function can also be investigated
in stained histological slices and correlated with the neurophysi-
ological mapping results (Cant and Benson, 2005; Dauguet et al.,
2007; Bohland et al., 2009; Kleinfeld et al., 2011).

As a step toward bridging the gap between cellular func-
tion and network coding organization, especially in identifying
appropriate locations within specific nuclei for neural prosthetic
applications, we developed a simple and relatively inexpensive
three-dimensional brain reconstruction method that uses stan-
dard histological techniques and equipment commonly available
in research labs. The process uses a three-dimensional rendering
software (Rhinoceros, Seattle, WA) that is inexpensive (∼$200
for a student version). Although preparing the slices and cre-
ating the reconstructions requires a significant time commit-
ment, the entire process is easy to learn and we have been able
to recruit volunteer students to perform the reconstructions.
The students benefit from this arrangement by participating in
the neurophysiology experiments and being provided an initial
reconstruction project to learn brain anatomy. Thus in an aca-
demic setting, it is possible to perform inexpensive, detailed brain
reconstructions to supplement neurophysiology data using this
approach.

The overall goal of this method is to establish a relatively sim-
ple and accessible standard for how different labs perform brain
reconstructions that will be available online and enable data to
be pooled across studies. Initially, we investigated our approach
for reconstructing the IC due to immediate interests in guiding
AMI stimulation strategies. In this paper, we will first present the
detailed steps involved with the reconstruction approach in the
Methods. The error analysis and the ability to consistently recon-
struct electrode tracks and sites positioned across the frequency
axis of the IC will then be presented in the Results. Finally, poten-
tial improvements and new directions for brain reconstructions
will be presented in the Discussion.

METHODS
We have developed a reconstruction method combining histolog-
ical brain slices and neurophysiological recordings to identify the
tracks and site locations of acutely implanted electrode arrays in
the IC. The detailed steps in performing the brain reconstruc-
tions are presented below. Additionally, a video simulation of the
entire computer reconstruction process using Rhinoceros can be
downloaded from soniclab.umn.edu.

ANIMAL SURGERY AND ELECTRODE ARRAY PLACEMENT
Electrophysiological experiments were performed on young
Hartley guinea pigs (Elm Hill Breeding Labs, Chelmsford, MA)
under ketamine (40 mg/kg) and xylazine (10 mg/kg) anesthe-
sia in accordance with policies of the University of Minnesota
Institutional Animal Care and Use Committee. Further details on
the anesthesia and surgical approach have been presented previ-
ously (Lim and Anderson, 2007b; Neuheiser et al., 2010) and are
only briefly described here. All animals had a mass of 330–380 g at
the time of experiment. A silicon-substrate, multi-site Michigan
electrode array (Figure 1; NeuroNexus Technologies, Ann Arbor,
MI) was acutely implanted into the right IC. The probe con-
sists of two shanks separated by 500 μm, with each shank
having 16 iridium sites linearly spaced 100 μm apart (center-
to-center). Before placement, the shanks were dipped 10 times

FIGURE 1 | Microscope image of acutely-implanted Michigan electrode

array (NeuroNexus Technologies, Ann Arbor, MI) consisting of two

shanks (10 mm long) each with 16 contacts (∼400 µm2 site area)

spaced 100 µm apart center-to-center.
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in a red fluorescent dye [3 mg Di-I (1,1′-dioctadecyl-3,3,3′,3′-
tetramethylindocarbocyanine perchlorate) per 100 μL acetone;
Sigma-Aldrich, St. Louis, MO], alternating between 10 s in and
10 s out of the dye. The Di-I is visible in brightfield images of
brain slices, fluoresces for added visualization, and has been used
successfully in previous studies without noticeably altering neu-
ral activity (DiCarlo et al., 1996; Jain and Shore, 2006; Lim and
Anderson, 2007b). The probe was stereotaxically inserted at a 45◦
angle off the sagittal plane through the occipital cortex into the
IC, with one shank placed approximately rostral to the other.
The 45◦ angle aligns the probe along the tonotopic axis of the
IC, while the bi-shank design allows for simultaneous recordings
within isofrequency laminae. The fixed-distance bi-shank design
is also crucial for identifying the location of individual electrode
sites as described later in the Methods. The probe only needed
to be stained prior to the first implantation location and the
stained track could be visualized across multiple locations (up to
12 placements corresponding to 24 shank tracks) throughout the
entire experiment. Each placement lasted approximately one hour
for recording acoustic-driven neural activity that was later used
for offline characterization of the functional organization.

HISTOLOGICAL SLICE PREPARATION
After our in vivo experiment, the animal was euthanized with
an overdose (0.07 mL/mg) of Beuthanasia-D Special (Merck,
Summit, NJ) into the heart. The animal was then decapitated
and the head was fixed in 3.7% paraformaldehyde and stored
in a 4◦C refrigerator for 3–6 days, during which time most of
the skull overlying the cortex was also removed to increase dif-
fusion of the fixative into the brain. This duration sufficiently
fixed the tissue to allow removal of the brain from the skull
without damaging its bottom surface, which is used to later
align and cut the tissue to extract the midbrain. The brain
was immersed in fixative for about three more days after its
removal from the skull. Future protocols should include transcar-
dial perfusion to improve fixation of deeper structures, especially
when attempting to histologically characterize cellular organiza-
tion and function. However, based on previous studies (Bledsoe
et al., 2003; Lim and Anderson, 2007b; Neuheiser et al., 2010)
and as shown later in the Results, this simpler fixation protocol

was sufficient to consistently reconstruct our brain tissue and
electrode tracks.

To block the midbrain, a custom-made slicing box (specifica-
tions found at soniclab.umn.edu) was built to assure straight-edge
cuts. Commercial brain blockers have a set mold that the full
brain rests in and do not work for slicing partial brain regions,
such as the midbrain. The custom slicing box has holes through
which the brain can be pinned down and allows the full brain or
partial regions to be blocked carefully along appropriate planes.
Although this custom-made slicing box was used for the his-
tological preparations in this paper, any preferred apparatus or
method can be used to make straight-edge cuts. This slicing box
was originally designed and used to increase the consistency in
how different midbrains were blocked to improve normaliza-
tion of data across animals. However, it was frequently observed
that anatomical variations between brains could cause them to
lie in the box with slightly different orientations, leading to dif-
ferent angled cuts across the edges of the extracted midbrains.
Similar cutting issues occur when using commercial brain block-
ers (e.g., Kopf Instruments, Tujunga, CA). As described in detail
in section “Normalizing Across Multiple Midbrains,” a unique
solution to this problem has been to identify consistent anatom-
ical landmarks that can be used to align and normalize brains
across animals without relying on the sliced edges. The only crit-
ical requirement for any slicing apparatus used for blocking the
midbrain is that it can create a straight-edge cut along the cor-
rect midline of the midbrain important for the normalization
procedure.

There are several steps that were used to block the midbrain.
Initially, with the brain sitting on its ventral side and pinned down
through the frontal lobes and the cerebellum, a coronal cut was
made caudal to the cerebellum to remove the back portion of the
spinal cord, allowing the brain to sit flat in the box (Figure 2A).
Another coronal cut, made through the center of the temporal
lobes, removed the rostral half of the brain (Figure 2B), and the
cortex was peeled away from the midbrain (Figure 2C). Using
a small razor, the cerebellum was then carefully pulled and cut
away from the midbrain (Figure 2D). Finally, the left midbrain
was pinned down in the box and a sagittal cut was made through
the visible midline track to extract the right midbrain (Figure 2E).

FIGURE 2 | Standard blocking procedure for extracting the midbrain.

With the brain pinned to the custom-made slicing box through the frontal
lobe and the cerebellum, a coronal slice was made caudal of the
cerebellum to remove the spinal cord (A), while a second coronal slice was
made through the center of the temporal lobes to remove the rostral half of
the brain (B). A frontal view of the cortex being peeled away from the

midbrain is shown in (C), followed by removal of the cerebellum
(labeled Ce in D) using a small razor. Finally, with the left midbrain
pinned down, a mid-sagittal cut was made to extract the right
midbrain (E). Red dots on the right inferior colliculus show where the
dyed shanks entered through its surface during the in vivo portion of the
experiment.
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For accurate alignment of the midbrain slices during recon-
struction, three reference tracks were created in the lateral-to-
medial direction in the right midbrain. With the midbrain resting
on its medial edge, a small needle stained with Di-I was stereo-
taxically inserted perpendicular to the lateral surface and left for
15 min to allow the Di-I to diffuse into the tissue, while dripping
a sucrose solution (15 g sucrose per 100 mL of 0.1 M PBS) on the
midbrain to keep it moist. The first track was inserted into the
intersection point of the superior colliculus (SC), thalamus, and
the lateral extension from the IC as shown in Figure 3C (black
arrow). This is a consistent anatomical landmark across animals
(termed the “consistent reference track”) and is critical for accu-
rate alignment of the slices. As discussed later in the Methods, the

FIGURE 3 | Histological computer reconstruction of the midbrain

overlaid on a top view (A,B) and lateral view (C,D) of the fixed

midbrain. Images were digitally enhanced to improve visualization of the
borders. The reconstructed midbrain was also slanted in A and B to align it
with the angled view of the fixed midbrain, which was purposely presented
in this way to visualize the lateral side of the right inferior colliculus. The
placement of the “consistent reference track,” which is through the
intersection of the superior colliculus, thalamus, and lateral extension from
the inferior colliculus, is indicated by the black arrow in (C). Computer
reconstructions are rotated to view them from the medial (E) and lateral
(F) sides. The consistent reference track is shown in black, the two
arbitrarily-placed reference points are in gray, and the two bi-shank probe
pairs are in red and blue. C, caudal; D, dorsal; L, lateral.

lateral edge of this reference track is used to normalize across mul-
tiple brains, making its consistent placement vital to the method’s
success. To avoid misalignments due to slice rotation errors and
tearing along the reference track, two additional perpendicular
reference tracks were arbitrarily created within the tissue but
outside of the IC as to not interfere with the electrode shank
placements (gray tracks in Figures 3E and F). It is also possible
to create angled reference tracks if angled electrode trajectories
are not available to later aid in the alignment process. After cre-
ating the three reference tracks, the midbrain was placed into a
sucrose solution until the tissue sank (∼1 day). The midbrain was
then dipped in saline and frozen on its medial edge to –18◦C for
cryosectioning. Sagittal sections (60 μm thickness) were cut using
a sliding microtome (Leica, Buffalo Grove, IL) and placed in wells
filled with a phosphate buffer (9:1 di-ionized H20 to PBS). The
slices were dipped in a sodium acetate buffer and mounted onto
slides for imaging. Each slice was labeled with the distance from
the lateral edge of the IC and any slice with extreme tearing was
discarded. Sagittal sectioning ensured that each slice showed a sin-
gle point for each electrode track (placed at a 45◦ angle off the
sagittal plane) and reference track (placed at a 90◦ angle off the
sagittal plane).

IMAGING OF SECTIONS
Slice images were taken within a week of sectioning using a Leica
MZ FLIII fluorescent stereomicroscope (Leica, Buffalo Grove, IL),
Leica DFC420 C peltier cooled CCD camera, and Image-Pro
software (MediaCybernetics, Bethesda, MD). At least two fluo-
rescent images using a filter set with a 546/10 nm excitation and
590 nm emission were taken of each slice with varying degrees of
exposure (Figure 4). Fluorescent images were taken while vary-
ing the exposure time (3–3.5 s) and gain (2.5–4×) to optimize
the visualization points (i.e., higher values to see dull points,
lower values to remove flare in bright points). A single reflec-
tive white light image using a variable intensity fiber optic light
source (Fiber-Lite-PL800, Dolan-Jenner Industries, Boxborough,
MA) was taken to determine the outline of each slice for tracing.
Fluorescence images were later superimposed on the reflective
white light images for visualization of the reference and electrode
shank points. The images were then saved as .tif files and labeled
with their distance from the lateral edge of the IC. All images were
taken at the same zoom for consistency, and an additional image
of a 1 mm scale ruler was taken to later calibrate the image size in
the modeling software.

TRACING IMAGES
The .tif images were imported into Rhinoceros, a three-
dimensional modeling tool for designers (Seattle, WA). A detailed
view of the Rhinoceros interface is shown in Figure 5. Grid lines
were placed (major every 100 μm, minor every 10 μm) and the
snap spacing was enabled and set to 1 μm. At this point, dis-
tances within the Rhinoceros interface were arbitrary, but once
all of the images were placed and traced, the 1 mm ruler image
was used to scale all of the tracings to the correct physical size.
The first bitmap was placed at the origin and a frame was cre-
ated around the outline to place subsequent bitmaps (Figures 5A
and B). Once the frame was in place, grid line snap was turned
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FIGURE 4 | Fluorescent images of the same 60 µm thick sagittal slice

with reflective white light (A) and fluorescence (B) settings. Each slice
was outlined in white and three reference points (large white circle) and
two pairs of electrodes (small white circles) were identified. IC, inferior
colliculus; SC, superior colliculus; C, caudal; D, dorsal.

off and grayscale was turned off to better visualize the slices. Each
slice was traced using the InterpolateCurve command, ignoring
tears that extended beyond the obvious border of the slice, and
saved as a new layer. Any slice with significant tearing or fold-
ing was discarded (typically <5% of total slices). Once a reflective
white light image outline was traced, the same slice’s fluorescence
image was overlaid to identify the reference points and shank
placements, which were chosen using the Circle command with
3 μm and 1 μm radii, respectively (white circles in Figure 4).
Lastly, each completed tracing was moved to the correct sagittal
depth based on its distance from the lateral edge of the IC and
spaced 60 μm from the neighboring slices assuming no torn slices
were removed (Figure 5C).

ALIGNING SLICES
With the tracings in the correct position, they needed to be
rotated and aligned to each other using the reference tracks
and the electrode trajectories. First, the ICs were approximately
arranged across slices, and slices that were mounted on the slides
backwards were mirrored. The consistent reference track at the
intersection of the SC, thalamus, and the lateral extension from
the IC was aligned across slices. The tracings were then rotated
to align the other two reference tracks through the midbrain and

match the straight rostral edge created from the frontal cut during
the blocking process (Figures 5D–G). The 45◦ angled electrode
trajectories combined with the three reference tracks provided
multiple axes to align all the slices while minimizing shifting of
each slice relative to each other. Finally, the image of the 1 mm
ruler was imported into Rhinoceros, traced, and used to scale
the arbitrary distances within Rhinoceros to the actual physical
dimensions of the slices.

CREATION OF BEST FIT LINES FOR ELECTRODE TRACKS
To visualize the complete electrode shank trajectories, we created
a best fit line through the electrode shank placements across all
the traced slices, examples of which are shown in Figure 5H. To
create each best fit line, a new layer in Rhinoceros was created,
the center snap feature was turned on, and the points making
up a given track were selected across all the slices. Using the
LineThroughPt command, a best fit line through all of the points
was created and saved as the final trajectory. A similar fitting
procedure was also performed for the reference tracks.

CONSTRUCTION OF 3D MESH
With all of the tracings aligned at the correct orientation, they
needed to be meshed to create a complete surface. In a new
layer, the Loft command in Rhinoceros was used. At least 50
control points were chosen on the outline of the tracings and a
mesh was formed around those points. If more control points
were selected, the mesh around the tracings became tighter and
created a more jagged rendering of the three-dimensional sur-
face. Also, the electrode best fit lines and the reference tracks
were meshed for visualization purposes using the Loft command,
creating tube-like trajectories (Figure 5H).

IDENTIFYING THE LOCATION OF ELECTRODE SITES
To identify the location of each electrode site along a shank track,
a few extra steps and probe requirements were needed. First, dur-
ing the in vivo portion of the experiment, the electrode array was
initially inserted only partially within the IC. Neural activity was
recorded on each site in response to 100 trials of 70 dB broadband
noise (6 octaves wide centered at 5 kHz). The border of the IC, as
shown in Figure 6, was identified as the location halfway between
the last site showing a significant response [i.e., >76% correct in
a signal detection theory paradigm (Green and Swets, 1966; Lim
and Anderson, 2006; Middlebrooks and Snyder, 2007)] and the
next superficial site (spaced 100 μm away). The electrode array
was then inserted using a hydraulic micro-manipulator into the
final location for experimentation, noting the additional distance
the array was inserted into the midbrain.

Though the physical distance of each electrode site along a
track within the IC was known for the in vivo preparation, the
fixation process could cause the midbrain to change in size and
modify the track and site locations. To address this issue, an elec-
trode array with two shanks separated by a fixed distance (500 μm
apart) was necessary for assessing how much the tissue changed
during fixation. Assuming the brain changes size in a homoge-
nous and isotropic manner, it was possible to take the average
change in distance between pairs of shanks across all placements
throughout the IC for a given animal and use that scaling factor to
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FIGURE 5 | Screen shots of the Rhinoceros software interface at various

steps in the reconstruction process. A single slice was placed in a frame of
arbitrary size (shown in blue) at the origin and traced as shown from a medial
(A) and an oblique (B) view. This process was repeated for each slice that
was also placed at the correct location on the medial-to-lateral axis (C).
Damaged slices that could not be accurately traced were not included,
leaving larger gaps between the surrounding slices. The slices were then
aligned using the three reference points as shown from a top view (D), an
oblique angle (E), a medial view (F), and from the caudal side (G). Larger

spacing in (D) and (G) indicate where torn slices were removed from the
reconstruction. These slices were also scaled using a 1 mm ruler
(shown in blue; E and F). Finally, the wireframe was meshed using
approximately 50 control points around the shell of the midbrain, and the
reference points (white) and electrode array tracks (multiple colors; bi-shank
probe pairs are color-matched) were meshed to create tube-like trajectories
(H). The white menu on the right indicates the number of layers that can
be turned on or off to increase visualization of specific features at any given
time.

adjust the distance from the edge of the IC of each site measured
in vivo to match the reconstructed IC dimensions. The scale fac-
tor across animals showed that the midbrain shrank an average
of <4% from its in vivo size. Other studies have observed tis-
sue shrinkage up to 10–15% (Cant and Benson, 2005; Dauguet
et al., 2007), which was not observed for the protocol used in this
study. The creative use of probes with fixed-shanks can partially
correct for morphological changes that occur during the fixation
process. Considering recent advances in multi-site array tech-
nologies in which three-dimensional configurations with micron
level precision can be developed and are commercially avail-
able (e.g., NeuroNexus Technologies, Ann Arbor, MI), there are
numerous opportunities for improving functional mapping of
the brain through combined histological and neurophysiological
reconstructions.

NORMALIZING ACROSS MULTIPLE MIDBRAINS
While the previous steps detail reconstruction of electrode loca-
tions for a single midbrain, mapping studies typically require

researchers to pool data across multiple brains. Therefore, it is
necessary to be able to align and normalize midbrains of differ-
ent sizes and shapes (Figure 7). First, a standard midbrain, having
the most average size and shape across the data-set, was chosen.
To normalize a new midbrain to the standard midbrain, both
were imported into Rhinoceros. All movements, including resiz-
ing and rotations, were done on the new midbrain only. The new
midbrain was first translated to the correct sagittal location to
align the medial surfaces of the two midbrains, and then scaled
one-dimensionally to match the medial-to-lateral distance of the
standard midbrain. The consistent reference tracks of each mid-
brain were aligned and the new midbrain was rotated so that
both reference tracks were approximately in the same orienta-
tion. The consistent reference track of the new midbrain was then
anchored only at the lateral edge (point of insertion, gray arrow
in Figure 7B) and all scaling and rotations were performed rel-
ative to that point. This is a new approach developed for the
normalization procedure in this paper that has produced quite
consistent results across animals. It also minimizes alignment
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FIGURE 6 | Post stimulus time histograms of eight sites in the inferior

colliculus (IC) in response to 100 trials of broadband noise (70 dB SPL,

6 octaves centered at 5 kHz). The red bar corresponds to the acoustic
stimulus (60 ms duration) and depths are labeled relative to the superficial
edge of the IC, which was approximated as the center point between the
last electrode site responding significantly to the stimulus and the next site
outside of the IC.

errors created during the blocking protocol. During the cutting
process, the brain was placed into the customized slicing box and
cut with straight edges. However, due to shape variations of each
brain and how they laid in the box, each midbrain may have been
cut and extracted with slightly different angles relative to each
other. The anchoring process enabled the reconstructed mid-
brains from different animals to be rotated relative to a consistent
landmark to minimize the errors associated with these cutting
misalignments. Animals of similar age were used to minimize dif-
ferences in size of the midbrains for normalization. However, to
account for additional differences in size and shape of the mid-
brains across animals, a second two-dimensional scaling process
was performed on the new midbrain. The new midbrain was
iteratively scaled and rotated in different orientations to match
surfaces of interest, including the caudal surface of the IC (red
arrow), the caudal-dorsal surface of the IC (blue arrow), and the
curvature of the IC extending from the dorsal to the lateral surface
of the IC (orange arrow) as shown in Figure 7. The dip between
the IC and SC was used as an additional landmark for normal-
ization. The other edges and surfaces were not used since they
depended on subjective and inconsistent cuts made during the
blocking process.

CORRELATING LOCATION WITH FUNCTION
A key advantage of this reconstruction method is the ability
to correlate functional neural activity with several anatomical
locations for extensive mapping studies across animals. In this
study, the spatial organization of three general frequency lami-
nae within the central nucleus of the IC (ICC) across animals
was reconstructed from the neurophysiological and anatomical

FIGURE 7 | (A) Medial and (B) lateral views of two midbrains (green and

gray) normalized to each other. The consistent reference track is shown in
black and three pairs of electrode tracks in red. Three of the landmarks used
to normalize the midbrains are highlighted, including the caudal-dorsal
surface of the inferior colliculus (IC; blue arrow), the curvature of the IC

extending from the dorsal to the lateral surface (orange arrow), and the
caudal surface of the IC (red arrow). The midbrains were anchored together
on the lateral edge of the consistent reference track (gray arrow) and rotated
and scaled relative to that point until the new midbrain (green) was
normalized to the standard midbrain (gray). C, caudal; D, dorsal; L, lateral.
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data. In vivo experiments were conducted within a sound atten-
uating, electrically-shielded room, and controlled by a computer
using TDT hardware (Tucker-Davis Technology, Alachua, FL) and
custom software written in MATLAB (MathWorks, Natick, MA).
The TDT-MATLAB system digitally generates acoustic stimuli at
a 200 kHz D/A sampling rate (24 bit sigma-delta). Acoustic stim-
ulation was presented via a speaker coupled with the left ear canal
by a custom-made hollow ear bar. The speaker-ear bar system was
calibrated by coupling the tip of the ear bar with a 0.25-in ACO
Pacific condenser microphone (Belmont, CA) via a short plastic
tube that represents the ear canal. The neural data was sampled
at a rate of 25 kHz (16-bit), passed through analog DC-blocking
and anti-aliasing filters up to 7.5 kHz, and later digitally filtered
between 0.3 and 3 kHz for spike analysis.

Neural activity was recorded in response to 100 trials of 70 dB
SPL, 50 ms duration (0.5 ms rise/fall ramp times) broadband
noise (6 octaves centered at 5 kHz) and post-stimulus time his-
tograms were plotted for visualization. Additionally, frequency
response maps were plotted by varying 50 ms (5 ms rise/fall ramp
times) pure tones (1–40 kHz in 8 steps/octave) from 0 to 70 dB
SPL and recording the normalized spike rates for four trials of
each stimulus (Figure 8). The spike rate was calculated by find-
ing when the voltage exceeded 3.5 standard deviations above the
noise floor within a window of 5–65 ms following the onset of
the acoustic stimulus. The best frequency (BF) of each electrode
site was determined by taking the centroid of activity across fre-
quencies at 10 dB above the visually-identified threshold level.
This BF measure was used instead of characteristic frequency (i.e.,
frequency corresponding to the maximum activity at threshold)
because it was less susceptible to noise and more consistent with
what was visually estimated from the frequency response maps.

RESULTS
The first validation of our method was to qualitatively com-
pare our computer model (Figures 3E and F) of the midbrain
to images of the midbrain taken a day before slicing. Overlaying
our reconstruction on the fixed midbrain (dorsal view shown in
Figures 3A and B and lateral view in Figures 3C and D) shows
a close correspondence in shape and size of the midbrain. We
also quantified the errors associated with the reconstruction pro-
cess, starting with the accuracy of aligning slices. Another major
source of error is due to the subjectivity involved with tracing
and aligning the different slices together. Four trained individ-
uals independently reconstructed the same midbrain and we
calculated the variation in electrode and reference track loca-
tions across slices and for a fully reconstructed midbrain. When
normalizing across different midbrains, there is the additional
variation of midbrain size and shape that cannot be avoided. Even
with this animal variation, we were able to consistently recon-
struct several frequency laminae of the ICC across three different
animals.

ALIGNMENT ERROR: ANALYSIS OF ELECTRODE SHANK BEST FIT LINES
The accuracy of aligning slices throughout a brain was deter-
mined by analyzing the variability in electrode shank points from
the best fit line placed through them. Sources of error include tis-
sue deformation while slicing and mounting the sections on slides

FIGURE 8 | Frequency response maps for two electrode shanks

separated by 500 µm placed in the central nucleus of the inferior

colliculus (ICC). ICC placements are characterized by sharp tuning and a
consistent tonotopic shift from low (superficial sites) to high (deep sites)
frequencies. Spike rates were normalized to the maximum number of
spikes for each site across all stimuli. Every other site (200 μm spacing)
along the electrode shank is plotted. The colorbar was adjusted to remove
spontaneous activity to enhance visualization of the response maps.

and manually determining electrode shank locations. Twelve total
electrode shanks were randomly chosen from three brains for
the analysis. For each electrode shank location within a slice, a
perpendicular line was drawn from the placement to the best
fit line and measured. Across all of the placements, we found
an average distance of 31 μm (standard deviation (σ) = 21 μm,
maximum = 260 μm). A distribution of the measured distances
(Figure 9) encouragingly shows that ∼75% of the electrode shank
locations are within 50 μm of their best fit line.

SINGLE SLICE ERROR: SELECTION OF ELECTRODE AND
REFERENCE POINTS
The second analysis performed was to quantify the error of
different individuals reconstructing slices and choosing the loca-
tions of electrode and reference points (Figure 10). Variations in
measurements arise from several sources. For example, the Di-I
diffuses through the tissue and the trained individual has to esti-
mate the center of the electrode or reference point. Additionally,
the reference needle can cause tearing in the surrounding tis-
sue requiring subjective estimation of the center of the reference

Frontiers in Neural Circuits www.frontiersin.org June 2012 | Volume 6 | Article 39 | 182

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Markovitz et al. Anatomical reconstruction of electrode tracks

FIGURE 9 | Histogram of the distance of electrode shank points from

their best fit line. Twelve total electrode shanks were randomly chosen
from three brains. For each electrode shank, a perpendicular line was drawn
between the electrode shank location (i.e., point) in each slice and the best
fit line across slices. The distance of this perpendicular line was measured
across slices, shanks and animals, and the values are displayed in the
histogram, which presents the accuracy of alignment across slices.
N = 290 electrode shank points.

point. In order to quantify the individual variation, four individu-
als reconstructed the same five slices of a midbrain independently.
Each slice consisted of three placements of the bi-shank electrode
(for a total of six electrode points) and three reference points.
The tracings for each slice were then superimposed directly on
top of each other by aligning the frame used in Rhinoceros
for tracing the slices and the distance between corresponding
points across the four individuals were measured. The electrode
placements were found to have an average distance of 12 μm
(σ = 9 μm, maximum = 61 μm) across all the points and slices.
As expected, the reference points had a larger average error of
18 μm (σ = 13 μm, maximum = 61 μm). Consistent localization
of reference points is especially important as all of the slices are
aligned according to these three points.

SINGLE MIDBRAIN ERROR: IDENTIFYING ELECTRODE TRACKS
While the second analysis provides the individual error associ-
ated with simply tracing the slices and selecting points of interest,
the next step was to analyze the error associated with the entire
three-dimensional reconstruction process, including differences
between individuals and the subjective normalization process
(Figure 11). Four individuals independently reconstructed the
same midbrain. The midbrains were then normalized together
as described in the Methods and shown in Figure 8, and five
random slices each with six electrode track points (taken from
the best fit lines for each electrode shank) were used for anal-
ysis. Using this technique and measuring the absolute distances
between points for each track across individuals for the different

FIGURE 10 | A fluorescent image of a sagittal slice traced by four

separate individuals for the second error analysis. The large white
circles correspond to the three reference points and the small white circles
correspond to the different electrode track placements (three bi-shank
placements). Tracing error between individuals was determined by
measuring the distance between the estimated electrode track point or
reference point (i.e., the center of the circles indicated by white dots)
between each pair of individuals, and averaging across all pairs of
individuals and placements for five different slices. C, caudal; D, dorsal.

electrode tracks and slices, the average electrode track error was
64 μm (σ = 43 μm, maximum = 201 μm; Figure 11i), which is
an error of ∼1.5% relative to the entire IC structure (4–5 mm
diameter sphere). Since the true electrode track location is likely
somewhere between the points estimated by each individual, we
performed another analysis that would more closely depict the
error of our reconstruction method (Figure 11ii). We calculated
the average of the four individuals’ best fit lines and assumed this
was the actual electrode location for each track (white circle in
Figure 11ii). Measuring the distance of each individual’s electrode
position to this averaged placement across electrode tracks and
slices, we found an average error of 31 μm (σ = 19 μm, maxi-
mum = 84 μm), corresponding to ∼0.7% of the IC structure.

NORMALIZING ACROSS MIDBRAINS: ISOFREQUENCY LAMINAE
ANALYSIS
The final analysis sought to qualitatively determine whether our
anatomical modeling method could reconstruct electrode site
locations across three animals by aligning the neurophysiolog-
ically confirmed frequency layers of the ICC (Figure 12). This
analysis incorporates both reconstruction errors and inter-animal
variability. Based on the literature, layered isofrequency laminae
in the ICC are generally accepted to be consistent across animals
(Malmierca et al., 1995, 2008; Ehret, 1997; Schreiner and Langner,
1997; Oliver, 2005); thus we expected to see aligned frequency
layers across the three animals assuming sufficient accuracy with
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FIGURE 11 | Error analysis procedure incorporating all errors in the

reconstruction process. The same midbrain was reconstructed by four
different individuals (purple, pink, cyan, and green), aligned, and normalized
to each other. The consistent reference track for each midbrain and three
pairs of electrode tracks from one of the four midbrains (red) are displayed.
A single slice was removed for analysis (top right), and a box around one
electrode placement is shown in inserts (i) and (ii). The error was either
calculated (i) by taking the distance between each of the four electrode
track points (center-to-center of the circles), or (ii) by finding the average of
the four placements (white circle) and calculating the distance from its
center to each electrode track point. The distances for each of the six
electrode points across five slices were averaged to obtain the total error
for this analysis. C, caudal; D, dorsal.

our reconstruction method. Each midbrain was reconstructed by
the same individual and the locations of the isofrequency laminae
were determined using in vivo recordings. Isofrequency lami-
nae 0.6 octaves thick, likely corresponding to two critical bands
(Schreiner and Langner, 1997; Egorova et al., 2006; Malmierca
et al., 2008), were determined. We used 0.6 octaves to have a
sufficient number of points per lamina for reconstruction of the
layers and because it was not possible with our current method to
spatially resolve individual laminae. Electrode site locations with
BFs within three ranges—low (2–3.2 kHz), middle (5–8 kHz), and
high (10–16 kHz) frequencies—were identified across the three
animals and normalized to each other as shown in Figure 12 using
the standard midbrain. Encouragingly, the site locations for each
lamina aligned consistently across animals and the planes dis-
played the characteristic ∼45◦ angle (Figure 12B, coronal view).

Ideally, these reconstructions can achieve accurate localiza-
tion of the electrode track and site placements within and across
animals. However, due to animal variability, distortions in mid-
brain shape due to the fixation and reconstruction process, and
reconstruction subjectivity, there will always exist some errors
that cannot be avoided. Also, this method does not yet possess
the resolution to differentiate neighboring isofrequency laminae
within the ICC. By using an array with closer sites and improv-
ing the reconstruction steps, it will be possible to increase the
spatial resolution of the reconstructions. However, as shown in

FIGURE 12 | Isofrequency laminae from three midbrains that were

aligned and normalized together and shown within the standard

midbrain in an isometric view (A), and magnified in a caudal (coronal;

B) and lateral (sagittal; C) view. Dots correspond to individual electrode
sites with best frequencies measured in vivo via frequency response maps.
The curved planes were created in Rhinoceros as a best-fit to the electrode
sites. The red, blue, and green planes correspond to low frequency
(2–3.2 kHz; n = 26), middle frequency (5–8 kHz, n = 72), and high frequency
(10–16 kHz, n = 80) sites, respectively. C, caudal; D, dorsal; L, lateral.

Figure 12, we were still able to differentiate isofrequency lami-
nae separated by 1–2 octaves and map out locations across the
ICC laminae. This is useful for studies investigating how cod-
ing properties vary within different subregions along the ICC
laminae. Although our approach is not yet able to characterize
the organization along a single, specific lamina, close-by lami-
nae will likely exhibit similar properties and dimensions, and can
be pooled together into one general lamina (Malmierca et al.,
1995; Oliver, 2005; Seshagiri and Delgutte, 2007). For exam-
ple, the low frequency laminae could have different shapes and
dimensions than the high frequency laminae (Malmierca et al.,
1995). Functional properties as well as afferent and efferent pro-
jections can also vary differently between low and high frequency
ICC laminae (Ramachandran et al., 1999; Cant and Benson,
2003; Loftus et al., 2004; McMullen et al., 2005). Therefore, sep-
arating the ICC into several frequency groups that each may
span several critical bands and reconstructing the functional
properties and projection pathways along those grouped ICC
laminae would provide important and useful information for
central auditory processing and organization. Encouragingly, our
lab has already identified the existence of functional subregions
across and along the ICC laminae using many of the reconstruc-
tion steps presented in this paper. This includes both ascending
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and descending functional and anatomical patterns (Lim and
Anderson, 2007a,b; Neuheiser et al., 2010; Markovitz and Lim,
2012).

DISCUSSION
In this study we presented a relatively easy and consistent
approach for creating three-dimensional reconstructions of elec-
trode tracks within the IC as well as identifying BF laminae using
functional data obtained via electrode sites along those tracks.
While electrode locations cannot be perfectly determined due to
processing errors, subjectivity within the method and variabil-
ity between animals, general functional trends can be correlated
with anatomical locations using this process. The reconstruc-
tion process requires a significant time commitment for tracing
and aligning of the slices. However, since the method can be
quickly learned, it can serve as a starting project for under-
graduate students and even high schools students interested in
obtaining initial exposure to neurophysiological and anatomical
studies. Automating the different reconstruction steps has been
attempted with varying degrees of success by other groups (Ju
et al., 2006; Dauguet et al., 2007; Chklovskii et al., 2010; Cifor
et al., 2011; Kleinfeld et al., 2011), but these algorithms may miss
tissue abnormalities that can generally be fixed through visual and
manual correction of the imaged tissue. The customized software
packages and additional equipment required for automatic and
semi-automatic reconstruction steps can also be quite expensive
and not readily available to most neurophysiology labs. For exam-
ple, four commonly used software packages, Neurolucida (MBF
Bioscience, Williston, VT), Amira (Visage Imaging, Richmond
VIC, Australia), Avizo (Visualization Science Group, Burlington,
MA), and Analyze (AnalyzeDirect, Overland Park, KS), cost
between $4000 and $6500 per license, which can become quite
expensive when multiple licenses are required. As long as the soft-
ware is low in cost and multiple licenses and computers can be
purchased (e.g., we have four workstations for <$1500 each), a
volunteer student infrastructure can provide sufficient person-
nel time to carefully assess the tissue slices and perform reliable
reconstructions, making it more feasible to implement for typical
neurophysiological labs. Other costs involved with the procedure
can also be minimized, such as by preparing histological slices
within the lab instead of outsourcing them to a histology center.
While the training and equipment costs are greater initially, this
approach is financially beneficial and ensures consistency in the
long run.

While this study focused on reconstructing the guinea pig IC
using sagittal slices, the process can be utilized across multiple
brain regions, species, and slicing planes. One of the most cru-
cial steps in this process is to identify consistent landmarks for
normalizing across animals, which would need to be developed
for the region of interest. The intersection of the SC, thalamus,
and lateral extension from the IC (black arrow in Figure 3C) was
used as the consistent landmark for IC reconstructions in guinea
pigs. This landmark can be used regardless of the slicing plane, as
long as additional reference tracks are made perpendicular to the
slicing plane to initially align the slices. The consistent reference
track can then be reconstructed and anchored at its lateral-most
point for normalization. This landmark can also be used to

reconstruct other surrounding and connected brain regions, such
as the SC, various thalamic areas, and other brainstem regions.
Reconstruction of cortical regions, such as the auditory cortex,
may be possible by using the indentation along the pseudosyl-
vian sulcus combined with the edges of the visual, temporal,
and frontal cortices and the midline for normalization (cortex is
shown in Figures 2A and B). However, since cortical regions are
more easily warped during the histology process, other steps such
as embedding the tissue in albumin-gelatin or paraffin wax, or
slicing on a cryostat may be necessary for increased accuracy (see
below for additional improvements).

There are still several hurdles that need to be overcome to cre-
ate a standard reconstruction method that can be reliably used
across research groups. A non-trivial issue with combining data
across multiple labs using different software systems is the com-
patibility of data files. One of the formats that can be used in
the Rhinoceros program is AutoCAD.dxf, which is compatible
with files produced in Neurolucida, Amira, Avizo, and Analyze.
In addition, Rhinoceros files can be saved in over 30 different
file formats, allowing for easy manipulation of the data and the
potential to fuse files developed from different software programs
and research groups. Another issue with combining data across
research groups is ensuring that similar fixation and slicing pro-
tocols are used to minimize size and shape variations that can
affect the reconstructions (Bohland et al., 2009). Transcardial per-
fusion would improve reconstructions, and should be used for
histological protocols to analyze cellular morphology and func-
tion. In our study, we did not perform transcardial perfusion since
the various experiments in our laboratory typically last 15–20 h
and it is not uncommon for the animal to die from the anesthe-
sia before euthanization, preventing successful perfusion of the
tissue. However, perfusion can be employed in place of our sim-
ple fixation method without changing the rest of the procedure.
Even with transcardial perfusion, tissue deformations and shape
changes can occur throughout several steps of the reconstruc-
tion process (Dauguet et al., 2007). There are global deformations
and shrinkage caused by extraction of the brain from the skull
and the fixation process as well as loss of cerebrospinal fluid and
dehydration. There are also additional local deformations caused
by the slicing, mounting of tissue onto the slides, and any addi-
tional staining or manipulations of the slices. As further discussed
below, MRI reconstructions can be used to identify and address
the global deformations, though this approach is not readily avail-
able to all labs and can be expensive for a large number of brain
reconstructions. One solution is to embed the tissue in a gelatin
albumin to prevent deformations cased by mounting the tissue.
Another solution is to take images of the blocked tissue surface
(i.e., blockface photograph) after each slice of tissue is removed
(Dauguet et al., 2007; Bohland et al., 2009). Then the image of the
slice mounted onto the slide can be adjusted using various soft-
ware algorithms to match the blockface photograph. It is possible
to also perform three-dimensional reconstruction of the block-
face photographs with greater accuracy than with the histological
slices. However, the fine anatomical features cannot be clearly
identified without the use of appropriate stains that are possible
with the histological slices. For our track reconstructions, it was
not possible to consistently detect and reconstruct the red-stained
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track trajectories in blockface photographs. Attempting to create
a green filter microscope system combined with the microtome
device for capturing both fluorescence and blockface photographs
is not trivial and can be expensive. At this stage, it is more realis-
tic to use the blockface photographs to fix the local deformations
in the slices, and then use those imaged histological slices for the
actual reconstruction process.

Another major hurdle is how to address animal variability,
especially when attempting to normalize brains across different
animal strains and ages. The normalization process depends on
the consistency of anatomical landmarks and edge shapes across
animals. For this study, we used guinea pigs that were the same
strain and similar in age and weight. Based on visual inspection,
we generally observed consistent brain shapes and landmarks
across animals, though there were slight variations as observed in
Figure 7. One approach to assess how much of these differences
are due to the fixation and reconstruction process versus true ani-
mal variability is to use MRI to image the in vivo brains of the
animals with high spatial resolution (Dauguet et al., 2007). While
MRI images could provide confirmation of the histological brain
reconstruction method and its consistency across different strains
and ages, MRI facilities are not accessible to all neurophysiology
labs. Also, morphological and neurochemical assessment of the
tissue on the cellular level would not be possible with MRI alone.
If MRI facilities and resources are readily available with reduced
costs, then it could be possible to complement the histologi-
cal reconstructions with MRI images. In terms of reconstruction
of actual electrode locations throughout the target structure, it
may be possible to induce electrolytic lesions large enough to be
detected in the MRI images. In our study, we did not use lesions
to mark the electrode locations to avoid excessive damage to the
tissue, especially since several array placements were made during
the experiment. Developing methods for marking the actual elec-
trode locations in vivo without further compromising the neural
tissue or functional responses will provide improvements for both
histological and MRI reconstruction methods.

The results presented in this study, in addition to the financial
and personnel infrastructure described above, are encouraging
for developing a standard reconstruction approach that can be
performed by multiple labs and used to pool data across ani-
mals for creating a more detailed three-dimensional functional
model of the brain. One possibility is to have different labs pro-
vide their brain models online (i.e., as a Rhinoceros or other
compatible file), allowing the community access to the data for
further interpretation of coding properties. As long as consistent

landmarks are used, groups can normalize the downloaded recon-
structions to align with their models. This approach can also
be used for brain reconstructions and functional mapping in
humans. There has been a significant increase in patients being
implanted with neural implants in different brain regions (Zhou
and Greenbaum, 2009; Lyons, 2011; Tierney et al., 2011). Coupled
with these implants is an enormous amount of perceptual data
relating to the effects of stimulation of different locations. Initial
identification of the electrode locations are currently achieved
through non-invasive CT-MRI techniques. However, confirma-
tion of these locations can also be achieved through histological
reconstructions of the implanted brains that become available for
research purposes. The functional trends found in humans can
then be compared with those from animals.

In summary, our described method allows reconstruction of
electrode sites at a spatial resolution of about 100 μm. Additional
variability across animals and processing deformations limit iden-
tification of absolute locations throughout a structure. However,
the use of reliable landmarks and proper normalization as
described for our method enables consistent identification of
electrode locations across animals to observe general spatial
trends along a target nucleus. More sophisticated yet accessi-
ble methods and technologies will be necessary to achieve more
spatially resolved reconstructions, especially at the cellular and
synaptic levels (Bohland et al., 2009; Kleinfeld et al., 2011),
and for pooling these data across studies and research groups.
Clinically, better understanding of function versus location will
help guide optimal electrode placements for neural prosthetic
applications and brain-machine devices.
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The inferior colliculus (IC) receives ascending excitatory and inhibitory inputs from mul-
tiple sources, but how these auditory inputs converge to generate IC spike patterns is
poorly understood. Simulating patterns of in vivo spike train data from cellular and synap-
tic models creates a powerful framework to identify factors that contribute to changes
in IC responses, such as those resulting in age-related loss of temporal processing. A
conductance-based single neuron IC model was constructed, and its responses were com-
pared to those observed during in vivo IC recordings in rats. IC spike patterns were evoked
using amplitude-modulated tone or noise carriers at 20–40 dB above threshold and were
classified as low-pass, band-pass, band-reject, all-pass, or complex based on their rate
modulation transfer function tuning shape. Their temporal modulation transfer functions
were also measured.These spike patterns provided experimental measures of rate, vector
strength, and firing pattern for comparison with model outputs. Patterns of excitatory and
inhibitory synaptic convergence to IC neurons were based on anatomical studies and gen-
eralized input tuning for modulation frequency. Responses of modeled ascending inputs
were derived from experimental data from previous studies. Adapting and sustained IC
intrinsic models were created, with adaptation created via calcium-activated potassium
currents. Short-term synaptic plasticity was incorporated into the model in the form of
synaptic depression, which was shown to have a substantial effect on the magnitude and
time course of the IC response. The most commonly observed IC response sub-types
were recreated and enabled dissociation of inherited response properties from those that
were generated in IC. Furthermore, the model was used to make predictions about the
consequences of reduction in inhibition for age-related loss of temporal processing due to
a reduction in GABA seen anatomically with age.

Keywords: aging, neuron, inhibition, amplitude modulation, auditory, GABA, lateral lemniscus, superior olive

INTRODUCTION
The inferior colliculus (IC) is a major integrative center of auditory
processing, receiving multiple ascending excitatory inputs from
the contralateral ventral and dorsal cochlear nuclei (VCN and
DCN, respectively) and from the contralateral lateral and medial
superior olive (LSO and MSO) to form different functional zones
within the IC (reviewed in Kelly and Caspary, 2005). These exci-
tatory input patterns are superimposed upon similar functional
zones formed by the inhibitory dorsal and ventral nuclei of the lat-
eral lemniscus (DNLL and VNLL), as well as the superior olivary
nucleus (Cant and Benson, 2006; Loftus et al., 2010). In addition,
there are excitatory inputs from the contralateral IC, a network of
inhibitory interneurons within the IC, local excitatory collaterals,
and descending projections from auditory cortex (Oliver et al.,
1991; Paloff et al., 1992; Coomes Peterson and Schofield, 2007).
Excitatory projections are glutamatergic, acting on AMPA and
NMDA receptors in the IC neurons (Adams and Wenthold, 1979;
Wu et al., 2004). Inhibitory projections are primarily GABAergic,
with a few glycinergic inputs (Caspary et al., 1990b; Winer et al.,
1995; Helfert et al., 1999). This complex interplay of excitatory and

inhibitory projections from various nuclei of the auditory path-
way makes the IC an important nucleus for understanding how
neural representations are transformed as they ascend the auditory
pathway.

Age-related central auditory changes in auditory processing
primarily manifest as deficits in temporal processing. This has
been observed psychophysically in humans, where older listeners
perform significantly worse than younger listeners in gap detec-
tion tasks (Schneider et al., 1994) or in word recognition tasks
(Frisina and Frisina, 1997; Strouse et al., 1998) even when they
have comparable hearing thresholds. These deficits are exacer-
bated in the presence of competing sounds or in the presence
of background noise (Frisina and Frisina, 1997). We have pre-
viously demonstrated age-related deficits in temporal process-
ing using envelope following responses in Fischer-344 rats. The
strength of phase locking to the amplitude modulation showed
age-related deficits primarily for faster modulation frequencies
(Parthasarathy and Bartlett, 2012), under reduced modulation
depth (Parthasarathy and Bartlett, 2011) or in the presence of
background noise (Parthasarathy et al., 2010). At the level of the
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single neuron, this has been observed in the cochlear nuclei (Schat-
teman et al., 2008) as well as the IC. One study in IC showed that
aged animals had fewer units with rate coding for higher mod-
ulation frequencies compared to young animals, which had rate
best modulation frequencies (rBMFs) >100 Hz and an increase in
overall spike counts at low modulation frequencies (Walton et al.,
2002). Other studies have also shown a shift in rate coding from
band-pass to low-pass in aged animals (Palombi et al., 2001), as
well as a increased in minimum gap thresholds for gap detection
stimuli (Walton et al., 1998).

Inferior colliculus neurons represent sinusoidal amplitude-
modulated tones (sAM) or noise (nAM) with action potentials
synchronized to the stimulus modulation envelope. The IC is the
first nucleus in the auditory pathway where rate coding becomes
prominent and prevalent, with many neurons exhibiting band-
pass (BP) coding (firing rate maximum tuned to a modulation
frequency), band-reject (BR) coding (firing rate minimum tuned
to a modulation frequency) or low-pass coding in discharge rate
in addition to their temporally synchronized responses (Rees and
Moller, 1987; Langner and Schreiner, 1988; Krishna and Sem-
ple, 2000). The neural mechanisms by which rate tuning for
AM frequency emerge in IC remain unresolved. One approach to
understanding the basis for IC responses is through computational
models that incorporate synaptic and intrinsic properties mea-
sured in vitro to investigate how these mechanisms help generate
auditory responses recorded in vivo. Previous IC models adjusted
existing neuron models of cochlear nuclei to match physiologi-
cal characteristics (Cai et al., 1998a,b) or were phenomenological
models intended to explain experimental observations (Hewitt
and Meddis, 1994; Nelson and Carney, 2004; Guerin et al., 2006).
Although they did provide insight into potential input schemes
for generating rate coded IC neurons, these models did not take
into account IC-specific cellular properties, synaptic mechanisms,
or short-term synaptic plasticity. A computational model of the
IC which incorporates these elements and which can be validated
against neuronal responses from the IC would help provide a better
understanding of the neural mechanisms of temporal processing
in the IC. This model can then be used to predict synaptic mecha-
nisms that can replicate altered neural encoding of sound stimuli
in aging.

In this study we have created single compartment models of
IC neurons that use input trains derived from data recorded from
LSO, DNLL, VNLL, DCN, and VCN from previous studies. We
have also recorded single unit responses of IC neurons to AM stim-
uli from young and aged animals. Together, the input, synaptic and
intrinsic properties of the models were able to reproduce the most
common response types of the IC to these AM stimuli. Using these
IC neuron models as a template, we have then attempted to change
these input and synaptic properties, especially those pertaining to
synaptic inhibition, to simulate the responses of the aged animals
as observed in our study as well as from previous other studies.

MATERIALS AND METHODS
SINGLE UNIT RECORDINGS
Surgical procedures
Five young (4–6 months) and 4 aged (22–24 months) Fischer-
344 rats were used in this study. All surgical protocols used were

approved by the Purdue University animal care and use commit-
tee (PACUC 06-106). Auditory brainstem responses and frequency
following responses were recorded from these animals a few days
prior to surgery, to ensure all animals had hearing thresholds typ-
ical for their age and there were no signs of any other abnormal
auditory pathologies. Surgeries and recordings were performed in
a 9′ × 9′ double walled acoustic chamber (Industrial Acoustics Cor-
poration). Anesthesia was induced in the animals using a mixture
of ketamine (VetaKet, 80 mg/kg for the young, 60 mg/kg for the
aged) and medetomidine (Dexdomitor, 0.2 mg/kg for the young,
and 0.1 mg/kg for the aged) administered intra-muscularly via
injection. The reduced concentration of anesthesia for the aged
was to account for their decreased liver function. The animals
were maintained on oxygen through a manifold. The pulse rate
and oxygen saturation were maintained using a pulse-oximeter to
ensure they were within normal ranges. Supplementary doses of
the anesthesia (20 mg/kg of ketamine, 0.05 mg/kg of medetomi-
dine) were administered intra-muscularly as required to maintain
areflexia and a surgical plane of anesthesia. An initial dose of dex-
amethasone and atropine was administered to reduce swelling and
mucosal secretions. A constant physiological body temperature
was maintained using a water-circulated heating pad (Gaymar)
set at 37˚C with the pump placed outside the recording chamber
to eliminate audio and electrical interferences. A central incision
was made along the midline, and the calvaria exposed. A stainless
steel headpost was secured anterior to bregma using three screws
drilled into the skull and a head-cap constructed of orthodontic
resin (Dentsply). A craniotomy was performed posterior to the
lambda suture and 1 mm lateral from the midline. The dura mater
was kept intact, and the site of recording was estimated stereotaxi-
cally using a rat atlas (Paxinos and Watson, 2006) as well as using
internal vasculature landmarks and physiological measurements.

Stimulus description and recording procedures
Sound stimuli were generated using SigGenRP (Tucker-Davis
Technologies, TDT) at a 97.64 kHz sampling rate (standard TDT
sampling rate) and presented through custom-written interfaces
in OpenEx software (TDT) in a random order for each repeti-
tion. Sound waveforms were generated via a multichannel proces-
sor (RX6, TDT), amplified (SA1, TDT), and presented free-field
through a Bowers and Wilkins DM601 speaker. The sounds were
presented to the animal at azimuth 0˚ and elevation 0˚, calibrated
at a distance of 115 cm from speaker to ear, using a Bruel and
Kjaer microphone and SigCal software (TDT). All stimuli used
had a 5 ms cosine squared gate at onset and offset. Search stimuli
used were 200 ms long BP filtered noise with center frequencies
from 1 to 36 kHz in five steps per octave with a 0.5 octave band-
width. The stimuli for the tuning curve were 200 ms long pure
tones with frequencies from 500 to 40 kHz, with 10 steps per
octave. Filtered noise and tuning curve stimuli were presented
every 800 ms. The rate-level stimuli consisted of 100 or 200 ms
long pure tones set at the center frequency (CF) of the neu-
ron presented at varying sound levels from 5 to 85 dB SPL in
10 dB steps. Sinusoidally amplitude-modulated noise (nAM) and
tone (sAM) stimuli were 750 ms long, with modulation frequency
ranging from 8 to 1024 Hz in one octave steps. The nAM stim-
uli used broadband Gaussian noise as the carrier (0.1–44 kHz),
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while the carrier frequency of the sAM stimuli were set to the CF
of the neuron that was isolated. AM stimuli were presented every
2000–2500 ms and were 100% modulated.

Single unit activity and multiunit activity in the IC were
recorded using a tungsten electrode (A-M Systems) encased in
a glass capillary that was advanced using a hydraulic micro-drive
(Narishige). The IC was identified based on short-latency dri-
ven responses to the 1/2 octave band-passed noise search stimuli.
The central nucleus of the IC was identified using the ascending
tonotopy, as well as narrowly tuned responses to pure tones of
various frequencies. Once an auditory neuron was isolated using
the search stimuli, a tuning curve was obtained to determine the
CF of the neuron. Responses of the neuron to 5–10 repetitions
of each sound stimulus were recorded (usually five repetitions for
the tuning curve and 10 for other stimuli). Once the CF was deter-
mined, the responses of the neuron were obtained to nAM stimuli
or sAM stimuli with the carrier frequency set at CF. The sound
level of presentation for the sAM and nAM stimuli were set at the
lowest sound level that produced a robust sustained response to the
tone set at CF. This usually was 20–40 dB above threshold and cor-
responded to about 60–70 dB SPL for the young and 75–85 dB for
the aged, comparable to the sound levels used in our previous stud-
ies of the envelope following responses in young and aged animals
(Parthasarathy et al., 2010; Parthasarathy and Bartlett, 2011, 2012).

Stimulus generation, data acquisition, and recording
Neural signals were acquired using the tungsten electrode con-
nected to a headstage (RA4, TDT) and amplified (RA4PA pre-
amplifier, TDT). The digitized waveforms and spike times were
recorded with a multichannel recording and stimulation system
(RZ-5, TDT) at a sampling rate of 24.41 kHz (standard TDT sam-
pling rate). The interface for acquisition and spike sorting were
custom made using the OpenEx and RPvdsEx software (TDT).
The single units acquired were filtered between 300 and 5000 Hz.
Single units that were substantially above noise threshold were
sorted visually online and then subsequently identified and iso-
lated offline using the OpenEx interface based on waveform sim-
ilarity. Typically the isolated single units had a signal-to-noise
ratio of at least 6 dB. The acquired spikes were stored in data tank
and analyzed using custom-written software in MATLAB. Offline
sorting of the spike waveforms was performed in OpenExplorer
(TDT) if necessary to isolate consistent single units from random
background activity.

Data analysis and response type classification
Spontaneous rate was calculated as the mean rate of the 200 ms
period that preceded each trial of the stimulus presentation. An
auditory driven neuron was defined as a neuron that exhibited
an overall firing rate that was at least two standard deviations
(SD) higher than the spontaneous firing rate during the pre-
sentation of the search stimulus. Only neurons that produced a
significant sound-evoked increase in firing rate were included in
the analysis. The best frequency (BF) of a neuron was defined as
the pure tone frequency that generated the highest firing rate in
the recorded neuron. Best level was defined as the sound level
that produced the highest firing rate at BF while threshold was
defined as the lowest sound level that produced a firing rate

which was at least 2 SD above the spontaneous firing rate. The
ability of a neuron to synchronize was calculated using the vec-
tor strength (vs) of the response at each modulation frequency

VS = (1/n) ∗

√((∑
cosϕi

)2
+
(∑

sinϕi
)2
)

, where n= total

number of observed spikes, ϕi= phase of observed spike rela-
tive to modulation frequency. Statistical significance was assessed
using the Rayleigh statistic, to account for differences in the num-
ber of driven spikes between neurons, with a Rayleigh statistic
value of greater than 13.8 considered to be statistically significant
(p < 0.001; Mardia and Jupp, 2000).

Neurons were classified as either rate coded, synchronized, or
both, depending on changes in firing rate as well as synchrony at
different modulation frequencies. Based on rate, the modulation
transfer function (rMTF) of a neuron was classified as low-pass
(LP), band-pass (BP), all-pass (AP), band-reject (BR) or complex
responses. For each neuron, a normalized firing rate was calcu-
lated across all the modulation frequencies tested, with the rate at
the best modulation frequency (rBMF) denoted as 1, and rates at
all other modulation frequencies scaled accordingly. This allowed
the comparison of overall shapes of the rMTFs of various neurons
with different absolute firing rates. A neuron was classified as BP if
the normalized rate dropped below 75% on both sides of the max-
imum, as LP is the normalized rate dropped below 75% on the
high side alone, AP if the normalized rate did not drop below 75%
on either side of the maximum and as BR if the normalized rate fell
below 66% for a range of modulation frequencies but recovered
back up to above 75% on either side. All other neurons were classi-
fied as complex responses. The neurons recorded were also divided
into synchronous (neurons that represented change in modulation
frequency with changes in significant vs) and rate coded (neurons
that represented change in modulation frequency with changes
in firing rate), with the synchronous neurons classified into low-
pass or band-pass based on their temporal modulation transfer
function (tMTF) as measured by vector strength (vs) for the syn-
chronous units. In addition, for the synchronous units, a temporal
best modulation frequency (tBMF) was calculated as the modu-
lation frequency that produced the greatest vs, and an F max was
calculated as the highest modulation frequency that synchronized
with a Rayleigh statistic greater than 13.8.

SINGLE COMPARTMENT IC MODEL
Intrinsic properties
Two separate neuron models were developed based on intrinsic
properties described in previous intracellular studies (Sivaramakr-
ishnan and Oliver, 2001; Koch and Grothe, 2003; Wu et al., 2004;
Tan et al., 2007), and these basic models were modified to produce
other observed firing patterns for current injection. The sustained
model consisted of a fast transient Na+ current (I Na), a delayed
rectifier potassium current (I kDr), a high-threshold potassium
current (I kHT), and a TEA-sensitive potassium current (I kTEA).
The adapting model consisted of a fast transient Na+ current
(I Na), a delayed rectifier potassium current (I kDr), a TEA-sensitive
potassium current (I kTEA), a low-threshold Ca2+ current (I T), a
high-threshold Ca2+ current (I L), an apamin-sensitive calcium-
activated potassium current (I Sk), an apamin-insensitive, large
conductance Ca2+ dependent potassium channel (I Bk), and a
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hyperpolarization-activated cation current (I h). Both models also
included synaptic currents (I syn), an injected current (I inj), and a
leak current (I leak). Model equations and constants are given in
the Appendix.

The leak conductances for each model were adjusted so that
their resting membrane potentials were approximately −70 mV.
Subsequent small adjustments to membrane potential were done
through constant injected current applied throughout the simula-
tion run, at least 200 ms prior to synaptic stimulation, ensuring the
membrane potential reaches steady state as noted and placing the
membrane potential in the range found in vivo (Tan et al., 2007;
Geis and Borst, 2009).

Synaptic inputs
The inputs to the IC model represented realistic in vivo responses
from cochlear nucleus (Joris and Yin, 1998; Schatteman et al.,
2008), superior olivary complex (Grothe et al., 1997; Joris and
Yin, 1998), and lateral lemniscus (Yang and Pollak, 1997; Zhang
and Kelly, 2006) to sAM stimuli.

Each individual input to the model IC neuron was modeled as
a series of spike times. For a given input, each individual affer-
ent spike train was created based on spike probabilities calculated
from rate and temporal MTFs from responses to sAM stimuli in
the ascending input sources listed above. The statistical model used
to generate these inputs is given in the Appendix. Each trial for a
given IC input train had a unique set of generated spike times. To
use numbers of trials similar to that collected during typical in vivo
recordings, 10 trials of a given stimulus were typically used to gen-
erate model responses using a given set of parameters. Modulation
frequencies ranged from 8 to 1024 Hz in octave steps, similar to
the in vivo recordings.

The generated input spike times were used to generate the
synaptic currents in a method similar to a previous modeling study
(Rabang and Bartlett, 2011). Each input spike time would trigger
a synaptic event that produces a measured increase in synaptic
conductance. The amplitude and time constants used to produce
the synaptic events were adjusted to fit amplitude, rise and decay
characteristics using data reported from in vitro studies of IC
synaptic currents and given in the Appendix (Wu et al., 2004).
Excitatory inputs consisted of an AMPA and NMDA component
and inhibitory inputs consisted of a GABAA current. Synaptic
depression of the AMPA and GABAA current was modeled via an
interval-dependent amplitude scale factor of the resulting excita-
tory and inhibitory conductances, which were based on previous
intracellular IC studies in rats (Wu et al., 2004; Sivaramakrishnan
and Oliver, 2006).

The synaptic input characteristics, input spike times, and
synaptic conductance values were written, generated and run
through MATLAB (Mathworks, Inc.). Using these parameters,
the adapting and sustained IC neuron model simulations were
performed in the NEURON simulation environment (Hines and
Carnevale, 2001). Analysis was done in MATLAB. All computa-
tion and analysis were performed on DELL workstations using the
MS Windows 7 operating system. The simulation trials used an
integration time step value dt = 0.02 ms. This value was empiri-
cally verified to be sufficient to simulate accurate ion channel and
synaptic currents.

User-defined inputs
In addition to using physiologically derived rate and temporal
characteristics to generate realistic synaptic inputs, we generated
synaptic inputs that were shaped by user-defined input rate and
temporal MTFs. We used these user-defined inputs to highlight
transformation of input to output responses via the IC models.
Excitatory inputs were based on normalized rate curves that were
BP, AP, or LP. The tMTF of these inputs were similar to the LSO
inputs (Figure 3). User-defined inhibitory inputs were either AP
rate with DNLL LP tMTF characteristics, or BP rates generated
with user-defined rBMF. Example user-defined shape input MTFs
and model responses are shown and used in Figure 3.

Model data analysis
Unless otherwise noted, spike counts and firing rates were com-
puted from the entire stimulus duration. Synchrony of the model
response was analyzed similarly to the single unit recordings using
vs and Rayleigh statistic. The time window for Rayleigh computa-
tion was 50 ms following stimulus onset through the duration of
the 750 ms stimulus. Output responses were designated as onset
or sustained, and either LP, AP, high-pass, BP, or BR by similar
criteria used for experimental recordings.

IMMUNOHISTOCHEMISTRY
The ICs of four young (9–12 weeks) and four aged (92–95 weeks)
Fischer-344 rats were processed for immunohistochemistry. Ani-
mals were euthanized with Beuthanasia (200 mg/kg). Once areflex-
ive, they were perfused transcardially with 150–200 mL phosphate
buffered saline with 0.1% heparin followed by 400–500 mL 4%
paraformaldehyde. The brains were removed and stored overnight
in 4% paraformaldehyde, after which they were transferred to
30% sucrose for cryoprotection and frozen. Thirty or 35 µm
free-floating sections were obtained using a Shandon FE cry-
otome (Thermo-Electron). Free-floating sections were processed
for immuno-histochemical labeling of GAD 65/67 and VGluT2.
Rabbit anti –GAD 65/67 (1:1000, Millipore) was used as the pri-
mary antibody for GAD 65/67. Guinea pig anti-VGluT2 (1:500,
Millipore) was used as the primary antibody for VGluT2. The
specificities of these antibodies have been verified in previous
studies (Belenky et al., 2008; Cooper and Gillespie, 2011). Biotiny-
lated secondary antibodies (1:200, Vector Laboratories) were used
for both. Tissue was then processed using the Vectastain ABC kit
(Vector Laboratories), and antibody localization was visualized
by DAB (diaminobenzidine). Sections were mounted onto Super-
frost Plus slides, dehydrated, and cover slipped using Permount
(Fisher). For two sets of the animals (one young and one aged
animal being a set), the tissue was processed on the same day with
the same reagents. All tissue was stained using aliquots from the
same original vial of antibody. For every round of staining, two
negative controls were used to verify the specificity of the signal
from the oxidized DAB precipitate: (1) no primary antibody and
(2) no secondary antibody.

Image analysis
ImageJ software (NIH) was used to analyze four random,
1600 µm2 regions of interest (ROI’s) from within the IC central
nucleus of each selected section at 40× using a Zeiss AxioOb-
server.Z1. Pixel intensity values were normalized against unstained
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cells to obtain the relative optical density (ROD). Unstained cells
were characterized as such because their average pixel intensities
were within one SD of the average pixel intensity values of the deep
cortical white matter in the same section. Eight to ten sections per
animal were analyzed, so the ROD for each animal was based on
the average ROD of 32–40 ROIs. For illustrative purposes, ROD
was shown as 1-ROD in figures so that high values correspond to
dark pixel intensities.

RESULTS
RESPONSES OF NEURONS IN THE IC OF YOUNG ANIMALS TO AM
STIMULI
Responses from 92 auditory neurons were recorded from the IC
of four young animals. Of these, 37 (40%) neurons had non-
synchronized, purely onset responses to AM stimuli that were not
modulated by modulation frequency, and were discarded for the
purposes of this study. These neurons were often encountered early
in a dorso-ventral oriented track and were likely to be located
in dorsal or external cortex of IC. The remaining neurons all
responded to varying modulation frequencies either by change in
rate or synchrony. Of these, the percentages of neurons exhibiting
BP and LP rMTFs were 24% (n= 13) and 36% (n= 20), respec-
tively. Forty percentage of the neurons not classified as either BP
or LP rMTFs were distributed equally into AP (n= 11) and BR
(n= 11) rMTFs with a few neurons (n= 4) showing complex rate
tuning (see Materials and Methods for definitions). A small num-
ber (n= 3) of the neurons exhibited sustained discharges but were
not synchronized to any modulation frequency and represented
changes in modulation frequency purely by changes in rate. These
neurons were not used in for the analysis of synchrony. Of the
synchronized neurons, almost equal numbers exhibited LP (56%,
n= 31) and BP (44%, n= 24) behavior in their tMTFs.

SINGLE COMPARTMENT IC MODEL – MEMBRANE AND SYNAPTIC
PROPERTIES
Two basic single compartment models were created to simulate
sustained and adapting firing patterns in IC (Figures 1A,B), which
are the two most commonly observed firing patterns in response
to current injection in vivo (Tan et al., 2007) and in vitro (Sivara-
makrishnan and Oliver, 2001). The Sustained model produced
regular firing to depolarizing current injections. The Adapting
model produced a higher frequency onset burst followed by sus-
tained spiking with rate adaptation to depolarizing currents. A
low-threshold Ca2+ dependent current (I T) produced rebound
depolarization following hyperpolarization, and I h was included
for this model because it is commonly found in adapting neu-
rons (Tan et al., 2007). Figures 1A,B shows the model responses
to depolarizing and hyperpolarizing current pulses for Sustained
and Adapting models, respectively. Each model had a resting mem-
brane potential of−70 mV; a bias current was applied during each
simulation to adjust membrane potential to between −64 and
−56 mV, which accounts for mean depolarization provided by
ongoing synaptic activity. This is within range of typical values
recorded from IC neurons in vivo (Tan et al., 2007; Geis and Borst,
2009). The Sustained and Adapting model had calculated mem-
brane resistances of 146 and 142 MΩ and a time constant of 4.4

and 5 ms, respectively, in line with previous measurements (Tan
et al., 2007).

The basic Sustained and Adapting models were then elab-
orated to create Pause-Build (Figure 1C), Rebound-Sustained
(Figure 1D), or Rebound-Transient (Figure 1E) models corre-
sponding to response classes reported in previous studies (Sivara-
makrishnan and Oliver, 2001; Tan et al., 2007). For the Pause-Build
model, a rapidly inactivating potassium conductance was added,
along with a small I h current, while the high-threshold potassium
conductance was removed and the low-threshold potassium and
leak conductances were lowered (Appendix). While this did not
affect responses to depolarizing current pulses, the presence of the
A-type potassium conductance produced a delayed onset to firing
when a depolarizing current followed hyperpolarization that dein-
activated the potassium conductance (Figure 1C). The Rebound-
Sustained model is the Sustained model with the presence of a T-
type calcium conductance (Figure 1D), which affected responses
mainly when hyperpolarized by inhibition or neuromodulators.
To obtain the Rebound-Transient response, the Adapting model
was adjusted by increasing the L-type calcium conductance and
reversing the relative strengths of the SK and BK calcium-activated
potassium conductances. In addition to producing transient burst
responses (Figure 1E), these adjustments also produced depolariz-
ing afterpotentials (not shown), as reported in Sivaramakrishnan
and Oliver (2001). Onset responses to current injection have been
reported as a small proportion of responses (Sivaramakrishnan
and Oliver, 2001; Bal et al., 2002) or absent (Tan et al., 2007) in
previous studies. The Onset model was configured differently than
the Sustained or Adapting models. The Onset model contained
a transient sodium, potassium delayed rectifier, low-threshold
potassium (Rothman and Manis, 2003), and a hyperpolarization-
activated cation current (Koch and Grothe, 2003). The conduc-
tances for each were adjusted to fit firing patterns to depolarizing
current pulses (Sivaramakrishnan and Oliver, 2001). Onset model
responses produced a single spike for depolarizing current pulses
(Figure 1F). Because the Adapting and Sustained responses com-
prised the majority of IC responses, these have been used for the
remainder of the results, leaving exploration of the interaction
between subtype membrane and synaptic properties for future
study. Adapting and Sustained model responses to identical stim-
uli typically produced similarly shaped rMTFs, although Sustained
model responses exhibited higher rates overall at the same mem-
brane potential. This is likely due to the larger membrane resis-
tance in the Sustained model and the addition of potassium cur-
rents in the Adapting model. As a result,Sustained model responses
often had lower vs values due to a larger number of action poten-
tials observed within a given period and greater sensitivity to small
membrane potential fluctuations. As the name implies, there was
a gradual decline in firing rate for sustained synaptic stimulation
in the Adapting model but not in the Sustained model.

Excitatory synaptic inputs consisted of AMPA and NMDA
receptor components. Inhibitory inputs consisted of a GABAA

receptor component. Both AMPA and GABAA components exhib-
ited short-term synaptic depression, which was modeled from
in vitro voltage clamp studies in rat IC (Wu et al., 2004). Example
post-synaptic currents with pairs of inputs at 10 and 25 ms ISI are
shown for each synaptic current on Figures 1G–I.
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FIGURE 1 | Model intrinsic and synaptic properties. (A) IC Sustained
model response to 200 pA depolarizing and hyperpolarizing current
pulses. Voltage traces measured in mV (Y -axis) plotted versus time in ms
(X -axis). (B) Adapting model response to 300 pA depolarizing and
hyperpolarizing current pulses. (C) Pause-build responses to a 500 pA
depolarizing pulse and a negative 500 pA hyperpolarizing current pulse,
followed by a 500 pA depolarizing current pulse. (D) Rebound-Sustained
response to 500 pA depolarizing and hyperpolarizing current pulses. (E)

Rebound-Transient response to 400 pA depolarizing and hyperpolarizing
current pulses. (F) Onset response to 800 pA depolarizing and
hyperpolarizing current pulses. Y -axis represents voltage traces
measured in mV and X -axis represents time in ms for (A–F). (G–I)
Current traces of paired post-synaptic AMPA, NMDA, and GABAA

currents, respectively. Y -axis represents synaptic current in nA, and
X -axis represents time ms. Paired inputs at 10 (blue) and 25 (red) ms ISI
to show time course and magnitude of synaptic depression.

RATE AND TEMPORAL CHARACTERISTICS OF MODEL INPUTS
Three example excitatory input sources were chosen for synaptic
input to the IC model; LSO, DCN, and VCN (Cant and Benson,
2006), and were also used as a means to represent different rate
tuning shapes of physiological inputs to IC. The input rMTF and
tMTFs for each example input are given in Figures 2A–C. DCN
input rates (Schatteman et al., 2008) increased monotonically but
over a relatively small range of rates with increasing modulation
frequency. LSO input rates (Joris and Yin, 1998) were LP with
peak rates and tMTF cut-off at 64 Hz. VCN input rates (Joris
and Yin, 1998) were AP tuned. The tMTF curves for the DCN
and LSO inputs were all LP. VCN input synchrony was BP tuned
to 128 Hz, simulating the response to suprathreshold intensities
(Møller, 1972; Frisina et al., 1990) while the rate tuning was flat for
all modulation frequencies. These examples were culled from pre-
vious literature, but are not intended to represent the full response
distributions of any given afferent to IC. Values for a given class of
inputs could be adjusted easily to fit individual examples, if desired.

Two inhibitory input sources were used: DNLL and VNLL
(Cant and Benson, 2006). The input rMTF and tMTFs are

shown on Figures 2D,E. DNLL input rates were either high-
pass (Figure 2D) or AP tuned, with LP synchrony. VNLL input
rates were either BP or high pass with BP synchrony tuned
between 64 and 128 Hz (Figure 2E). Each MTF was modeled from
physiological data (Yang and Pollak, 1997; Zhang and Kelly, 2006).

COMPARISON OF MODEL INPUT AND OUTPUT RATE AND SYNCHRONY
In addition to physiologically derived input characteristics from
previous studies, user-defined tuning shape input rates, and tem-
poral MTFs were also produced to highlight the transformation
of input to output responses via the IC models. By creating
generalized LP, BP, and AP rate tuning shapes, it was easier to
isolate transformations in responses generated by IC synaptic and
membrane characteristics. User-defined EX inputs were based on
normalized rate curves that were BP, AP, or LP. The EX inputs used
a LP tMTF similar to the LSO inputs. User-defined IN inputs were
either AP rate with DNLL LP tMTF characteristics, or BP rate with
user-defined rBMF. Example model responses to EX inputs with
corresponding input MTFs are shown in Figure 3 for an Adapt-
ing neuron model. BP EX inputs typically produced similar model
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FIGURE 2 | Excitatory and inhibitory model input characteristics. (A–C)
Rate in spikes/s (blue) and vector strength (red) curves characterizing inputs
from LSO, DCN, and VCN, respectively. Rate and vector strength are
marked on opposing Y -axes. Modulation frequency is marked along the
X -axis in Hz. (D–E) Rate and vector strength curves characterizing inhibitory
inputs from DNLL and VNLL. DNLL inputs either had all-pass or high-pass
rate characteristics, as shown. Axes similar to (A).

output rate responses, while LP and AP inputs produced nearly all
LP rate responses. Similar results were observed for the Sustained
model.

SIMULATION OF EXAMPLE IN VIVO RESPONSE TYPES USING SINGLE
COMPARTMENT MODEL
Detailed response characteristics of example neurons are pre-
sented below. These were selected to represent neurons from four
broad categories of rate coding – BP, LP, BR, and AP. The responses
of these neurons with respect to rate and synchrony are described
below and the parameters of the model that were modified to pro-
duce these specific neuronal types are also described. By changing
a few physiologically relevant factors in the model, more than
90% of the neuronal response types encountered in the IC to AM
stimuli were reproduced.

Low-pass rate responses
Thirty six percentage of the neurons recorded in vivo exhibited LP
rMTFs as described in the Section“Materials and Methods.” These
LP rate responses typically produced rBMFs of 8–16 Hz, with the
responses dropping below 75% (F max) at frequencies from 32 to
128 Hz. These neurons also exhibited synchrony in a LP (60%) or
BP (40%) manner, with the rBMFs and tBMFs typically differing

for both response sub-types. Figures 4A,C shows a representative
LP rate coded unit, Y27, which exhibited LP rMTF and tMTF for
nAM stimuli presented at 65 dB SPL. In this example, the rBMF
and the tBMF were both 16 Hz, with a rate of 23.7 spikes/s and vs
of 0.85.

Low-pass model responses were most commonly generated
with LP or AP excitatory inputs (i.e., LSO, VCN, user-defined EX
inputs) coupled with inhibitory high-pass or AP inputs (VNLL,
DNLL). Nearly all LP model rate responses produced a LP tMTF.
An Adapting model response to AP VCN excitatory and high-
pass DNLL inhibitory inputs shows an example of LP rate and
synchrony (Figures 4B,D).

Band-pass rate tuning
Twenty-four percentage of the neurons encountered in young ani-
mals exhibited BP rMTFs. Of these, a majority of the neurons also
exhibited BP coding for synchrony. The rBMF and the tBMF were
the same for all but one neuron in this category. Figures 4E,G
shows a representative neuron, Y30, exhibiting BP rate and syn-
chrony coding to nAM stimuli presented at 75 dB SPL. In this
example, the neuron exhibited strong onset responses and a few
scattered action potentials that changed only minimally at all mod-
ulation frequencies except at 16–32 Hz, with a BMF of 32 Hz. At
32 Hz, the neuron strongly phase-locked to the modulation fre-
quency, producing a concurrent increase in rate. The vs at BMF
was 0.67, and the peak firing rate was 32.9 spikes/s.

Model BP responses could be generated using excitatory inputs
that also were BP tuned (i.e., BP EX inputs, Figure 3), LP excitatory
inputs coupled with BP inhibitory inputs tuned to lower (<64 Hz)
frequencies (Figure 11) or LP excitatory inputs and LP inhibitory
inputs with equal or higher corner frequency for the excitatory
inputs (Figures 4F,H, Dicke et al., 2007). Synaptic inhibition is not
necessarily required for BP rate tuning. However, preliminary test-
ing suggests that other mechanisms that may produce BP mecha-
nisms from only excitatory inputs (e.g., coincidence detection) are
difficult to make compatible with the combination of input fir-
ing rates, membrane properties, and time constants, and synaptic
properties and time constants. We did produce BP responses using
only excitatory inputs. However, these were only produced using a
limited set of parameters (Figure A2 in Appendix). Figures 4F,H
shows model BP rate and synchrony responses using LP excitatory
inputs with LP inhibition with corner frequencies at 32 Hz.

A small number of neurons (n= 4) that exhibited BP rate cod-
ing also exhibited a LP coding for synchrony. This was reproduced
in the model using low-pass LSO excitatory inputs and BP VNLL
inputs (not shown).

All-pass, band-reject, and other rate responses
Forty percentage of the neurons encountered did not exhibit BP
or LP rate tuning. Of these, half the neurons exhibited AP rate
tuning and did not change in rate significantly with changes in
modulation frequency, but selectively encoded these changes in
modulation frequencies by changes in synchrony and in some
cases changes in overall firing pattern. Another 36% of these units
exhibited BR responses, where their normalized rates dropped
below 67% for a small range of modulation frequencies but
were flanked by higher rates for lower and higher modulation

Frontiers in Neural Circuits www.frontiersin.org November 2012 | Volume 6 | Article 77 | 195

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Rabang et al. Modeling IC responses to AM

FIGURE 3 | IC model responses to general AM rate tuning of
inputs. User-defined all-pass (green), low-pass (blue), and band-pass
(red) excitatory inputs. Three excitatory inputs with LSO tuned
synchrony coupled with two DNLL all-pass inhibitory inputs using the
Adapting model. (A) Rate response shapes reflect input rate
characteristics. Firing rate in spikes/second is marked along the Y -axis

and modulation frequency in Hz is marked along the X -axis. Inset:
Input rate shape characteristics. (B) Vector strength responses to
user-defined inputs. Vector strength responses that only show
significant synchrony (Rayleigh Stat >13.8, p < 0.001) are displayed.
Vector strength is marked along the Y -axis and modulation frequency
in Hz is marked along the X -axis.

frequencies. A small number (n= 4) also exhibited other rate
responses, consisting of high-pass, double-peaked, or complex
tuning.

Of these units that exhibited AP, BR or other rate response
types, 68% exhibited LP tMTF characteristics and 32% exhib-
ited BP tMTF characteristics. The tBMFs of these units typically
ranged from 8 to 64 Hz, and the cut-off frequencies ranged from
16 to 256 Hz.

Figures 5A,C shows a representative neuron, Y34, which exhib-
ited AP rate coding and a LP synchrony coding to sAM stimuli
centered at 1.7 kHz presented at 65 dB SPL. The tBMF was 16 Hz
with vs of 0.41 and the mean firing rate was 39.3± 5.9 spikes/s.
AP model responses were generated using excitatory AP (VCN) or
high-pass rate responses (DCN) with inhibitory high-pass or AP
rate inputs (DNLL). These responses also produced a LP tMTF. An
Adapting model response using DCN and DNLL inputs is shown
on Figures 5B,D.

Figures 5E,G shows a representative neuron,Y22, exhibiting BR
rate coding and LP synchrony coding to nAM stimuli presented
at 65 dB SPL. In this example, the normalized rate dropped below
67% at 32 and 64 Hz AM, while staying above 75% on either side.
The tBMF for this unit was 8 Hz, with vs of 0.50.

Band-reject rate coded model responses were produced using
BP inhibitory inputs with VNLL synchrony coding. The BR region
of the output response was typically produced at or within an
octave range of the BP inhibitory input rBMF. BR rate coded
responses were also created using inhibitory inputs that preceded
excitatory inputs for a limited set of parameters (Figure A3 in
Appendix). The example in Figures 5F,H shows an Adapting
model response to AP VCN excitatory inputs with BP VNLL
synchrony coded inhibitory inputs with tBMF at 36 Hz.

DETERMINANTS OF OUTPUT tMTF
In vitro studies suggest a moderate number of inputs (1–10) con-
verge on IC neurons (Smith, 1992; Wu et al., 2004). The balance
of excitation and inhibition has varied substantially between IC
models, ranging from no inhibition (Hewitt and Meddis, 1994)
to dominant inhibition (Nelson and Carney, 2004). Using two to

five excitatory and inhibitory inputs, with combinations where the
number of excitatory and inhibitory inputs were nearly balanced
or were dominated by inhibition, produced the best results. In
terms of membrane potential fluctuations, we found that smaller
numbers of excitatory inputs (2–3) produced more phasic and
peaked membrane fluctuations for each stimulus modulation
period, whereas larger numbers of excitatory inputs (7–9) gen-
erated smoother membrane potential fluctuations that followed
the amplitude modulation contour (Figures 7G–I, number of
inhibitory inputs fixed at five). These membrane potential fluc-
tuations are similar to those described by Geis and Borst (2009).
Other studies have also assumed inhibition would lag excitation
(∼1 ms; Cai et al., 1998a,b; Borisyuk et al., 2002). However, our
model does not show strong qualitative differences in responses
to shifts of inhibition timing relative to excitation (±5 ms, data
not shown), likely owing to multiple inputs with multiple spikes
per cycle at lower modulation frequencies which renders delay less
meaningful after the initial response.

One feature of this IC model is the use of short-term
synaptic depression measured in previous in vitro studies (Wu
et al., 2004). We compared a limited set of model responses
with and without the presence of synaptic depression in the
AMPA and GABAA receptor mediated currents. A noticeable
change in rate was observed as responses without AMPA plastic-
ity increased at nearly all modulation frequencies (Figure 6A).
There were few qualitative changes in vs or changes in syn-
chrony cut-off (Figure 6B), so AMPA plasticity under these
conditions made these responses more energetically efficient,
meaning that the same features could be represented with far
fewer spikes, which are energetically costly (Attwell and Laugh-
lin, 2001). Removing GABAA plasticity, however, reduced rate
responses at all modulation frequencies (Figure 6A). In addi-
tion, synchrony cut-off was reduced due to low spike output
(Figure 6B).

The model recovery time constant from synaptic depression
was also varied by changing the value of TauR2 for AMPA and
TauR for GABAA synaptic currents (Table A4 in Appendix). Either
increasing or decreasing the depression recovery time by 50%
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FIGURE 4 | Example in vivo and model neurons exhibiting either
low-pass rMTF (A–D) or band-pass rMTF (E–H). (A) Dot-raster plot of
responses of unit Y27 from the IC of a young animal to nAM stimuli
presented at 65 dB SPL. For this example and other raster examples,
modulation frequency is marked along the Y -axis in Hz and time along the
X -axis in ms. Each black dot represents a single action potential. Gray
arrows indicate beginning and end of sound stimulus. Each modulation
frequency shows an aggregation of 10 trials. (B) Dot-raster plot of an
Adapting model neuron using 2 VCN and 4 high-pass rate tuned DNLL
inputs. (C) Mean firing rate and vector strength of neuron shown in (A) for
various modulation frequencies, exhibiting low-pass rMTF and tMTF. Rate in
spikes/s (blue) and significant vector strength (red) are marked on opposing
Y -axes. Modulation frequency is marked along the X -axis in Hz. Horizontal

gray line indicates mean spontaneous firing rate. Error bars indicate 1
standard deviation from mean firing rate. (D) Adapting IC model neuron
using inputs described in (B) showing mean firing rate (blue) of 10 trials, and
significant vector strength (red). Axes similar to (C). (E) Dot-raster plot of
responses of unit Y30 from the IC of a young animal to nAM stimuli
presented at 75 dB SPL. (F) Dot-raster plot of a Sustained model neuron
using three user-defined low-pass excitatory inputs with six low-pass
inhibitory inputs, each with corner frequencies at 32 Hz. (G) Mean firing rate
and vector strength of neuron shown in (E) for various modulation
frequencies, exhibiting band-pass rMTF and tMTF. Axes similar to (C). (H)
Mean firing rate and vector strength of model neuron described in (F) for
various modulation frequencies, showing mean firing rate (blue) of 10 trials,
and significant vector strength (red). Axes similar to (G).

for either the AMPA or GABAA plasticity produced similar rate
responses at 8 Hz (Figure 6C). For higher modulation frequen-
cies, differences were more evident, such as the five-fold difference

in firing rates at 32 Hz between 50% GABA recovery tau versus
150% recovery tau. The range of synchrony was decreased when
AMPA or GABAA recovery time was halved, while increasing the
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FIGURE 5 | Example in vivo and model neurons exhibiting all-pass
rMTF and low-pass tMTF (A–D) or band-reject rMTF and low-pass
tMTF (E–H). (A) Dot-raster plot of responses of unit Y34 from the IC of a
young animal to nAM stimuli presented at 65 dB SPL. (B) Dot-raster plot of
an Adapting model neuron using three DCN and two all-pass rate tuned
DNLL inputs. (C) Mean firing rate and vector strength of neuron shown in
(A) for various modulation frequencies, exhibiting all-pass rMTF and
low-pass tMTF. (D) Mean firing rate and vector strength of the model

neuron described in (B). (E) Dot-raster plot of responses of unit Y22 from
the IC of a young animal to nAM stimuli presented at 65 dB SPL. (F)
Dot-raster plot of responses from an Adapting model neuron with 2 VCN
and 6 VNLL band-pass rate tuned inputs (rBMF=36 Hz). (G) Mean firing
rate and vector strength of neuron shown in (E) for various modulation
frequencies, exhibiting band-reject rMTF and low-pass tMTF. (H) Mean
firing rate (blue) of 10 trials, and significant vector strength (red) of model
neuron shown in (F). All axes similar to Figure 4.

recovery time for GABAA increased synchronized response range
(Figure 6D).

In addition to synaptic depression, other potentially important
determinants of IC responses were tested in combination with one
another to observe their effects on rMTF, including the conduc-
tances of AMPA and GABAA, the GABAA inhibitory post-synaptic

current (IPSC) decay time constant, and the number of excitatory
and inhibitory inputs. Each of these parameters can influence the
shape of the output rMTF. These values were adjusted in the model,
and the output rMTFs were recorded. The summaries of the IC
rMTF shapes are shown in Figure 7, using the rMTF shape defi-
nitions described in the Section “Materials and Methods.” 4 VCN
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FIGURE 6 | Effects of synaptic plasticity on model responses. Changes in
rate (A) and statistically significant vector strength (B) with modulation
frequency in IC Adapting Model responses with 3 DCN and 2 DNLL all-pass
inputs in the presence of synaptic depression (blue), the absence of only
AMPA synaptic depression (red) or the absence of only GABAA synaptic
depression (green). Changes in rate (C) and statistically significant vector
strength (D) responses with modulation frequency in IC Adapting model with

2 VCN and 4 DNLL high-pass inputs under normal GABAA and AMPA recovery
time constants (blue), 50% reduction in AMPA (red) or GABAA (purple), or
150% increase in AMPA (green) or GABAA (yellow) time constants. Synchrony
range is increased with longer recovery time but decreased with shorter
recovery time. Modulation frequency in Hz is marked along the X -axes for
(A–D), mean firing rate in spikes/s is marked along the Y -axes in (A,C) and
vector strength is marked along the Y -axes in (B,D).

(Figures 7A–C) or 4 DCN (Figures 7D–F) excitatory inputs and
4 DNLL high-pass inhibitory inputs were used. Model simula-
tions using large GABAA conductances, large IPSC decay values,
or large numbers of inhibitory inputs typically produced LP rate
responses (blue x), while smaller inhibitory conductances, IPSC
decay values or number of inhibitory inputs typically produced
AP rate responses (red circles), which are indicated on the color
plots (Figures 7A–F). BR responses were produced at intermediate
values that separated regions of AP and LP rate responses (green
diamonds). BP responses were not commonly observed using the
combinations of either DCN/DNLL or VCN/DNLL inputs tested
in these examples (black filled circles).

ANATOMIC CHANGES IN SYNAPTIC MARKERS IN AGED IC
A main goal in developing the IC model was to apply it to under-
standing central mechanisms of age-related decline in temporal
processing (Schatteman et al., 2008; Parthasarathy and Bartlett,
2011). As a preliminary step to constrain potential mechanisms to
test in the IC model, anatomic techniques were used to measure
changes in the inhibitory and excitatory synaptic markers. The

relative optical densities (RODs) of ROI in the IC central nucleus
were compared between young and aged animals for sections
immunostained for GAD65/67 a marker of presynaptic GABAer-
gic axons or VGluT2 a marker of a population of glutamatergic
axons (e.g., Figure 8A). GAD65/67 ROD showed a significant
decrease in aged animals (Figure 8B, p < 0.05, unpaired t -test),
consistent with previous studies showing a loss of inhibitory mark-
ers (Raza et al., 1994; Burianova et al., 2009). VGluT2 did not
change significantly with age (Figure 8B), consistent with previ-
ous studies showing no loss in the number of excitatory terminals
in the aged IC (Helfert et al., 1999), though the functionali-
ties of the terminals and post-synaptic receptors are not known.
These anatomical data suggested some data-constrained variables
suitable for further exploration in the IC model.

COMPARISON OF IN VIVO RESPONSES FROM THE IC OF YOUNG AND
AGED ANIMALS
Responses of 47 auditory neurons were recorded from the IC of
three aged animals. Of these, 25 neurons had non-synchronized,
purely onset responses to AM stimuli that were not modulated by
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FIGURE 7 | Determinants of IC Model output and rMTF shape. Color plots
showing various rate MTF response shapes using 4 VCN excitatory and 4
DNLL high-pass inhibitory (A–C) inputs with the IC Adapting model.
LP – low-pass (blue crosses), AP – all-pass (red circles), BR – band-reject
(green diamonds), BP – band-pass (black circles). (A) Rate shape plots as a
result of adjusting GABAA synaptic conductance (nS, X -axis) and AMPA
synaptic conductance (nS, Y -axis). (B) Rate shape plots corresponding to
changes in GABAA ISPC decay (ms, X -axis) and GABAA synaptic conductance
(nS, Y -axis) (C) Rate shape plots corresponding to changes in number of
inhibitory (X -axis) and excitatory (Y -axis). (D–F) Color plots similar to (A–C),

using 4 DCN and 4 DNLL high-pass inputs in the Adapting model. (G–I)
Voltage traces taken from a single trial, divided into 62.5 ms intervals (16 Hz)
and averaged. Mean voltage trace from a trial using 3 DCN and 5 DNLL
high-pass inputs (G), 5 DCN and 5 DNLL high-pass inputs (H), or 9 DCN and 5
DNLL high-pass inputs (I). Membrane potential is marked along the Y -axis in
mV and time is marked along the X -axis in ms. (J) Voltage traces taken from a
single trial, divided into either 62.5 ms (16 Hz, i), 15.6 ms (64 Hz, ii) or 3.9 ms
(256 Hz, iii) intervals and averaged. Mean voltage traces using 3 DCN and 5
DNLL high pass inputs. Membrane potential is marked along the Y -axis in mV
and modulation period is marked along the X -axis in degrees.
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FIGURE 8 | Immuno-histochemical levels of GAD and VGluT2 in young
and aged IC. (A) Example sections of the IC stained for GAD (top) and
VGluT2 (bottom) for young (left) and aged (right) animals under 40×
magnification. The dimensions of the sections are 208.2×156 µm. (B)
Average relative optical densities of GAD 65/67 and VGluT2 from the IC of
young (red) and aged (blue) animals. ROD is marked along the Y -axis, and
the type of marker along the X -axis. Error bars indicate one standard
deviation. Asterisks indicate significant difference (p < 0.01, unpaired t -test).

modulation frequency. These neurons, encountered early in the
track and likely to be located in the dorsal or external cortex of
the IC, were discarded for the purposes of this study. The remain-
ing neurons all responded to varying modulation frequencies by
changes in rate and/or synchrony and were compared to responses
obtained from the young animals. Of these neurons, 46% exhibited
LP, 36% exhibited BP, and 18% exhibited AP rate tuning. No BR
neurons were encountered in our aged sample. The proportion
of neurons exhibiting LP characteristics compared to the other
response types was slightly higher in the aged than the young. Of
the synchronous neurons, the relative proportions of LP and BP
tMTFs did not change significantly with age, with 58% exhibiting
LP synchrony, and 42% exhibiting BP synchrony.

The distribution of tBMFs was LP in nature for both young
and aged animals. Aged neurons generally had lower vs, and no
aged neurons with tBMFs greater than 32 Hz were encountered
(Figure 9A). The mean vs at tBMF was also significantly lower
for in the aged (0.45± 0.12) compared to the young (0.56± 0.16,
p < 0.01, rank-sum test). Figure 9B shows the distribution of F max

for the young and aged animals. The F max or the cut-off frequen-
cies were more band-pass in nature for the young, with the most
number of units having a maximum phase locking from 32 to
64 Hz. In the aged, the distribution of F max revealed no neurons
that could synchronize to MFs greater than 64 Hz AM. The popula-
tion of neurons that could synchronize to modulation frequencies

FIGURE 9 |Temporal characteristics of IC neurons from young and
aged animals. (A) Distribution of best temporal modulation frequencies
(tBMFs) in young (red) and aged (blue) animals among the recorded
neurons in this study. Modulation frequency is marked along the X -axis in
Hz and Y -axis indicates percentage of units with specified tBMF. (B)
Distribution of temporal cut-off frequencies (F max) in young (red) and aged
(blue) animals among the neurons recorded in this study. Axes same as (A).

of 64 Hz and higher, were significantly different between the young
and the aged (52.7 vs. 5.3%, p < 0.001, χ2 test). Thus overall, the
aged neurons seemed to lack the ability to synchronize to faster
modulation frequencies, and also showed more LP rate tuning
and no BR rate tuning.

MODELING OF AGED UNITS BASED ON IN VIVO RESPONSES
Based on the decrease in markers of GABAergic inhibition seen at
the anatomical level, GABAA conductance was modified to repro-
duce the results seen at the level of the single neuron. Figure 10
shows an IC Sustained model with two DCN inputs and five DNLL
high-pass inputs with LP rate and synchrony coding. Figure 10A
(left) shows a voltage trace from the “young” model with full inhi-
bition for an AM frequency of 16 Hz, demonstrating periodic
firing at the modulation frequency. Upon reduction of GABAA

conductance by 50%, the neuron remained more depolarized
(Figure 10A, right), and the synchronized firing was abolished
(Figure 10B). The neuron remained LP rate tuned with higher
firing rates (blue dashed line). This decrease in synchrony was
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FIGURE 10 | Modeling age-related loss of synchrony through reduction
in GABAA. IC Sustained model with two LSO inputs and three DNLL
all-pass and the membrane potential at −60 mV. (A) Example voltage traces
from individual trials at 16 Hz modulation frequency for a young (left) and
aged (right) model neuron. (B) Changes in mean firing rate shown for a
young model neuron (blue solid line) and an aged model neuron with 50%
reduction in GABAA (blue dashed lines). Significant vector strengths shown
for a young model neuron (filled red circles) and an aged model neuron (red
open circles, not present in the model). Firing rate, in spikes/s, and vector
strength are marked along opposing Y -axes and modulation frequency in Hz
is marked along the X -axis. Error bars indicate one standard deviation from
the mean of 10 trials. (C) Representative neuron A15 from an aged animal
showing a weak low-pass rMTF (blue solid lines) and reduced synchrony
(red open circle) to sAM stimuli presented at 75 dB SPL and centered at 16
KHz. Gray line indicates mean spontaneous firing rate. Axes same as (A).

similar to those observed at the single neuron level in the aged,
as illustrated by responses of an aged neuron, A21, to sAM stim-
uli centered at 16 kHz, presented at 75 dB SPL (Figure 10C). This
example neuron exhibited a low-pass rMTF with an rBMF of 8 Hz
(rate – 30.4 spikes/s) and LP tMTF with a tBMF of 8 Hz (vs – 0.42).

Neuronal responses from aged animals in a previous study
(Palombi et al., 2001) revealed a significant increase in LP rate
tuned responses, whereas a slight increase was seen in aged ani-
mals in the present study. Figure 11 shows an IC Adapting model
with four LSO LP excitatory inputs with six VNLL BP inhibitory
inputs (rBMF= 12 Hz) with BP rate tuning. For 16 Hz AM, the

FIGURE 11 |Transformation of band-pass rMTF to low-pass rMTF by
reducing GABAA. IC Adapting model with 3 user-defined low-pass
excitatory inputs (LSO sync tuning) and 3 VNLL band-pass inhibitory inputs
(rBMF=12 Hz). (A) Example voltage traces from individual trials at 16 Hz
modulation frequency for a young (left) and aged (right) model neuron. (B) A
band-pass rMTF (solid blue) from a model young neuron is transformed into
a low-pass rMTF (dashed, blue) upon 50% reduction in GABAA. The original
vector strength (solid red ) decreased (dashed, red ) but the cut-off
frequency remained the same. Firing rate, in spikes/s, and vector strength
are marked along opposing Y -axes and modulation frequency is marked
along the X -axis in Hz.

voltage trace in the“young”model neuron (Figure 11A, left) shows
a low but periodic firing rate. Upon decreasing GABAA conduc-
tance by 50%, the “aged” model neuron transformed into a LP
rate coded neuron, which can be seen in Figure 11B (blue dashed
line) while maintaining or even exceeding the vs of the “young”
model neuron (Figure 11B, red lines). In this example, decreas-
ing inhibition allowed the synchronized excitatory inputs to reach
threshold, generating a synchronized response with a higher rate
than in the young (Figure 11A, right).

Band-reject neurons or neurons with a “worst modulation fre-
quency” have been reported in a significant percentage IC AM
responses in young animals (Krishna and Semple, 2000; Krebs
et al., 2008). These neurons are thought to be the result of an exci-
tatory AP input spike train that coincided with a tuned inhibitory
input upon an IC neuron. An IC Adapting model using three
VCN inputs and five VNLL BP inputs (rBMF= 32 Hz) produced a
BR response with a minimum at 64 Hz and a synchronized range
from 16 to 32 Hz, as seen in Figure 12B (blue and red solid lines).
Upon reduction of this tuned inhibition by 50% (blue dashed
lines), the rate at the worst modulation frequency increased. The
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FIGURE 12 | Reduction in band-reject rMTFs due to reduction in
GABAA. IC Adapting model with 3 VCN inputs and 4 VNLL band-pass inputs
(rBMF= 32 Hz). (A) Example voltage traces from individual trials at 16 Hz
modulation frequency for a young (left) and aged (right) model neuron. (B)
Changes in mean firing rate of a model neuron exhibiting band-reject rMTF
(solid blue) with reduction in GABAA to 50% (dashed blue) or to 25%
(dot-dashed, blue). The original vector strength (solid red ) reduced for both
conditions (dashed, red, and dot-dashed red respectively). Firing rate, in
spikes/s, and vector strength are marked along opposing Y -axes and
modulation frequency is marked along the X -axis in Hz.

neuron was still BR at 32–64 Hz, but the depth of rate modula-
tion was much lower. Similar to Figure 11, reducing inhibition
uncovered the synchrony of the excitatory inputs, resulting in syn-
chronized responses from 8 to 128 Hz. Further reduction of 75%
of the inhibitory conductance generated a high-pass rMTF (dash-
dot lines), reflecting the VCN inputs and the lack of inhibition at
high AM frequencies. This example demonstrates the complicated
relationship between the balance in excitation and inhibition and
the representation of temporal modulation. In this case, inhibi-
tion shaped selectivity for AM for both rate and synchrony in the
“young” model, restricting the response to low modulation fre-
quencies. Loss of inhibition resulted in a loss of selectivity but a
more extensive range over which periodicity could be represented
by a single IC neuron.

DISCUSSION
SUMMARY OF RESULTS
In this study, neuronal responses were recorded in the IC of young
and aged Fischer-344 rats to using sAM and nAM stimuli. In

young animals, these responses were primarily classified into LP,
BP, BR, and AP responses based on their rate tuning. Neuronal
tMTFs also showed LP and BP characteristics. These major types
of responses were recreated using a single compartment IC neuron
model with voltage-gated ion channels and synaptic ligand-gated
channel characteristics derived from previous in vitro and in vivo
studies, including physiologically realistic input rates and synaptic
depression.

Predictions based on changes in response patterns due to aging,
primarily due to decreased inhibition, were motivated by changes
in anatomical markers as well as changes in responses to the
same AM stimuli from the IC of aged animals. In addition, it
was demonstrated that changes in the balance between excitation
and inhibition (Figure 7), as well as changes in recovery timing
of synaptic depression (Figure 6) produced decrements in tem-
poral processing consistent with data from aged animals. Hence
this model provides a powerful framework for understanding the
cellular mechanisms of temporal processing in the IC, and pre-
dicting how they may change in cases of aberrant processing, such
as those in aging.

CONSIDERATION OF MODEL PARAMETERS
The creation and use of the IC model uncovered important
assumptions and needs for additional experimental data. A sin-
gle compartment model of IC neurons was used in this study.
Most neurons in the central nucleus of IC have disk-shaped mor-
phology (Oliver, 1984; Peruzzi et al., 2000), where the dendrites
are thick proximally and taper within about 50 µm, extending
100–150 µm from the cell body in the rat (Peruzzi et al., 2000).
Many inhibitory synapses onto IC neurons are axosomatic (Ito
et al., 2009), whereas excitatory synapses are found mainly along
the dendrites (Oliver et al., 1999). Although dendritic filtering
of synaptic inputs, which may be important in auditory brain-
stem neurons (Joris et al., 1998), was not accounted for, there are
mechanisms in hippocampus and cortex that allow somatic EPSP
amplitude to be largely independent of synaptic location (Magee
and Cook, 2000). Hence a point model neuron was used as a first
approximation lacking further evidence for how synapses and ion
channels are distributed in IC neurons.

Although there are multiple sources of ascending excitatory and
inhibitory projections to IC, studies of their synaptic properties,
largely conducted using brain slices, have typically not dissociated
the sources. Therefore, only the aggregate population synaptic
characteristics are known (Smith, 1992; Wu et al., 2004; Sivara-
makrishnan and Oliver, 2006), not the input-specific synaptic
characteristics for each source. Moreover, the number of synap-
tic inputs used to model IC neurons has varied widely from 1 to
30 inputs (Reed and Blum, 1999; Shackleton et al., 2000; Nelson
and Carney, 2004; Guerin et al., 2006). Data from in vitro record-
ings suggests a moderate number of inputs (1–10) converge on IC
neurons (Smith, 1992; Wu et al., 2004). While this is clearly fewer
than the number of synapses on a given neuron, it may provide
an estimate of the number of functional levels of excitation or
inhibition. Given that individual afferent axons often contribute
more than one synapse onto a single neuron, it is useful to consider
the functional levels that can be evoked by electrical stimulation
as a lower estimate of the number of separate inputs evoked by
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sound. These numbers were sufficient to drive IC rates compara-
ble to those in vivo. Some IC models have suggested the use of
balanced inhibition, while others (Nelson and Carney, 2004) have
suggested that inhibition should dominate. This was often the
case in our model, where even in the presence of 4–6 inhibitory
inputs, 2–3 excitatory inputs could drive model IC neurons to
rates comparable to those in vivo (e.g., Figures 4, 5, and 10–12).
Moreover, we have verified that BP IC responses can be generated
by LP excitatory inputs with equal or higher corner frequencies
than LP inhibitory inputs (Figures 4F,H), as suggested by Dicke
et al. (2007). Another assumption in the model is that a given
neuron receives only one type of excitatory or inhibitory input.
There have been excellent studies demonstrating functional zones
of inputs to the IC (Malmierca et al., 2005; Cant and Benson, 2006;
Loftus et al., 2010), but whether different excitatory or different
inhibitory inputs converge on individual IC neurons has not been
established. Finally, the effects of local excitatory and inhibitory
collaterals in IC (Herrera et al., 1989; Oliver et al., 1991; Paloff
et al., 1992) have been omitted from this iteration of the IC model
but would be likely to enhance or suppress the sustained responses
of IC neurons, respectively.

COMPARISON OF THE MODEL WITH PREVIOUS MODELS
Experimental parameters for the present study were obtained from
IC studies using brain slices (Peruzzi et al., 2000; Wu et al., 2004;
Sivaramakrishnan and Oliver, 2006) and from in vivo intracellular
recordings (Tan and Borst, 2007; Tan et al., 2007; Geis and Borst,
2009). From these studies, it was possible to obtain values for
membrane properties, synaptic amplitudes and time courses, and
short-term synaptic plasticity. The setup of input tuning curves
to generate different IC outputs in our model overlapped with
schemes in previous models (Cai et al., 1998a,b; Nelson and Car-
ney, 2004; Guerin et al., 2006; Dicke et al., 2007), which in most
cases focused on BP tuned IC neurons and used much faster
synaptic time constants than have been measured for IC neu-
rons. This does not diminish the functional insights gained from
these models, but the current model can generate the spectrum
of IC responses using more recent synaptic data and membrane
properties. For example, in vivo it is known that synaptic depres-
sion and facilitation can have significant influence on information
transmission (Elhilali et al., 2004; Wolfart et al., 2005), especially
using more realistic patterns of activity (Hermann et al., 2009).
Although spontaneous activity may affect the steady state magni-
tude of depression (Hermann et al., 2007), the spontaneous rate of
IC inputs is often low (Tan et al., 2007, Figures 4, 5), and the spon-
taneous rates of many of the IC inputs are low (Yin and Chan, 1990;
Bajo et al., 1999; Paolini and Clark, 1999), so it is still expected
that some depression of inputs to the IC will be present for the
initial sound-evoked activity. In addition, data from the calyx of
Held synapses suggests that extracellular calcium concentration
and intracellular calcium handling will affect the strength and time
course of depression (Lorteije et al., 2009) and that in vivo extracel-
lular calcium concentration is probably lower than typically used
in brain slice experiments. However, activity dependent shifts in
depression, or the balance of excitatory and inhibitory depression
(Figure 6), may be an interesting way to regulate IC sustained
activity. The advantage of using realistic intrinsic properties and

synaptic properties for the IC is that they can be modified to make
specific, testable mechanistic predictions about how changes in
those properties, due to conditions such as aging or hearing loss,
will affect IC model responses. In this study, the main focus has
been on synaptic parameters that change, such as a decrease in
GABAergic inhibition with age (Figures 10–12), but it is possible
to test for other parameters that may be affected by aging, such as
the influence of voltage-dependent ion channels, membrane prop-
erties, and changes in reversal potentials associated with impaired
bioenergetics in aging (Mei et al., 1999; Melov, 2004).

COMPARISON OF IN VIVO RESPONSES WITH PREVIOUS STUDIES
The classification of rate MTFs followed earlier studies in the IC,
with studies reporting LP, BP, and AP tuning (Rees and Moller,
1987; Langner and Schreiner, 1988; Rees and Palmer, 1989). Pre-
vious studies also reported BR rMTF tuning, as a worst modulation
frequency (Krishna and Semple, 2000; Krebs et al., 2008). The BR
tuning is thought to be due to the presence of tuned inhibitory
inputs converging on an IC neuron along with an AP rate input,
but it is also possible to get BR tuning with inhibition that precedes
excitation (Figure A3 in Appendix). Many other neurons in this
study showed a LP or BP tMTF, with the distributions of tBMFs
and F max similar to those reported in earlier studies in rats (Rees
and Moller, 1987). Though temporal coding of periodic stimuli
is not generated in the IC and is inherited from the lower audi-
tory inputs, these responses may be sharpened due to the effect of
inhibition mediated by GABA in young animals (Caspary et al.,
2002; Zhang and Kelly, 2003). It is the reduction in inhibition esti-
mated by a reduction in GAD 65/67 staining seen in this study
(Figure 8), as well as reported previously in various other stud-
ies that is thought to be a contributing factor to altered temporal
responses with age (reviewed in Caspary et al. (2008). The reduc-
tion in GABAergic inhibition has robust effects on rate coding and
vs, with an overall increase in rate and more complex effects on vs.
Rate changes can transform rMTFs from BP tuning to LP tuning
or from BR to AP or high-pass (Figures 10–12).

MECHANISMS DETERMINING AM PROCESSING CHARACTERISTICS IN
YOUNG
The IC neuron model highlights several possible mechanisms of
IC neurons that can influence responses to AM inputs, and it
allows for adjustments of many parameters that modify intrinsic
and synaptic properties.

Output response tuning to AM inputs can be inherited via
combinations of different input tuning. Figure 3 shows responses
to different types of afferent rate tuning, which are compared
to the corresponding output responses. Coupled with AP inhibi-
tion, excitatory inputs exhibiting distinct rate characteristics often
produce rate responses that inherit and display similar rate curves.

Not surprisingly, regions of few excitatory and numerous
inhibitory inputs suppressed firing and either produced purely
subthreshold responses, or responses with very low spike counts.
More interestingly, this combination could transform AP VCN
excitatory inputs to LP IC rMTF outputs (Figure 7C). Predictably,
numerous excitatory and few inhibitory inputs produced large
spike rates that are either non-synchronized or take on the charac-
teristics of their inputs, such as the AP responses in Figures 7A,D.
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The best fits with data occurred when there were 1–3 more
inhibitory inputs than excitatory inputs (Figures 4, 5), suggest-
ing that the inhibition dominated models of Nelson and Carney
(2004) may fit the data best.

The GABAA IPSC decay time was another factor that signifi-
cantly influenced the output response characteristics, particularly
response rates. Increasing the IPSC decay value by 50% decreased
spike rates at all modulation frequencies, due to larger hyperpo-
larization and increased summation of inhibitory inputs. This
increase could also drive selectivity of the rMTF, as shown in
Figures 7B,E, in a manner that was similar to increasing the peak
conductance. Conversely, shortening IPSC decay values by 50%
increased firing rates and reduced rMTF selectivity. This decrease
sometimes reduced response vs measures and made the synchro-
nized portion of its tMTF more similar to that of its inputs. Unlike
IPSC decay time, adjustments to inhibition timing (±5 ms) rel-
ative to excitation produced only minor differences in rate or
synchrony, similar to previous model studies (Nelson and Carney,
2004), which is probably due the integration of multiple inputs
with multiple spikes per cycle. If the firing between the excitatory
and inhibitory inputs were significantly correlated, rather than
independently generated as they have been modeled in this study,
delay would be more of a factor.

Finally, tuned rate responses could be obtained in a straightfor-
ward manner in the model using tuned excitatory inputs alone or
in conjunction with tuned inhibitory inputs. This may be occur-
ring for MSO inputs (Grothe, 1994) and for DNLL and VNLL
inputs (Yang and Pollak, 1997; Zhang and Kelly, 2006). Tuned inhi-
bition explains some results in young animals, such as a decrease
in firing rate in the low AM frequency region of some BP units
in IC generated by either BP or LP inhibitory inputs. However, it
does not adequately explain on-rBMF inhibition and maintenance
of BP tuning and rBMF during blockade of inhibition (Caspary
et al., 2002). This appears to require additional mechanisms such
as coincidence detection (Guerin et al., 2006) or cross-correlation
(Nelson and Carney, 2004) except that slower synaptic time con-
stants measured for IC neurons should be used. Further study is
required to correlate subthreshold membrane potential contours
with rMTF shape and with model responses, as was found in Geis
and Borst (2009). However, Figures 7G–I from our study demon-
strated that increasing the number of excitatory inputs smoothes
the membrane potential contours, given a constant strength of
inhibition. In addition, higher frequency inputs also smooth the
membrane potential contours (Figure 7J), similar to Geis and
Borst (2009).

MANIPULATIONS IN MODELS THAT PRODUCE AGING-LIKE RESPONSES
AND COMPARISON WITH OTHER AGED IC STUDIES
Reduction in GABAergic inhibition was chosen for initial simula-
tions of age-related changes in the IC model. Intrinsic parameters
were largely ignored for this iteration of the model because there
are very few data on age-related changes in membrane channels,
though some changes have been observed with deafness or hear-
ing loss (Kharkovets et al., 2000; Vale et al., 2003; Cui et al., 2007).
A decrease in GAD65/67 has been observed in Figure 8 and a
number of previous studies (Raza et al., 1994; Burianova et al.,
2009), signifying that the amount of GABA available may be lower

in aged animals. There are also indications of alterations of the
GABAA subunit composition (Backoff et al., 1999), suggesting
that both pre- and post-synaptic components of fast inhibition
in the IC are altered. A simple way to test the aggregate effect
of these changes was to reduce the GABAA conductance in the
model, though a finer-scale modeling of amplitude and kinetics
could be possible. Although Figure 8B suggests that presynaptic
markers of excitatory terminals are not affected by aging, evoked
glutamate release (Caspary et al., 1990a) and glutamate receptor
subunit composition (Marianowski et al., 2000; Holt et al., 2005)
can both be affected by aging, so simple changes in excitatory
function can be tested in conjunction with decreased inhibition in
the future. Finally, recovery from sound gaps (Walton et al., 1998)
or sequential stimuli (Finlayson, 2002) suggested that recovery
from depression may be affected by aging, and Figure 6 suggests
that changing synaptic depression changes both rate and temporal
selectivity in IC.

Manipulations that affected GABAA conductance shaped tun-
ing in ways consistent with previous studies of aged animals. For
units with LP responses (Figure 10), rates increased and vector
strength often decreased. For units whose BP tuning was shaped
by LP or BP inhibition, reducing inhibition led to a shift to LP
tuning (Figure 11). For units with BR tuning, created by LP or AP
excitation and BP or preceding AP inhibition, reducing inhibition
led to high-pass or AP rMTF responses (Figure 12). These effects
are similar to those observed in IC studies of young rats (Caspary
et al., 2002; Zhang and Kelly, 2003), where a subset of BP units
reverted to LP responses during bicuculline administration. Many
of the units still had BP tuning with elevated rates, suggesting that
the BP tuning was inherited from inputs or generated by synaptic
and cellular filtering in IC. The results are also consistent with our
small sample of aged units and studies of AM in aged animals
(Palombi et al., 2001), where there was a higher percentage of LP
responses. These examples demonstrate the versatility of the IC
model in testing and making predictions about consequences of
different changes in IC synaptic and neuron properties, but were
intended to be illustrative rather than exhaustive.

MODEL PREDICTIONS AND GAPS IN NECESSARY EXPERIMENTAL DATA
REVEALED BY MODEL
By using IC experimental data from rodents for model values
where possible, construction of the model revealed experimental
avenues for future study in order to more accurately simulate IC
processing. The synaptic properties of the main ascending affer-
ents to IC need to be dissociated and analyzed separately, for both
the excitatory and inhibitory inputs. In addition, the anatomical
convergence of afferents at the single neuron level needs to be
examined in order to determine how many different ascending
axons send terminals to a different neuron and whether different
excitatory sources or different inhibitory sources often converge.
Estimates were made based on current available data and the abil-
ity to recapitulate basic AM tuning with minimal manipulations,
but this study has not focused on specific parameter fitting to
individual neuron data. In addition, the inputs to the IC model
were assumed to be normal, despite evidence that there are tempo-
ral processing deficits evident in single unit brainstem responses
(Schatteman et al., 2008) and population neural responses that
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FIGURE 13 | Model output schematic. Diagram describes possible rate
output shapes generated by different combinations of inputs (left ) and
changes in model parameters (to be read left to right). Excitatory inputs are
shown in red boxes and inhibitory inputs are shown in blue boxes. Adjustment
of model parameters (center ), such as number of excitatory or inhibitory

inputs, magnitude of synaptic conductances of AMPA or GABAA, duration of
inhibitory post synaptic currents (IPSCs), or frequency of peak inhibitory input
rMTF can shape output rate response and lines through gradients indicate
magnitude of each parameter. Similar colored lines correspond to different
rate output shapes (right ) produced by different combinations.

include brainstem and midbrain sources (Parthasarathy et al.,
2010; Parthasarathy and Bartlett, 2011).

CONCLUDING REMARKS
The IC model presented here, using realistic voltage-dependent
membrane channels and synaptic ion channels, is able to produce
all in-vivo rMTF responses described in this study (Figures 4, 5).
Figure 13 shows a schematic of the IC model with the differ-
ent ascending input combinations, key model parameters, and
the resulting output rMTFs generated. LP inputs, such as the
LSO inputs (Figure 2), preserved their rate shape if coupled
with either AP or high-pass inhibition (DNLL). AP inputs (DCN,
VCN) with a large number of inhibitory inputs or BP inhibi-
tion tuned to high (>64 Hz) frequencies also produced a LP
rate response. AP inputs preserved their rate shape when they
outnumbered inhibitory inputs or, similarly, had large AMPA con-
ductances. There was an intermediate regime between LP and
AP responses (Figures 7A–F) where AP inputs (VCN, DCN)
coupled with DNLL inhibition produced BR responses. In addi-
tion, BR responses could be generated when the AP excitatory
inputs were coupled with inhibition tuned to intermediate mod-
ulation frequencies. BP responses were occasionally generated

for specific parameter combinations (Figures 7A–F), but they
could be reliably generated from LP LSO inputs coupled with
VNLL BP inhibition tuned to low (<32 Hz) frequencies or from
LP inhibitory inputs with a lower LP corner frequency. Based
on these observations, there were predictable changes in rMTF
when one aspect of age-related change was simulated by reduc-
ing GABAergic inhibition. This could cause BP responses to
become LP (Figure 11) or BR responses to become AP or
high-pass (Figure 12). Taken together, it appears that IC out-
puts will reflect the rMTFs and basic tMTF characteristics of
their inputs, but this simple relay is shaped by inhibitory inputs
to transform the AM rate selectivity within the IC, which is
greatly diminished by reduced inhibition such as that found in
aging.
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APPENDIX
The ionic channels for the model are described by the following
equation:

Ix = gx(Vm − Ex)

Where g x is the time-varying conductance for an individual
ion channel multiplied by the difference between the membrane
potential, V m and the reversal potential for that ion channel, Ex.
The time course and magnitude of the activation and inactiva-
tion parameters are given for each of the channel equations listed
below. The models were implemented in NEURON v7.1 (Hines
and Carnevale, 2001) using a time step of 0.02 ms and a temper-
ature of 34˚C. Model cell capacitance for each type were set to a
value of 1 µF/cm2. Times are in ms, voltages are in mV, concen-
trations are in mM, and currents (unless otherwise stated) are in
mA/cm2.

FAST, TRANSIENT NA+ CURRENT (TRAUB ET AL., 2003)

INa = gNam3h(Vm − ENa)

τm = 1/(αm + βh)

m∞ = αm/(αm + βm)

αm = [0.32(−(Vm + 39))]/[e(−(Vm+39)/4)
− 1]

βm = [0.28 ∗ ((Vm + 12)]/[e((Vm+12)/5)
− 1]

τh = 1/(αh + βh)

h∞ = αh/(αh + βh)

αh = 0.128e(−(Vm+35)/18)

βh = 4/[1+ exp(−(Vm+12)/5)
]

POTASSIUM DELAYED RECTIFIER CURRENT (TRAUB ET AL., 2003)

IKdr = gKdrn4(Vm − EK)

n∞ = 1/[1+ e(−(Vm+5.3)/10.8)
]

τn = 0.25+ 4.35e((Vm+10)/10) for Vm < −10mV

τn = 0.25+ 4.35e((Vm+10)/10) for Vm > −10mV

POTASSIUM CURRENT (TEA-SENSITIVE; SIVARAMAKRISHNAN AND
OLIVER, 2001; TRAUB ET AL., 2003)

IKtea = gKdrn4(Vm − EK)

n∞ = 1/[1+ e(−(Vm+7.2)/8.9)
]

τn = 0.25+ 4.35e((Vm+10)/10) for Vm < −10mV

τn = 0.25+ 4.35e((Vm+10)/10) for Vm ≥ −10mV

I H CHANNEL (KOCH AND GROTHE, 2003)

Ih = ghm(Vm − Eh)

m∞ = 1/[1+ e((Vm+79.5)/9.8)
]

τm = 1.475+ 1/[e(−7.647−0.038Vm)+e(−1.533+0.046Vm)
]

IH CHANNEL, ONSET (KOCH AND GROTHE, 2003)

Ih = ghm(Vm − Eh)

m∞ = 1/[1+ e((Vm+79.5)/9.8)
]

τm = 3.21+ 1/[e(−7.63−0.042Vm)
+ e(−1.22+0.052Vm)

]

LOW-THRESHOLD CA2+ CURRENT (I T; HUGUENARD AND MCCORMICK,
1992)

IT = PCaTm2hG(Vm, Cao, Cai)

G(V , Cao, Cai) =

(Z 2F 2Vm/RT )[(Cai − Caoe(−ZFVm/RT ))/(1− e(−ZFVm/RT ))]

m∞ = 1/(1+ e(−(Vm+57)/6.2))

h∞ = 1/(1+ e((Vm+81)/4))

τm = 0.612+ 1.0/(exp(−(v + 132)/16.7)+ exp((v + 16.8)/18.2))

τh = e((Vm+467)/66.6) for Vm < −80

τh = 28+ e(−(Vm+22)/10.5) for Vm ≥ −80

HIGH-THRESHOLD CA2+ CURRENT (I L; MCCORMICK AND HUGUENARD,
1992)

IL = PCaLm2hG(Vm, Cao, Cai)

G(V , Cao, Cai) =

(Z 2F 2Vm/RT )[(Cai − Caoe(−ZFVm/RT ))/(1− e(−ZFVm/RT ))]

αm = 1.6/[1+ e(−0.072(Vm−5.0))
]

βm = 0.02(Vm − 1.31)/[e((Vm−1.31)/5.36)
− 1]

m∞ = αm/(αm + βm)

τm = 1/(αm + βm)

CA-DEPENDENT POTASSIUM CHANNELS (BK/SK; ARADI AND HOLMES,
1999; SIVARAMAKRISHNAN AND OLIVER, 2001)

IKCa = (gbk + gsk)(Vm − EK)

gbk = gbkbar ∗ rs2

gsk = gskbarq2

q = αq/(αq + βq)

r = 7.5/(7.5+ βr)

s = 1/(1+ 4/(1000 ∗ Cai))

αq = 0.00246/e(12 log 10(Cai )+28.48)/−4.5

βq = 0.006/e(12 log 10(Cai )+60.4)/35

βr = 0.11/e((Vm−35)/14.9)

LOW THRESHOLD POTASSIUM CHANNEL (ROTHMAN AND MANIS,
2003; ZHOU ET AL., 2005)

IKLT = gKLT ∗ w4z ∗ (Vm − EK)

W∞ = 1/(1+ e(−(Vm+48)/6))1/4

τW = 1.5+ 100/(6e((Vm+60)/6)
+ 16e(−(Vm+60)/45))

Z∞ = 0.5+ 0.5/(1+ e((Vm+71)/10))

τz = 50+ 1000/(e((Vm+60)/20)
+ e(−(Vm+60)/8))
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HIGH THRESHOLD POTASSIUM CHANNEL (ROTHMAN AND MANIS,
2003; ZHOU ET AL., 2005)

IKHT = gKHT ∗ (0.85n2 + 0.15p) ∗ (Vm − EK)

n∞ = 1/(1+ e(−(Vm+15)/5))2

τn = 0.7+ 100/(11e((Vm+60)/24)
+ 21e(−(Vm+60)/23))

p∞ = 1/(1+ e(−(Vm+23)/6))

τp = 5+ 100/(4e((Vm+60)/32)
+ 5e(−(Vm+60)/22))

RAPIDLY INACTIVATING POTASSIUM CHANNEL (ROTHMAN AND
MANIS, 2003)

IA = gkA ∗ (a4)b ∗ c ∗ (Vm − EK)

a∞ = (1/(1+ e(−(Vm+31)/6)))1/4

b∞ = (1/(1+ e((Vm+66)/7)))1/2

c∞ = (1/(1+ e((Vm+66)/7)))1/2

τa = 0.1+ (100/(7e((Vm+60)/14)
+ 29e(−(Vm+60)/24)))

τb = 1+ (1000/(14e((Vm+60)/27)
+ 29e(−(Vm+60)/24)))

τc = 10+ (90/(1+ e(−(66+Vm)/17)))

IC ADAPTING MODEL
The IC Adapting model is based on the Rebound-adapting
response neurons found in IC, which are characterized by adapta-
tion during sustained firing to depolarizing current and calcium
rebound following hyperpolarizing currents (Sivaramakrishnan
and Oliver, 2001; Koch and Grothe, 2003; Tan et al., 2007). The
membrane potential of this neuron model is described by the
following equation:

C ∗ (dV /dt ) = INa + IKdr + Ih + IT + IL + IKCa + Isyn + Ileak

Addition of the calcium activated potassium current I KCa and
the high threshold calcium current I L contributes to the adapta-
tion to depolarization. Inward rectification due to hyperpolariza-
tion is accomplished with the addition of I h. The low threshold
calcium current I T produces the depolarizing rebound following
hyperpolarization.

The Na+ and delayed rectifier K+ current equations were taken
from Traub et al. (2003). The maximal conductance values were
adjusted to produce current values similar to those observed
in Sivaramakrishnan and Oliver (2001; Table A1 in Appendix).
Both the low-threshold and high-threshold calcium ion current
equations were taken from a modeling study in the thalamus
(Huguenard and McCormick, 1992). The values for maximal ion
permeability PCa was adjusted to fit current values (Table A1 in
Appendix). Sivaramakrishnan and Oliver (2001) observed potas-
sium channels that were calcium-dependent and could be affected
by either apamin (small conductance channels, SK) or charybdo-
toxin (large conductance channels, BK). We take existing kinetic
models for SK and BK calcium-dependent potassium channels
from a modeling study of hippocampal dentate granule cells (Aradi
and Holmes, 1999) and adjusted the maximal conductance values
g bk bar and g sk bar to fit current values found in Sivaramakrishnan
and Oliver (2001; Table A1 in Appendix).

IC SUSTAINED MODEL
The sustained model is based on the sustained-regular cells,
which have a nonadapting sustained firing pattern in response
to depolarizing current.

C ∗ (dV /dt ) = INa + IKdr + IKtea + IKHT + Isyn + Ileak

The Na+ and delayed rectifier K+ current equations were taken
from Traub et al. (2003). The maximal conductance values were

Table A1 | Model parameters for sustained, adapting, pause-build, and rebound-transient patterns.

Adapting Sustained Pause-build Rebound-transient

Model surface area (µm2) 373.93 334.9 334.9 373.93

Na+ reversal potential (mV) 50 50 50 50

K+ reversal potential (mV) −90 −90 −90 −90

Membrane leak reversal potential (mV) −70 −70 −70 −70

Max. transient Na+ conductance (gNa; S/cm2) 0.2 0.1 0.1 0.2

Max. delayed rectifier K+ conductance (gKdr; S/cm2) 0.1 0.1 0.1 0.1

Max. T-type Ca2+ permeability (PCaT) 0.00002 cm/s 0.00002 cm/s

Max. L-type Ca2+ permeability (PCaL) 0.00001 cm/s 0.00003 cm/s

Max. Ca2+ Activated K+ conductance (BK; S/cm2) 0.00226 0.0375

Max. Ca2+ Activated K+ conductance (SK) 0.03 S/cm2 0.005 S/cm2

Max. High-threshold K+ conductance (gKHT; S/cm2) 0.005

Max. Low-threshold K+ conductance (gKLT; S/cm2) 0.0006

Max. TEA-sensitive K+ conductance (S/cm2) 0.014 0.014

Max. A-type K+ conductance (gkA; S/cm2) 0.00125

Max. hyperpolarization-activated cation current (gh; S/cm2) 0.000218 0.0002 0.0001

Leak conductance 0.0000149 0.00019 0.000028 0.00005

AMPA reversal potential (mV) 0 0 0 0

NMDA reversal potential (mV) 20 20 20 20

GABAA reversal potential (mV) −80 −80 −80 −80
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Table A2 | Onset model parameters.

Onset

Model surface area (µm2) 380.46

Na+ reversal potential 50 mV

K+ reversal potential −85 mV

Membrane leak reversal potential −73 mV

Max. transient Na+ conductance (gNa) 0.22 S/cm2

Max. delayed rectifier K+ conductance (gKdr) 0.01592 S/cm2

Max. Low-threshold K+ conductance (gKLT) 0.0035 S/cm2

Max. TEA-sensitive K+ conductance 0.01592 S/cm2

Max. hyperpolarization-activated cation current (gh) 0.000577 S/cm2

Leak conductance 0.00025 S/cm2

AMPA reversal potential 0 mV

NMDA reversal potential 20 mV

Table A3 | Synaptic current parameter values.

A tau1 (ms) tau 2 (ms)

AMPA 1.0526 0.5464 6

NMDA 0.56 32 50

GABAA 1.4085 3 15

Table A4 | AMPA and GABA depression equation constants.

AMPA GABA

A1 0.378 1

A2 0.622 –

A3 115.4 –

A4 115.3 –

TauR (ms) 63.73 16.85

TauR2 (ms) 3.32 –

TauR3 (ms) 69.7 –

TauR4 (ms) 70.46 –

adjusted to produce current values similar to those observed
in Sivaramakrishnan and Oliver (2001; Table A1 in Appendix).
Sivaramakrishnan and Oliver (2001) identified tetraethylammo-
nium chloride (TEA-Cl) and 4-aminopyridine (4-AP) sensitive
delayed rectifier K+channels. For the Sustained, Pause-Build, and
Onset models, we have added a TEA-sensitive delayed rectifier
channel, I Ktea by adjusting the steady-state activation equations
from the delayed rectifier current I Kdr. Equations for a high thresh-
old potassium channel I kHT were taken from a modeling study in
medial superior olive (Zhou et al., 2005). Conductance values for
I KHT were adjusted to fit firing patterns to injected current pulses.

IC PAUSE-BUILD, REBOUND-SUSTAINED, REBOUND-TRANSIENT,
ONSET MODELS
The pause-build model was created by modifying the IC Sustained
Model and adjusting channel conductance values as shown in
Table A1 in Appendix, following the findings in Sivaramakrishnan
and Oliver (2001). An A-type potassium conductance was added,
along with a small I h current, while the high-threshold potassium

conductance was removed and the leak conductance were lowered
somewhat.

The Rebound-Sustained model was created by modifying the
IC Sustained Model, adding in a T-type calcium permeability
(0.00002 S/cm2) and a weak I h current (0.0000644 S/cm2).

The Rebound-Transient model was created by modifying the
IC Adapting Model and adjusting the BK and SK Ca2+ channel
conductance values such that the BK conductance was larger than
the SK conductance, as reported by Sivaramakrishnan and Oliver
(2001).

The Onset model, like the Sustained and Pause-Build model,
has 4-AP and TEA-sensitive components of the delayed rectifier
K+ current (Table A2). In addition, a low-threshold K+ current
modeled from VCN neurons (Rothman and Manis, 2003) is also
added. The kinetic equations for activation were adjusted accord-
ing to Koch and Grothe (2003) to reflect rapid activation of I h in
IC onset neurons. The conductances of each were adjusted to fit
firing patterns found in Sivaramakrishnan and Oliver (2001).

GENERATION OF INPUT SPIKE TIMES
Given the rMTF and tMTF of the input sources (Figure 2), the
average spikes per cycle were generated. A standard deviation of
50% of the average spikes per cycle spikes was typically used, con-
strained by the total number of spikes per trial. Spike times were
generated by selecting from a Gaussian distribution whose width
was chosen to generate the vector strength given by the tMTF of
the input. The Gaussian widths were determined empirically. A
refractory period of 1.5 ms was used, encompassing absolute and
relative refractory periods. This produced a series of spike times
whose characteristics matched the input rates and vector strengths.

For LSO and VCN input sources, spike trains were generated
such that the stimulus onset (∼15 ms) had a higher average spikes
per cycle than the sustained portion of the input train (∼735 ms).
The onset to sustained average spikes per cycle was set to a ratio
of 4:1; however, the overall average spikes per cycle remained the
same. This adjustment was made to match PSTH spike data taken
from studies in LSO and VCN (Adam et al., 1999; Paolini and
Clark, 1999).

GENERATION OF SYNAPTIC CURRENTS
The synaptic current to the computational model is given by the
following equation:

Isyn =
∑

IEX + IIN

where I EX and I IN are the sum of all independent excitatory or
inhibitory synaptic inputs, respectively. The general equation for
synaptic current is given as

Isyn(i) = g (V ,t ) ∗ (V − Erev)

where the term g is voltage and time dependent and can be
described in the following equation:

g (V ,t ) = gmax ∗ p ∗ [A ∗ (exp(− t /tau1)− exp(−t /tau2))]

Values for A, tau1 and tau2 are given in Table A3 for the AMPA,
NMDA, and GABAA currents.

Frontiers in Neural Circuits www.frontiersin.org November 2012 | Volume 6 | Article 77 | 211

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Rabang et al. Modeling IC responses to AM

Table A5 | Figure parameters.

Figure Model type Ex IN AMPA (nS) NMDA (nS) GABAA (nS) GABA decay (ms) (mV)

Figure 3 A 3 LSO 2 DNLL (AP) 5 1.5 3 15 −60

Figure 4, low-pass A 2 VCN 4 DNLL (HP) 5 1.5 4 15 −56

Figure 4, band-pass S 3 LSO* 6 DNLL* (LP) 5 1.5 3 12 −60

Figure 5, all-Pass A 3 DCN 2 DNLL (AP) 5 1.5 3 20 −56

Figure 5, band reject A 2 VCN 6 VNLL (36 Hz) 5 1.5 4 15 −60

Figures 6A,B A 3 DCN 2 DNLL (AP) 5 1.5 3 15 −56

Figures 6C,D A 2 VCN 4 DNLL (HP) 5 1.5 3 15 −56

Figure 10 S 2 DCN 5 DNLL (HP) 5 1.5 3, 1.5 15 −56

Figure 11 A 4 LSO 6 VNLL (12 Hz) 5 1.5 4, 2 15 −60

Figure 12 A 3 VCN 5 VNLL (32 Hz) 5 1.5 4, 2, 1 15 −56

*User-defined low-pass inputs were used for Figures 4F,H. A, adapting; S, sustained.

FIGURE A1 | AMPA current exhibiting synaptic depression. t d2 and t d

refers to interval relative to current (third) synaptic event.

FIGURE A2 | Band-pass responses using excitatory inputs. Blue line
shows rate responses taken from 750 ms stimulation duration (Y-axis scale,
left). Red line shows rate responses taken from first 50 ms of stimulus
onset (Y-axis scale, right).

The term p refers to a scaling factor that reduces the synap-
tic conductance due to short-term synaptic plasticity. This scaling
factor is dependent on the timing of the two preceding synap-
tic events and modeled from voltage clamp data from Wu et al.,
2004. The general equation describing scaling due to short-term

FIGURE A3 | Inhibition timing can affect rMTF response shape. Three
VCN excitatory and three DNLL all-pass tuned inhibitory inputs to an
Adapting model. Inhibitory inputs adjusted such that they are conincident
(green) or precede excitation by 1, 3, or 5 ms (black, blue, red lines,
respectively).

synaptic plasticity is given as follows:

PAMPA = (1− A1 ∗ exp(− td/tauR)− A2 ∗ exp(− td/tauR2))

∗ (1 + A3 ∗ exp(− td2/tauR3)−A4 ∗ exp(− td2/tauR4))

PGABAA = (1− A1 ∗ exp(−td/tauR))

Here t d refers to the time elapsed from the previous synaptic
event in the given synaptic input. The value of t d2 refers to the
time elapsed from the second previous synaptic event in the given
synaptic input. A schematic depicting td and t d2 for a series of
evoked AMPA currents is shown in Figure A1. If only two synaptic
events are present, the values of A3 and A4 are zero. The equation is
an approximation to the time course of synaptic depression, with
values of A1–4 and TauR1–4 chosen in order to best fit the EPSC
amplitude ratios described in Wu et al. (2004).
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For NMDA receptor dependent excitatory currents, g is also
voltage-dependent and given by the following equation:

B = 1/(1 + 0.28 ∗ exp(− 0.062 ∗ Vm))

GENERATION OF BAND-PASS AND BAND-REJECT RESPONSES
Caspary et al. (2002) found band-pass tuning in the pres-
ence of bicuculline, suggesting inhibition may not be neces-
sary for band-pass rate tuning. We recreate band-pass responses
shown above using an Adapting model and three excitatory
VCN inputs with onset EPSPs exhibiting adaptation (Figure A2
in Appendix). We use inputs using low input (50 spikes/s)

rates, reduced AMPA and NMDA conductances (50 and 20%,
respectively), and a more hyperpolarized membrane potential
(−64 mV).

Band-reject responses were created using 3 VCN excitatory and
3 DNLL all-pass inhibitory inputs. We varied the input timing such
that the inhibitory input either preceded (Figure A3 in Appendix)
or lagged excitation (not shown). When inhibition was coincident
with (Figure A3 in Appendix, green line) or briefly preceded exci-
tation (Figure A3 in Appendix, 0,−1,−3 ms relative to excitation),
band-reject responses were observed. If inhibition preceded exci-
tation by >3 ms, all-pass responses were observed (Figure A3 in
Appendix, red dashed line).

REFERENCES
Adam, T. J., Schwarz, D. W., and Fin-

layson, P. (1999). Firing proper-
ties of chopper and delay neu-
rons in the lateral superior olive
of the rat. Exp. Brain Res. 124,
489–502.

Aradi, I., and Holmes, W. R. (1999).
Role of multiple calcium and
calcium-dependent conductances

in regulation of hippocampal
dentate granule cell excitabil-
ity. J. Comput. Neurosci. 6,
215–235.

Huguenard, J. R., and McCormick,
D. A. (1992). Simulation of the
currents involved in rhythmic
oscillations in thalamic relay
neurons. J. Neurophysiol. 68,
1373–1383.

McCormick, D. A., and Huguenard, J. R.
(1992). A model of the electrophysi-
ological properties of thalamocorti-
cal relay neurons. J. Neurophysiol. 68,
1384–1400.

Traub, R. D., Buhl, E. H., Gloveli, T.,
and Whittington, M. A. (2003). Fast
rhythmic bursting can be induced in
layer 2/3 cortical neurons by enhanc-
ing persistent Na+ conductance or

by blocking BK channels. J. Neuro-
physiol. 89, 909–921.

Zhou, Y., Carney, L. H., and Colburn,
H. S. (2005). A model for interau-
ral time difference sensitivity in the
medial superior olive: interaction of
excitatory and inhibitory synaptic
inputs, channel dynamics, and cel-
lular morphology. J. Neurosci. 25,
3046–3058.

Frontiers in Neural Circuits www.frontiersin.org November 2012 | Volume 6 | Article 77 | 213

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


ORIGINAL RESEARCH ARTICLE
published: 31 January 2013

doi: 10.3389/fncir.2013.00007

Intracellular responses to frequency modulated tones
in the dorsal cortex of the mouse inferior colliculus
H.-Rüdiger A. P. Geis and J. Gerard G. Borst*

Department of Neuroscience, Erasmus MC, University Medical Center Rotterdam, Rotterdam, Netherlands

Edited by:
Manuel S. Malmierca, University of
Salamanca, Spain

Reviewed by:
Douglas L. Oliver, University of
Connecticut Health Center, USA
Zoltan M. Fuzessery, University of
Wyoming, USA

*Correspondence:
J. Gerard G. Borst, Department of
Neuroscience, Erasmus MC,
University Medical Center
Rotterdam, Dr. Molewaterplein 50,
Rotterdam, 3015 GE, Netherlands.
e-mail: g.borst@erasmusmc.nl

Frequency modulations occur in many natural sounds, including vocalizations. The
neuronal response to frequency modulated (FM) stimuli has been studied extensively in
different brain areas, with an emphasis on the auditory cortex and the central nucleus
of the inferior colliculus. Here, we measured the responses to FM sweeps in whole-cell
recordings from neurons in the dorsal cortex of the mouse inferior colliculus. Both up- and
downward logarithmic FM sweeps were presented at two different speeds to both the
ipsi- and the contralateral ear. Based on the number of action potentials that were fired,
between 10 and 24% of cells were selective for rate or direction of the FM sweeps. A
somewhat lower percentage of cells, 6–21%, showed selectivity based on EPSP size.
To study the mechanisms underlying the generation of FM selectivity, we compared FM
responses with responses to simple tones in the same cells. We found that if pairs
of neurons responded in a similar way to simple tones, they generally also responded
in a similar way to FM sweeps. Further evidence that FM selectivity can be generated
within the dorsal cortex was obtained by reconstructing FM sweeps from the response to
simple tones using three different models. In about half of the direction selective neurons
the selectivity was generated by spectrally asymmetric synaptic inhibition. In addition,
evidence for direction selectivity based on the timing of excitatory responses was also
obtained in some cells. No clear evidence for the local generation of rate selectivity was
obtained. We conclude that FM direction selectivity can be generated within the dorsal
cortex of the mouse inferior colliculus by multiple mechanisms.

Keywords: patch-clamp, direction selectivity, rate selectivity, FM reconstruction, auditory midbrain

INTRODUCTION
Most natural sounds vary in the frequency domain. Frequency
modulation (FM) is an important component of animal com-
munication, including speech (Stein, 1968; Ryan, 1983; Kanwal
et al., 1994; Holy and Guo, 2005; Zeng et al., 2005). In addition,
FM has been described as a component of echolocation calls in
bats and other animals (Simmons and Stein, 1980; Siemers et al.,
2009). Within the auditory system, many neurons respond to
FM stimuli and a subset of those cells preferentially fire action
potentials in response to FM sweeps with a certain rate or direc-
tion. These neurons are considered rate- or direction-selective.
FM direction selective neurons have been found in the major
nuclei of the primary ascending auditory pathway, including the
cochlear nucleus, inferior colliculus, medial geniculate body, and
the auditory cortex (Whitfield and Evans, 1965; Erulkar et al.,
1968; Hage and Ehret, 2003; Lui and Mendelson, 2003; Zhang
et al., 2003; Kuo and Wu, 2012). However, there is still relatively
little FM direction selectivity in the cochlear nucleus, a major
source of inputs to the inferior colliculus. As a result, the mech-
anisms generating FM selectivity in the central nucleus of the
inferior colliculus have received a lot of attention. These studies
have demonstrated that spectrally asymmetric synaptic inhibi-
tion plays an important role in creating FM direction selectivity
within the inferior colliculus (reviewed in Fuzessery et al., 2011;

Pollak et al., 2011). In these cells, for the preferred sweep direction
excitation precedes inhibition, whereas for the other direction
inhibition coincides with excitation. It is still debated whether this
mechanism can entirely explain FM direction selectivity within
the inferior colliculus, or whether there is an additional role for
upstream processing or the timing of excitatory inputs (Suga,
1965; Clopton and Winfield, 1974; Poon et al., 1992; Felsheim and
Ostwald, 1996; Gittelman et al., 2009; Williams and Fuzessery,
2011; Kuo and Wu, 2012).

Selectivity for the rate of FM sweeps can also be created by the
spectrotemporal interaction of inhibitory and excitatory inputs,
but additional mechanisms are thought to play a role as well
(Gordon and O’Neill, 1998; Fuzessery et al., 2006; Williams and
Fuzessery, 2011, 2012). Much of the rate selectivity of inferior
colliculus neurons appears to be already present in their synap-
tic inputs (Williams and Fuzessery, 2010, 2011; Gittelman and Li,
2011).

Much less is known about FM direction and rate selectivity in
the lateral and dorsal cortex than in the central nucleus of the
inferior colliculus. The available evidence suggests that the lateral
cortex contains a larger proportion of FM selective cells than the
dorsal cortex (Poon et al., 1992; Gordon and O’Neill, 2000). The
dorsal cortex of the inferior colliculus receives inputs from the
inferior colliculus and the auditory cortex, both of which contain
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neurons selective for FM (Stiebler et al., 1997; Hage and Ehret,
2003). It is unclear whether direction selectivity can be generated
in the dorsal cortex of the inferior colliculus itself. While extra-
cellular recordings allow measuring rate and direction selectivity
of neurons based on action potential firing rate, it is more diffi-
cult to assess if selectivity is generated in these cells or upstream,
even though in combination with local pharmacological block of
inhibition the essential role of inhibitory inputs in creating FM
selectivity could be demonstrated in the bat inferior colliculus
(reviewed in Fuzessery et al., 2011). This question can be more
readily addressed with intracellular measurements, which allow
the recording of postsynaptic responses to FM sweeps (Voytenko
and Galazyuk, 2007; Gittelman et al., 2009; Gittelman and Li,
2011; Kuo and Wu, 2012). One possible approach is to compare
the intracellular responses to simple tones at different frequencies
and to FM sweeps in the same neuron. If the set of intracellular
simple tone responses can be used to reconstruct the intracellu-
lar response to a FM sweep, it can be assumed that selectivity
was generated de novo in this neuron by integration of synaptic
inputs. In the auditory cortex, the time-shifted responses to sim-
ple tones have been compared to FM evoked responses to explore
the contribution of excitation delays and spectral offsets between
excitation and inhibition (Ye et al., 2010). A limitation of their
approach was that the entire response to the simple tones was
used, whereas an FM sweep resides only a limited time at each
frequency. During FM responses, the onset responses at each fre-
quency can be expected to be relatively important. Responses to
simple tones can appear similar over a range of frequencies and
sound pressure levels (SPLs), indicating the activation of a com-
mon set of inputs. Such “frequency channels” might be important
for the prediction of FM evoked responses, because a FM sweep
can reside for a prolonged period of time within the same chan-
nel. During this time, the same set of inputs would be activated,
allowing adaptation of the response. To account for this, a pre-
diction of FM evoked responses should put emphasis on changes
and novelties in the responses to simple tones across frequen-
cies to account for the activation of new frequency channels,
while suppressing the influence of consistent responses to simple
tones, reflecting the continued activation of the same frequency
channel.

Here, we recorded intracellular responses to FM sweeps to
study FM selectivity in the dorsal cortex of the inferior collicu-
lus. We presented logarithmic up- and downward FM sweeps
with different speeds to assess direction selectivity and rate selec-
tivity. By comparing the responses to FM sweeps and simple
tones between cells, we tested for a connection between frequency
response areas (FRAs) and the responses to FM sweeps. To explore
if FM selectivity can be generated in the dorsal cortex of the infe-
rior colliculus, we reconstructed responses to FM sweeps from
FRAs and we develop quantitative measures to quantify how well
the reconstruction match the recorded responses.

Our data show that neurons in the dorsal cortex of the infe-
rior colliculus can selectively respond to the direction or rate
of FM sweeps. Neurons with similar responses to FM sweeps
also had similar FRAs. Our reconstructions of responses to FM
sweeps from FRAs suggest that FM selectivity can be generated
in the dorsal cortex of the inferior colliculus. In most of the

cells spectrally asymmetric inhibition appeared to be the under-
lying mechanism, but evidence for alternative mechanisms was
also found.

MATERIALS AND METHODS
A detailed description of the “Materials and Methods” used was
given in Geis et al. (2011).

SURGERY
All experiments were conducted as approved by the Erasmus
MC animal care ethics committee. Measurements were done on
80 C57/BL6 mice (Harlan, The Netherlands) of postnatal age
between day 21 and 79. Animals were initially anesthetized with
an intraperitoneal injection of ketamine–xylazine (65 and 10 mg
kg−1). Ketamine–xylazine was supplemented as needed to reach
and maintain a surgical level of anesthesia, which was assessed
with the hind limb withdrawal reflex. To maintain body core
temperature at 37–38◦C, animals were placed on a heating pad
with rectal feedback (40-90-8C; FHC, Bowdoinham, ME, USA).
Eye ointment (Duratears; Alcon Nederland, Gorinchem, The
Netherlands) was applied to keep the eyes moist. The skin over-
lying the skull was incised with a scalpel and lidocaine (Xylocaine
10%; AstraZeneca, Zoetermeer, The Netherlands) was applied
to the surface before removing the bone skin. On the cleaned
bone above the inferior colliculus, a titanium head plate was
attached with super glue. A small hole was drilled more ros-
trally, above the neocortex, for the reference electrode, which
was hooked between dura and bone. Both the head plate and
the reference electrode were secured with dental acrylic (Simplex
rapid; Associated Dental Products, Purton, UK). The bone over-
lying the inferior colliculus was thinned and opened via an
opening in the center of the head plate. Before puncturing and
deflecting the dura, bone wax was applied to the edge of the expo-
sure. The surface of the inferior colliculus was kept moist with
Ringer solution containing (in mM): NaCl 135, KCl 5.4, MgCl2
1, CaCl2 1.8, Hepes 5 (pH 7.2 with NaOH; Merck, Darmstadt,
Germany).

AUDITORY STIMULATION
For closed field auditory stimulation, speaker probes were
inserted into the ear canals and fixed with silicon elastomer
(Kwik-Cast; WPI, Berlin, Germany). Auditory stimuli were com-
puted in MATLAB v7.0.4 (The MathWorks, Natick, MA, USA),
and played back via a TDT system 3 (RP2.1 processor, PA5.1
attenuator, ED1 electrostatic speaker driver, EC1 electrostatic
speaker). Intensities were calibrated for frequencies between 1
and 48.5 kHz with a condenser microphone (ACO pacific Type
7017, MA3 stereo microphone amplifier, TDT SigCal). FM sweeps
had a duration of 100 ms (fast sweep) or 300 ms (slow sweep),
including 2.5 ms rise/decay. Frequency was modulated logarith-
mically from 1 to 48.5 kHz (upward sweep) or from 48.5 to 1 kHz
(downward sweep). Modulated stimuli were presented at inten-
sities between 0 and 80 dB SPL in steps of 10 dB. We compared
the responses to FM stimuli with the response to simple tones,
which, apart from eight cells, had already been reported previ-
ously (Geis et al., 2011; Geis and Borst, 2013). Simple tone stimuli
had durations of 100 ms, including 2.5 ms rise/decay. Frequencies
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between 1 and 48.5 kHz with five steps per octave were presented
at intensities between 0 and 80 dB SPL in steps of 10 dB. Even
at the highest intensities, we consider acoustic crosstalk between
both ears unlikely to make a sizeable contribution, since record-
ings under similar conditions at the calyx of Held synapse, a
strictly contralaterally innervated nucleus, did not show evidence
for acoustic crosstalk even at high intensities (Lorteije and Borst,
2011). Stimulations were repeated 3–20 times, depending on the
quality of the recording.

ELECTROPHYSIOLOGY
In vivo whole-cell recordings were done under 2-photon guid-
ance with a custom built microscope (Mai Tai laser, 800 nm;
Spectra Physics Lasers, Mountain View, CA, USA) using the
“shadow-patching” method (Kitamura et al., 2008), as described
earlier (Geis et al., 2011). Glass pipettes (Hilgenberg, Malsfeld,
Germany) with 1–2 µm tip diameter were pulled with a horizon-
tal puller (P-97; Sutter Instrument, Novato, CA, USA) and filled
with internal solution containing (in mM): potassium gluconate
126, KCl 20, Na2-phosphocreatine 10, Mg-ATP 4, Na2-GTP 0.3,
EGTA 0.5, Hepes 10 (pH 7.2 with KOH; Merck, Darmstadt,
Germany). The internal solution also contained 0.5% biocytin
(Sigma-Aldrich, Steinheim, Germany) to retrieve cells histologi-
cally and 40 µM Alexa Fluor 594 hydrazide (Invitrogen, Carlsbad,
CA, USA) to visualize cells in vivo. The inferior colliculus was
entered with an initial pipette pressure of 30 kPa and the pres-
sure was adjusted to 3 kPa when approaching a neuron. The brain
surface was stabilized with 2% Agar (Sigma-Aldrich, Steinheim,
Germany; in Ringer solution). Measurements were amplified
with a MultiClamp 700A (10 kHz low pass Bessel filter), dig-
itized with a DigiData 1322A at a sampling rate of 25 kHz,
and acquired with pCLAMP 9.2 (all from Molecular Devices,
Sunnyvale, CA, USA). Membrane potentials were corrected for
a junction potential of −11 mV.

ANALYSIS
Data were analyzed with Igor pro (version 6.2.2.2; WaveMetrics,
Lake Oswego, OR, USA) using NeuroMatic (version 2.00; kindly
provided by Dr. J. Rothman, University College London) and
custom written functions. Action potentials were detected by a
threshold criterion and truncated by linearly interpolating the
membrane potential 1–3 ms preceding and following the spike.
The truncated responses to individual FM stimuli were correlated
across repetitions (Geis et al., 2011). If the resulting autocorre-
lation was significantly different from zero (p < 0.001; t-test),
the cell was considered responsive to this FM stimulus and we
determined the properties of the response. Depending on sweep
length, the number of action potentials was counted up to 150
or 350 ms after stimulus onset following a minimum delay of
7 ms after stimulus onset. Evoked rates were corrected for spon-
taneous firing. The spontaneous firing rate was determined in
the 50 ms period before stimulus onset. Truncated membrane
potential traces were averaged across all stimulus repetitions. Peak
membrane potential amplitudes were detected on the smoothed,
averaged membrane potential recordings in the 150 ms follow-
ing the onset of a fast sweep or in the 350 ms after the onset of
a slow sweep.

Selectivity indices for the FM stimuli were calculated both
for action potentials and for synaptic potentials. To determine
the direction selectivity index (DSI), we divided the difference
in response (spikes or potential) between upward (Rup) and
downward (Rdown) sweep by the sum of the response to the
two sweep directions (Britt and Starr, 1976). Positive DSI val-
ues indicate a preference for upward and negative DSI values for
downward FM.

DSI = Rup − Rdown

Rup + Rdown

The rate selectivity index (RSI) was calculated by subtracting
the ratio between the mean response (Rmean) and the maximal
response (Rmax) from 1, and multiply by 2 to have RSI values
ranging from 0 (no rate preference) to 1 (high rate preference)
(Brown and Harrison, 2009).

RSI = 2 ×
(

1 −
(

Rmean

Rmax

))

To compare the responsiveness to modulated and simple stim-
uli between neurons, we concatenated the measured membrane
potentials of the whole FRA of a cell into one vector and the
membrane potential in response to all FM sweeps into another
vector. Each FRA vector had a total duration of 261 s, con-
sisting of a total of 522 different 100 ms stimuli (29 different
frequencies, at nine different intensities presented to both the
contra- and ipsilateral ear), at an interstimulus interval of 400 ms.
The FM vectors had a total duration of 36 s, containing con-
tiguous 500 ms recordings segments of stimulations with four
different FM sweeps (up, down, slow, and fast), at nine differ-
ent intensities, presented to both the contra- and the ipsilateral
ear. Stimulus duration was either 100 or 300 ms, depending on
sweep speed. FRA and FM vectors were created for each repe-
tition of the whole stimulus set and cross-correlated to all the
corresponding vectors in another cell, excluding correlations of
identical repetition number. The resulting cross-correlation val-
ues were averaged over repetitions, summarizing the similarity of
responses to simple tones or FM sweeps between two neurons in
one correlation value.

RECONSTRUCTION
We employed three different models to reconstruct responses to
FM sweeps from responses to the simple tones used in the FRA.
The simplest model, called “Delay,” assumes only a time delay
from the onset of the FM sweep until it reaches a specific fre-
quency. Subthreshold potentials in response to simple tones were
time shifted and averaged. Since we presented logarithmic FM
sweeps and simple tones with logarithmic frequency spacing, for
the reconstruction a linear increase in delay between simple tone
responses was assumed. Delays for time shifting were therefore
calculated by dividing the FM sweep duration by the number of
simple tones. By linearly integrating the delay shifted responses to
simple tones over the range from 1 to 48.5 kHz, this reconstruc-
tion does not take any temporal or spectral non-linearities into
account, which might contribute to the generation of FM selective
responses.
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Our second model used the same time delay, but, in addi-
tion, emphasizes the onset response generated by simple tones.
We only recorded responses to simple tones with a duration of
100 ms, while the FM sweeps we used passed through the entire
frequency range between 1 and 48.5 kHz in 100 or 300 ms total.
To reduce the impact of the late response during the response
to a 100 ms simple tone and to increase the impact of onset
responses, we convoluted subthreshold potential changes with

an impulse function of the form e(−(ln(t/tonset)/width)2), where t
was time, tonset the average postsynaptic potential onset time
for the given SPL and width was set to values of 0.12 for short
and 0.32 for long sweeps. In this “Onset” model, after con-
volution the responses were time shifted, summed and scaled
according to the overlap between the impulse function after
time shift.

With our third model, called “Channel,” we tried to highlight
the influence of different frequency channels on the response to
FM sweeps. FRAs contain areas with uniform responses to sim-
ple tones of different frequencies, suggesting that the cell receives
the same set of inputs for all frequencies within that area. A FM
sweep passing through such a frequency channel would activate
the same inputs for a prolonged period of time, potentially lead-
ing to a reduced response due to prolonged activation. Assuming
such an adaptation of the response if a FM sweep moves over
frequencies within one frequency channel, and increased respon-
siveness if a FM sweep enters a new frequency channel, in our
reconstruction we only used responses to simple tones if they
were larger or if they were sufficiently different from the preced-
ing simple tone responses in the FM reconstruction. Responses
were considered larger if a line fit that was constrained to go
through the origin in the graph in which the response that came
later in the reconstruction is plotted against the earlier resulted
in a slope bigger than one. Responses were considered differ-
ent if the Pearson correlation between the earlier and the later
response was less than 0.92. If responses were larger or sufficiently
different, the difference between the two time-shifted responses
was added to the reconstruction. If this was not the case, the
reconstruction was scaled down using a vector. To get this vec-
tor, the two tone responses were subtracted after appropriate time
shifting. The difference was divided by the maximum size of
the absolute response to the earlier tone, clipped to a maximum
value of one, after which it was subtracted from 1 and multiplied
with the running sum. This strategy ensured that downscaling
was proportional to the difference in the responses to the two
simple tones.

RESULTS
We made whole-cell recordings from a total of 123 neurons in
the dorsal cortex of the inferior colliculus. Their average resting
membrane potential was −66 ± 1 mV. The median minimum
threshold for postsynaptic potentials was 40 dB SPL. To determine
their FM selectivity, we measured their response to logarithmic
FM sweeps. A total of 121 neurons showed a consistent synap-
tic response to at least one FM stimulus. In 31 of these cells only
contralateral FM stimulation evoked spikes, in 8 cells only ipsilat-
eral, and in the remaining 26 cells both contra- and ipsilateral FM
stimulation evoked spikes.

DIRECTION SELECTIVE NEURONS IN THE DORSAL CORTEX OF THE
INFERIOR COLLICULUS
About 20% of neurons in the dorsal cortex of the inferior col-
liculus showed selectivity to the direction of FM sweeps. Three
examples are shown in Figures 1A–F. In response to 80 dB FM
stimuli presented to the contralateral ear, the cell shown in
Figure 1A fired action potentials to upward fast or slow modu-
lated sweeps, but not to downward (Figure 1A; top row). This
firing behavior resulted in a DSI for spikes of +1 for both fast
and slow sweeps. Upward FM sweep also evoked larger EPSPs
while downward FM sweeps evoked a larger hyperpolarization
(Figure 1A; bottom row). The difference in EPSP amplitude is
reflected in the positive EPSP based DSI values of 0.56 for fast
sweeps and 0.18 for slow sweeps.

A relatively frequently occurring mechanism underlying
upward direction selective responses was the combination of
low frequency excitation and high frequency inhibition. The
responses to 80 dB SPL tones of the neuron displayed in
Figure 1A show clear excitatory and inhibitory frequency areas
(Figure 1B; right). At low frequencies (bottom arrow, left trace),
the neuron responded with an EPSP to stimulation with a
simple 100 ms tone (horizontal bar) presented to the contralat-
eral ear at 80 dB SPL. In contrast, at high frequencies (top
arrow, right trace) the stimulation evoked an IPSP. Another
example of an upward direction selective neuron is shown in
Figures 1C and D. This cell responded with IPSPs and subthresh-
old EPSPs to FM stimuli. EPSPs were largest for fast upward
modulated sweep and very small for fast downward modulated
sweeps. This difference resulted in a DSI of 0.62, classifying
this cell as upward selective. Similar to the neuron showed in
Figures 1A,B, the responses to 80 dB SPL tones of this neuron also
showed low frequency excitation and high frequency inhibition
(Figure 1D).

Whereas the combination of high frequency inhibition and
low frequency excitation could underlie upward FM selective
responses, the reverse could underlie downward FM selective
responses. The neuron in Figure 1E fired more action potentials
and showed larger EPSPs in response to downward FM sweeps.
Based on a spike based DSI of −0.75 for fast and −0.8 for slow
sweeps, as well as an EPSP based DSI of −0.32 for fast and −0.58
for slow sweeps, this cell was classified as downward FM selec-
tive. The responses to 80 dB SPL tones of this neuron showed
inhibitory and excitatory frequency areas, with inhibition dom-
inating at low frequencies and excitation more prominent at high
frequencies (Figure 1F).

The majority of the neurons in the dorsal cortex showed little
selectivity for the direction of FM sweeps. An example of a cell
that was not selective for the direction of FM sweeps is shown
in Figure 1G. This neuron had a DSI for spikes of −0.26 for fast
FM sweeps and of −0.18 for slow sweeps, whereas DSIs for EPSPs
were −0.13 and −0.14 for fast and slow sweeps, respectively. The
responses to 80 dB SPL tones showed an EPSP, which was longer
lasting at both the lowest and the highest frequencies (Figure 1H),
providing an explanation for the two-peaked synaptic response
during FM sweeps. The response to a fast downward modulated
sweep did not show a clear second peak, probably owing to the
larger delayed EPSP evoked at high frequencies.
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FIGURE 1 | FM direction selectivity in the dorsal cortex of the inferior

colliculus. (A) Responses of an upward direction selective neuron.
Poststimulus time histograms are shown in the top panel, underlying
membrane potential changes in the bottom panel. Resting membrane
potential was −64 mV. (B) Responses to 80 dB SPL tones of the neurons
in (A) on the right with two example traces corresponding to the
responses to simple tones at the frequencies indicated by the arrows.
Color bar indicates ±13 mV. Horizontal bars mark the stimulus.
(C) Responses of an EPSP-based upward selective neuron that did not
fire action potentials. Layout as in (A). Resting membrane potential was
−69 mV. (D) Responses to 80 dB SPL tones of the neurons in (C) on the
right with two example traces corresponding to the responses to simple

tones at the frequencies indicated by the arrows. Color bar indicates
±12 mV. (E) Responses of a spike-based downward direction selective
neuron. Layout matches (A). Resting membrane potential was −64 mV.
(F) Responses to 80 dB SPL tones of the neurons in (E) on the right with
two example traces corresponding to the responses to simple tones at
the frequencies indicated by the arrows. Color bar indicates ±5 mV.
(G) Responses of a direction unselective neuron. Layout as in (A). Resting
membrane potential was −61 mV. (H) Responses to 80 dB SPL tones of
the neurons in (G) on the right with two example traces corresponding to
the responses to simple tones at the frequencies indicated by the arrows.
Color bar indicates ±13 mV. Stimuli were presented to the contralateral
ear at 80 dB SPL.

Figure 2 shows population data for direction selectivity. In
most neurons the number of action potentials fired in response to
contralateral stimulation with fast up- or downward FM sweeps
was similar (Figure 2A). The two solid lines in Figure 2A indicate
a DSI of +0.33 or −0.33, which we used as the cutoff for selectiv-
ity. Twenty percent of neurons showed direction selectivity for fast
sweeps during contralateral stimulation. The majority of these
cells (67%) lined up along the axes, indicating a DSI of +1 or −1.
The number of up- and downward selective neurons was similar
(Figure 2C; Table 1). A slightly larger percentage of cells (24%)
showed direction selectivity in response to slow FM sweeps pre-
sented to the contralateral ear (Figure 2B). Of these, slightly more
than half (55%) responded exclusively to the preferred direction.

More than half (55%) of the neurons that showed direction
selectivity to slow sweeps preferred upward sweeps (Table 1).

Fewer cells showed direction selectivity in response to ipsilat-
eral stimulation (Table 1), but the overall distribution of DSIs
was similar for ipsi- and contralateral stimulation (Figure 2C). In
response to fast FM sweeps presented to the ipsilateral ear, 13% of
cells were direction selective. About one third of these fired action
potentials only to the preferred direction. No preferred direction
was apparent (Table 1). Slow FM sweeps presented to the ipsi-
lateral ear revealed 10% direction selective neurons, and 67% of
these fired spikes only to sweeps in the preferred direction. Again,
there was a somewhat higher percentage of upward than down-
ward selective neurons (Table 1), suggesting a slight preference for
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FIGURE 2 | Overview of FM direction selectivity. (A) Number of action
potentials evoked by fast upward sweeps plotted against the number of
spikes in response to fast downward sweeps presented to the
contralateral ear (n = 84; 36 cells at origin). Solid lines next to identity line
indicate DSI of ±0.33. (B) Action potentials fired in response to slow up-
and downward sweeps presented to the contralateral ear (n = 88; 41 cells
at origin). (C) Cumulative distribution of spike-based DSIs in response to
fast or slow FM sweeps presented to the contra- or ipsilateral ear. Vertical

solid lines indicate a DSI of ±0.33. (D) EPSP amplitudes in response to
fast upward sweeps plotted against amplitudes in response to fast
downward sweeps presented to the contralateral ear (n = 76). Solid lines
indicate DSI of ±0.33. (E) EPSP amplitudes evoked by slow up- and
downward sweeps presented to the contralateral ear (n = 81).
(F) Cumulative distribution of EPSP amplitude based DSIs in response to
fast or slow FM sweeps presented to the contra- or ipsilateral ear. Vertical
solid lines indicate a DSI of ±0.33.

Table 1 | Direction and rate selectivity in the dorsal cortex of the inferior colliculus.

Direction selectivity Rate selectivity

Fast sweep Slow sweep Up sweep Down sweep

Spikes

Contralateral
20% 24% 14% 17%
10up/14down 16up/13down 5fast/12slow 10fast/11slow

Ipsilateral
13% 10% 11% 12%
7up/9down 8up/4down 6fast/7slow 7fast/8slow

EPSPs

Contralateral
13% 21% 6% 7%
8up/8down 11up/15down 3fast/4slow 4fast/4slow

Ipsilateral
11% 10% 7% 7%
10up/4down 8up/4down 2fast/7slow 3fast/6slow

Percentage of direction and rate selective neurons for different sets of FM sweeps, as determined by the number of action potentials or the EPSP peak amplitude.

FM stimuli were presented to the contra- or ipsilateral ear at 80 dB SPL.

upward modulation in the case of slow sweeps, regardless of the
side of stimulation.

Based on EPSP amplitude, 13% of neurons in the dorsal cortex
of the inferior colliculus showed direction selectivity to stimula-
tion with fast and 21% to stimulation with slow FM sweeps. The
peak amplitudes of the EPSPs in response to fast up- and down-
ward FM sweeps presented to the contralateral ear are shown
in Figure 2D. Most data points cluster around the unity line,
indicating a low percentage of direction selective neurons. The
number of neurons responding with larger EPSPs to fast up-
or downward sweeps was similar, indicating no clear FM sweep

direction preference in response to fast sweeps (Table 1). Slow
sweeps evoked selective responses more often, with 21% of cells
showing EPSP based direction selectivity (Figure 2E). There was
a slight preference for downward sweeps (Table 1).

The distributions of DSIs resulting from stimulation with slow
or fast FM sweeps presented to the ipsilateral ear were similar
as for the contralateral ear (Figure 2F). A shift of the distribu-
tion to higher direction selectivity values, suggesting a preference
for upward sweeps, was observed only for fast FM sweeps pre-
sented to the ipsilateral ear. Stimulation of the ipsilateral ear with
fast FM sweeps revealed that 11% of cells were direction selective
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(Table 1). Of these, 71% preferred upward modulated sweeps.
Similar results were obtained for slow FM sweeps presented to
the ipsilateral ear; 10% of cells were direction selective, with a
preference for upward sweeps (Table 1).

The presence of excitatory and inhibitory areas in response
to 80 DB SPL tones of different frequencies can explain direc-
tion selective responses in about half of the direction selective
neurons. Of the eight upward direction selective neurons, five
had responses to 80 dB SPL tones with excitatory areas at lower
frequencies than their inhibitory areas (Figure 3A), similar to
the cell shown in Figures 1A,B. Of the eight downward direc-
tion selective neurons, four had responses to 80 dB SPL tones
with excitatory areas at higher frequencies and inhibitory areas
extending to lower frequencies (Figure 3B), similar to the neu-
ron shown in Figures 1E,F. Of the remaining seven cells, three
had responses to 80 dB SPL tones with only excitatory areas
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FIGURE 3 | Spectral integration of excitatory and inhibitory areas

underlies direction selectivity in about half of the direction selective

neurons. (A) Excitatory and inhibitory response areas of upward direction
selective neurons (DSI >0.33) determined at 80 dB SPL. (B) Excitatory and
inhibitory response areas of downward direction selective neurons (DSI
<−0.33) determined at 80 dB SPL. The smallest rank was given to the
neuron with the largest absolute DSI value.

(Figure 1G), two neurons showed only inhibitory areas and two
cells showed a mix of excitatory and inhibitory areas that did
not match their direction selectivity. In these seven cells, the
direction selective response either was inherited from upstream
nuclei, or it followed from a spectrotemporal interaction of
excitatory and/or inhibitory conductances other than the mech-
anism that generated direction selectivity in the cells shown in
Figures 1A–F.

RATE SELECTIVE NEURONS IN THE DORSAL CORTEX OF THE INFERIOR
COLLICULUS
Some neurons in the dorsal cortex of the inferior colliculus
showed rate selectivity for FM sweeps. Figure 4A (top) shows an
example of a cell that mainly fired action potentials in response
to fast sweeps. The spike based rate selectivity index was 1 for
upward sweeps and 0.93 for downward sweeps. EPSP-based RSIs
were much smaller in this cell, but followed the same trend with
values of 0.07 for upward sweeps and 0.39 for downward sweeps
(Figure 4A; bottom). The responses to 80 dB SPL tones of this
cell were dominated by excitation, while weak onset inhibition
was present at higher frequencies (Figure 4B). This inhibition
might explain the preference for downward sweeps in this cell,
as downward sweeps would first pass through an inhibitory area
before entering an excitatory area. This observation, however,
does not offer a basis for the observed rate selectivity, as the
high frequency onset inhibition appears transient regardless of
the downward sweep speed (Figure 4A; bottom panel). Instead,
the time course of the EPSPs might offer an explanation for the
rate selectivity, because at low frequencies EPSPs were more tran-
sient with shorter delays, whereas at higher frequencies EPSPs had
longer delays and durations. These EPSPs are therefore expected
to coincide during fast downward sweeps.

An example of an upward rate selective neuron is shown in
Figure 4C (top). In this neuron the spike-based RSI was much
larger for upward sweeps (0.71) than for downward sweeps (0.06).
EPSP amplitudes also differed most between fast and slow upward
sweeps, which led to RSIs of 0.40 for upward sweeps and 0 for
downward sweeps (Figure 4C; bottom). The responses to 80 dB
SPL tones of this neuron appeared fairly uniform across frequen-
cies (Figure 4D). EPSPs were preceded by onset IPSPs and often
followed by a late, slight hyperpolarization. In this rate selec-
tive neuron, the response to tones thus did not offer a good
explanation for the rate selectivity.

Most neurons in the dorsal cortex of the inferior collicu-
lus did not show FM rate selectivity. An example is shown
in Figure 4E. Action potentials were elicited at fast and slow
sweep rate, resulting in a RSI of 0 for upward and of 0.09 for
downward sweeps (Figure 4E; top). EPSP amplitudes were also
similar between sweep rates, resulting in EPSP-based RSI values
of 0.05 for upward and 0.22 for downward sweeps (Figure 4E;
bottom). The responses to 80 dB SPL tones showed onset exci-
tation across most frequencies, which was followed by delayed
excitation at low frequencies and delayed inhibition at higher
frequencies (Figure 4F). Whereas the interaction between onset
and delayed responses would represent a good substrate for
rate selectivity in this neuron, we did not observe rate selec-
tive responses at the rates tested. Another example of a neuron
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FIGURE 4 | FM rate selectivity. (A) Neuron with fast rate selectivity for
downward sweeps. Poststimulus time histograms are shown in the top
panel, underlying membrane potential changes in the bottom panel. Resting
membrane potential was −58 mV. (B) Responses to 80 dB SPL tones of the
neurons in (A) on the right with two example traces corresponding to the
responses to simple tones at the frequencies indicated by the arrows. Color
bar indicates ±15 mV. (C) Neuron with spike-based slow rate selectivity for
upward sweeps. Layout matches (A). Resting membrane potential was
−68 mV. (D) Responses to 80 dB SPL tones of the neurons in (C) on the right
with two example traces corresponding to the responses to simple tones at
the frequencies indicated by the arrows. Color bar indicates ±15 mV.

(E) Responses of a rate unselective neuron with EPSPs and IPSPs in the
responses to 80 dB SPL tones. Layout as in (A). Resting membrane potential
was −65 mV. (F) Responses to 80 dB SPL tones of the neurons in (E) on the
right with two example traces corresponding to the responses to simple
tones at the frequencies indicated by the arrows. Color bar indicates ±9 mV.
(G) Responses of a rate unselective neuron with a mainly excitatory
responses to 80 dB SPL tones. Layout as in (A). Resting membrane potential
was −65 mV. (H) Responses to 80 dB SPL tones of the neurons in (G) on the
right with two example traces corresponding to the responses to simple
tones at the frequencies indicated by the arrows. Color bar indicates ±22 mV.
Stimuli were presented to the contralateral ear at 80 dB SPL.

that did not show rate selectivity is displayed in Figure 4G. This
cell fired action potentials in response to fast and slow upward
as well as downward sweeps (Figure 4G; top). While the num-
ber of spike differed with sweep rate, the RSIs reached only 0.44
for upward sweeps and 0.5 for downward sweeps. EPSP ampli-
tudes were even more similar, resulting in EPSP-based RSIs of
0.18 for upward and 0.04 for downward sweeps (Figure 4G; bot-
tom). The responses to 80 dB SPL tones mainly showed excitatory
inputs, which had longer delays at low frequencies than at high
frequencies (Figure 4H). This frequency-dependent difference in
delays could offer a mechanism for rate selectivity, except that
we did not observe a rate selective response in this neuron at the
rates tested.

Figure 5 provides population data for FM rate selectivity, illus-
trating that the majority of neurons in the dorsal cortex did not
show rate selectivity for the rates tested. Based on the number of
action potentials, 14% of neurons in the dorsal cortex of the infe-
rior colliculus were selective for the rate of upward FM sweeps
presented to the contralateral ear. In Figure 5A these cells are
positioned outside the solid lines that indicate a RSI value of
0.6875. Fifty-nine percent of upward rate selective neurons fired
action potentials only to the preferred sweep rate, resulting in an
RSI of +1 and a position along one of the axes. Twenty-nine per-
cent of upward rate selective neurons preferred fast sweep rates
presented to the contralateral ear (Table 1), leading to a position
close to the abscissa in Figure 5A.
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FIGURE 5 | Overview of FM rate selectivity. (A) Number of action
potentials evoked by contralateral fast upward sweeps plotted against the
number of spikes in response to contralateral slow upward sweeps
(n = 86; 49 cells at origin). Solid lines next to identity line indicate RSI of
0.6875. (B) Action potentials fired in response to fast and slow downward
sweeps presented to the contralateral ear (n = 85; 43 cells at origin).
(C) Cumulative histogram of spike-based RSIs in response to up- or
downward FM sweeps presented to the contralateral or ipsilateral ear.

Vertical solid line indicates a RSI of 0.6875. (D) EPSP amplitudes in
response to contralateral fast upward sweeps plotted against amplitudes in
response to contralateral slow upward sweeps (n = 77). Solid lines
indicate RSI of 0.6875. (E) EPSP amplitudes evoked by fast and slow
downward sweeps presented to the contralateral ear (n = 79).
(F) Cumulative histogram of EPSP amplitude based RSIs in response to
up- or downward FM sweeps presented to the contralateral or ipsilateral
ear. Vertical solid line indicates a RSI of 0.6875.

Based on action potential firing, 17% of cells were selective for
the rate of a downward FM sweep presented to the contralateral
ear (Figure 5B). Of these, 81% responded only to one sweep rate
(Figure 5C). About half of downward sweep rate selective neu-
rons preferred fast sweep rates. When stimuli were presented to
the ipsilateral ear, 11% of cells showed rate selectivity with upward
sweeps and 12% with downward sweeps (Table 1). Most of these
rate selective cells responded to only a single FM rate (upward:
85%, downward: 87%).

Based on EPSP amplitude, only few neurons were rate selective
for FM sweeps. Six percent of neurons were selective for the rate
of upward sweeps presented to the contralateral ear (Figure 5D).
Little rate selectivity (7%) was also observed for EPSP ampli-
tudes when downward sweeps were presented to the contralateral
ear (Figure 5E). RSI distributions were slightly shifted toward
higher values for ipsilateral stimulation compared to contralateral
stimulation (Figure 5F). Ipsilaterally presented sweeps evoked
selective responses in 7% of neurons when modulated either up-
or downward (Table 1).

CORRELATION BETWEEN SUPRA- AND SUBTHRESHOLD SELECTIVITY
INDICES
Spike-based and EPSP-based DSIs were not very well correlated
(r = 0.42). Figure 6A compares spike- and EPSP-based DSIs for
contralateral stimulation ranging between 0 and 80 dB SPL. The
distribution of EPSP-based DSIs was centered around zero, show-
ing only few values close to +1 or −1. The distribution of

spike-based DSIs was also centered around zero, but extreme
values of −1 and +1 were more common.

The spike-based DSI was generally larger than the EPSP-based
DSI (median DSI: 0.20 vs. 0.68, Mann–Whitney U = 36087, n1 =
160, n2 = 302, P < 0.001 two-tailed; Figure 6B).

Spike-based and EPSP-based RSIs showed little correlation
(Figure 6C). Membrane potential based RSIs were generally low.
The distribution was skewed to the right. In contrast, action
potential based RSIs were distributed more evenly, except for a
large peak at the maximum value of +1. This peak is respon-
sible for the large difference between the medians of the two
RSI indices (0.30 vs. 0.78, Mann–Whitney U = 52786, n1 = 218,
n2 = 330, P < 0.001 two-tailed; Figure 6D).

FM RESPONSES CAN OFTEN BE PREDICTED BY TONE RESPONSES
We compared for each neuron pair in our dataset how simi-
lar responses to simple tones were, and compared this with the
similarity of responses to FM sweeps. To calculate how sim-
ilar tone responses were, we lumped together the membrane
potential measurements during stimulation with all 29 simple
tones presented at nine different SPLs to the contra- and ipsi-
lateral ear, constituting the FRA. Correlation was then calculated
as described in the “Materials and Methods.” We also com-
bined recordings during stimulation with the four types of FM
sweeps presented at nine SPLs to the contra- and ipsilateral
ear. Comparing the correlations in response to stimulation with
simple tones and FM sweeps allowed us to explore if neurons
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FIGURE 6 | Comparison of sub- and suprathreshold selectivity indices.

(A) Scatter plot showing the relation between the fast sweep DSI for the
number of action potentials and for EPSPs within the same cells for all sound
intensities ranging from 0 to 80 dB SPL (n = 153 from 57 cells). Solid line
shows the regression line (r = 0.42). At left and bottom the histograms of
spike- and EPSP-DSI are shown. (B) Fast sweep DSIs for spikes (n = 160) are
generally larger than for EPSP amplitudes (n = 302). Boxes indicate the
median with first and third quartile. (C) Upward sweep RSIs for number of

action potentials and for EPSPs (r = 0.38; n = 172 from 55 cells). (D) Upward
sweep RSIs for spikes (n = 181) are generally larger than for EPSP
amplitudes (n = 330). Boxes indicate the median with first and third quartile.
Selectivity indices were determined using contralateral stimuli ranging from
0 to 80 dB SPL. EPSP-based DSIs and RSIs were only included when
autocorrelation of the two underlying postsynaptic potentials were
significant. Spike-based selectivity indices were only included if the cell fired
in response to at least one of the two FM stimuli.

with similar FRAs also showed similar responses to FM sweeps.
As shown in Figure 7, the two correlations correlated well (r =
0.77), suggesting that the responses to FM sweeps can be pre-
dicted from the FRA of a neuron.

USE OF THREE METHODS TO PREDICT FM RESPONSES FROM SIMPLE
TONE RESPONSES
Two pieces of evidence suggest that FM selectivity can be gen-
erated within the dorsal cortex. Firstly, the spectral separation
of inhibition and excitation in a subset of cells provides a
well-known mechanism for the creation of direction selectivity
(reviewed in Fuzessery et al., 2011; Pollak et al., 2011). Secondly,

the observation that neurons with similar responses to tones also
have similar responses to FM sweeps suggests that in many more
neurons, the responses to FM sweeps are determined by the inte-
gration of synaptic inputs, rather than inherited from upstream
structures. However, the positive correlation observed in Figure 7
does not contain proof that responses are locally generated, since
two neurons that inherit the same type of FM response may also
inherit the same type of tone response. In addition, especially for
the rate selective neurons, the underlying mechanism for the dif-
ference in the responses to fast and slow sweeps was generally
not obvious in our dataset. To more directly investigate how well
responses to FM can be predicted from the FRAs, we therefore
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FIGURE 7 | Neurons with similar frequency response areas also

respond similarly to FM sweeps. The Pearson correlation between the
FM responses of any pair of neurons (FM correlation) is plotted against the
Pearson correlation of the frequency response area as of the same pair
(FRA correlation). Line shows a line fit though the data (r = 0.77).

tried to directly reconstruct FM responses from the responses to
simple tones.

We used three different reconstruction methods, named
“Delay,” “Onset,” and “Channel,” as described in the “Materials
and Methods” section. Figure 8A shows the responses to 80 dB
SPL tones of a neuron together with the response to a fast upward
FM sweep at the same sound intensity. In addition, the graph
illustrates how the responses to 80 dB SPL tones were modified
to calculate the three different reconstructions. In the “Delay”
method merely an incremental delay was applied (Figure 8B). In
the “Onset” method the same delay was applied, but only the
onset of each component was used (Figure 8C). The “Channel”
method used either addition or scaling, depending on the relative
changes in the response to simple tones of neighboring fre-
quencies (Figure 8D). All three reconstructions reproduced the
excitatory nature of the FM evoked response in this example and
captured some aspects of the EPSP timing. The reconstructions
also exemplify some of the limitations of the three reconstruc-
tion methods. A relatively minor problem was the scaling of the
reconstructions. In this example, the amplitudes of the Delay and
of the Channel reconstructions were smaller than of the mea-
sured response (Figures 8B,D). This only hampers a comparison
of EPSP amplitudes between different types of reconstructions,
whereas a comparison within one reconstruction method and the
calculation of DSI and RSI was not affected. A more specific issue
concerning the Delay reconstructions can be seen in Figure 8B,
as the reconstructed EPSP appears slightly delayed and broader
than the recorded response to the FM stimulus. A slight delay

FIGURE 8 | Three different methods for reconstructing responses to

FM sweeps from the responses to simple tones. (A) Average
subthreshold potential responses to a fast upward FM sweep (top) and to
simple tones (bottom). The question mark indicates that the goal of our
reconstructions is to reproduce FM responses from tone responses.
(B) “Delay” method: responses to simple tones were time shifted
(bottom), followed by averaging to obtain the reconstruction (top).
(C) “Onset” method: responses to simple tones were convoluted with an
impulse function and time shifted (bottom) to create the reconstruction
(top). (D) “Channel” method: differences in responses to simple tones of
increasing frequencies were either added (+) or used as a scaling factor (/)
to reconstruct the FM model (top). Color bar indicates ±10 mV.

was also introduced in the Onset reconstruction, but, by focus-
ing on the onset responses to each simple tone, the reconstructed
EPSP was not broadened and its amplitude matched that of the
FM evoked response (Figure 8C). A drawback of the Channel
reconstruction method was the relatively strong baseline fluctu-
ations due to the scaling of the trace compared to the averaging
done in the other reconstructions (Figure 8D). In addition, in this
example an IPSP was artificially introduced that resulted from
the difference between a simple tone stimulus that elicited an
EPSP and one that did not elicit an obvious response. Compared
to the Delay and the Onset reconstruction, the Channel recon-
struction described the onset time of the response best. Owing
to the averaging of time shifted responses, the amplitudes of our
reconstructions often deviated from the amplitudes of FM evoked
responses.

RECONSTRUCTION OF DIRECTION SELECTIVE FM RESPONSES FROM
SIMPLE TONE RESPONSES
We then compared the predictions from the three models based
on the responses to 80 dB SPL tones with the recorded FM
responses. In some cells with spectrally separated excitatory and
inhibitory tone response areas, reconstructions could reproduce
FM responses well. An example is the neuron shown in Figure 9A,
which responded with an EPSP to upward FM sweeps that was
absent in response to downward sweeps. The responses to 80 dB
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FIGURE 9 | Examples of reconstructions of up- and downward FM

sweeps. (A) Neuron with strong correlation values for the Channel
reconstructions, but weaker correlations for the Delay and Onset
reconstructions. From left to right: responses to 80 dB SPL tones, averaged
subthreshold response to fast FM sweep at 80 dB SPL (“Data”), Delay,
Onset, and Channel reconstructions. Correlation values during stimulation:
0.11 (up Delay), −0.11 (down Delay), −0.34 (up Onset), −0.12 (down
Onset), 0.97 (up Channel), 0.61 (down Channel). Selectivity error: 1.78 mV
(Delay), 3.28 mV (Onset), 1.34 mV (Channel). Resting membrane potential
was −71 mV. (B) Neuron with strong correlations for upward sweeps.
Correlation values during stimulation: 0.89 (up Delay), 0.10 (down Delay),
0.96 (up Onset), 0.06 (down Onset), 0.97 (up Channel) and 0.67 (down

Channel). Selectivity error: 2.10 mV (Delay), 2.94 mV (Onset), 1.66 mV
(Channel). Resting membrane potential was −74 mV. (C) Neuron with
variable correlations for the types of reconstructions. Correlation values
during stimulation: 0.46 (up Delay), −0.0.33 (down Delay), 0.47 (up Onset),
0.56 (down Onset), −0.19 (up Channel), 0.79 (down Channel). Selectivity
error: 2.94 mV (Delay), 4.78 mV (Onset), 0.13 mV (Channel). Resting
membrane potential was −68 mV. (D) Neuron showing good correlations
for most reconstruction methods. Correlation values during stimulation:
0.92 (up Delay), 0.34 (down Delay), 0.83 (up Onset), 0.70 (down Onset),
0.85 (up Channel) and 0.91 (down Channel). Selectivity error: 1.37 mV
(Delay), 1.61 mV (Onset), 1.95 mV (Channel). Resting membrane potential
was −58 mV.

SPL tones showed a low frequency excitatory area neighboring a
high frequency inhibitory area. This configuration would allow
the cell to respond with an EPSP followed by an IPSP to upward
sweeps while a downward sweep would let the EPSP coincide
with the IPSP. Our Delay and Channel reconstruction showed
that the EPSP coincided with the IPSP during the upward sweep,
while there was only a minor deflection in the response to the
downward sweep. The overestimation of the EPSP in our sim-
ple reconstructions of responses to downward sweeps suggests
that the impact of inhibition was underestimated. Despite these
imperfections, FM direction selective responses could be repro-
duced with a method that did not require any free parameters,
suggesting that the direction selectivity of this cell was generated
locally in the dorsal cortex of the inferior colliculus based on the
asymmetry of excitation and inhibition in its responses to 80 dB
SPL tones. In a total of 7 of 9 fast sweep direction selective neurons
that displayed asymmetric excitation and inhibition in response

to 80 dB SPL tones direction selectivity was reproduced in at least
one of the reconstructions. The same was true for 5 of 9 slow
sweep direction selective cells that showed asymmetric excitation
and inhibition.

The reconstructions also successfully reproduced FM
responses in cells for which EPSP onset depended on tone
frequency. The cell shown in Figure 9B responded with a larger
EPSP to upward than to downward sweeps. This response behav-
ior was also reflected in our reconstructions, indicating that the
responses to 80 dB SPL tones contain the essential information
required for direction selectivity generation. As the responses to
80 dB SPL tones in this cell were dominated by excitation, the
interaction of excitatory inputs with different delays is the most
parsimonious explanation for the observed direction selectivity.
EPSPs delays appeared shortest at high frequencies and longer
at lower frequencies. In this cell an upward sweep would first
activate a long-latency EPSP, allowing the EPSPs to coincide later
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during the sweep. We found evidence for differential delay of
excitation as the underlying mechanism in a total of two fast
sweep direction selective neurons and one slow sweep direction
selective neuron.

Reconstructions could also reproduce FM responses in neu-
rons for which the response to 80 dB SPL tones did not offer an
obvious explanation for their FM selectivity. The neuron shown
in Figure 9C is one of two neurons in which we could reconstruct
the responses to fast FM sweeps, but for which the underlying
mechanism was more subtle than in the neurons displayed in
Figures 9A,B. As the difference reconstruction gave the best esti-
mation of the FM response, the generation of direction selectivity
might be linked to a sequential activation of frequency channels
that favors responses to downward modulated sweeps. In six slow
sweep direction selective neurons we could reconstruct the FM
responses with at least one reconstruction method, suggesting
that in these cells the direction selectivity also originated from the
spectrotemporal interaction of synaptic inputs.

In other cases, reconstructions were unable to reproduce FM
responses. An example is shown in Figure 9D. While we can-
not exclude that more elaborate reconstruction methods would
fare better, we consider it more likely that this cell received
inputs that were already direction selective. Another class of cells
in which reconstructions failed consisted of cells in which the
response to FM sweeps was dominated by inhibition, but which
showed a small EPSP for one direction, leading to a large DSI.
Reconstructions did not capture direction selectivity in 6 of 16
fast sweep direction selective neurons and in 16 of 27 slow sweep
direction selective neurons.

Reconstructions generally resembled the recorded FM evoked
responses well. To have a measure for the quality of the recon-
struction that is sensitive to the shape and overall timing of
the response, but not to its amplitude, we chose to correlate
our reconstructions with the recorded responses to FM sweeps.
These correlations were limited to a time window matching the
duration of the FM stimulus. Figure 10 summarizes the corre-
lations for direction selective neurons (|DSI|>0.33). Comparing
the three reconstructions, the correlations were more similar for
fast upward (Kruskal–Wallis H = 1.71, df = 2, P = 0.43) than
for fast downward sweeps (Kruskal–Wallis H = 7.48, df = 2,
P < 0.05). The Channel reconstruction yielded the highest corre-
lations values, while the Delay and Onset reconstructions showed
slightly lower correlations (Figure 10A; Table 2). The reconstruc-
tions of slow sweeps also yielded fairly high correlation values
(Figure 10B; Table 2). The correlation values were similar for
the three reconstructions of slow upward (Kruskal–Wallis H =
0.95, df = 2, P = 0.62) and slow downward sweeps (Kruskal–
Wallis H = 0.35, df = 2, P = 0.83). The correlations of Delay,
Onset, and Channel reconstructions of slow sweeps were gen-
erally lower than for fast sweeps, probably owing to the longer
duration (Table 2).

Selective responses to fast sweeps were best reproduced by
the Channel reconstruction whereas selective responses to slow
sweeps were best reproduced by the Delay reconstruction. While
the good correlations indicate that the reconstructions captured
the temporal pattern of the response, it does not describe how
well the reconstructions yielded the correct relative response
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FIGURE 10 | Reconstructions of direction selective neurons generally

correlate well with FM sweep evoked responses. (A) Correlations of the
Delay (“Del”), Onset (“Ons”), and Channel (“Cha”) reconstructions to
responses to fast upward (FU, black) and fast downward (FD, green) FM
sweeps (n = 16). (B) Correlation of the three reconstructions to responses
evoked by slow upward (SU, black) and slow downward (SD, green) FM
sweeps (n = 27). Scatter plots with lines connecting reconstructions of the
same cell are shown on the left; median values and first and third quartiles
are given on the right.

amplitude. However, the correlation between the direction or rate
selectivity indices of measured data and the reconstructions were
poor (data not shown). A main reason for the poor correlation
was that the measured EPSP sizes were often small, which had
the effect that small errors in the reconstruction amplitudes led
to large errors in DSI or RSI. To have a measure for the rel-
ative postsynaptic potential amplitude difference that was less
sensitive to the absolute size of responses, we calculated the geo-
metrical distance between a point describing the amplitudes of
two FM sweeps and a second point with equal distance to the
origin that has the same rate or DSI as resulting from the recon-
struction amplitudes (Figure 11A). The calculated distance gives
a selectivity error in millivolt that is independent of the absolute
amplitudes of the reconstructions. For direction selective neurons
(|DSI|>0.33) the selectivity error was generally in the range of a
few millivolts. The median values for the three types of recon-
structions were similar for fast (Kruskal–Wallis H = 0.21, df = 2,
P = 0.90) and for slow sweeps (Kruskal–Wallis H = 1.57, df = 2,
P = 0.46; Figures 11B,C; Table 2).

Frontiers in Neural Circuits www.frontiersin.org January 2013 | Volume 7 | Article 7 | 226

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Geis and Borst FM selectivity in the dorsal inferior colliculus

Table 2 | Correlations and selectivity errors of the three types of reconstructions.

Direction selectivity Rate selectivity

Fast sweeps Slow sweeps Up sweeps Down sweeps

Up Down Up Down Fast Slow Fast Slow

Delay
Correlation 0.58 0.34 0.50 0.40 0.52 0.64 0.69 0.39

Error 2.1 mv 2.07 mV 1.26 mV 1.76 mV

Onset
Correlation 0.79 0.60 0.49 0.35 0.57 0.69 0.59 0.64

Error 2.4 mV 2.38 mV 2.2 mV 1.9 mV

Channel
Correlation 0.77 0.79 0.59 0.46 0.88 0.68 0.77 0.54

Error 1.58 mV 2.24 mV 2.65 mV 1.29 mV

Errors and correlations are based on responses to contralateral stimulation at 80 dB SPL.
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FIGURE 11 | Direction selectivity errors of the three reconstruction

methods. (A) Illustration of the selectivity error calculation. Along a line
from the origin through the reconstructed data point we determined the
point with equal distance to the origin as the data point. The distance
between this point and the data point (green line) was used as the
selectivity error. (B) Selectivity errors for fast up- and downward sweeps
(Del, n = 13; Ons, n = 15; Cha, n = 16). (C) Selectivity errors for slow up-
and downward sweeps (Del, n = 21; Ons, n = 24; Cha, n = 27). Box plots
show quartiles and medians.

RECONSTRUCTION OF RATE SELECTIVE FM RESPONSES FROM SIMPLE
TONE RESPONSES
None of the three reconstruction methods generally reproduced
rate selectivity well. Four different examples of reconstructions
for two different FM sweep rates are shown in Figure 12. The
reconstructions of the rate selective neuron shown in Figure 12A
had low correlations for all three types of reconstructions in

the time window matching the FM stimulation, among others
because the EPSP that was present at low frequencies in the
responses to 80 dB SPL tones did not show up in the recorded
response to FM sweeps. The Delay, Onset, and Channel recon-
structions yielded low selectivity errors (0.02, 0.06, 0.09 mV,
respectively), indicating that all reconstructions captured the
small relative difference in peak amplitude of the response.
However, the small selectivity errors in this case probably result
from the very small amplitude of the depolarization during FM
stimulation, since the reconstructions showed a poor correlation
with the FM responses. A total of 5 out of 7 upward sweep rate
selective neurons could also not be reconstructed owing to the
small size of the depolarization.

An example of a rate selective cell in which the relative ampli-
tudes of the responses to FM sweeps could be approximated
is shown in Figure 12B. Selectivity errors were low (Del: 0.52,
Ons: 0.53, Cha: 0.36 mV). In addition, the reconstructions were
also well correlated to the FM responses in the time window
matching the FM stimulation (all r > 0.77). The high correlation
values probably resulted from the successful reconstruction of the
inhibitory potential, which was correct with respect to timing,
and which dominated the responses to 80 dB SPL tones. The EPSP
evoked by the slow sweep rate was fairly small but was reproduced
in the Delay and the Onset reconstruction. Only in 2 out of 7
upward sweep rate selective neurons the relative amplitudes of the
EPSPs could be approximated.

One cause for a failure to reconstruct rate selectivity was the
underestimation of inhibitory inputs. The rate selective neuron
in Figure 12C showed high correlations between reconstructions
and the recorded response (all r > 0.65). However, the selec-
tivity errors for Delay, Onset, and Channel reconstruction were
all extremely high (12.6, 11.0, 15.9 mV, respectively), because all
reconstructions underestimated the inhibition during the slow
sweep. In a total of 5 out of 8 downward sweep rate selective
neurons the reconstructions reflected the FM responses poorly.
Possible reasons for the weak reconstructions could be very small
EPSP amplitudes, potential shortcomings of our reconstruction
methods or rate selective inputs.

Another reason why reconstructions could fail to reproduce
rate selective responses was because they overestimated excita-
tory inputs. The correlation values during stimulation of the
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FIGURE 12 | Reconstruction of fast and slow FM sweeps. (A) Responses
to 80 dB SPL tones (left) of a neuron with a small selectivity error for the
Delay and the Onset reconstruction. The average of the truncated
membrane potential (Data) is given next to the three different
reconstructions (Delay, Onset, Channel). Resting membrane potential was
−67 mV. (B) Neuron with a large selectivity error for the Delay
reconstruction and smaller errors for the Onset and Channel reconstruction.

Resting membrane potential was −67 mV. (C) Neuron with large selectivity
errors for all three reconstruction methods. Resting membrane potential
was −70 mV. (D) Cell with high reconstruction correlation values, capturing
the temporal aspect of the response, but large selectivity error, showing
that the reconstruction did not describe the relative amplitudes well.
Resting membrane potential was −73 mV. Abbreviations: FU, fast upward;
FD, fast downward; SU, slow upward; SD, slow downward.

reconstructions in Figure 12D were also high (all r > 0.62).
The reconstruction selectivity errors were quite large (Del: 4.7,
Ons: 5.4, Cha: 7.4 mV) because all reconstructions overestimated
the amplitude of the slow downward sweeps. In 3 out of 8 down-
ward sweep rate selective neurons some of the reconstructions
yielded larger amplitudes for the preferred sweep rates, but in all
these three neurons the reconstructions were fairly poor. Possible
reasons for the weak performance of our reconstructions include
that rate selectivity was more accidental, imperfections in the
reconstruction algorithms, or the possibility that rate selectivity
was inherited from upstream nuclei via rate selective inputs.

Channel reconstructions yielded the highest correlation val-
ues for fast sweeps and onset reconstructions resulted in the
highest correlation values for slow sweeps in rate selective neu-
rons (RSI >0.6875; Figure 13). Although the Delay, Onset, and
Channel reconstructions generally yielded high correlations for
up- and downward reconstructions, there were a larger number of
downward reconstructions with relatively low correlation values,
resulting in a larger spread. The three reconstruction methods
yielded similar correlations for fast upward (Kruskal–Wallis H =
3.27, df = 2, P = 0.21), slow upward (Kruskal–Wallis H = 0.65,
df = 2, P = 0.70), fast downward (Kruskal–Wallis H = 0.72,

df = 2, P = 0.68), and slow downward sweeps (Kruskal–Wallis H
= 1.34, df = 2, P = 0.51). The Channel reconstructions resulted
in the highest correlation values for fast sweeps while the Onset
reconstruction gave the highest correlation values for slow sweeps
(Table 2). Finally, we also calculated the selectivity error for rate
selective neurons, which had quite variable median values for the
Delay, Onset, and Channel reconstruction (Figure 14; Table 2).
The three reconstructions yielded similar reconstruction errors
for upward sweeps (Kruskal–Wallis H = 2.89, df = 2, P = 0.24)
but different errors for downward sweeps (Kruskal–Wallis H =
17.38, df = 2, P < 0.001).

DISCUSSION
Our results show that neurons in the dorsal cortex of the mouse
inferior colliculus can respond selectively to the direction or rate
of FM sweeps. We observed direction and rate selectivity both in
suprathreshold spiking and in subthreshold EPSPs. Action poten-
tial based selectivity was predicted well by membrane potential
based selectivity in case of direction but poorly in the case of
rate. Neurons with similar FRAs also had similar responses to
FM sweeps, suggesting that responses to FM sweeps could be
predicted from FRAs. Our reconstructions show that FM evoked
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FIGURE 13 | Reconstructions of rate selective neurons correlate well to

FM sweep evoked responses. (A) Correlations of the Delay (“Del”), Onset
(“Ons”), and Channel (“Cha”) reconstructions to responses to fast upward
(FU, black) and slow upward (SU, green) FM sweeps (n = 8). (B) Correlation
of the three reconstructions to responses evoked by fast downward (FD,
black) and slow downward (SD, green) FM sweeps (n = 8). Scatter plots
with lines connecting reconstructions of the same cell are shown on the
left; median values and quartiles are given on the right.

responses could be reconstructed to a large extent from responses
to simple tones, suggesting that some of the neurons in the dor-
sal cortex of the inferior colliculus can generate FM direction and
rate selective responses.

DIRECTION SELECTIVITY IN THE DORSAL INFERIOR COLLICULUS
Based on both suprathreshold and subthreshold responses, we
found FM direction selective neurons in the dorsal cortex of the
mouse inferior colliculus. We found that the percentage of direc-
tion selective cells in the mouse dorsal cortex was relatively low,
with values ranging between 13 and 24% for contralateral stim-
ulation. This is still within the range of values observed in the
rat central nucleus, where estimates from about 10% to over 50%
of cells have been obtained (Poon et al., 1991, 1992; Felsheim
and Ostwald, 1996; Kuo and Wu, 2012). As the inferior colliculus
responds not only to contralateral but also to ipsilateral stim-
ulation, we also determined the number of direction selective
neurons in response to FM sweeps presented to the ipsilateral
ear. With values ranging between 10 and 13%, fewer neurons
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FIGURE 14 | Rate selectivity errors of the three reconstruction

methods. (A) Selectivity errors for fast and slow upward sweeps (Del,
n = 5; Ons, n = 7; Cha, n = 7). (B) Selectivity errors for fast and slow
downward sweeps (Del, n = 6; Ons, n = 8; Cha, n = 8). Box plots show
quartiles and medians.

were direction selective in response to FM sweeps presented to
the ipsilateral ear. The DSI distribution indicated no clear prefer-
ence for up- or downward sweeps in the dorsal cortex; only the
EPSP-based DSIs for ipsilateral stimulation were slightly shifted
toward higher (upward) values. In rats the proportion of up-
and downward direction selective neurons in the inferior collicu-
lus are typically similar, while in bats relatively many downward
selective neurons are found, in accordance with the structure of
their calls (Clopton and Winfield, 1974; Fuzessery, 1994; Felsheim
and Ostwald, 1996; Andoni et al., 2007; Andoni and Pollak, 2011).

RATE SELECTIVITY IN THE DORSAL INFERIOR COLLICULUS
A subset of neurons in the dorsal cortex of the inferior collicu-
lus responded selectively to the rate of FM sweeps. Large RSIs
were common for suprathreshold responses but fairly rare for
subthreshold responses. A high percentage of rate selective neu-
rons has been observed in extracellular studies of the central
nucleus of the inferior colliculus, while only 6–21% of cells in
our dataset were selective for modulation rate (Felsheim and
Ostwald, 1996; Fuzessery et al., 2006). A direct comparison is
however difficult because of differences in the presented stimuli,
including the number of different rates presented, the intensity
of the stimuli, and the type of FM sweeps (logarithmic vs. lin-
ear). Both the analysis of action potentials and EPSPs revealed
fewer modulation rate selective neurons if sweeps were presented
to the ipsilateral ear than to the contralateral ear. However, these
neurons showed higher rate selectivity than cells that were rate
selective for contralateral stimulation. The functional significance
of these differences between ipsi- and contralateral stimulation is
not yet clear.

SPIKE THRESHOLD EFFECTS ON FM SELECTIVITY
FM selectivity indices for direction and rate were generally larger
when based on action potentials compared to EPSPs. This obser-
vation can be attributed to a sharpening effect of the spike
threshold on selectivity. Small changes in membrane potential can
result in large changes in action potential firing, leading to larger
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action potential based selectivity indices. We previously found a
clear effect of the non-linear relation between membrane poten-
tial and spike probability on tuning for amplitude modulated
(AM) responses in the central nucleus of the inferior colliculus
(Geis and Borst, 2009). A spike threshold effect on FM selec-
tivity has been put forward in studies of the direction and rate
selectivity in the central nucleus of the inferior colliculus and the
auditory cortex (Gittelman et al., 2009; Ye et al., 2010; Gittelman
and Li, 2011). Many direction- or rate-selective neurons in our
dataset only fired action potentials when stimulated with the pre-
ferred sweep. In addition, neurons with high selectivity indices
often fired only few action potentials. In these cases there was
often little underlying selectivity in EPSP sizes, suggesting that the
rate selectivity for action potentials in these cells may have been
accidental. Both points support the notion that spike threshold
effects increase FM selectivity in the dorsal cortex of the inferior
colliculus as well.

GENERATION OF FM SELECTIVITY IN THE DORSAL INFERIOR
COLLICULUS
In our study, we compared the response to simple tones with the
response to FM sweeps. This step can provide information about
the question to what extent the FM responses are generated de
novo by the recorded cell, or result from synaptic integration in
auditory stations that are located upstream from the dorsal cortex.
One indication that FM responses can be locally generated was
our observation that pairs of neurons with similar responses to
FM sweeps also had similar FRAs. This does not constitute proof
for a causal relation since neurons can inherit both FM responses
and tone responses, but did provide an impetus to test whether
responses to FM sweeps can be predicted from the responses to
simple tones composing the FRA.

Further evidence for the local generation of FM sweeps was
obtained by comparing the FRAs for direction selective cells
with the results obtained in the literature. Two main mecha-
nisms have been proposed for the generation of direction selective
responses (reviewed in Fuzessery et al., 2011; Pollak et al., 2011).
The first mechanism relies on asymmetrical inhibition, result-
ing in direction-dependent differences in the relative timing of
excitatory and inhibitory inputs. In about half of the FM direc-
tion selective neurons in our sample this mechanism most likely
was responsible for the direction selectivity. In these direction
selective cells the inhibitory area was at high frequencies for
the upward selective cells and at low frequencies for downward
direction selective cells. As a result, in the preferred direction,
excitation would clearly precede the inhibition, whereas in the
other direction, excitation and inhibition would coincide. In most
of these cells, further support was obtained by the reconstruc-
tions, which showed that this mechanism provided a sufficient
explanation for the observed direction selectivity.

The second proposed mechanism concerns the timing of exci-
tatory inputs. In some neurons we recorded, differential latencies
and EPSP time course appeared to underlie the response selectiv-
ity, including some direction selective neurons that displayed only
excitatory FRAs. Even though this mechanism has been suggested
to be responsible for creating direction selectivity in many studies
(e.g., Suga and Schlegel, 1973; Phillips et al., 1985; Fuzessery et al.,

2011), evidence for this mechanism is not as convincing as for the
asymmetric inhibition. By reproducing the direction selectivity in
the reconstructions we could show that this mechanism was a suf-
ficient explanation for the creation of direction selectivity in some
neurons in the dorsal cortex.

The presence of multiple mechanisms differs from the rat cen-
tral nucleus, where it was found that asymmetric inhibition was
responsible for direction selectivity in all neurons that were direc-
tion selective (Kuo and Wu, 2012), but agrees with results in the
auditory cortex (Razak and Fuzessery, 2008; Ye et al., 2010) and
in the bat central nucleus of the inferior colliculus (Fuzessery
et al., 2011), where asymmetric inhibition, differential delay, and
upstream mechanisms all are thought to contribute, even though
it is still partly unclear to what extent these mechanisms are
inherited from upstream nuclei.

The mechanisms underlying the observed rate selectivity were
harder to deduce. The generation of rate selective responses is also
thought to rely on the spectrotemporal interaction of synaptic
inputs (reviewed in Fuzessery et al., 2011; Pollak et al., 2011). The
mechanisms underlying rate selectivity have been mostly studied
in the bat central nucleus of the inferior colliculus, where neu-
rons generally show narrow excitatory tuning curves, in contrast
to the broad tuning curves observed in our study. As the majority
of rate selective neurons in our sample showed only small EPSPs
in response to stimulation with FM sweeps, and the more respon-
sive rate selective cells were poorly reconstructed, it remains to be
established that clear rate selectivity can be generated within the
dorsal cortex of the inferior colliculus.

COMPARISON OF THE THREE RECONSTRUCTION METHODS
To explore which aspect of the FRAs contributed to FM evoked
response, we reconstructed FM evoked responses from responses
to simple tones with three methods, each emphasizing a differ-
ent response characteristic. Without employing any fitting, the
reconstructions could reproduce responses to FM sweeps in the
majority of neurons that showed direction selectivity to fast FM
sweeps, but also in other cells. This is also remarkable because the
three methods did not model the activation of voltage-dependent
ion channels. In the cases where reconstruction was unsuccessful,
our method does not allow to discriminate whether non-linear
integration within the recorded neuron was responsible for the
mismatch, or whether FM responses were inherited, although in
cases where the fit was very poor the latter seems more likely.

The simplest reconstruction method we employed only con-
sidered the time shift introduced by the FM sweep. A comparable
method has been utilized to reconstruct FM evoked responses in
the auditory cortex (Ye et al., 2010). This Delay reconstruction
often did not capture the temporal fine structure of FM evoked
response and therefore correlations were mostly lower than for
the other types of reconstructions. Although other reconstruc-
tions could yield lower selectivity errors, the Delay reconstruction
resulted in the most consistent selectivity error values, suggest-
ing that this simple method is the most stable one. Focusing
on the response onset, the Onset reconstruction could repro-
duce the temporal pattern in response to fast sweeps better
than in response to slow sweeps. The selectivity errors of the
onset reconstruction usually exceeded that of the other methods,
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emphasizing the lack of temporal integration as a drawback of
this reconstruction method. The Channel reconstruction yielded
the highest correlations and the lowest selectivity errors for fast
sweeps, suggesting that for fast FM sweeps the concept of different
frequency channels that are sequentially activated provides a good
approximation. In reproducing responses to slow FM sweeps, the
Channel reconstruction performed on a level comparable to the
Delay reconstruction. As responses to simple tones do not con-
tain information about direction or rate selectivity in response to
FM sweeps, successful reconstructions of direction or rate selec-
tive responses indicate generation of this selectivity in neurons of
the dorsal cortex of the inferior colliculus.

LIMITATIONS OF THE PRESENT RECONSTRUCTION METHODS
Even though we did not measure the underlying synaptic conduc-
tances and even though only a single duration was used for the
simple tone stimuli, these data already allowed us to reconstruct
the FM response with high fidelity in many cases. Obviously, it
should be possible to obtain even more accurate reconstructions
if a more extensive set of simple tone responses were obtained.
Voltage clamp studies at different holding potentials can gen-
erate more quantitative information about both excitatory and
inhibitory conductances than the current clamp recordings we
made, although the high series resistance typically obtained for
in vivo whole-cell recordings and the spatial clamp problems that
are always present in intact neurons make appropriate controls
essential (Kuo and Wu, 2012). We now simply added inhibitory
and excitatory potentials, without taking into account the much
smaller driving force for the IPSPs. The exact driving force was
unknown in our experiments, because of the large access resis-
tance of electrodes and the resulting incomplete dialysis of the
cell with internal medium. Stimuli at different duration can pro-
vide information about the onset and offset of these synaptic
conductances, which can be helpful to better match the tone
duration to the time spent at each frequency at the different

sweep rates, to take into account the effect of adaptation to pro-
longed tones, and to better include the responses to tone offsets.
In combination with information about passive properties and
voltage-dependent ion channels, an even better prediction of
intracellular FM responses should thus be possible.

Another aspect of the quantitative relation between simple
tones and FM sweeps that can still be further improved is related
to the question what the contribution of individual inputs is to the
measured FRA. As the FM sweep traverses this area, it will activate
different inputs (“frequency channels”), depending on the indi-
vidual receptive fields of the different presynaptic neurons. In our
third model, we assumed that if simple tone responses changed
little for adjacent stimulus frequencies, they were originating from
the same set of presynaptic inputs. To test this more directly, a
possible approach could be a systematic test for stimulus-specific
adaptation using so-called “oddball” paradigms (Malmierca et al.,
2009). If responses to simple tones of different frequencies co-
adapt, it can be assumed that they are mediated by the same set
of inputs (frequency channel). In combination with the conduc-
tance measurements, such an approach would also make it easier
to discriminate between the appearance of inhibitory conduc-
tance and the disappearance of an excitatory conductance, which
was now one of the hardest decisions in our current Channel
model approach. Thus, it can be expected that an even better
match between simple tone responses and FM responses can be
obtained than was currently possible.

ACKNOWLEDGMENTS
This work was supported by a Neuro-BSIK grant (BSIK
03053; SenterNovem, The Netherlands) and a NeuroBasic
PharmaPhenomics grant (AgentschapNL of the Ministry of
Health, Welfare and Sports of the Netherlands). We thank
C. Donkersloot for building and maintaining the two-photon
microscope and Dr. M. van der Heijden for help with auditory
stimulus generation.

REFERENCES
Andoni, S., Li, N., and Pollak, G.

D. (2007). Spectrotemporal recep-
tive fields in the inferior collicu-
lus revealing selectivity for spectral
motion in conspecific vocalizations.
J. Neurosci. 27, 4882–4893.

Andoni, S., and Pollak, G. D. (2011).
Selectivity for spectral motion as
a neural computation for encoding
natural communication signals in
bat inferior colliculus. J. Neurosci.
31, 16529–16540.

Britt, R., and Starr, A. (1976). Synaptic
events and discharge patterns
of cochlear nucleus cells. II.
Frequency-modulated tones. J.
Neurophysiol. 39, 179–194.

Brown, T. A., and Harrison, R. V.
(2009). Responses of neurons
in chinchilla auditory cortex
to frequency-modulated tones.
J. Neurophysiol. 101, 2017–2029.

Clopton, B. M., and Winfield, J. A.
(1974). Unit responses in the

inferior colliculus of rat to temporal
auditory patterns of tone sweeps
and noise bursts. Exp. Neurol. 42,
532–540.

Erulkar, S. D., Butler, R. A., and
Gerstein, G. L. (1968). Excitation
and inhibition in cochlear nucleus.
II. Frequency-modulated tones.
J. Neurophysiol. 31, 537–548.

Felsheim, C., and Ostwald, J. (1996).
Responses to exponential fre-
quency modulations in the rat
inferior colliculus. Hear. Res. 98,
137–151.

Fuzessery, Z. M. (1994). Response
selectivity for multiple dimensions
of frequency sweeps in the pallid bat
inferior colliculus. J. Neurophysiol.
72, 1061–1079.

Fuzessery, Z. M., Razak, K. A., and
Williams, A. J. (2011). Multiple
mechanisms shape selectivity for
FM sweep rate and direction in
the pallid bat inferior colliculus and
auditory cortex. J. Comp. Physiol.

A Neuroethol. Sens. Neural Behav.
Physiol. 197, 615–623.

Fuzessery, Z. M., Richardson, M. D.,
and Coburn, M. S. (2006). Neural
mechanisms underlying selectiv-
ity for the rate and direction of
frequency-modulated sweeps in the
inferior colliculus of the pallid bat.
J. Neurophysiol. 96, 1320–1336.

Geis, H.-R., and Borst, J. G. G.
(2009). Intracellular responses of
neurons in the mouse inferior col-
liculus to sinusoidal amplitude-
modulated tones. J. Neurophysiol.
101, 2002–2016.

Geis, H. R. A. P., and Borst, J. G. G.
(2013). Large GABAergic neurons
form a distinct subclass within the
mouse dorsal cortex of the inferior
colliculus with respect to intrinsic
properties, synaptic inputs, sound
responses, and projections. J. Comp.
Neurol. 521, 189–202.

Geis, H. R. A. P., Van Der Heijden,
M., and Borst, J. G. G. (2011).

Subcortical input heterogeneity
in the mouse inferior colliculus.
J. Physiol. 589, 3955–3967.

Gittelman, J. X., and Li, N. (2011). FM
velocity selectivity in the inferior
colliculus is inherited from velocity-
selective inputs and enhanced by
spike threshold. J. Neurophysiol.
106, 2399–2414.

Gittelman, J. X., Li, N., and Pollak, G.
D. (2009). Mechanisms underlying
directional selectivity for frequency-
modulated sweeps in the inferior
colliculus revealed by in vivo whole-
cell recordings. J. Neurosci. 29,
13030–13041.

Gordon, M., and O’Neill, W. E. (1998).
Temporal processing across fre-
quency channels by FM selective
auditory neurons can account for
FM rate selectivity. Hear. Res. 122,
97–108.

Gordon, M., and O’Neill, W. E. (2000).
An extralemniscal component of the
mustached bat inferior colliculus

Frontiers in Neural Circuits www.frontiersin.org January 2013 | Volume 7 | Article 7 | 231

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Geis and Borst FM selectivity in the dorsal inferior colliculus

selective for direction and rate
of linear frequency modulations.
J. Comp. Neurol. 426, 165–181.

Hage, S. R., and Ehret, G. (2003).
Mapping responses to frequency
sweeps and tones in the inferior
colliculus of house mice. Eur. J.
Neurosci. 18, 2301–2312.

Holy, T. E., and Guo, Z. (2005).
Ultrasonic songs of male mice. PLoS
Biol. 3:e386. doi: 10.1371/journal.
pbio.0030386

Kanwal, J. S., Matsumura, S.,
Ohlemiller, K., and Suga, N. (1994).
Analysis of acoustic elements
and syntax in communication
sounds emitted by mustached bats.
J. Acoust. Soc. Am. 96, 1229–1254.

Kitamura, K., Judkewitz, B., Kano, M.,
Denk, W., and Häusser, M. (2008).
Targeted patch-clamp recordings
and single-cell electroporation of
unlabeled neurons in vivo. Nat.
Methods 5, 61–67.

Kuo, R. I., and Wu, G. K. (2012). The
generation of direction selectivity
in the auditory system. Neuron 73,
1016–1027.

Lorteije, J. A. M., and Borst, J. G. G.
(2011). Contribution of the mouse
calyx of Held synapse to tone adap-
tation. Eur. J. Neurosci. 33, 251–258.

Lui, B., and Mendelson, J. R. (2003).
Frequency modulated sweep
responses in the medial genicu-
late nucleus. Exp. Brain Res. 153,
550–553.

Malmierca, M. S., Cristaudo, S.,
Pérez-González, D., and Covey, E.
(2009). Stimulus-specific adapta-
tion in the inferior colliculus of the
anesthetized rat. J. Neurosci. 29,
5483–5493.

Phillips, D. P., Mendelson, J. R.,
Cynader, M. S., and Douglas,

R. M. (1985). Responses of sin-
gle neurones in cat auditory
cortex to time-varying stimuli:
frequency-modulated tones of
narrow excursion. Exp. Brain Res.
58, 443–454.

Pollak, G. D., Xie, R., Gittelman, J.
X., Andoni, S., and Li, N. (2011).
The dominance of inhibition in the
inferior colliculus. Hear. Res. 274,
27–39.

Poon, P. W. F., Chen, X., and Cheung,
Y. M. (1992). Differences in FM
response correlate with morphol-
ogy of neurons in the rat infe-
rior colliculus. Exp. Brain Res. 91,
94–104.

Poon, P. W. F., Chen, X., and Hwang,
J. C. (1991). Basic determinants for
FM responses in the inferior col-
liculus of rats. Exp. Brain Res. 83,
598–606.

Razak, K. A., and Fuzessery, Z. M.
(2008). Facilitatory mechanisms
underlying selectivity for the
direction and rate of frequency
modulated sweeps in the auditory
cortex. J. Neurosci. 28, 9806–9816.

Ryan, M. J. (1983). Frequency modu-
lated calls and species recognition in
a neotropical frog. J. Comp. Physiol.
A 150, 217–221.

Siemers, B. M., Schauermann, G.,
Turni, H., and Von Merten, S.
(2009). Why do shrews twitter?
Communication or simple echo-
based orientation. Biol. Lett. 5,
593–596.

Simmons, J. A., and Stein, R. A.
(1980). Acoustic imaging in bat
sonar: echolocation signals and the
evolution of echolocation. J. Comp.
Physiol. A 135, 61–84.

Stein, R. C. (1968). Modulation in bird
sounds. Auk 85, 229–243.

Stiebler, I., Neulist, R., Fichtel, I.,
and Ehret, G. (1997). The auditory
cortex of the house mouse: left-
right differences, tonotopic organi-
zation and quantitative analysis of
frequency representation. J. Comp.
Physiol. A 181, 559–571.

Suga, N. (1965). Analysis of frequency-
modulated sounds by auditory
neurones of echo-locating bats.
J. Physiol. 179, 26–53.

Suga, N., and Schlegel, P. (1973).
Coding and processing in the
auditory systems of FM-signal-
producing bats. J. Acoust. Soc. Am.
54, 174–190.

Voytenko, S. V., and Galazyuk, A.
V. (2007). Intracellular recording
reveals temporal integration in infe-
rior colliculus neurons of awake
bats. J. Neurophysiol. 97, 1368–1378.

Whitfield, I. C., and Evans, E. F.
(1965). Responses of auditory cor-
tical neurons to stimuli of chang-
ing frequency. J. Neurophysiol. 28,
655–672.

Williams, A. J., and Fuzessery, Z.
M. (2010). Facilitatory mechanisms
shape selectivity for the rate and
direction of FM sweeps in the infe-
rior colliculus of the pallid bat.
J. Neurophysiol. 104, 1456–1471.

Williams, A. J., and Fuzessery, Z.
M. (2011). Differential roles
of GABAergic and glycinergic
input on FM selectivity in the
inferior colliculus of the pal-
lid bat. J. Neurophysiol. 106,
2523–2535.

Williams, A. J., and Fuzessery, Z. M.
(2012). Multiple mechanisms shape
FM sweep rate selectivity: com-
plementary or redundant? Front.
Neural Circuits 6:54. doi: 10.3389/
fncir.2012.00054

Ye, C.-Q., Poo, M.-M., Dan, Y., and
Zhang, X.-H. (2010). Synaptic
mechanisms of direction selec-
tivity in primary auditory cortex.
J. Neurosci. 30, 1861–1868.

Zeng, F. G., Nie, K., Stickney, G.
S., Kong, Y. Y., Vongphoe, M.,
Bhargave, A., et al. (2005).
Speech recognition with ampli-
tude and frequency modulations.
Proc. Natl. Acad. Sci. U.S.A. 102,
2293–2298.

Zhang, L. I., Tan, A. Y. Y., Schreiner,
C. E., and Merzenich, M. M.
(2003). Topography and synaptic
shaping of direction selectivity in
primary auditory cortex. Nature
424, 201–205.

Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 02 October 2012; accepted:
13 January 2013; published online: 31
January 2013.
Citation: Geis H-RAP and Borst JGG
(2013) Intracellular responses to fre-
quency modulated tones in the dorsal
cortex of the mouse inferior colliculus.
Front. Neural Circuits 7:7. doi: 10.3389/
fncir.2013.00007
Copyright © 2013 Geis and Borst.
This is an open-access article dis-
tributed under the terms of the Creative
Commons Attribution License, which
permits use, distribution and reproduc-
tion in other forums, provided the origi-
nal authors and source are credited and
subject to any copyright notices concern-
ing any third-party graphics etc.

Frontiers in Neural Circuits www.frontiersin.org January 2013 | Volume 7 | Article 7 | 232

http://dx.doi.org/10.3389/fncir.2013.00007
http://dx.doi.org/10.3389/fncir.2013.00007
http://dx.doi.org/10.3389/fncir.2013.00007
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


ORIGINAL RESEARCH ARTICLE
published: 31 August 2012

doi: 10.3389/fncir.2012.00060

Low-threshold potassium currents stabilize IID-sensitivity
in the inferior colliculus
Anita Karcz1,2, Rudolf Rübsamen2 and Cornelia Kopp-Scheinpflug2,3*
1 Carl-Ludwig-Institute for Physiology, University of Leipzig, Medical School, Leipzig, Germany
2 Faculty of Biosciences, Pharmacy and Psychology, University of Leipzig, Leipzig, Germany
3 Medical Research Council UK, Toxicology Unit, Leicester, UK

Edited by:
Manuel S. Malmierca, University of
Salamanca, Spain

Reviewed by:
Henry Lütcke, University of Zurich,
Switzerland
Dan Tollin, University of Colorado
School of Medicine, USA

*Correspondence:
Cornelia Kopp-Scheinpflug, MRC
Toxicology Unit, University of
Leicester, LE1 9HN, UK.
e-mail: cks7@le.ac.uk

The inferior colliculus (IC) is a midbrain nucleus that exhibits sensitivity to differences
in interaural time and intensity (ITDs and IIDs) and integrates information from the
auditory brainstem to provide an unambiguous representation of sound location across
the azimuth. Further upstream, in the lateral superior olive (LSO), absence of low-threshold
potassium currents in Kcna1−/− mice interfered with response onset timing and restricted
IID-sensitivity to the hemifield of the excitatory ear. Assuming the IID-sensitivity in
the IC to be at least partly inherited from LSO neurons, the IC IID-encoding was
compared between wild-type (Kcna1+/+) and Kcna1−/− mice. We asked whether the
effect observed in the Kcna1−/− LSO is (1) simply propagated into the IC, (2) is enhanced
and amplified or, (3) alternatively, is compensated and so no longer detectable. Our results
show that general IC response properties as well as the distribution of IID-functions were
comparable in Kcna1−/− and Kcna1+/+ mice. In agreement with the literature IC neurons
exhibited a higher level-invariance of IID-sensitivity compared to LSO neurons. However,
manipulating the timing between the inputs of the two ears caused significantly larger
shifts of IID-sensitivity in Kcna1−/− mice, whereas in the wild-type IC the IID functions
were stable and less sensitive to changes of the temporal relationship between the
binaural inputs. We conclude that the IC not only inherits IID-sensitivity from the LSO,
but that the convergence with other, non-olivary inputs in the wild-type IC acts to
quality-control, consolidate, and stabilize IID representation; this necessary integration of
inputs is impaired in the absence of the low-threshold potassium currents mediated by
Kv1.1.

Keywords: potassium channels, IID processing, temporal precision, sound localization

INTRODUCTION
Interaural intensity differences (IIDs) are essential cues to local-
ize the source of high-frequency sounds. Individual IID-sensitive
neurons in the auditory brainstem lateral superior olive (LSO)
and in the auditory midbrain inferior colliculus (IC) integrate
excitation received from one ear with inhibition received from
the other ear, a computation that results in a specified firing
rate for each IID (Boudreau and Tsuchitani, 1968; Sanes and
Rubel, 1988; Tollin, 2003). The response rate of an individ-
ual neuron is tuned to a particular IID range. On a popula-
tion level, this will result in IID functions that represent the
whole range of physiological relevant IIDs. While the encod-
ing of IID functions is quite well agreed in the LSO, in the IC
there is some debate as to whether IID-sensitivity is generated
de novo or is inherited from the upstream LSO (Park, 1998;
Pollak et al., 2003; Gittelman et al., 2009). Although neurons in
the IC receive strong excitatory projections from the contralat-
eral LSO carrying information about IID-sensitivity, there are
additional excitatory inputs from the contralateral VCN (Beyerl,
1978; Moore and Kitzes, 1985; Ross et al., 1988) and bilateral
inhibitory inputs from the dorsal nucleus of the lateral lemniscus

(DNLL) (Shneiderman et al., 1993). These non-olivary inputs
create and moreover modify IID-sensitivity in the IC (Pollak et al.,
2003).

As suggested by previous studies in the LSO and the IC, the
arrival of the binaural inputs into a binaural level-detector within
a submillisecond range of each other is crucial for their integra-
tion (Irvine et al., 1995; Joris and Yin, 1995). A delay in one
input will result in a shift of the respective IID-function. Different
models exist for the generation of positive (excitatory ear more
intense) or negative (inhibitory ear more intense) IIDs, requiring
the inputs to arrive either with a constant delay or to be coinci-
dent (Park et al., 1996). The time window for integrating synaptic
inputs depends strongly on the neuronal membrane time con-
stant and therefore on the ion channels that are open at a given
membrane potential. Kv1.1 containing channels are activated at
depolarizations very close to the resting membrane potential.
They repolarize the membrane quickly and are therefore powerful
means of restricting temporal summation (Oertel, 1985; Manis
and Marx, 1991; Trussell, 1999; Johnston et al., 2010). In the LSO,
the lack of Kv1.1 caused a limited IID representation with IIDs
corresponding only to sounds in the ipsilateral hemifield (Karcz
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et al., 2011). Here we aim to understand how a mismatched tim-
ing of the inputs into the IC alters the neurons’ IID-sensitivity
and how the presence of low-threshold potassium channel sub-
units like Kv1.1, prevents a disrupting influence of poorly-timed
inputs. Using Kv1.1 knockout mice as a model allows us to study
not only the effect of a shift in stimulus onset timing on IID
encoding (as can be achieved also by the introduction of a stimu-
lus delay) but also the effect of altered intrinsic excitability on the
generation of each action potential that will be integrated to an
IID response. We use single-unit recording in vivo from wild-type
mice (Kcna1+/+ mice) and also from mice whose temporal inte-
gration window is artificially extended through the lack of Kv1.1
containing channels (Kcna1−/− mice).

METHODS
A detailed description of the methods and mouse strains used
in this study was described previously in (Karcz et al., 2011).
In brief, the Kcna1tm1Tem strain was generated as described in
Smart et al. (1998). Mice used in this study were generated
by intercrossing heterozygotes from the C3HeB/FeJ-Kcna1tm1Tem

line maintained at the University of Leipzig. The experiments
were performed at the Neurobiology Laboratories of the Faculty
of Bioscience, Pharmacy and Psychology of the University of
Leipzig (Germany). All experimental procedures were approved
by the Saxonian District Government, Leipzig, and were con-
ducted according to European Communities Council Directive
of 24th November 1986 (86/609/EEC). Genotyping was carried
out on DNA isolated from tail clips of each mouse in a litter
aged 7–10 days as described by Brew et al. (2003). Detailed proto-
cols are available online (http://depts.washington.edu/tempelab/
Protocols/KCNA1.html).

SURGICAL PREPARATION
During the experiments and surgical preparation, the animals
were anaesthetized with a combined initial dose of 0.01 ml/g
body weight of ketamine hydrochloride (100 mg/kg body weight;
Parke-Davis, Berlin, Germany) and xylazine hydrochloride
(5 mg/kg body weight; Bayer, Leverkusen, Germany). Anaesthesia
was maintained throughout the recording experiments by hourly
injections of one-third of the above dose. Ketamine is an antag-
onist of NMDA receptors. Ketamine-Xylazine anesthesia was
employed in previous studies using the same mouse strain (Kopp-
Scheinpflug et al., 2003; Karcz et al., 2011) and no differences in
the depth or duration of anesthesia were found between geno-
types. Other anesthetics like Isoflurane are less suited for the
present experiments since it inhibits hyperpolarization-activated
cyclic nucleotide modulated channels (Chen et al., 2009) which
have a close structural resemblance to voltage-gated potassium
channels. To avoid infections all instruments were wiped with a
70% alcohol before surgery. Recording and tracer solutions were
filtered and electrodes were heat-sterilized. The incision site on
the experimental animals head was cleaned with a chlorhexidine
solution and the skull was exposed along the dorsal midsagit-
tal line. A small metal bolt for supporting the animal in the
stereotaxic recording device was glued to the bone overlaying
the forebrain. Two holes were drilled in the skull, one to posi-
tion the reference electrode in the superficial cerebellum, the

other for insertion of recording electrodes. The second drill
hole (500 μm diameter) was located 1.2 mm lateral to the mid-
line and 1.8 mm caudal to the lambda suture. All recording
experiments were performed in a sound-attenuated chamber
(Industrial Acoustics, Type 400). During surgery and experi-
ments the body temperature was kept between 36◦C and 37.5◦C
by positioning the animal on a temperature-controlled heat-
ing pad (Harvard Apparatus) and maintaining the temperature
of the sound-attenuated chamber at 25–30◦C. Warmed lac-
tated Ringer’s (0.5–1 ml) was injected subcutaneously to prevent
dehydration. At the end of the experiment, the head post was
removed under anesthesia and a local analgesia (Xylocain Gel
2%; AstraZeneca GmbH) was applied to the wound, before clos-
ing the incision with histoacrylic glue. To help recovery from
anesthesia mice were placed in oxygen-enriched air. Food pel-
lets soaked in water were given to the mice for additional fluid
supply. Over the duration of 4–5 days the animals were mon-
itored daily for bodyweight, abnormal behavior or signs of
infections.

DATA COLLECTION
Recordings were made using glass micropipettes (15–30 M�,
3 M KCl). The electrode was advanced vertically by a motorized
micromanipulator (WPI, DC3001). The activity of isolated sin-
gle units was identified by their relatively constant spike height,
filtered (0.3–10 kHz), amplified (TDT, PC1) to the voltage range
of the spike discriminator (TDT, SD1), and recorded at 100 kHz
using custom-written software (Dr. M. Weick, University of
Leipzig).

ACOUSTIC STIMULATION
Stimulus tones (100/40 ms duration, 5 ms rise-fall time,
100–300 ms inter-stimulus interval) were generated at a 97.7 kHz
sampling rate using (TDT; RP2-1), amplified (TDT; ED1), deliv-
ered to electrostatic speakers (TDT; EC1) and fed via acoustic
tubing to the outer ear approximately 5 mm from the animal’s
eardrum. For each neuron the following stimulation protocol
was employed.

Excitatory response maps were measured by random pre-
sentation of pure-tone pulses (100 ms duration, 5 ms rise-fall
time, 100 ms interstimulus interval) within a given matrix of
16 × 15 frequency/intensity pairs (240 combinations). The fre-
quency range of this matrix typically included 5 octaves (4
tones/octave) with about three octaves below the estimated char-
acteristic frequency (CF) and two octaves above. The intensity
varied in 5 dB-steps between 90 and 20 dB SPL. Each fre-
quency/intensity combination was presented five times in a pre-
defined frequency/intensity array (1200 tone bursts). The timing
and number of spikes were measured during the 100 ms period
of stimulus presentation. Spontaneous activity was defined by
the firing rate during eighty 100 ms-periods (8 s) with maxi-
mal attenuation (120 dB) of the stimulus randomly inserted in
the stimulus protocol. Excitatory response areas were defined
by the range of frequency/intensity combinations that evoked
firing rates at or above the 10% significance level above sponta-
neous activity (Dorrscheidt, 1981). The outline of the response
area defined the unit’s frequency-threshold curve, from which
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the CF and the threshold at CF were determined. Vice versa,
inhibitory response areas were defined by a respective reduc-
tion of firing rates below the level of spontaneous rate (or below
an acoustically evoked firing rate; for details see Karcz et al.,
2011). Rate-level functions were calculated at CF by averaging the
spike rates for each stimulus intensity (5 repetitions/stimulus).
Median first spike latency and jitter (25–75% range of first
spike latencies) were determined from 250 stimulus repetitions
at CF and 80 dB SPL. Temporal response patterns were evalu-
ated from peri-stimulus time histograms that display the number
of APs occurring within 0.5 ms time intervals during stimu-
lus presentation. Sensitivity to IIDs was tested by presenting a
constant tone (40 ms) at CF, 20 dB (±15 dB) above threshold
to the contralateral ear (using these parameters, similar firing
rates could be achieved in both genotypes) and simultaneously
stimulating the ipsilateral ear at CF with stimulus intensities
pseudo-randomly varying from 20 to 90 dB SPL in 5 dB-steps.
The acquired averaged IID functions (25 repetitions) were nor-
malized; with AP firing rates during monaural contralateral stim-
ulation corresponding to 100%. For further quantification of
IID50 and slopes, IID functions were fit with four-parametric
sigmoid functions from which IID values at 50% reduction of
firing rate (IID50) were determined (Wise and Irvine, 1985).
Data were only considered if the fit had a minimum of 95%
correlation.

STATISTICAL ANALYSES
Statistical analyses of the data were performed with SigmaPlot™
(Version 12; Systat Software Inc., San Jose, CA, USA). Unless
indicated otherwise, results are expressed as mean ± standard
error of the mean (S.E.M.) or for non-normal distributions as
median (25%; 75% quartiles). Statistical significance was assessed
using two-tailed tests; the Student’s t-test for normally distributed
data and the Mann-Whitney Rank Sum Test for non-normal
distributions. Normality was assessed by the Shapiro-Wilk test.
Significance levels are indicated by p-values that were corrected
for nonhomogeneity of between cell-correlations by the Hunyh-
Feldt method.

VERIFICATION OF RECORDING SITES
In each animal, all recording sites were verified histologi-
cally by iontophoretic injections (2 μA for 5 min) of hydrox-
ystilbamidine (FG; Biotium; equivalent to FluoroGold™) at
the end of the recording session. The mice were allowed to
recover from anaesthesia and after 5 days (FG) the animals
received a lethal anaesthetic injection and were then perfused
via the left ventricle with 0.9% NaCl solution followed by fix-
ative (2.5% paraformaldehyde in 0.1 M phosphate buffer, pH
7.4) for 20–25 min. The brains were sectioned on a vibratome
and the tissue sections (30 μm thick) were examined using a
fluorescence microscope (Zeiss, Axioskop, absorption/emission:
361/536 nm) and the electrode tracks and recording sites were
identified.

RESULTS
This study is based on single-unit recordings of IID sensitive
neurons in the IC, which receive contralateral excitation and

ipsilateral inhibition. A sample of 19 wild-type (5 Kcna1+/+
mice) and 19 knockout (5 Kcna1−/− mice, average age: 39 days)
IC neurons was recorded and the neurons’ basic response fea-
tures assessed by their response to the excitatory ear. If the
excitatory input conveys mainly inherited information from the
LSO, the basic response features may not differ any more than
in their input structure. Indeed, characteristic frequencies of
14.8 ± 1.1 kHz (Kcna1+/+) and of 17.7 ± 2.2 kHz (Kcna1−/−)
did not differ between genotypes (p = 0.247). Spontaneous fir-
ing rates were low in both, Kcna1+/+ mice (0.2 [0.0; 3.0]
spikes/s) and Kcna1−/− mice (0.5 [0.0; 5.4] spikes/s; p = 0.460)
and despite a 18 dB threshold elevation (Kcna1+/+: 38 ± 3 dB
SPL; Kcna1−/−: 56 ± 4; p = 0.002), evoked firing rates at
20 dB above threshold did not differ significantly between both
genotypes (Kcna1+/+: 40 [18; 106] spikes/s; Kcna1−/−: 16 [12;
32] spikes/s; p = 0.072; Table 1). The elevation of thresholds
by 18 dB in Kcna1−/− IC neurons is similar to the thresh-
old elevation found in the upstream LSO (Karcz et al., 2011).
No further significant threshold elevation has been detected
between IC neurons of Kcna1+/+ nor of Kcna1−/− mice (Two
Way ANOVA, interaction genotype vs. nucleus, F(1, 93) = 1.87,
p = 0.175, η2

p = 0.02). First spike latencies and their variabil-
ity (jitter) as well as temporal response patterns were used
to compare the timing precision in Kcna1+/+ and Kcna1−/−
neurons. Consistent with the changes found in the LSO of
Kcna1−/− mice (Karcz et al., 2011) no significant genotype spe-
cific differences were found in latencies and jitter (Table 1).
Interestingly, the distribution of temporal response patterns
changed from chopper-PSTHs (dominant in wild-type) to more
onset-PSTHs in the Kcna1−/− neurons, indicative for a change
in the IC neurons’ intrinsic response properties. The classifi-
cation of the PSTHs was based on the definitions by Pfeiffer
(1966). Chopper PSTHs exhibit several regularly spaced peaks
with inter-peak distances unrelated to the stimulation frequency.
In the present study, chopper units were not further divided
into transient choppers which display the regular discharge pat-
tern only at the beginning of the response, and in sustained
choppers where prominent periodic discharge peaks were found
throughout the entire duration of the response. Units classi-
fied as firing onset responses have PST histograms that are
characterized by one or two initial peaks with little activity
thereafter.

IID-SENSITIVITY IN IC NEURONS COVERS THE WHOLE RANGE
OF PHYSIOLOGICAL RELEVANT IIDs
IID sensitivity between Kcna1+/+ and Kcna1−/− IC neurons
was compared based on the distribution of IID functions within
the range of physiological relevant IIDs quantified by IID50 val-
ues (Figures 1A,B). The neurons’ firing rates at sole stimulation
of the excitatory (contralateral) ear was normalized and set to
100%. As differences in overall sound intensity will lead to a
shift in IID-sensitivity at least in the LSO (Tsai et al., 2010; Karcz
et al., 2011), the distribution of IID 50 values was evaluated for
two conditions: (1) same excitatory intensity of 80 dB SPL for
all neurons and (2) 20 dB above each unit’s individual excita-
tory threshold. For both conditions, successively increasing the
intensity at the inhibitory (ipsilateral) ear eventually reduced the
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Table 1 | Response features of IID-sensitive IC neurons.

Parameter Kcnal+/+ Kcnal−/− Test Significance

Mean ± S.E.M. Median 25% 75% n Mean ± S.E.M. Median 25% 75% n

CFexc (kHz) 14.8 ± 1.1 13.8 11.3 17.8 19 17.7± 2.2 13.8 11.0 24.4 19 t-test p = 0.247

CFinh (kHz) 19.3 ± 2.0 19.7 13.3 24.3 17 17.5± 2.8 13.8 11.5 22.9 11 MWRS-test p = 0.495

Thresholdexc (dB SPL) 38 ± 3 40 26 53 19 56 ± 4 63 50 69 19 t-test p = 0.002

Thresholdinh (dB SPL) 46 ± 5 45 35 65 17 61 ± 6 60 46 82 11 t-test p = 0.089

Spont. rate (spikes/s) 2.3 ± 0.9 0.2 0.0 3.0 19 5.0 ± 2.2 0.5 0.0 5.4 19 MWRS-test p = 0.460

Firing rate (spikes/s) 57 ± 10 40 18 106 19 38 ± 11 16 12 32 19 MWRS-test p = 0.072

20 dB>thres.

Latency (ms) 12.0 ± 2.1 6.7 5.7 19.7 13 7.5 ± 0.7 6.5 5.5 8.7 18 t-test p = 0.238

Jitter (ms) 1.7 ± 0.4 1.4 0.3 3.0 11 0.8 ± 0.3 0.4 0.2 0.8 18 MWRS-test p = 0.078

PSTH (%) Chopper 55 6/11 Chopper 12 2/17

Onset 45 5/11 Onset 65 11/17

Primary like 0 0/11 Primary like 18 3/17

Other 0 0/11 Other 6 1/17

11D50 (dB)80 dB 7.6 ± 3.1 10.5 0.9 13.8 7 7.2 ± 3.8 8.4 −2.0 15.5 7 t-test p = 0.938

IlDslope 80 dB 4.8 ± 1.0 4.4 3.4 6.1 7 4.2 ± 0.8 4.2 2.6 6.0 7 t-test p = 0.645

11D50 (dB)20 dB > thres. 8.5 ± 4.8 10.7 0.5 22.8 11 8.5 ± 3.7 8.7 −0.3 16.1 8 t-test p = 0.992

I I Dslope20 dB > thres. 3.9 ± 1.0 2.8 1.6 6.6 11 5.0 ± 1.4 4.3 1.8 6.2 8 MWRS-test p = 0.536

MWRS-test: Mann–Whitney Rank sum-test.

firing rate to at least 50% (= IID50). Neither condition showed
genotype-specific differences, suggesting that the lack of Kv1.1
mediated currents did not change the distribution of IIDs on
the IC population level (Figures 1B,C and Table 1). Analyses on
the single neuron level in wild-type mice confirmed a lower
sensitivity to overall sound intensity as has been reported for
the IC compared to the LSO (Park et al., 2004): the shift of
IID sensitivity elicited in Kcna1+/+ IC neurons did not differ
significantly from zero (one-sample t-test: p = 0.782) whereas
level-dependence of IID responses was present in LSO neu-
rons with shifts toward positive IIDs of 0.68 dB per dB excita-
tory level increase (shift IID50, MWRS-test, p = 0.023; IC+/+:
−0.30 [−0.41; 0.70] dB/dB; LSO+/+: 0.68 [0.48; 0.87] dB/dB;
Figure 2C).

IN THE IC, LOW-THRESHOLD POTASSIUM CURRENTS PREVENT
INTEGRATION OF INPUTS RAISED BY NON-PHYSIOLOGICAL IIDs
One function of the IC in IID processing is thought to be an
additional modification of IID-sensitivity inherited from the LSO.
It has already been suggested that IID-sensitivity in IC neu-
rons is less sensitive toward changes in overall sound intensity
(Park et al., 2004; Tsai et al., 2010). Here we explore the role
of Kv1.1 low-threshold potassium currents in temporal integra-
tion of synaptic inputs into the IC. Therefore, the main excitatory
input from the contralateral LSO remained unaltered and a
temporal lead of 1, 2, 3, 4 or 5 ms to the stimulus at the ipsilateral
ear was introduced. Temporally mismatched, additional non-
olivary inputs will have a larger influence on the IID-sensitivity
in the IC of Kcna1−/− mice as their integration window should
be larger. The shift of IID50 values per temporal lead was cal-
culated for each neuron including all IID functions that show

95% correlation with 4-parametric sigmoidal fits (Figure 2).
Positive values represent shifts toward more positive IIDs and
indicate more effective inhibition present at lower ipsilateral
intensities of the temporally advanced stimulus. Accordingly,
a negative shift in IID50 values per millisecond temporal lead
displays the need for higher ipsilateral inhibitory intensities to
suppress 50% of the contralaterally evoked firing rate. The ini-
tial contralateral firing rate was evoked by either stimulation
at the neuron’s CF and 80 dB SPL or at 20 dB above the neu-
ron’s threshold. Under both conditions, the introduction of a
temporal lead of the inhibitory signal caused the IID func-
tions of Kcna1−/− IC neurons to shift to more positive IIDs,
whereas no consistent shift was detected in Kcna1+/+ neurons
(contra-intensity 80 dB: shift IID50, Kcna1+/+: 0.1 ± 0.5 dB/ms;
Kcna1−/−: 1.9 ± 0.6 dB/ms, p = 0.03; contra-intensity 20 dB
above threshold: Kcna1+/+: −0.3 −0.5; −0.1] dB/ms; Kcna1−/−:
1.5 [0.7; 2.6] dB/ms, p = 0.005; Figure 2F). The effects are illus-
trated for a representative neuron of each genotype in Figure 2.
The dot raster plots display the occurrence of an AP at a certain
time point for five repetitions of each of the 16 tested IIDs
(Figures 2A,D). In the wild-type example, different lead times
did not systematically change IID sensitivity. The same data
plotted in form of IID functions (Figures 2B,E) summarizes
the weak influence of temporal lead on IID50 values in this
Kcna1+/+ neuron (shift of IID50: 0.5 dB/ms). In contrast, the
inhibitory effect in the Kcna1−/− neuron presented in Figure 2
consistently increased with increasing ipsilateral inhibitory lead
time, resulting in a shift of IID50 values of 3.5 dB/ms. On
average, Kcna1−/− IC neurons have an increased susceptibil-
ity toward changes in the arrival times of the binaural inputs,
resulting in IID50 shifts even outside the range of physiological
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FIGURE 1 | (A–C)Q2 IID-sensitivity of IC neurons in wild-type and Kcna1−/−
mice. (A) IID functions obtained from the IC of Kcna1+/+ (black curves) and
Kcna1−/− mice (gray curves) are equally distributed between negative and
positive IIDs. Dotted lines represent the range of IIDs which a small
headed species such as the mouse could possibly encounter in a natural
environment (Chen et al., 1995). (B) IID curves were fitted by a
4-parametric sigmoid function from which IID values corresponding to a
50% rate reduction (IID50) were determined. No genotype specific
differences were found. (C) The slope of the IID functions (determined
from the sigmoid fit) was also not significantly different between the two
genotypes.

relevant IIDs (Figure 2F) where they would no longer add reli-
able information about the location of a sound source. In
wild-type animals, the presence of Kv1.1 currents restricts the
integration of such a temporal mismatch between LSO and
non-olivary inputs and stabilizes the IID functions within the
physiological range.

DISCUSSION
The presence of low-threshold potassium currents (Kv1.1) is
known to limit action potential firing and restrict temporal sum-
mation of synaptic inputs. In the present study we used the
Kcna1−/− mouse as a model to evaluate the impact of changes
in the integration time on IID-sensitivity in the IC. Our results
suggest that although a major part of the IID-sensitivity reflects
the input from the LSO, correct additional integration of other,
non-olivary inputs is necessary to stabilize IID-sensitivity against
variations in input timing.

Kv1.1 CURRENTS CONTROL THE NEURONS’ SYNAPTIC AND
INTRINSIC FIRING PATTERN
Kv1.1 containing channels activate at membrane potentials
around −40 mV which is only slightly positive to the neu-
rons’ resting membrane potential (Brew and Forsythe, 1995). As
sodium currents are activated in a similar voltage range, Kv1.1
mediated currents and sodium currents compete, pulling the
membrane potential in hyperpolarizing and depolarizing direc-
tions, respectively. Therefore, only strong and fast inputs, as
found in cells with coincident inputs or in cells with giant calyceal
input, activate sodium currents quickly enough to overcome the
competition with Kv1.1 (Oertel, 1985; Manis and Marx, 1991;
Trussell, 1999; Johnston et al., 2010). The resulting brief synaptic
integration window will restrict temporal summation of synap-
tic inputs, excitatory and/or inhibitory, to a narrow coincidence
window. Vice versa, the lack of Kv1.1 containing channels will
allow temporal integration of more disperse inputs, which—in
the present study—will lead to a less stable encoding of IID-
sensitivity in the IC.

Besides restricting synaptic integration, Kv1.1 mediated cur-
rents also determine the intrinsic firing pattern of the neurons.
These currents repolarize the membrane quickly and inacti-
vate slowly, which makes firing of subsequent action potentials
highly unlikely. Accordingly, Kv1.1 mediated currents are strongly
associated with single-spike firing in response to prolonged depo-
larizations in patch-clamp studies from brain slices (Brew and
Forsythe, 1995; Barnes-Davies et al., 2004; Cao et al., 2007).
Although it appears as an obvious assumption, this single-spike
firing phenotype does not necessarily correspond to single spike
(onset) firing in responses to sound burst stimulation in vivo.
In contrast to a prolonged depolarization by current injection
in vitro, sound-evoked synaptic transmission is composed of
many discrete transient events greatly varying in temporal suc-
cession and amplitudes and thus Kv1.1 mediated currents will
foster single spiking to EPSP depolarizations at each of these
events. Hence, the stronger expression of Kv1.1 will promote sin-
gle spike responses to a sustained in vitro depolarization AND
will at the same time enhance discrete firing as in chopper/tonic
responses, in vivo. Thus, the temporal firing patterns change
from wild-type to Kcna1−/− mice from single-spiking to mul-
tiple firing in the slice and from chopper/Primary-like (tonic)
to onset (phasic) discharge patterns in vivo. Respective changes
were observed in the probability of temporal firing patterns
from chopper to onset in the LSO and the IC of Kcna1−/−
mice (Table 1; Karcz, 2011). The prevalence of chopper responses
in the wild-type LSO and IC suggests that this is the opti-
mal response pattern for integrating temporally precise binau-
ral inputs over several cycles of the stimulus, whereas in the
Kcna1−/− mouse the respective information is restricted to the
response onset.

ORIGIN OF IID SENSITIVITY IN IC NEURONS
One difficulty in the evaluation of the activity in IC neurons
is the lack of knowledge about the origin of binaural response
patterns. It is likely that the recorded cell population resem-
bles a mixture of IC neurons that either (1) inherit their IID
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FIGURE 2 | (A–F) Increasing temporal mismatch between inputs shifts IID
functions in the Kcna1−/− but not the wild-type mice. Instead of the
simultaneous onset of the ipsi- and contralateral stimulus, the ipsilateral
inhibitory stimulus was presented 1–5 ms in advance. (A) Dot raster displays
of a representative Kcna1+/+ neuron show no systematic change in
response to different ipsilateral lead times. (B) IID functions of the same
neuron shown in A did not vary in their IID50 values. (C) IID-sensitivity in

wild-type IC neurons was not only stable toward temporal mismatch in the
inputs; they also showed a larger stability toward overall changes in sound
intensity compared to wild-type LSO neurons. (D) Increasing the delay
between excitatory and inhibitory inputs caused increasingly more effective
inhibition in Kcna1−/− neurons generating a remarkable shift of IID sensitivity
toward more positive IIDs (E). This shift in IID-functions with temporal lead of
the inhibitory input is quantified in panel (F).

sensitivity unmodified from neurons in the contralateral LSO,
(2) inherit some IID sensitivity from neurons in the contralat-
eral LSO which is modified in the IC by additional inputs from
non-olivary nuclei, or (3) generate IID sensitivity de novo by
receiving inputs from non-olivary nuclei converging at the level
of the IC (for review see Pollak et al., 2002). The latter two
options require precise temporal integration as secured by Kv1.1.
One possible source assumed to play a role in shaping or in
de novo generation of IID sensitivity in IC neurons is the DNLL.
This nucleus is innervated by excitatory contralateral CN neu-
rons as well as by ipsilateral and contralateral LSO neurons.
DNLL principal neurons send inhibitory GABAergic projections
to both ICs (Adams and Mugnaini, 1984; Kelly et al., 2009).
Pollak et al. (2002) reported four differential effects on IE neu-
rons of the IC, when GABAergic inhibition originating in the
DNLL was blocked (Pollak et al., 2002). Most common was a
shift of the IID function to more negative IID values. Hence, a
more intense inhibitory stimulus was necessary to achieve max-
imal reduction of firing compared to the condition with an
effective GABAergic DNLL inhibition. The application of bicu-
culline, a GABA antagonist, or the inactivation of the DNLL
contralateral to the IC with kynurenic acid caused equivalent
IID shifts. The authors assumed that IID sensitivity in DNLL
and LSO neurons differs slightly in that complete inhibition is

achieved in the DNLL whilst LSO neurons would still dynami-
cally integrate excitatory and inhibitory inputs. Those differences
in IID sensitivity between DNLL and LSO could result from
different latency mismatches but involved circuitries are not
yet clarified. Tsai et al. (2010) suggested a subtraction model
to demonstrate the larger level invariance of IC compared to
LSO neurons shown by Park et al. (2004) which was also con-
firmed is the present study. The subtraction model suggests that
each LSO neuron’s IID function has its mirror image IID func-
tion in a neuron of the opposite LSO (ipsilateral to the IC).
The IC then integrates the excitatory responses conveyed by the
contralateral LSO and the inhibitory mirror image responses
transferred from the ipsilateral LSO via the contralateral DNLL
(for details see Figure 5 in Tsai et al., 2010). On the level of
the IC strong excitation would converge with weak inhibition.
The interplay of the excitatory and inhibitory counterparts orig-
inating from the same source remove the bias in form of shift
of IID functions due to overall level changes. Failure to inte-
grate such non-olivary inputs as suggested for the Kcna1−/−
mice, results in larger vulnerability toward changes in overall
level or input timing. Besides the actual arrival time of the two
inputs, the temporal jitter of the inputs is another parameter that
can disrupt binaural integration (Gittelman and Pollak, 2011).
Broadening the temporal jitter of at least one input results in
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a displacement of the IID-functions in the LSO (Karcz et al.,
2011).

Taken together, low-threshold potassium currents act on at
least two different levels: I) control of intrinsic spike firing behav-
ior and II) restriction of temporal summation of synaptic inputs.
In the IC this results in a shift from chopper to onset response pat-
terns, which can cause a loss of information normally obtained by
integrating binaural information during subsequent cycles in the
temporal response pattern following complex-structured acous-
tic signals. So it is conceivable that the contralateral LSO provides
the IC neurons with the basic IID information while additional
inhibitory inputs from non-olivary nuclei (arriving with a slight
delay) are integrated at the level of the IC to remove level vari-
ance and to consolidate IID responses of physiologically timed
binaural inputs. Inputs arriving outside the IC neurons’ integra-
tion window might then be attributed to separate sound objects.

A disruption of synaptic integration in the IC as in the Kcna1−/−
mice can then interfere with such quality-control function per-
formed by non-olivary inputs and subsequently result in impaired
sound localization in Kcna1−/− mice (Allen and Ison, 2012).
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In addition to ascending, descending, and lateral auditory projections, inputs extrinsic to
the auditory system also influence neural processing in the inferior colliculus (IC). These
types of inputs often have an important role in signaling salient factors such as behavioral
context or internal state. One route for such extrinsic information is through centralized
neuromodulatory networks like the serotonergic system. Serotonergic inputs to the IC
originate from centralized raphe nuclei, release serotonin in the IC, and activate serotonin
receptors expressed by auditory neurons. Different types of serotonin receptors act as
parallel pathways regulating specific features of circuitry within the IC. This results from
variation in subcellular localizations and effector pathways of different receptors, which
consequently influence auditory responses in distinct ways. Serotonin receptors may
regulate GABAergic inhibition, influence response gain, alter spike timing, or have effects
that are dependent on the level of activity. Serotonin receptor types additionally interact
in nonadditive ways to produce distinct combinatorial effects. This array of effects of
serotonin is likely to depend on behavioral context, since the levels of serotonin in the
IC transiently increase during behavioral events including stressful situations and social
interaction. These studies support a broad model of serotonin receptors as a link between
behavioral context and reconfiguration of circuitry in the IC, and the resulting possibility
that plasticity at the level of specific receptor types could alter the relationship between
context and circuit function.

Keywords: serotonin, receptor, 5-HT1A, 5-HT1B, 5-HT2, 5-HT3, behavioral context

INTRODUCTION
The convergence of ascending, descending, and lateral circuitry
in the inferior colliculus (IC) creates neural response properties
important for decoding specific features of the auditory scene
(Huffman and Henson, 1990; Vater et al., 1995; Kidd and Kelly,
1996; Thompson and Schofield, 2000; Malmierca et al., 2005a,b,
2009; Schofield and Coomes, 2006; Winer, 2006; Yavuzoglu et al.,
2010; Oertel et al., 2011; Yavuzoglu et al., 2011). To build cir-
cuits that respond to changing behavioral contexts, information
that is extrinsic to the auditory system must also be incorpo-
rated into this convergence. Inputs signaling behavioral context
or internal state strongly influence the responses of neurons in
the IC to auditory stimuli. For example, external cues indicat-
ing the presence of a social partner, or internal signals of stress
or reproductive state, can alter evoked responses or gene expres-
sion in the IC and its homologs in nonmammalian vertebrates
(Mello and Ribeiro, 1998; Miranda and Wilczynski, 2009a,b;
Mazurek et al., 2010; Mangiamele and Burmeister, 2011). There
are numerous mechanisms through which extra-auditory sources

Abbreviations: 8-OH-DPAT, 8-Hydroxy-2-(di-n-propylamino)tetralin;
CP93129, 3-(1,2,3,6-tetrahydropyridin-4-yl)-1,4-dihydropyrrolo[3,2-b]pyridin-5-
one; DNLL, dorsal nucleus of the lateral lemniscus; DOI, 2,5-dimethoxy-4-
iodoamphetamine; DRN, nucleus raphe dorsalis; IC, inferior colliculus; MK212,
2-Chloro-6-(1-piperazinyl)pyrazine; mCPBG, m-chlorophenylbiguanidine; pCPA,
parachlorophenylalanine; SERT, serotonin transporter; SSRI, selective serotonin
reuptake inhibitor.

of information influence neural processing in the IC, including
input pathways from visual and somatosensory systems or path-
ways from affective centers such as the amygdala (Groh et al.,
2001; Marsh et al., 2002; Metzger et al., 2006; Zhou and Shore,
2006; Dehmel et al., 2008). Hormonal pathways (Greco et al.,
1999; Charitidi and Canlon, 2010; Maney and Pinaud, 2011) and
centralized neurochemical pathways (Levitt and Moore, 1979;
Klepper and Herbert, 1991; Thompson et al., 1994; Habbicht and
Vater, 1996; Wynne and Robertson, 1996; Kaiser and Covey, 1997;
Tong et al., 2005; Ji and Suga, 2009; Motts and Schofield, 2009,
2011) also provide potential routes for nonauditory signals.

Neuromodulatory networks comprise a large class of
mechanisms linking behavioral context and internal state to local
changes in auditory processing within the IC. Multiple neuro-
modulators including norepinephrine, acetylcholine, serotonin,
and dopamine are present in the IC (Levitt and Moore, 1979;
Klepper and Herbert, 1991; Thompson et al., 1994; Habbicht and
Vater, 1996; Wynne and Robertson, 1996; Kaiser and Covey, 1997;
Tong et al., 2005; Ji and Suga, 2009; Motts and Schofield, 2009,
2011). Neurons synthesizing these modulatory signals typically
respond to salient features of behavioral situations and com-
municate this information to the IC through axonal projections
that may ramify widely in the IC and other regions of the central
nervous system. Although in some cases auditory neurons con-
tain these neurochemicals, they can also be found in centralized
extra-auditory nuclei (Klepper and Herbert, 1991; Tong et al.,
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2005; Motts and Schofield, 2009). Neuromodulatory systems
have the ability to profoundly alter auditory processing in the IC,
facilitating signatures of associative and other types of plasticity,
or altering excitatory-inhibitory interactions to change ongoing
responses to stimuli (Farley et al., 1983; Habbicht and Vater,
1996; Yigit et al., 2003; Hurley et al., 2004; Ji and Suga, 2009).

This review will focus on how the serotonergic neuromod-
ulatory system in particular alters the function of circuits in
the IC. The first reason for this focus is that the serotoner-
gic system is unambiguously extrinsic to the auditory system
in adults (Klepper and Herbert, 1991; Thompson and Lauder,
2005; Thompson, 2006; Thompson and Thompson, 2009). The
serotonergic system is thus a clear candidate source of nonau-
ditory information to the IC. Second, the serotonergic system
is potentially a conduit for several major classes of nonauditory
information to the IC, including information on the sleep-wake
cycle, stress, and social encounters or social status (Boutelle et al.,
1990; Mas et al., 1995; Clement et al., 1998; Jacobs and Fornal,
1999; Portas et al., 2000). Lastly, serotonin strongly modulates the
sound-evoked activity of IC neurons (Hurley and Pollak, 1999,
2001; Hurley et al., 2002).

SOURCES OF SEROTONIN ARE EXTRINSIC TO THE IC
Serotonergic innervation of the IC has been noted for decades. In
adults, no auditory neurons contain serotonin, although during
development neurons in some brainstem auditory nuclei are tran-
siently immunopositive for the serotonin transporter (SERT) and
accumulate serotonin (Thompson and Lauder, 2005; Thompson,
2006; Thompson and Thompson, 2009). Dense innervation of
the auditory midbrain by serotonergic fibers is conserved across
vertebrate groups, as is the relative density of fibers in differ-
ent subnuclei (Figure 1; Klepper and Herbert, 1991; Kaiser and
Covey, 1997; Zeng et al., 2007). Fibers are denser in shell regions
such as the dorsal and external cortices, something that has been
confirmed quantitatively (Klepper and Herbert, 1991; Thompson
et al., 1994; Kaiser and Covey, 1997; Hurley and Thompson, 2001;
Zeng et al., 2007; Matragrano et al., 2012; Papesh and Hurley,
2012). Although serotonergic projections are somewhat denser in
cortical IC regions, substantial innervation by serotonergic fibers

also occurs in the central subnucleus (Papesh and Hurley, 2012).
Once released, serotonin may act either synaptically or extrasy-
naptically in some brain regions in a process known as volume
release (Bunin and Wightman, 1999). A synaptic morphology
suggestive of nonsynaptic release has been described for special-
ized serotonergic “basket terminals” found around a subset of
GABAergic neurons in primary auditory cortex of cat (Defelipe
et al., 1991). The structure of serotonergic release sites has not
been explored in the IC, however.

The major source of serotonergic fibers to the IC is the dorsal
raphe nucleus (DRN), a superior nucleus in a chain of serotonin-
producing raphe nuclei in the vertebrate brain. Approximately
80% of raphe neurons that both contain an IC-injected retrograde
tracer and co-label with an antibody to serotonin are found in
the DRN, with smaller proportions found in other regions such
as the median raphe nucleus (14%) (Klepper and Herbert, 1991).
Beyond this simple characterization, little information is available
regarding the significance of anatomical relationships between
the raphe nuclei and the IC. For example, whether subgroups of
DRN neurons disproportionately innervate the IC has not been
established.

THE SEROTONERGIC SYSTEM PROVIDES INFORMATION ON
EXTERNAL EVENTS AND INTERNAL STATE TO THE IC
Supporting the concept that the anatomical connection between
the DRN and IC serves as a conduit for multiple types of nonaudi-
tory information into the IC, the DRN itself receives inputs from
many other brain regions. These include relatively peripheral sen-
sory areas such as the retina, vestibular nuclei, and purported
multisensory regions that likely process sound (Kawano et al.,
1996; Ye and Kim, 2001; Cuccurazzu and Halberstadt, 2008).
They also include regions such as amygdala, preoptic areas, and
prefrontal cortex (Peyron et al., 1998; Lee et al., 2003). As a con-
sequence of these projections, the activity of DRN neurons is
influenced by a wide range of behaviorally relevant factors. The
tonic level of activity of DRN neurons depends heavily on the
phase of the sleep-wake cycle, with firing rates higher in waking
states. DRN neurons also respond transiently to simple sensory
stimuli (Heym et al., 1982; Jacobs and Fornal, 1999), and follow

FIGURE 1 | Immunoreactivity for theserotonin transporter (SERT)

intheICofaCBA/Jmouse,showingprojectionsfromraphenuclei.Panel (B)

containsaphotomicrograph ofa transverse section of IC processed witha SERT
antibody,andpanels (A) and (C)show higher-magnification imagesofpositively

immunostainedfibers in the dorsal cortexand central IC, respectively.Circles in
panels (A)and (C)depict softwareprobesused to estimate fiber density.
AllpanelswerereprintedwithpermissionfromElsevier;additional informationon
thesourcearticlecan befound in the Acknowledgments.
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higher-level features of behavioral paradigms such as the delay of
a reward (Miyazaki et al., 2011).

There is also direct evidence that both behavioral state and the
occurrence of external events regulate serotonin levels within the
IC (Figure 2; reviewed in Hurley and Hall, 2011). As expected
from the influence of the sleep/wake cycle on activity in the DRN,
locally measured serotonin in the IC increases as mice wake from
anesthesia (Hall et al., 2010). On top of this tonic change, sero-
tonin increases within minutes in the IC in response to loud
broadband noise and to restriction stress, but not to other sim-
ple stimuli that evoke strong behavioral responses such as the
presentation of food or odor of a predator (Hall et al., 2010).
Serotonin also increases in the IC over the course of social inter-
actions including same-sex resident-intruder interactions (Hall
et al., 2011) and opposite-sex encounters (unpublished data). The
dynamics of serotonergic increases are distinct across different
types of behavioral paradigms, such that increases during social
interactions are more gradual than during the presentation of
simple stressors (Hurley and Hall, 2011).

SEROTONIN STRONGLY MODULATES AUDITORY RESPONSES
IN THE IC
The local application of exogenous serotonin and the release
of local stores of serotonin have strong effects on the audi-
tory responses of single IC neurons, supporting the idea that
context-specific changes in serotonin have functional conse-
quences (Hurley and Pollak, 1999; Hall and Hurley, 2007).
A prominent effect of serotonin is to control the gain of IC
responses across the frequency tuning curve. In most cases, sero-
tonin suppresses responses evoked by tones and FM sweeps, but in
a minority of neurons, serotonin facilitates responses (Hurley and
Pollak, 1999, 2001). Among the more interesting effects of sero-
tonin observed in a subset of IC neurons are frequency-specific
changes in firing rate. For these neurons, serotonin may strongly
suppress or facilitate responses to tones at some frequencies, but
leave responses to other frequencies in the tuning curve relatively
unaffected (Hurley and Pollak, 2001). Either uniform gain control
or frequency-specific effects can result in changes in the band-
widths of frequency response ranges (Hurley and Pollak, 2001).
Such changes in tuning further result in changes in the selectivity
of neurons for more complex sounds.

Not surprisingly, the pronounced changes in spike rate
induced by serotonin are often accompanied by changes in multi-
ple temporal features of spike trains, including initial spike latency
and variance, interspike interval (ISI), and the response durations
of IC neurons (Hurley and Pollak, 2005b). Changes in tempo-
ral response properties such as the initial spike latency often
correspond to changes in spike rate, so that spike suppression
is associated with increased latency, and spike facilitation with
decreased latency, but can also occur independently of changes
in spike rate. In addition to changing temporal response proper-
ties of IC neurons, serotonin also targets neurons with particular
temporal characteristics. Across multiple studies, neurons with
latencies of over approximately 10 ms, or with relatively low first-
spike precision, show greater sensitivity to serotonergic agonists
including serotonin, a 5-HT1A agonist, and a 5-HT3 agonist
(Hurley and Pollak, 2005b; Hurley, 2007; Bohorquez and Hurley,

FIGURE 2 | Conceptual diagram illustrating how behavioral state

modulates the function of circuitry in the IC, through serotonin

receptor pathways. Behavioral factors (top oval) evoke serotonin release
(middle oval), which then acts through multiple receptor types expressed by
IC neurons (arrows) to influence excitatory-inhibitory circuitry (bottom oval).

2009). These consistent findings suggest that longer-latency or
lower-precision neurons either preferentially express some types
of serotonin receptors or are more responsive to activation of
these receptors. Interestingly, IC neurons with latencies of over
12 ms are also more reliably sensitive to NMDA receptor block-
ade and less sensitive to AMPA receptor blockade (Sanchez et al.,
2007). Together, these studies hint at the existence of distinct sets
of neurochemical sensitivities in groups of IC neurons defined by
their temporal characteristics.

Studies at the level of single IC neurons thus illustrate that
serotonin and its receptors are capable of broadly reshaping
temporal features of evoked activity in the IC. In agreement
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with this hypothesis, brain-wide depletion of serotonin using
parachlorophenylalanine (pCPA) alters the latencies of auditory
brainstem response (ABR) waves including wave V, which is likely
to be influenced by activity in the IC (Funai and Funasaka, 1983;
Kaga et al., 1999). The effect of pCPA may depend on the species
under study or on stimulus parameters such as repetition rate,
since the same type of serotonergic depletion has been reported
to either decrease or increase ABR latencies (Revelis et al., 1998).
Taken as a whole, however, these findings underscore the global
effects of the manipulation of endogenous sources of serotonin
on the timing of auditory activity.

SEROTONIN RECEPTOR TYPES DEFINE PARALLEL
PATHWAYS FOR REGULATION OF IC CIRCUITRY
The strength and dynamics of the effects of endogenously released
serotonin are regulated by local mechanisms in the IC, including
high-affinity transporters expressed by serotonergic projections
as well as lower-affinity organic cation transporters (Hoffman
et al., 1998; Gasser et al., 2009; Hall et al., 2010). A particu-
larly important aspect of local regulation of serotonergic effects
is the expression of serotonin receptors by auditory neurons in
the IC (Thompson et al., 1994; Hurley, 2006). Of all the classes of
molecules regulating serotonergic signaling locally, different types
of serotonin receptor have the most potential to provide insight
into the wide range of serotonergic effects on IC neurons. This is
because receptors are differentially expressed by IC neurons, and
different receptor types have highly characteristic effector path-
ways and patterns of subcellular localization (Hannon and Hoyer,
2008). This diversity creates a wide range of potential neuromod-
ulatory effects that are quite specific for the auditory circuitry of
the IC, even though they originate from a diffusely projecting
neurochemical system. Different serotonin receptor types there-
fore act as parallel pathways for altering specific features of
circuitry in the IC (Figure 2).

Different serotonin receptor types represent an especially rich
source of potential functional variability relative to receptors of
other types of neuromodulators, because of the exceptionally
wide array of serotonin receptor types. There are seven major
families of serotonin receptors, several of which include multiple
well-characterized and functionally distinct members (Hannon
and Hoyer, 2008). Most of these families consist of G-protein
coupled receptors. 5-HT3 receptors are the exception, and are
cation channels similar in structure to nicotinic acetylcholine
receptors (Chameau and Van Hooft, 2006). Consistent with this
predominantly metabotropic set of effector pathways, the actions
of serotonin receptors in the IC conform to classical models of
neuromodulator function. That is, rather than directly creating
responses to auditory stimuli, serotonin receptors reconfigure
auditory circuits mediated by other neurotransmitters (Harris-
Warrick, 2011). Although members of at least five families of
serotonin receptor have been reported in the IC, members of only
three of these have been explored in terms of their physiologi-
cal function: 5-HT1, 5-HT2, and 5-HT3 receptors (Chalmers and
Watson, 1991; Pompeiano et al., 1992; Thompson et al., 1994; To
et al., 1995; Wright et al., 1995; Waeber et al., 1996; Morales and
Bloom, 1997; Peruzzi and Dut, 2004; Hurley, 2006; Wang et al.,
2008; Bohorquez and Hurley, 2009; Miko and Sanes, 2009).

Multiple studies on the function of specific serotonin receptor
types in the IC have used the approach of extracellular recording
of sound-evoked responses in vivo during the local iontophoresis
of serotonin receptor agonists and antagonists (Figure 3; Hurley
and Pollak, 1999, 2001, 2005a,b; Hurley, 2006, 2007; Hurley et al.,
2008; Bohorquez and Hurley, 2009; Ramsey et al., 2010). In these
types of studies, inferences on the influence of serotonin recep-
tor types on particular features of the circuitry of the IC are
based on three types of information: the demonstrated cellu-
lar mechanisms of these receptors throughout the brain, their
specific effects in the IC, and their interaction with neurotrans-
mitter systems in the IC. With several important exceptions
that are described below, the cellular mechanisms of seroton-
ergic action in the IC are therefore largely unexplored through
in vitro recording techniques. In the remainder of this section,
we present direct and indirect evidence supporting roles for spe-
cific serotonin receptor pathways in the modulation of inhibition,
the suppression of responsiveness to input, and the mediation of
activity-dependent plasticity. The interaction of some serotonin
receptor types is also described.

SEROTONERGIC MODULATION OF INHIBITION
The IC contains a strong inhibitory network and excitatory-
inhibitory balance is particularly important for acoustic process-
ing in the IC (Yang et al., 1992; Casseday et al., 1994; Fuzessery
and Hall, 1996; Lebeau et al., 1996; Casseday et al., 2000).
Serotonergic modulation of inhibition is one type of mechanism
that shifts the excitatory-inhibitory balance and selectively tunes
sensory processing (Ciranna, 2006). GABA is a major inhibitory
neurotransmitter in the IC and activates two types of receptors,
GABAA and GABAB receptors (Wisden et al., 1992; Fubara et al.,
1996). GABAA receptors directly pass Cl− and have modulatory
binding sites for benzodiazepines, barbiturates, neurosteroids,
and ethanol (Macdonald and Olsen, 1994). In contrast, GABAB

receptors couple to Ca2+ and K+ channels via G proteins and
second messengers (Bowery, 1989). Serotonergic inputs could
also potentially modulate glycinergic inhibitory transmission, but
there is currently little data on the effects of serotonin on glycin-
ergic inhibition in the IC or other brain areas (Engelhardt et al.,
2010). For this reason, we will focus on serotonergic modulation
of GABAergic transmission by describing (1) the anatomical asso-
ciation between the serotonergic and GABAergic systems, and (2)
the modulation of GABAergic transmission by serotonin.

Anatomical association between 5-HT receptors and inhibitory
interneurons
The serotonergic nucleus providing most of the serotonergic
fibers to the IC, the DRN, has a distinct relationship with
GABAergic neurons in other brain regions that provides a useful
comparison for the IC. In the hippocampus and cortex, selective
serotonergic modulation of inhibitory neurons has been observed
(Freund et al., 1990; Defelipe et al., 1991). In particular, the sero-
tonergic raphe-hippocampal pathway forms multiple synaptic
contacts with calbindin D-28k-containing GABAergic interneu-
rons, but not parvalbumin-expressing GABAergic interneurons
(Freund et al., 1990). Both calbindin and parvalbumin are cal-
cium binding proteins usually located in inhibitory interneurons.
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FIGURE 3 | Effects of different serotonin (5-HT) receptor agonists on

spike number and latency in response to 32 repetitions of a tone at

characteristic frequency. The top panel depicts a “piggyback” electrode
used for combined extracellular recording of single neurons and drug
iontophoresis. The lower panel shows PSTHs of responses in the control,
during the iontophoresis of agonists, and in the recovery are shown for five
different sample neurons in the IC. Specific agonists and the receptors they
target appear above each neuron. Dashed vertical lines mark the latencies of

the earliest spikes in the control condition. Stimuli were: for serotonin, a
10-kHz FM sweep centered at 25 kHz at 20 dB SPL; for 8-OH-DPAT, a 10-kHz
FM sweep centered at 25 kHz at 40 dB SPL; for CP93129, a 20-kHz tone at
20 dB SPL; for DOI, a 7-kHz FM sweep centered at 21 kHz at 50 dB SPL; for
MK212, a 5-kHz FM sweep centered at 19 kHz at 50 dB SPL. All stimuli were
10 ms in duration. The lower panel was reprinted from a journal published by
the American Physiological Society; additional information on the source
article can be found in the Acknowledgments.

This suggests that the serotonergic pathway may influence synap-
tic function through modulation of local inhibitory circuits.
Similar anatomical targeting of projections from the DRN onto
GABAergic neurons has been observed around somata and den-
drites of GABAergic neurons in primary auditory cortex (Defelipe
et al., 1991). In other cortical areas, inhibitory interneurons have
also been identified as major targets of serotonergic synapses
(Smiley and Goldmanrakic, 1996). This input specificity from
raphe axons suggests a modulatory diversity in inhibitory cell
types.

In the IC, it is not known whether serotonergic inputs to the
IC target specific inhibitory neuron cell types as observed in the
hippocampus and cortex. However, staining for both calbindin
and parvalbumin, which label neuronal cell types targeted by
raphe projections in the hippocampus and cortex, is localized
to the superficial rim of the external cortex and dorsal cortex
and is almost completely absent from the central nucleus (Celio,
1990; Lohmann and Friauf, 1996). To some extent, the distri-
bution of these presumptive inhibitory interneurons therefore
parallels the density of serotonergic fibers in the subregions of
the IC.

In addition to targeting at the level of serotonergic projections,
there is evidence for anatomical segregation of serotonergic effects
based on the selective expression of serotonin receptors by dif-
ferent cell types (Jakab and Goldman-Rakic, 2000). In cortical
neurons, 5-HT2A receptors are segregated from 5-HT3 recep-
tors. 5-HT2A receptors are found in pyramidal neurons and in
GABAergic interneurons expressing parvalbumin and calbindin.
5-HT3 receptors are found in small GABAergic interneurons
with calbindin and medium calretinin-containing interneurons
(Morales and Bloom, 1997; Jakab and Goldman-Rakic, 2000).
This cellular segregation indicates a serotonin-receptor specific
segmentation of the GABAergic inhibitory actions along the
pyramidal neuronal arbor (Jakab and Goldman-Rakic, 2000).

There is some evidence for the expression of serotonin receptor
types by GABAergic neurons in the IC. Approximately two-thirds
of GABA-positive neurons are associated with 5-HT1A or 5-
HT1B receptors, with neurons positive for 5HT1B receptors more
numerous than neurons positive for 5HT1A receptors (Peruzzi
and Dut, 2004). GABAergic neurons in the IC can additionally
be subdivided into at least two groups based on soma size and
their innervation by different types of glutamatergic terminals
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(Ito et al., 2009), but whether serotonin differentially regulates
these neural classes is unknown. This association between sero-
tonin receptors and GABAergic neurons provides some suggestive
evidence that serotonergic modulation may target the inhibitory
network in the IC, similar to mechanisms in other brain regions
(Peruzzi and Dut, 2004).

It is essential to note that IC neurons receive GABAergic
inputs from a range of sources. The dorsal nucleus of the lat-
eral lemniscus (DNLL) sends a bilateral GABAergic projection
to IC that shapes binaural responses (Adams and Mugnaini,
1984; Shneiderman et al., 1988; Shneiderman and Oliver, 1989;
Faingold et al., 1993; Shneiderman et al., 1993; Burger and Pollak,
2001; Pollak et al., 2002), and other nuclei of the lateral lemniscus
also contain GABAergic neurons that project to IC (Zhang et al.,
1998). GABAergic projections to IC also arise from neurons in
the contralateral IC (Gonzalez-Hernandez et al., 1996; Hernandez
et al., 2006). Small numbers of GABAergic neurons project to
the IC from periolivary regions and cochlear nuclei (Gonzalez-
Hernandez et al., 1996). IC neurons also receive projections from
intrinsic GABAergic neurons, which constitute a substantial pro-
portion of cell bodies in the IC (Roberts and Ribak, 1987; Oliver
et al., 1994). Which of these populations of GABAergic neurons
are modulated by the 5-HT1B and 5-HT2A receptors has not
yet been explored, but this information could provide an impor-
tant clue as to the functional consequences of the modulation of
inhibition by serotonin receptors.

Modulation of GABAergic inhibition
Multiple studies have explored the functional interaction between
serotonin receptors and GABAergic inhibition. In vitro evi-
dence from one study suggests that the 5-HT2A receptor mod-
ulates GABAergic inhibition in the IC (Wang et al., 2008). In
this study, serotonin enhanced the frequency and amplitude

of spontaneous inhibitory postsynaptic currents (sIPSCs) in
70% of neurons recorded. A selective 5-HT2A agonist (α-
methylserotonin) mimicked the effect of serotonin on sIPSCS.
The observation of enhanced sIPSCs in the IC is consistent with
data from other brain regions including the substantia nigra
(Stanford and Lacey, 1996) and cortex (Zhou and Hablitz, 1999).

Additional support for a role of the 5-HT2 receptor depen-
dent modulation of inhibition in the lateral superior olive (LSO)
is supported by a series of experiments using whole cell voltage-
clamp recordings of gerbil slices from postnatal days 6–13
(Fitzgerald and Sanes, 1999). These experiments identified an
increase in spontaneous inhibitory postsynaptic currents (IPSCs)
with the application of 5-HT. Upon further examination, a 5-HT2
agonist (α-Me-5-HT) reproduced the increase in spontaneous
IPSCs and a 5-HT2 antagonist (ketanserin) blocked the induction
of spontaneous IPSCs. This specific modulation of inhibition by
the 5-HT2 receptor was developmentally dependent and gener-
ally not observed beyond postnatal day 8. It is not yet known if
a similar developmentally dependent mechanism of serotonergic
modulation might be observed in the IC or other regions in the
auditory pathway.

Another type of serotonin receptor, the 5-HT1B receptor, may
also affect GABAergic transmission. Activation of this recep-
tor type strongly facilitates sound-evoked responses (Hurley,
2006). In other brain regions, the 5-HT1B receptor is localized
to presynaptic axons or terminals and decreases the release of
a range of neurotransmitters (Sari, 2004). These facts underlie
the hypothesis that the 5-HT1B receptor decreases the release
of inhibitory neurotransmitter in the IC. An in vivo study
examined whether the 5-HT1B receptor influences responses
to GABAergic inhibition in the IC by using the selective 5-
HT1B agonist CP93129 in combination with the co-application of
GABAA receptor antagonists (bicuculline or gabazine; Figure 4).

FIGURE 4 | Effects of GABAA antagonists alone and with 5-HT1B

agonist CP93129. (A) Single voltage traces in response to a CF pure tone
of 11 kHz for each drug condition. (B) PSTH plots consisting of 32 trials
with a 250 ms duration for each trial and corresponding to the voltage
traces in (A). Numbers represent total spike counts for the 32 tone
presentations. Both CP93129 (CP) and the GABAA antagonist gabazine

(GZ) increased spikes alone, but CP93129 did not increase spikes in the
presence of gabazine (GZ + CP) relative to gabazine alone. (C) Average
changes in spike count at CF relative to the control condition for 15
neurons. Panel (B) was reprinted from a journal published by the American
Physiological Society; additional information on the source article can be
found in the Acknowledgments.
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This combination tested the prediction that 5-HT1B activa-
tion and blockade of GABAergic inhibition would create similar
effects. Indeed, 5-HT1B activation and GABAA blockage, when
each manipulation was performed alone, had similar effects on
the direction and magnitude of responses, frequency response
bandwidths, and ISIs, although the effects of GABAA blockade
were typically larger. Furthermore, following the increase in spike
number induced by GABAA receptor antagonists alone, the addi-
tion of a 5-HT1B agonist did not cause a further facilitation,
suggesting that blockage of GABAA receptors reduced the effect of
activating 5-HT1B receptors (Hurley et al., 2008). Taken together
with the localization of 5-HT1B receptors to presynaptic axons or
terminals in other brain regions, these experiments provide evi-
dence for modulation of GABAergic inhibition in the IC by the
5-HT1B receptor.

Multiple authors have found that GABAergic inhibition
surrounding the characteristic frequencies of IC neurons sharp-
ens frequency tuning (Yang et al., 1992; Fuzessery and Hall, 1996;
Palombi and Caspary, 1996; Lebeau et al., 2001; Lu and Jen,
2001). A functional test of whether the 5-HT1B receptor regulates
excitatory-inhibitory balance in these frequency regions was per-
formed in vivo by suppressing the excitatory responses to a tone
at the characteristic frequency with the co-presentation of tones
at surrounding frequencies (Hurley et al., 2008). The effect of a
5-HT1B selective agonist (CP93129) on the excitatory-inhibitory
balance was then tested using such two-tone stimuli. The 5-HT1B
agonist often decreased the suppression of the tone at character-
istic frequency by tones at surrounding frequencies (Hurley et al.,
2008). The 5-HT1B agonist also expanded frequency tuning in

many neurons, and in some cases the frequencies of expansion
corresponded to frequencies at which reduction of suppression
occurred. This suggests that the 5-HT1B receptor regulates the
sharpness of frequency tuning in some IC neurons by reducing
surround inhibition.

All of the studies described above indicate that GABAergic
inhibition in the IC is regulated by multiple types of
serotonin receptor, which influence GABAergic transmission in
different ways.

SUPPRESSION OF RESPONSES BY SEROTONIN
A common effect of applying serotonin is the suppression, or
decrease in magnitude, of evoked responses and spontaneous
activity in IC neurons (Hurley and Pollak, 1999). Suppression by
serotonin could be achieved through multiple serotonin recep-
tor types and through pre- and postsynaptic mechanisms. The
5-HT1A receptor is likely to be one of the receptors, if not
the predominant receptor, mediating suppression of responses.
The expression of the 5-HT1A receptor is widespread through-
out the IC including expression in inhibitory neurons (Duncan
et al., 1998; Peruzzi and Dut, 2004). The 5-HT1A receptor is
often located somatodendritically and typically decreases postsy-
naptic responses through an association with inward-rectifying
potassium channels (Okuhara and Beck, 1994; Polter and Li,
2010).

Experiments in the IC of the mouse and Mexican free-tailed
bat have shown that a 5-HT1A receptor agonist (8-OH-DPAT)
suppress responses and shifts the temporal response profile
to pure tones and FM sweeps (Figure 5; Hurley, 2006, 2007).

FIGURE 5 | Effects of the selective 5-HT1A agonist 8-OH-DPAT on a

single neuron (A) and on a population of IC neurons (B). (A) PSTH and
raster plots of the response of a neuron to an FM sweep in the control,
during iontophoresis of 8-OH-DPAT, during the recovery, and during the
iontophoresis of the carrier solution. The stimulus was a 30-dB SPL, 10-kHz
FM sweep centered at 25 kHz. (B) Histogram of changes in spike count

evoked by 8-OH-DPAT in 91 IC neurons. Negative values indicate decreases
in spike count relative to the pre-drug control, and positive values indicate
increases in spike count. Across the neuron population, the effect of
8-OH-DPAT is predominantly suppressive. All panels were reprinted with
permission from Elsevier; additional information on the source article can be
found in the Acknowledgments.
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5-HT1A activation often increases the first-spike latency and ISI,
while differentially suppressing secondary spikes in IC neurons
(Hall and Hurley, 2007; Ramsey et al., 2010). Interestingly, the
5-HT1A receptor agonist produces the effects most similar to
applying serotonin alone when compared to agonists for 5-HT1B
and 5-HT2C receptors, suggesting that the 5-HT1A receptor
may play a comparatively strong role in serotonergic modulation
(Hurley, 2006).

Similar to the diversity of effects of serotonin (Hurley and
Pollak, 1999), selective activation of the 5-HT1A receptor results
in facilitation in a small number of IC neurons (Hurley, 2006).
The net result of 5-HT1A receptor-induced hyperpolarization
may depend on whether the receptors are present on an excita-
tory or inhibitory neuron. With an excitatory neuron, the result
would be a direct suppression of responses. However, with an
inhibitory neuron, the result could be facilitation of the responses
of postsynaptic neurons. In several brain regions, the 5-HT1A
receptor has been demonstrated to alter presynaptic GABA release
(Kishimoto et al., 2001; Lee et al., 2008). Additional experiments
in the IC with 5-HT1A agonists and antagonists in combination
with GABAA receptor antagonists (bicuculline or gabazine) will
be required to determine the interactions between the 5-HT1A
receptor and GABAergic inhibition in the IC.

A common consequence of suppression by the 5-HT1A recep-
tor is a narrowing in the frequency tuning curves of the neu-
rons. Functionally, response suppression may therefore serve to
increase the selectivity of responses to auditory stimuli. This
would provide an additional mechanism in addition to direct
shifts in the inhibitory-excitatory synaptic balance for tuning of
responses to auditory stimuli. A range of mechanisms, includ-
ing suppression and inhibition, likely acts concurrently to result
in behavioral context-related changes in the IC. Suppression
based on postsynaptic hyperpolarization may provide an impor-
tant mechanism for serotonergic-dependent tuning of auditory
processing.

SHORT-TERM PLASTICITY AND THE 5-HT3 RECEPTOR
Of all serotonin receptor types in the IC, 5-HT3 receptors might
be expected to mediate the most rapid and neurotransmitter-
like effects. 5-HT3 receptors have a pentameric structure similar
to that of nicotinic acetylcholine receptors (Chameau and Van
Hooft, 2006). Also similar to AChRs, 5-HT3 receptors are cation
channels that allow the passage of Na+ and Ca2+ ions. Consistent
with this mechanism of action, activation of 5-HT3 receptors does
create rapid effects in some IC neurons, in seconds or less, com-
parable to application of neurotransmitters such as GABA and
glutamate (Bohorquez and Hurley, 2009). For many IC neurons,
however, the effects of activating the 5-HT3 receptor are much
more slowly developing, with half-maximal effects occurring over
a range from 10 to more than 150 s, with correspondingly long
recovery times. Furthermore, in a majority of 55% of neurons that
respond to a 5-HT3 agonist, the effects of 5-HT3 activation are
suppressive rather than excitatory. One possible mechanism that
could account for a suppressive effect of the 5-HT3 receptor is
that it excites presynaptic inhibitory neurons such as GABAergic
neurons (Shneiderman et al., 1993; Oliver et al., 1994; Gonzalez-
Hernandez et al., 1996; Zhang et al., 1998). GABAergic neurons

are a target of the 5-HT3 receptor in other sensory systems,
making this a plausible mechanism (Morales and Bloom, 1997;
Xiang and Prince, 2003). This potential regulation of GABergic
pathways by the 5-HT3 receptor was assessed in one study by
comparing the effects of a 5-HT3 receptor agonist in the pres-
ence versus absence of a GABAA antagonist. The rationale behind
this experiment was similar to that used for assessing whether
the 5-HT1B receptor interacted with GABAergic transmission,
with the logic that blocking GABAA receptors should reduce
the effect of 5-HT3 activation, if the 5-HT3 receptor acts by
increasing GABA release. Unlike the 5-HT1B receptor, the effect
of 5-HT3 activation was not decreased and was even accentu-
ated in some neurons in the presence of a GABAA antagonist
(Bohorquez and Hurley, 2009). This finding led to rejection
of the hypothesis that the 5-HT3 receptor suppresses evoked
activity in many IC neurons by exciting presynaptic GABAergic
neurons.

A second hypothesis that could account for the range of
effects of the 5-HT3 receptor in the IC is that this recep-
tor has a genuinely modulatory influence via the admission of
calcium into IC neurons. An interesting comparison between
two independent studies examining the 5-HT3 receptor in the
IC provides evidence for this hypothesis. One of these stud-
ies measured responses to current injection in vitro (Miko and
Sanes, 2009). Following strong stimulation of lemniscal input
fibers, the spiking response to a threshold-level current injec-
tion exhibited a short-term change in gain, usually facilitation,
lasting seconds to minutes. Blockade of the 5-HT3 receptor
removed or reduced the effect of fiber stimulation on gain
control, at the same time reducing an associated depolariza-
tion of membrane potential. In contrast, antagonists of multiple
other transmitter pathways, including ionotropic GABAergic and
glycinergic receptors and both nicotinic and muscarinic cholin-
ergic receptors, facilitated the change in gain. Furthermore, a
similar decrease in positive gain was created by blockade of
L-type calcium channels. These results all suggest an induction
of plasticity in response gain by the 5-HT3 receptor, poten-
tially by the postsynaptic admission of calcium (Miko and Sanes,
2009).

In a companion study in vivo, the effect of activating the
5-HT3 receptor corresponded to the level of spiking (Bohorquez
and Hurley, 2009). Across the IC neuron population, higher
rates of evoked spiking were associated with larger effects of
5-HT3 receptor activation. In a subset of single neurons, the
effect of 5-HT3 receptor activation varied depending on the
stimulus repetition rate and consequent spike rate per stim-
ulus (Figure 6). As the stimulus presentation rate increased,
associated with a decrease in the spike number, the effect of
the 5-HT3 receptor shifted from relative suppression to rela-
tive facilitation. Functionally, the 5-HT3 agonist flattened the
relationship between stimulus presentation rate and spike rate,
in effect equalizing neural responses across different repetition
rates. Together, these in vitro and in vivo studies suggest that the
5-HT3 receptor underlies a form of short-term plasticity in the
IC, altering response gain in an activity-dependent manner, and
potentially acting to stabilize the level of activity of IC neurons to
stimulus trains.
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FIGURE 6 | Effects of the 5-HT3 receptor vary with stimulus repetition

rate and spike rate. (A) Spike counts decrease with repetition rate in the
control, but not during iontophoresis of a 5-HT3 agonist (mCPBG) for a
single IC neuron. Stimulus consisted of a 20 ms tone at 13 kHz. (B) The
same data as in (A) is plotted as a function of mCPBG-evoked change in
spike count versus control spike rate. The 5-HT3 agonist increases spike
count at low spike rates, and decreases spike count at high spike rates. All
panels were reprinted with permission from Elsevier; additional information
on the source article can be found in the Acknowledgments.

INTERACTIONS OF RECEPTORS CREATE NOVEL COMBINATIONS
OF EFFECTS
As instructive as it is to understand the effects of individual sero-
tonin receptor types, a realistic model of the effects of serotonin in
the IC must involve some degree of receptor interaction, because
multiple receptor types would likely be co-activated by the release
of serotonin. With the diversity of receptor types in the IC, many
of which have disparate cellular modes of action and distinct
effects on evoked activity, predicting the nature of receptor inter-
action is not a straightforward matter. A study on the interactions
of two specific serotonin receptor types within the same receptor
family, the 5-HT1A and 5-HT1B receptor, illustrates this point.

The 5-HT1A and 5-HT1B receptors make an interesting com-
parison, since both are expressed widely among IC neurons
(Thompson et al., 1994; Peruzzi and Dut, 2004), and activation of
each receptor type correspondingly influences evoked responses
of a large proportion of IC neurons. As described earlier, the
effects of these receptors on evoked activity in response to tones
are opposite, in that activation of the 5-HT1A receptor suppresses
evoked responses and in some neurons reduces the bandwidth
of frequency tuning, while activation of the 5-HT1B receptor
facilitates evoked responses and often increases the bandwidth
of frequency tuning. Each receptor also influences the timing of
evoked responses for some neurons, with the 5-HT1A receptor
usually increasing first-spike latency and ISI, and the 5-HT1B
receptor often decreasing first-spike latency and ISI.

If they are not to simply antagonize each other, there are several
potential ways for the 5-HT1A and 5-HT1B receptor to func-
tionally interact. One of these is that they are segregated from
each other on separate local circuits in the IC, so that they do
not directly interact at all. In support of this, some IC neu-
rons show disproportionately greater effects of activation of either
the 5-HT1A or 5-HT1B receptors. Functional segregation of the
two receptor types is not the complete solution to the puzzle of
receptor interaction, however, because many IC neurons show
substantial responses to individual activation of both receptor

types (Ramsey et al., 2010). This suggests that both receptor
types do influence the same local circuitry, as reflected in the
activity of a single neuron. For these multiple-responsive neu-
rons 5-HT1A and 5-HT1B receptors do not simply antagonize
each other. When activated concurrently, an interesting differen-
tial effect of the two receptors types on spike rate versus spike
timing emerges. For measures of evoked activity that reflect spike
number, including spike rate at the characteristic frequency or the
bandwidth of frequency tuning, the receptors do interact addi-
tively. That is, the effect of combinatorial activation of the two
receptor types on spike rate can generally be predicted by sum-
mating the effect of each receptor type alone for a given neuron.
In contrast, the 5-HT1A receptor dominates measures of spike
timing including the first-spike latency and ISI, so that only the
effect of the 5-HT1A receptor predicts the effect of the drug com-
bination. These results fit the model of the 5-HT1A receptor as
located postsynaptically on soma and dendrites, exerting con-
trol over the timing of spikes by causing potassium channels to
open. These findings not only provide a resolution to the puzzle
of receptor co-activation, but suggest that general suppression of
responsiveness (5-HT1A) combined with presynaptic disinhibi-
tion (5-HT1B) can create novel aggregate effects, even for simple
sounds such as tones at CF.

CONCLUSIONS
The experiments described above support the model of different
serotonin receptor types as gates to separate but interacting effec-
tor pathways. As such, they are a critical node gating the route
from behavioral context to the function of the circuitry of the IC.
Table 1 and Figure 7 summarize the outcomes of studies on dif-
ferent receptor types in the IC and present a simplified model of
the role of these receptors in the excitatory-inhibitory circuitry
of the IC. Many features of this model, such as whether particu-
lar receptor types play special roles in specific contexts by virtue
of their dynamics or closeness to serotonin release sites, are still
murky. Nevertheless, the model provides a key for specific pre-
dictions in two broad areas of interest in understanding auditory
function: (1) the role of the serotonergic system in specific behav-
ioral contexts such as social interaction, and (2) how plasticity
in the serotonergic system could alter the relationship between
behavioral context and auditory processing or perception.

CONTEXT-DEPENDENCE OF SEROTONERGIC REGULATION
The measurement of serotonin in the IC of behaving animals
suggests that serotonin regulates auditory processing in multi-
ple behavioral contexts, including in waking states, in response
to stressful or potentially threatening events, and during social
interactions. Changes in serotonin that occur during the latter
are worth examining in some detail, since they track behaviorally
salient aspects of social interactions such as individual variation
in social responses, experience, and age. In mice in which sero-
tonin has been measured in the IC using voltammetry, individual
differences in the serotonergic response to a novel social part-
ner are quite pronounced, and correspond to social behaviors
such as anogenital investigation and to nonsocial behaviors such
as the overall level of activity (Hall et al., 2011). These behav-
ioral correlations suggest that the serotonergic signal in the IC
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Table 1 | Summary of the effects of different serotonin receptor types in the IC.

5-HT receptor type Localization Preparation Effects in IC

1A somatodendritic1 in vivoa,b decreases evoked responses

1B axonal/terminal2 in vivoa,c increases evoked responses

2A variable3 in vitrod increases frequency and amplitude of GABAergic IPSCs

2C postsynaptic density, somatodendritic4 in vivoa increases evoked responses

2A/C – in vivoa decreases evoked responses

3 variable5 in vivo, in vitroe mixed gain control, activity-dependent

1Hannon and Hoyer, 2008; 2Sari, 2004; 3Bombardi, 2012; Jakab and Goldman-Rakic, 1998; 4Anastasio et al., 2010; Liu et al., 2007; 5Carrillo et al., 2010; aHurley,

2006; bHurley, 2007; cHurley et al., 2008; d Wang et al., 2008; eMiko and Sanes, 2009; Bohorquez and Hurley, 2009.

FIGURE 7 | Model of putative locations of 5-HT1A and 5-HT1B

receptors relative to GABAergic and glutamatergic circuitry in the IC,

based on in vivo and in vitro recordings. Gray shapes are auditory
neurons that express serotonin (5-HT) receptors responding to release of
serotonin by projections from raphe nuclei (yellow line). Red outline
indicates neurons recorded in the IC, receiving inputs from presynaptic
GABAergic and glutamatergic neurons. Diagram does not include all known
types of serotonin receptors or types of inputs received by IC neurons.

conveys information about the responsiveness of individual mice
to a social stimulus. Moreover, being in a social experiment leaves
a long-lasting trace, since both the serotonergic signal in the
IC and some behaviors are increased in male mice undergoing
a second social encounter occurring one week later, although
this could be an effect of either the social interaction itself or
of stress (Figure 8). Finally, predictable factors like age also sig-
nificantly correlate with not only the serotonergic response to a
social encounter but also the density of serotonergic fibers, both
of which decrease over a period of young adulthood (Hall et al.,
2011). All of these results describe a regulatory signal that varies
with socially salient information.

The IC and its homologs, including the torus semicircularis in
amphibians and fish and the mesencephalicus lateralis, pars dor-
salis (MLd) in birds, are important early processing centers for
auditory signals produced in social interactions. Behaviorally, the
auditory midbrain is necessary for responses to mate calls in some
species (Endepols et al., 2003). Stimulus-evoked gene activity in
the torus semicircularis reflects discrimination among different

vocal signals, sometimes in a sex-specific manner (Hoke et al.,
2004, 2010; Mangiamele and Burmeister, 2011). Furthermore, the
processing of social vocalizations in auditory midbrain nuclei is
context-dependent, in that neural responses vary with natural or
experimental manipulation of reproductive state, or with salient
factors such as the prospect of reward (Goense and Feng, 2005;
Maney et al., 2006; Metzger et al., 2006; Miranda and Wilczynski,
2009a,b).

Consistent with these more global measures of the discrimi-
nation of social signals, individual IC neurons may themselves be
selective for communication calls. With some exceptions, audi-
tory midbrain neurons in a wide range of species show greater
responses for auditory signals over nonvocalization sounds with
similar characteristics (including time-reversed vocalizations),
and may further be selective for specific vocalizations (Diekamp
and Schneider, 1988; Bodnar and Bass, 1997; Crawford, 1997;
Alder and Rose, 2000; Woolley et al., 2006; Andoni et al., 2007;
Pincherli Castellanos et al., 2007; Suta et al., 2007, 2008; Andoni
and Pollak, 2011; Elliott et al., 2011). In demonstrating selec-
tivity for vocalizations, auditory midbrain neurons differ from
neurons in some lower auditory nuclei. IC neurons show a
higher level of vocalization selectivity than neurons that project
to the IC from the dorsal and intermediate nuclei of the lat-
eral lemniscus as a result of the convergence of inhibitory and
excitatory inputs (Klug et al., 2002; Xie et al., 2005). Additional
spectral or temporal coding mechanisms further contribute to
selective midbrain responses (Epping, 1990; Bodnar and Bass,
1997; Leroy and Wenstrup, 2000; Bauer et al., 2002; Klug et al.,
2002; Yavuzoglu et al., 2010; Andoni and Pollak, 2011; Pollak
et al., 2011; Schneider and Woolley, 2011; Yavuzoglu et al., 2011),
and patterns at the level of the neuron population may fur-
ther increase the selectivity of vocalization encoding (Bodnar
et al., 2001; Holmstrom et al., 2010; Schneider and Woolley,
2010).

Completing the link between serotonin and social situa-
tions, serotonin directly modifies the processing of social stim-
uli in the IC. In in vivo experiments in Mexican free-tailed
bats, exogenously applied serotonin modulates the responses of
individual IC neurons to playback of vocalizations from social
interactions (Hurley and Pollak, 2005a). For most neurons, sero-
tonin increases the selectivity of neural responses across a range
of calls. Based on the regulation of less complex stimuli by
different receptor types, reasonable predictions are that the mod-
ulation of vocalization responses by particular receptor types
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FIGURE 8 | Voltammetrically measured serotonin in the IC in resident

male mice presented with a novel conspecific intruder (left panel). The
right panel plots changes in serotonin over baseline measurements. The gray
bar represents time in which an intruder male was placed in the cage of a
resident. The black bar represents time in which a Plexiglass barrier was
removed and males directly interacted. The black line represents the initial

interactions, and the blue line represents interactions with a new intruder by
the same residents one week later. Serotonin increases gradually during the
social interaction, and declines abruptly afterwards. The right panel was
reprinted from a journal published by the American Psychological Association;
additional information on the source article can be found in the
Acknowledgments.

should vary among neurons, should depend in part on the
structure of a given call, and that different serotonin recep-
tor types may interact to influence vocalization coding in novel
ways.

All of this information on serotonergic function in the IC at
multiple levels of analysis suggests a possible scenario of the role
of serotonin in social encounters. During social interactions, sero-
tonin in the IC would steadily increase over the course of a social
interaction, and would be related to the magnitude of the behav-
ioral response. Many IC neurons would show a parallel increase in
selectivity for vocalizations or other sounds produced during the
encounter. Overall, this could create population-level responses
for different vocalizations that are more distinct from each other
in the presence of serotonin. This scenario serves as the basis for
an as yet untested prediction that behavioral responses to social
vocalizations correspond to levels of serotonin in the IC.

SEROTONIN-AUDITORY PLASTICITY; A CHANNEL FOR
PAST EXPERIENCE
An exciting prospect that has emerged as a result of work in
the IC and other sensory regions is that plasticity in the infras-
tructure of the serotonergic system itself can provide a route
for information about past events to influence neural circuitry.
Plasticity in serotonergic-IC interactions occurs under a num-
ber of different conditions. The experience of acoustic trauma
alters a fundamental aspect of the serotonergic system, the den-
sity of fibers within the IC. This is seen when a unilateral tonal
trauma creates an imbalance in the density of serotonergic fibers
between contralateral colliculi, with the IC contralateral to the

traumatized ear having a lower density of fibers than the IC
contralateral to the protected ear (Figure 9; Papesh and Hurley,
2012). Plasticity in the serotonergic system may also be guided by
internal factors including age and reproductive state. Age influ-
ences both the density of serotonergic fibers and acute changes
in serotonin, such that both fiber density and serotonin release
during social encounters decline over young adulthood in mice
(Hall et al., 2011; Papesh and Hurley, 2012). In older animals,
serotonin content may rise again in the IC or other auditory
regions (Cransac et al., 1996; Shim et al., 2012). Reproductive
readiness, via gonadal hormones, also increases serotonergic
fiber density in the avian auditory midbrain (Matragrano et al.,
2012).

Plasticity is also observed at the level of serotonin receptors.
With increasing age from adulthood through old age, the 5-HT2B
receptor is upregulated in the IC (Tadros et al., 2007). Expression
of this receptor type is further upregulated in old mice with
severe hearing loss. The amount of expression of the 5-HT2B
receptor is correlated with functional metrics of hearing such
as the amplitude of the distortion product otoacoustic emis-
sion (DPOAE) and with the threshold of the ABR. In addition
to age, peripheral damage leads to receptor plasticity. Following
cochlear ablation, the expression of both 5-HT2C and 5-HT5B
receptors is altered, but in different directions and with different
dynamics. 5-HT2C expression increases from 3 through 90 days
following ablation, and 5-HT5B receptor expression decreases
from 5–21 days, and recovers by 90 days following ablation (Holt
et al., 2005). Thus, the balance of different serotonin receptor
types may be altered by plastic responses to aging or peripheral
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FIGURE 9 | Comparison of the density of serotonergic fibers in the IC

contralateral versus ipsilateral to an ear exposed to 8 kHz acoustic

trauma. Left panel depicts the monaural trauma and subsequent
immunolabeling of SERT-positive projections in the IC. Right panel shows
percentage differences in fiber density in the IC contralateral to acoustic

trauma relative to the IC ipsilateral to the trauma, in 10 CBA/J mice. Fiber
density is lower in the contralateral relative to the ipsilateral IC in the trauma
group, but not for the control group that did not receive trauma. The right
panel was reprinted with permission from Elsevier; additional information on
the source article can be found in the Acknowledgments.

damage. Whether this creates qualitative changes in the mod-
ulatory effects of serotonin on auditory processing in the IC is
unknown.

Predicting the functional importance of changes in the sero-
tonergic infrastructure following events such as acoustic trauma
is even more complex against the background of changes in
other neurochemical signaling systems. Multiple events that cre-
ate plasticity in the serotonergic system, such as acoustic trauma,
are well-known for triggering plasticity in both excitatory and
inhibitory neurotransmitter systems in the IC (Milbrandt et al.,
2000; Dong et al., 2010; Browne et al., 2012). Such changes may
result in shifts in excitatory-inhibitory balance in association
with pathologies such as tinnitus and hyperacusis (Szczepaniak
and Moller, 1996; Eggermont and Roberts, 2004). For example,
experiments in the IC have demonstrated neurochemical and
functional changes related to inhibition after acoustic trauma that
have been associated with hyperexcitability of IC neurons (Salvi
et al., 1990; Milbrandt et al., 2000; Salvi et al., 2000; Alvarado
et al., 2005; Izquierdo et al., 2008; Browne et al., 2012). Given
the evidence for serotonergic regulation of both inhibitory and
excitatory neural responses in the IC, understanding exactly how
events like acoustic trauma alter the regulation of excitability
through particular receptor types is a topic that will require
additional exploration.

Although plasticity at multiple levels is turning out to be a
prominent feature of serotonergic-auditory interactions, whether
particular types of changes represent developmental programs,
homeostatic responses to peripheral damage, or pathological con-
sequences of damage has not been addressed. Some insight into
these issues may be gained from recent studies on the role of
serotonin in visual plasticity. In rat visual cortex, ocular dom-
inance plasticity, normally highly limited in adults relative to

juveniles, is augmented by systemic administration of fluoxetine,
a selective serotonin reuptake inhibitor (Maya Vetencourt et al.,
2008). Other treatments that increase serotonin levels in the visual
cortex, even behavioral treatments such as environmental enrich-
ment, also augment ocular dominance plasticity (Baroncelli et al.,
2010).

In light of this work, plasticity in the serotonergic system
within the IC has several important implications for auditory
function. One of these is based on the role of serotonin in medi-
ating the influence of behavioral context. Plasticity in the sero-
tonergic system could alter the relationship between behavioral
context and auditory processing, leading to either more adaptive
or pathological modulation of auditory responses during social
interactions or stressful situations. If serotonin gates experience-
dependent plasticity in the IC as it does in visual cortex, an
alteration in the serotonergic system could additionally recast
the ability of the auditory system to express adaptive plasticity.
Both of these are exciting possibilities for future experimental
attention.

GENERAL CONCLUSIONS
An increasing number of studies on the influence of serotonin in
the IC have been completed in the last decade. Despite this, an
understanding of serotonergic regulation in the IC, and indeed
of the neuromodulation of auditory processing in general, is in
its infancy. Here we have made the case that serotonin provides a
channel for contextual information about internal state, external
events, and even past experience. This information is then trans-
formed into specific changes in the function of the neural circuits
of the IC through parallel but interacting receptor pathways.
Plasticity in the infrastructure of the serotonergic system, includ-
ing within specific receptor pathways, could potentially alter the
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relationship between behavioral context and circuit function in
important ways that have yet to be explored.
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The inferior colliculus (IC) plays a strategic role in the central auditory system in
relaying and processing acoustical information, and therefore its age-related changes may
significantly influence the quality of the auditory function. A very complex processing of
acoustical stimuli occurs in the IC, as supported also by the fact that the rat IC contains
more neurons than all other subcortical auditory structures combined. GABAergic neurons,
which predominantly co-express parvalbumin (PV), are present in the central nucleus of
the IC in large numbers and to a lesser extent in the dorsal and external/lateral cortices
of the IC. On the other hand, calbindin (CB) and calretinin (CR) are prevalent in the dorsal
and external cortices of the IC, with only a few positive neurons in the central nucleus.
The relationship between CB and CR expression in the IC and any neurotransmitter
system has not yet been well established, but the distribution and morphology of the
immunoreactive neurons suggest that they are at least partially non-GABAergic cells. The
expression of glutamate decarboxylase (GAD) (a key enzyme for GABA synthesis) and
calcium binding proteins (CBPs) in the IC of rats undergoes pronounced changes with
aging that involve mostly a decline in protein expression and a decline in the number of
immunoreactive neurons. Similar age-related changes in GAD, CB, and CR expression are
present in the IC of two rat strains with differently preserved inner ear function up to
late senescence (Long-Evans and Fischer 344), which suggests that these changes do not
depend exclusively on peripheral deafferentation but are, at least partially, of central origin.
These changes may be associated with the age-related deterioration in the processing
of the temporal parameters of acoustical stimuli, which is not correlated with hearing
threshold shifts, and therefore may contribute to central presbycusis.

Keywords: inferior colliculus, GABA, parvalbumin, calbindin, calretinin, aging, rat

INTRODUCTION
The inferior colliculus (IC) occupies a strategic position in the
central auditory system. Almost all of the ascending projections
from the lower auditory regions (cochlear nuclei, superior oli-
vary complex, and lemniscus lateralis) converge in the central
nucleus of the IC, thus making this structure a converging hub of
the ascending as well as the descending auditory pathways of the
auditory system (Beyerl, 1978; Druga and Syka, 1984a,b; Pollak
and Casseday, 1986; Oliver and Huerta, 1992; Druga et al., 1997;
Casseday et al., 2002). Simultaneously, the IC operates as a relay
structure to the medial geniculate body (MGB) and subsequently
to the auditory cortex.

With respect to its internal composition, the rat IC is sub-
divided into three major parts, the central nucleus and the
dorsal and external (lateral) cortices. This division is visible in
most histological and immunohistochemical stainings (Morest
and Oliver, 1984; Faye-Lund and Osen, 1985; Malmierca et al.,
1993), (Figure 1). In addition, the separation of the ventrolat-
eral nucleus from the external cortex of the IC was proposed,
based on homology with the ventrolateral nucleus in the cat
(Loftus et al., 2008). The central nucleus of the IC (CIC) repre-
sents a part of the primary auditory pathway with a preserved

tonotopy, sending primary ascending projections to the ventral
subdivision of the MGB and receiving only weak descending pro-
jections from the telencephalon (Diamond et al., 1969; Druga and
Syka, 1984a,b; Kudo and Nakamura, 1988; Schneiderman et al.,
1988). In contrast, the dorsal (DIC) and external (EIC) cortices
are more influenced by ascending monoaural pathways and by
descending projections from layer V and, to lesser extent, from
layer VI of the auditory and non-auditory cortical fields (Druga
and Syka, 1984a,b; Saldana et al., 1996; Druga et al., 1997; Winer
et al., 1998; Schofield, 2009). The external cortex of the IC pos-
sesses strong connections with non-auditory structures including
the colliculus superior, substantia nigra, periaquaductal gray, and
somatosensory cortex (Syka and Straschill, 1970; Syka and Radil-
Weiss, 1971; Aitkin et al., 1978; Druga and Syka, 1984c; Tokunaga
et al., 1984; Zhou and Shore, 2006).

Almost the entire GABAergic dorsal nucleus of the lateral
lemniscus (Zhang et al., 1998) and the superior paraolivary
nucleus (Kulesza and Berrebi, 2000; Saldaña et al., 2009) as well
as a substantial portion of neurons from the ventral nucleus
of the lateral lemniscus (Riquelme et al., 2001) send ascend-
ing inhibitory projections to the neurons of the IC (ipsi- and
contralaterally), while excitatory ascending projections originate
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FIGURE 1 | Topographical schema of a frontal section through the IC.

The drawing is based on Paxinos and Watson (1998). Bregma −8.6 mm.
CIC, central nucleus of the inferior colliculus; DIC, dorsal cortex of the IC;
EIC, external cortex of the IC.

predominantly from the lateral and medial superior olive and
cochlear nuclei (Semple and Aitkin, 1980; Frisina et al., 1998;
Malmierca et al., 1998; Riquelme et al., 2001; Davis, 2002;
Malmierca et al., 2005). In addition, the contralateral IC is also
a source of mostly inhibitory projections to the IC (González-
Hernández et al., 1996). GABAergic perisomatic terminals are
more prevalent on non-GABAergic neurons in the IC (Merchán
et al., 2005).

The strong representation of GABA terminals as well as the
high proportion of GABAergic cells in this structure in the rat
suggests the presence of strong inhibitory processes in the IC
(Gerken, 1996; Batra and Fitzpatrick, 2002; Merchán et al., 2005;
Pollak et al., 2011). The GABAergic inhibitory system in the IC
serves to modulate the spectral and temporal properties of IC
responses with the aim of sharpening the responses to rapid com-
plex sounds (Le Beau et al., 1996; Palombi and Caspary, 1996;
Frisina, 2001; Walton et al., 2002).

Besides GABAergic inhibition, also present are significantly
weaker glycinergic inhibitory projections onto the IC neurons
from various sources (Saint Marie et al., 1989; Saint Marie and
Baker, 1990). The presence of glycinergic neurons in the IC is
controversial, since Merchán et al. (2005) reported no glycin-
ergic neurons throughout the IC, while Fredrich et al. (2009)
observed glycine immunoreactivity in about 1/6 of CIC neurons,
however, always in colocalization with GABA. GABAergic puncta
were observed both in the neurophil and in the contacts with neu-
ronal somas, whereas very few glycinergic terminals contacted the
somata (Merchán et al., 2005).

Auditory function in mammals, including humans, is known
to be significantly affected by aging, ultimately resulting in pres-
bycusis with alterations occurring both in the inner ear and in

the central auditory system (Syka, 2002; Frisina and Rajan, 2005;
Gates and Mills, 2005; Ohlemiller and Frisina, 2008; Frisina,
2009, 2010; Gordon-Salant et al., 2010). The central compo-
nent of presbycusis is thought to be significantly associated with
age-related alterations in the processing of the temporal param-
eters of complex acoustical stimuli within the central auditory
system, especially the IC and auditory cortex (Strouse et al., 1998;
Walton et al., 1998, 2002; Frisina and Walton, 2006; Walton et al.,
2008; Walton, 2010; Suta et al., 2011). In the human population,
a loss of speech understanding with aging constitutes an impor-
tant health and social impairment (Frisina and Frisina, 1997;
Mazelová et al., 2003; Gates and Mills, 2005; Gordon-Salant et al.,
2007).

The significance of inhibition for the processing of informa-
tion occurring in the IC is difficult to overemphasize, as reviewed
in detail, e.g., by Pollak et al. (2011). Altered inhibition within
the IC of animals may have a severe impact on survival in the
wild, since it impairs their ability to refine the localization of a
sound source in the environment (Litovsky and Delgutte, 2002;
Pecka et al., 2007). In addition, under experimental conditions,
the selectivity for features of incoming signals is significantly
reduced or eliminated in the majority of IC cells when inhibi-
tion is blocked (Casseday et al., 2000; Malmierca et al., 2003;
Nataraj and Wenstrup, 2005; Sanchez et al., 2007). Since GABA-
mediated inhibition in the IC and auditory cortex is strongly
involved in the temporal processing of complex acoustical stim-
uli, including human language (Walton et al., 1997, 1998; Strouse
et al., 1998; Krishna and Semple, 2000; Walton et al., 2002;
Suta et al., 2003; Simon et al., 2004), a functional decline in
GABA-mediated inhibition may significantly contribute to a dete-
rioration of hearing with aging, i.e., the central component of
presbycusis.

In the last few years, we have evaluated age-related changes
comprising mostly a decline in the expression of glutamate decar-
boxylase (GAD) and calcium binding proteins (CBPs) in the
higher levels of the rat auditory pathway, including the IC and
auditory cortex (Ouda et al., 2008; Burianova et al., 2009; Ouda
et al., 2012b). An age-related decline in GABA levels in the IC
was previously reported by other authors (Caspary et al., 1990;
Gutiérrez et al., 1994; Raza et al., 1994; Caspary et al., 1995). A
decreased number of GABA or GAD immunoreactive neurons
was also documented in other parts of the rat brain, such as
in the hippocampus (Shi et al., 2004; Stanley and Shetty, 2004;
Ling et al., 2005), while no significant reduction was found in
the sensorimotor or parietal cortex (Poe et al., 2001; Ling et al.,
2005; Shi et al., 2006). Age-related changes in the levels of the
CBPs in the auditory pathway were also evaluated in the cochlear
nuclei and IC of mice. In addition, the reported changes were
strain-dependant for all three proteins in the cochlear nuclei
(Idrizbegovic et al., 2001, 2004) and for calretinin (CR) in the IC
(Zettel et al., 1997).

In the following text, we first discuss in several chapters the
quantitative data, the neuronal types and the distribution of par-
ticular immunoreactive neuronal populations in the IC of young
adult animals. In the second half, we summarize the observed
immunohistochemical age-related changes in the IC and their
link to electrophysiological and behavioral findings.
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HISTOCHEMICAL PROFILES OF THE INFERIOR COLLICULUS
IN YOUNG RATS
TOTAL NUMBER OF NEURONS IN THE IC
The number of neurons in the IC, based on Nissl stained sec-
tions, in comparison with other central auditory structures in the
rat has been reported in two recent papers (Kulesza et al., 2002;
Ouda et al., 2012a). The rat IC contains about 350,000 neurons,
with more than 200,000 neurons in the central nucleus alone,
about 80,000 in the EIC and 45,000 in the DIC. This represents
several times more neurons than in all lower auditory regions
combined (cochlear nuclei—30,000 superior olivary complex—
16,000–18,000 and lemniscus lateralis—15,000–18,000). In con-
trast to the IC, the next structure in the auditory pathway, the
MGB, contains only about 60,000–70,000 neurons in the rat
(with 40,000–45,000 in the ventral division of the MGB), which
represents a large difference in comparison to the IC.

In this respect, the position of the MGB may be specific to
some degree in the rodent, while the number of neurons in the
MGB was reported to be significantly species-dependent, with
markedly higher numbers in carnivores and especially in humans
(Dorph-Petersen et al., 2009; Najdzion et al., 2011). On the other
hand, the absolute number of neurons in the IC of rats and
humans is suprisingly comparable, 350,000 vs cca 400,000 neu-
rons (Sharma et al., 2009—a 5-month-old baby that died of
postoperative complications after cardiac surgery). In addition,
the total number of neurons in the rat auditory cortex is probably
roughly the same as in the rat IC (Te1, Te2, Te3—about 600,000
neurons; Ouda et al., 2012a), while, e.g., in primates the diver-
gence of the ascending auditory pathway rapidly increases further
through the MGB to the auditory cortical areas. For example, the
total number of neurons in the whole human neocortex is almost
three orders of magnitude larger than in the whole rat neocortex
(Pakkenberg and Gundersen, 1997; Herculano-Houzel and Lent,
2005). These findings strongly support the prominent role of the
IC in the rodent central auditory system and suggest that the role
of the MGB in rodents may be somewhat different than in other
mammalian species.

GLUTAMATE DECARBOXYLASE
GABA is synthesized by the decarboxylation of glutamate, and the
reaction is catalyzed by the key rate-limiting enzyme GAD. In the
mammalian brain, two GAD isoforms of 65 and 67 kDa molec-
ular weight (GAD 65 and GAD 67) are present (Erlander et al.,
1991). Most GABA-expressing neurons contain both isoforms,
and therefore GAD immunostaining is often used to identify
GABAergic neurons (Erlander and Tobin, 1991; Feldblum et al.,
1993; Esclapez et al., 1994; Hendrickson et al., 1994). In the
rat, GAD65- and 67-immunoreactive(-ir) neurons are distributed
throughout all three subdivisions of the IC (Merchán et al., 2005;
Burianova et al., 2009) (Figures 2A, 3).

In the CIC of rats, GAD-ir cell bodies of variable sizes are
present, relatively homogenously distributed, with a variation in
the intensity of immunostaining (Merchán et al., 2005; Burianova
et al., 2009). With respect to morphology, the GAD-ir neurons
are thought to correspond mostly to the less-flat neurons in the
CIC (Malmierca et al., 1993, 1995a), which are homologous to
stellate neurons in the CIC of the cat (Oliver, 1984; Oliver et al.,

1994). Merchán et al. (2005) proposed that the majority of less-
flat neurons are GABAergic, while the majority of flat neurons
are excitatory cells (disc-shaped cells in the cat). GABAergic neu-
rons were also reported to be larger on average in their somas
when compared to non-GABA neurons in the IC, especially in the
CIC (Merchán et al., 2005; Fredrich et al., 2009). In our exper-
iments (Burianova et al., 2009), we did not quantify the size of
GAD-ir neurons in comparison to immunonegative ones; how-
ever, in terms of morphology, the GAD-ir cells observed in the
CIC belonged mostly to the less-flat neurons, with polygonal or
oval shapes. In addition, we did not observe any distribution
that resembled the location and orientation of the fibrodendritic
laminae, which were described to comprise flat cells in the rat
(Malmierca et al., 1993) or disc-shaped cells in cat (Morest and
Oliver, 1984; Oliver and Morest, 1984).

In the external and dorsal cortices, the identification of mor-
phological types is more complicated. The majority of GAD-ir
neurons in the external cortex of the rat IC (EIC) are either large
fusiform cells or smaller oval neurons, in both the second and
third layers of the EIC. The GAD-ir neurons in the EIC resemble
some types described with Rio-Hortega Golgi staining in the rat
IC by Malmierca et al. (2011). Especially the large fusiform-like
neurons, stained in our sections for GAD (Burianova et al., 2009),
might correspond to the second major neuronal type in the EIC,
called bitufted neurons with spindle, fusiform somas. In addition,
Malmierca et al. (2011) also observed in the second layer of the
rat EIC cluster-like groups of small neurons that may correspond
to the modules described in detail by Chernock et al. (2004) and
found in our own experiments as clusters of GAD-ir (and PV-ir)
neurons (Ouda et al., 2008; Burianova et al., 2009). In the rat DIC,
the situation is even more complex due to the large heterogeneity
of neuronal shapes (Malmierca et al., 2011), which makes direct
identification from immunostained sections practically impossi-
ble. In our GAD-staining, lower numbers, in comparison to the
EIC and CIC, of predominantly small-sized immunoreactive neu-
rons with a homogenous distribution were present in the rat DIC
(Burianova et al., 2009).

The clusters of small neurons and intensely stained neuropil in
the second layer of the rat EIC described by Chernock et al. (2004)
are clearly visible in most sections to the naked eye (Chernock
et al., 2004; Burianova et al., 2009). In addition to GAD, the
clusters are immunopositive for NADPH-diaphorase and parval-
bumin (PV), whereas they are immunonegative for glycine, CB,
choline acetyltransferase, and SMI-32. These clusters or modules
are absent in the mouse, squirrel, cat, bat, and macaque monkey,
and so far they have been found only in rats and were suggested to
possibly participate in the animal’s spatial orientation (Chernock
et al., 2004).

As already mentioned, the GABAergic neurons represent a
substantial part of all neurons in the IC. In rats, the portion of
inhibitory neurons in the IC seems to be larger than in the cat
or bat; specifically; the CIC of the rat contains more than 30%
of GABAergic neurons, whereas in the same structure of the cat
or the bat they represent approximately 20% (Oliver et al., 1994;
Winer et al., 1995; Merchán et al., 2005; Fredrich et al., 2009).
The rat DIC and EIC are reported to contain about 20–25%
of GABAergic neurons, while the data from other mammalian
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FIGURE 2 | Schematic illustration of the distribution of glutamate

decarboxylase. GAD67 (A), parvalbumin (B), calbindin (C) and calretinin
(D) immunoreactive neurons in a section containing all three major
subdivisions of the IC, the central nucleus and the dorsal and external
cortices, in young adult Long-Evans rats. CIC, central nucleus of the
inferior colliculus; DIC, dorsal cortex of the inferior colliculus; EIC, external

cortex of the inferior colliculus; GAD67, glutamate decarboxylase, isoform
67; PV, parvalbumin; CB, calbindin; CR, calretinin. The distance from
bregma and scale bars are provided in each panel. The displayed schema
is based on the distribution of GAD67-, PV-, CB-, and CR-ir neurons
observed in our previous publications (Ouda et al., 2008; Burianova et al.,
2009; Ouda et al., 2012b).

species are not known (Merchán et al., 2005). In addition to this,
the GABAergic projection from the IC to the MGB has been
reported to be more prominent in the rat than in some non-
rodent species (Peruzzi et al., 1997; Ito et al., 2009). The reason for
the difference from the known results in other mammalian orders
is not clear. However, the next structure in the rat ascending audi-
tory pathway, the MGB, contains almost no inhibitory neurons in
the rat in contrast to other mammals. In the rat MGB, GABAergic
neurons represent less than 1% of cells, while they form a signif-
icant portion (25%) of all neurons in the cat or primate MGB
(Winer and Larue, 1996). Therefore, the only inhibition in the
rat MGB is of extrinsic origin, which might be linked to the
higher representation of GABAergic inhibition and projection in
the rat IC.

The brainstem auditory nuclei, especially the dorsal and
ventral nuclei of the lateral lemniscus as well as the superior

paraolivary nucleus, have generally been considered to be a major
source of inhibitory inputs to the neurons of the IC (ipsi- and
contralaterally) (Zhang et al., 1998; Kulesza and Berrebi, 2000;
Riquelme et al., 2001; Saldaña et al., 2009). However, the num-
ber of rat CIC GABAergic neurons, i.e., 30% of 200,000–230,000,
which are either local circuit neurons or projecting neurons send-
ing local collaterals within the IC (Oliver et al., 1991; Malmierca
et al., 1995b; Ito et al., 2009), is markedly higher than the number
of GABAergic neurons in all the lower brainstem auditory nuclei
in total. Therefore, the most important source of GABAergic ter-
minals on the rat IC neurons might be the intrinsic GABAergic
IC neurons themselves.

Recently, two types of GABAergic neurons were described in
the IC of the rat with different synaptic organization and axonal
projections: smaller GABAergic neurons, which are predomi-
natly local circuit interneurons, and larger GABAergic neurons,
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FIGURE 3 | The numerical density of GAD67-ir, PV-ir, CB-ir and CR-ir

neurons in the external and dorsal cortices and in the central nucleus

of the IC in young and old Long-Evans rats. CIC, central nucleus of the
inferior colliculus; DIC, dorsal cortex of the inferior colliculus; EIC, external
cortex of the inferior colliculus; GAD67, glutamate decarboxylase, isoform
67; PV, parvalbumin; CB, calbindin; CR, calretinin. The displayed results
represent a summary of graphs from Ouda et al. (2008); Burianova et al.
(2009); Ouda et al. (2012b). The error bars represent S.E.M.
(∗P < 0.05, ∗∗P < 0.01).

predominantly projecting to the MGB (Ito et al., 2009). The
projecting GABAergic neurons are more prevalent in the cen-
tral nucleus of the IC and are densely covered perisomatically
with glutamatergic synaptic contacts that could allow them to fire
easily and rapidly. The exclusive presence of vesicular glutamate
transporter 2 in presynaptic terminals suggests that the predom-
inant sources of these synaptic connections are either collateral
branches of IC glutamatergic neurons or fusiform cells in the dor-
sal cochlear nucleus. In addition, they possess very thick axons
which may allow them to deliver inhibitory input to the MGB in
advance of excitatory inputs from the glutamatergic IC neurons
firing simultaneously (Ito et al., 2009).

In our previous study, we concluded that a minor neuronal
population of about 10% of the neurons in all three major sub-
divisions of the IC of the rat expresses non-phosphorylated neu-
rofilaments labeled by SMI-32 antibody (Ouda et al., 2012a). The
SMI-32 antibody was shown to specifically label a subset of cor-
tical and subcortical neurons in the mammalian brain, predomi-
nantly those with long and thick axonal projections (Sternberger
and Sternberger, 1983; Kirkcaldie et al., 2002; Voelker et al., 2004;
Molnár and Cheung, 2006). The non-phosporylated neurofila-
ment content in neurons is thought to be associated with the
large extent of axonal myelination and with large neuronal size
(Campbell and Morrison, 1989; Tsang et al., 2000; Kirkcaldie
et al., 2002). Since the GABAergic neurons in the rat IC are
reported to be larger than non-GABAergic cells (Merchán et al.,
2005), and simultaneously projection GABAergic neurons in the
CIC and EIC, containing thick myelinated axons, are thought
to be larger than non-projecting GABAergic neurons (Ito et al.,
2009), we might speculate that the non-phosphorylated neurofil-
aments labeled by SMI-32 in the IC are preferentially expressed in
a subset of the larger projecting GABA-ergic neuronal subpopu-
lation. However, a double labeling study is necessary to confirm
such a hypothesis.

CALCIUM BINDING PROTEINS
The calcium binding proteins (CBPs), CB, PV, and CR, represent
major fast cytoplasmatic calcium buffers in the central nervous
system and thus protect neurons from insults that induce an
elevation of intracellular Ca2+ (Baimbridge et al., 1992; Elston
and González-Albo, 2003). The disruption of neuronal calcium
homeostasis and consequent molecular events affect neuronal
viability and synaptic plasticity and may represent early steps
in the development of neuronal degeneration (Foster, 2007).
Changes in calcium homeostasis in the brain during aging or
during different pathologies are thought to be tightly linked
to a decline in neuronal performance (Khachaturian, 1989;
Verkhratsky and Toescu, 1998; Toescu et al., 2004).

The distribution of calbindin-immunoreactive (CB-ir), calre-
tinin immunoreactive (CR-ir) and parvalbumin-immunoreactive
(PV-ir) neurons in the central nervous system of the rat was
first described in summary by Celio (1990) and Résibois and
Rogers (1992). Their distribution seems to be complementary
to some extent with the major occurrence of PV in the primary
(tonotopic) and CB and CR in the non-primary rat auditory
regions (Lohmann and Friauf, 1996), as also described in mice
(Cruikshank et al., 2001), chinchillas (Kelley et al., 1992), mon-
keys (Jones, 2003), and humans (Tardif et al., 2003; Sharma et al.,
2009). Specifically in the IC, CB-ir, and CR-ir neurons are abun-
dant in the dorsal and external cortices and relatively rare in the
central nucleus of the IC, while PV-ir neurons are present in all
three parts of the IC, with a predominant distribution in the CIC.
The mutual colocalization of CB, PV, and CR in one neuron is
known to be relatively rare, as they mainly represent three distinct
neuronal populations; in the higher parts of the auditory path-
way their expression is mostly found (in the case of PV almost
exclusively) in GABAergic neurons (Demeulemeester et al., 1989;
Kubota et al., 1994; Gonchar and Burkhalter, 1997; Jinno and
Kosaka, 2002; Markram et al., 2004; Gonchar et al., 2007).

PARVALBUMIN
PV-ir neurons are present in all three subdivisions of the rat
IC (Lohmann and Friauf, 1996; Ouda et al., 2008). In the CIC,
neurons with a large variation in the size of their neuronal
somas are rather uniformly distributed (Figure 2B). In our PV-
ir staining, the intensity of their immunoreactivity varied from
low to high and their morphology resembles the less-flat cells,
similarly as in GAD immunostaining. In the EIC, the majority
of PV-ir neurons belonged to the large spindle-like multipolar
cells and smaller oval neurons (Ouda et al., 2008). The clusters
of PV-immunoreactive somas and neuropil in the second layer
of the EIC are very similar to the clusters in GAD immunos-
taining and visible in practically all examined rats, as in GAD
immunostaining (Chernock et al., 2004; Ouda et al., 2008). The
DIC contains a relatively low number of mostly oval, small-sized
PV-immunoreactive neurons (Lohmann and Friauf, 1996; Ouda
et al., 2008).

In the neocortex, the PV-expressing neurons mostly form a
well-defined population of fast-spiking GABA-ergic basket cells
that are essential for the generation of gamma oscillations, which
are thought to provide a temporal framework for information
processing in the brain (Kawaguchi and Kubota, 1998; Bartos
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et al., 2007). These neurons comprise roughly 40–50% of all corti-
cal GABAergic neurons; practically all PV-ir cortical cells are also
GABAergic cells (Gonchar and Burkhalter, 1997; Gonchar et al.,
2007). The co-expression of GAD and the functional importance
of the PV-ir neuronal population in the IC are known to a lesser
extent. From our experiments (Ouda et al., 2008), we can esti-
mate that the number of GAD-ir neurons in the rat IC is roughly
two times higher in the central nucleus and external cortex of the
IC than the number of PV-ir neurons (Figure 3). On the other
hand, Fredrich et al. (2009) identified almost all GAD-ir neurons
in the central nucleus of the rat IC as co-expressing PV. The reason
for this discrepancy is not clear; however, the different antibod-
ies used and variations in the immunoreactivity of PV-ir somas
pivotal for classifying a cell as PV-positive might be responsi-
ble to some degree for this difference. The potential preference
for PV expression in some GABAergic subpopulations, especially
larger GABAergic neurons projecting to the MGB vs. smaller local
circuit interneurons (Ito et al., 2009), is open to further inves-
tigation. However, the PV-ir neurons in the CIC varied in size
from small to large-sized in our staining, similarly as for GAD
immunostaining (Ouda et al., 2008; Burianova et al., 2009), which
may suggest the presence of PV in both of the above-mentioned
GABAergic subpopulations.

In any case, the distribution of PV-ir neurons in the whole
IC reflects relatively well the distribution of GABAergic (GAD-ir)
neurons (compare Figures 2A and 2B). Furthermore, the mor-
phological types, at least of the neuronal somas, present in our
immunostainings correspond relatively well to the same classifi-
cation of GAD-ir neurons discussed in the previous section on
GAD. In addition, the similar appearance of clusters in the EIC
in both GAD and PV immunostaining (Chernock et al., 2004)
supports the idea of a strong overlap of GAD and PV immunore-
activity in the IC. In addition, only one group of cellular clusters
in the second layer of the EIC was evaluated by Malmierca et al.
(2011) with Rio-Hortega Golgi staining. However, the precise
extent of these overlaps, even in the discussed clusters in the
second layer of the EIC, requires a double labeling study to
determine, which has not yet been performed in the EIC.

CALBINDIN
CB-ir neurons are present in all three subdivisions of the rat IC;
however, the majority of CB-ir cells are found in the dorsal and
external cortices, while only a few weakly stained neurons are scat-
tered throughout the central nucleus of the IC (Förster and Illing,
2000; Ouda et al., 2012b) (Figure 2C).

A relatively homogenous neuropil and a high numerical den-
sity of CB-ir neurons are typical for the rat DIC, with a gradual
decrease from the cortical surface toward the borders with the
central nucleus. The neuronal somata are mainly oval or polyg-
onal with loosely stained dendrites (Ouda et al., 2012b). In the
rat EIC, the numerical density of immunoreactive cells is lower
(Figure 3) and decreases toward the CIC and toward the basal
part of the IC. The cellular morphology in the EIC is more het-
erogenous with oval, elongated or triangular somas. No signs of
cluster-like immunoreactivity are present in the EIC (Chernock
et al., 2004; Ouda et al., 2012b). In both the DIC and CIC, the
highest numerical density of CB-ir neurons can be found adjacent

to the surface of the IC and decreases toward the central nucleus.
The CIC is demarcated as an area with low CB neuropil staining
and weakly stained sparse CB-ir neurons (Förster and Illing, 2000;
Ouda et al., 2012b).

As mentioned previously, CBPs were reported to be expressed
mostly by GABAergic neurons (Freund and Buzsáki, 1996;
Gonchar and Burkhalter, 1997; Gonchar et al., 2007); however,
calbindin most likely does not follow this rule. For example, some
weakly stained CB-ir cells in the superficial cortical layers of the
neocortex are known to be pyramidal neurons (Kubota et al.,
1994; De Felipe, 1997). In the IC, the notable prevalence of cal-
bindin (and also calretinin) in the dorsal and external cortices and
its low occurrence in the CIC suggest that at least some of these
neurons are not GABAergic. This suggestion is further supported
by the fact that in our quantitative estimates, we found that the
numerical density of calbindin- and calretinin-immunoreactive
neurons in the DIC is even higher than the number of all GAD-ir
neurons in the DIC (unpublished data). In addition, clusters of
smaller oval neurons that are GAD-ir and PV-ir in the EIC are
not visible in calbindin immunostaining (Ouda et al., 2012b). No
double labeling study in the DIC or EIC has been undertaken so
far, while in the CIC, Fredrich et al. (2009) did not report the
colocalization of GABA and CB/CR using double staining.

CALRETININ
CR-ir neurons are found in all three subdivisions of the rat IC
with a significant presence in the dorsal and external cortices
(Lohmann and Friauf, 1996; Ouda et al., 2012b) (Figure 2D). In
the CIC, a weaker positivity of the neuropil and a lower numeri-
cal density of CR-ir neurons are distinctive features, while in the
DIC, a relatively homogenous neuropil and a very high numeri-
cal density of CR-ir neurons are dominant features (Ouda et al.,
2012b).

In the rat EIC, an interesting feature of CR immunostaining
that we could often find in our sections stained for calretinin is
a strip-like distribution of CR-ir neurons and neuropil positiv-
ity throughout all three cortical layers, with patches with a higher
concentration of immunoreactive neuropil and neurons that are
surrounded by less stained neuropil. One might speculate about
a link to the clusters evaluated by Chernock et al. (2004) that
display GAD, parvalbumin and NADPH-diaphorase immunore-
activity. However, these pro tempore called strips or patches are
not delineated as clearly and consistently or with such contrast as
the clusters in GAD or PV immunostaining; furthermore, they
are larger and situated deeper from the IC surface across the
EIC (Figure 2D). Dual labeling will be necessary to determine
any such potential relationship. The form of the CR-ir neuronal
somas in the EIC ranges from small-sized to large neurons and
oval or polygonal in shape, while a few cells with spindle-like
morphology are present (Ouda et al., 2012b).

The correspondence of calretinin-expressing neurons with
particular morphological types and specifically with the GABA-
mediated system in the IC is more ambiguous than in the case of
parvalbumin. As stated above, the numerical density of calbindin-
and calretinin-immunoreactive neurons in the DIC is even higher
than the number of all GAD-ir neurons in the DIC. However,
in contrast to calbindin, the presence of a few large spindle-like

Frontiers in Neural Circuits www.frontiersin.org September 2012 | Volume 6 | Article 68 | 263

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Ouda and Syka Inferior colliculus, immunocytochemistry and aging

neurons and potential cluster-like immunoreactivity suggests a
more pronounced overlap with the population of GAD-ir neu-
rons, at least in the external cortex of the IC.

Interestingly, the distribution and numerical density of
CR-ir neurons throughout the IC are similar to the distribu-
tion and numerical density of neurons positive for NADPH-
diaphorase(-d), which identifies neurons capable of producing
nitric oxide (Dawson et al., 1991; Hope et al., 1991; Druga and
Syka, 1993; Loftus et al., 2008; Wu et al., 2008). In our estimation,
the numerical density of NADPH-d-positive neurons in all three
major divisions of the IC is close to the numerical density of CR-
ir neurons (unpublished data). In the IC, the NADPH-d-positive
neuronal subpopulation is known to be predominantly gluta-
matergic, while only a minority of NAPDH-diaphorase-positive
cells in the IC is GABAergic neurons (Wu et al., 2008). No double
labeling study of CR and NADPH-d was reported in the IC; how-
ever, a substantial colocalization of CR and NADPH-d expression
in neurons was observed in the hippocampus and periaqueduc-
tal gray (Czéh et al., 2005; Barbaresi et al., 2012). On the other
hand, the pattern of clusters in the second layer of the EIC labeled
by NADPH-d staining apparently corresponds to the pattern of
the clusters present in GAD and PV immunostaining (Chernock
et al., 2004).

INFLUENCE OF AGING ON THE EXPRESSION OF
IMMUNOCYTOCHEMICAL MARKERS
The inferior colliculus, similarly as other structures of the audi-
tory pathway in the rat, undergoes essential changes with aging.
To demonstrate these changes clearly, we decided to use for aging
studies two rat strains (the inbred Fischer 344 strain and the
outbred Long-Evans strain) with a wide variety of morphologi-
cal, physiological and behavioral differences, including differently
preserved hearing function with age (for review see Syka, 2010).
For example, similarly as with other inbred strains, Fischer 344
rats display large cognitive deficits in different tests of spatial
memory in the Morris water maze in contrast to wild rats and
Long-Evans rats (Harker and Whishaw, 2002). While Long-Evans
rats represent a strain with relatively well preserved peripheral
hearing function up to late senescence, a rapid and pronounced
deterioration of hearing function with aging is found in Fischer
344 rats, resulting in larger hearing threshold shifts, a decrease
in the amplitude of click-evoked auditory brainstem responses,
a diminution of distortion product otoacoustic emissions and a
decrease in middle-ear compliance (Popelar et al., 2003, 2006).
Age-related sensory deficits in F344 rats also include visual func-
tion, which is damaged due to retinal degeneration (Di Loreto
et al., 1994). In spite of the differences between strains, we found
that age-related changes in the immunocytochemical markers in
the IC were almost identical in both strains.

GLUTAMATE DECARBOXYLASE
In GAD-65 and 67 immunoreactivity (Burianova et al., 2009), sig-
nificant declines with aging were observed in the CIC and EIC
comprising a decrease in the optical density of GAD-ir neuronal
somas and a decrease in the number of GAD-ir cells (CIC only,
Figure 3). These findings were supported by the results of western
blot analysis that demonstrated a significant age-related decline

of about 50% in the levels of GAD65 and GAD67 proteins in
the IC of old rats in comparison with young animals (Figure 4).
The analyzed samples for western blotting included the whole
IC (i.e., all three subdivisions of the IC at once). The decline in
GAD immunoreactivity was also similar in the auditory cortex,
and the pattern of changes was very similar in both Long-Evans
and Fischer 344 animals. Interestingly, the protein levels of both
isoforms of glutamate decarboxylase (GAD65 and 67) were found
to be approximately threefold higher (per unit of tissue weight) in
the rat IC in comparison with the neocortical areas in both young
and old animals (Sheikh et al., 1999; Burianova et al., 2009),
which might further support a prominent role for inhibition in
the rat IC.

An age-related decrease in the number of GABA-
immunoreactive cells associated with a decrease in enzymatic
activity, the levels of GABA and the release of GABA in the rat
CIC was also reported by other authors (Caspary et al., 1990,
1995; Gutiérrez et al., 1994; Raza et al., 1994). Simultaneously,
GABA-A and GABA-B receptor binding intensity was reported
to decline, and the protein levels of the receptor subunits were
found to be altered during aging in the IC of Sprague-Dawley
and Fischer 344 rats (Gutiérrez et al., 1994; Milbrandt et al., 1994;
Caspary et al., 1999; Schmidt et al., 2010). The compromised
GABA-mediated inhibition in the IC could consequently result
in a broadening of the excitatory areas and thus in the poorer
tuning of the neuronal receptive fields. In turn, the reduction of
fine-tuned receptive fields resulted in a poorer discrimination
of the temporal parameters of sounds, as also demonstrated by

FIGURE 4 | The results of western blot protein analysis of GAD67,

calbindin (CB) and calretinin (CR) in the IC of young and old

Long-Evans and Fischer 344 rats. Arbitrary units were calculated as the
ratio between the optical density of the examined protein and the optical
density of actin (in scanned films analysed using ImageQuant software).
The heights of the columns for GAD67, CB, and CR cannot be mutually
compared; they are dependent on the ratio of protein levels between the IC
and the cortical areas for each examined protein. The tall column for GAD67
(in arbitrary units) indicates a larger amount of GAD67 per unit tissue
weight in the IC when compared to the cortex (and conversely for CB). Due
to the limited number of old Fischer 344 rats available for GAD67 protein
analysis, the data did not demonstrate statistically significant differences in
this case. The graph is constructed from data presented in Burianova et al.
(2009); Ouda et al. (2012b). The error bars represent S.E.M. (∗P < 0.05,
∗∗P < 0.01, ∗∗∗P < 0.001).
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electrophysiological data in the IC (Palombi and Caspary, 1996;
Walton et al., 1998, 2002; Simon et al., 2004).

CALCIUM BINDING PROTEINS
Despite the almost exclusive colocalization of GABA-ir and PV-
ir in neurons in the IC and neocortex (Gonchar and Burkhalter,
1997; Gonchar et al., 2007; Fredrich et al., 2009), the age-related
changes in parvalbumin immunoreactivity were different when
compared with changes in GAD 65 and 67 (Ouda et al., 2008). In
old Long Evans rats, the observed changes were rather mild: the
number of PV-ir neurons in the CIC was slightly increased, asso-
ciated with an increase in the optical density of PV-ir somas and a
slight decrease in the mean neuronal volumes. In contrast, in old
Fischer 344 rats a non-significant tendency toward a decrease in
the number of PV-ir neurons in the IC and significantly smaller
mean neuronal volumes were present. The observed changes
could not be attributed to any specific type of neuron. In con-
trast to these findings, a significant reduction in the occurrence
of PV-ir neurons was found in the auditory cortex of Fischer 344
animals with aging, whereas in Long Evans rats such a reduction
was not observed.

The age-related changes in calbindin and calretinin
immunoreactivity had a rather similar pattern and were
relatively uniform, regardless of the examined rat strain or
structure (IC and auditory cortex). We found similar significant
age-related changes in CB immunoreactivity in the dorsal and
external cortices of both Long Evans and Fischer 344 rats. The
changes included a decrease in the number of CB-ir neurons and
a significant decline in the average volumes of CB-ir neuronal
somas (DIC only). In western blotting, the age-related changes
were even more pronounced and resulted in a significant
decline in the levels of calbindin in the whole IC of old rats
of both species of almost 50%. In calretinin immunoreactivity,
a tendency toward an age-related decline in the number of
CR-ir neurons as well as a significant decrease in the mean
volumes of the remaining CR-ir neuronal somas were found in
the dorsal and external cortices of the IC. Western blot analysis
demonstrated a significant decline, however, less pronounced
when compared to calbindin and GAD, in calretinin protein
levels of 22% in both rat strains (Ouda et al., 2012b). Summaries
of the immunohistochemical age-related findings and western
blot results are presented in Figures 3, 4.

In an inter-species comparison, strain-dependent differences
were found in the inferior colliculus of the CBA/CaJ and
C57/BL/6J mouse strains: with aging, both strains showed a
decline in the number of calbindin-ir neurons in the IC, similarly
as in our study. However, the number of CR-ir neurons did not
change with age in C57 mice and even significantly increased in
the IC of CBA mice (a mouse strain with preserved hearing func-
tion up to an advanced age) (Zettel et al., 1997). In the case of
calretinin, the changes were found to be activity-dependent, since
early bilateral deafening prevented calretinin up-regulation in the
DIC of aged CBA animals (Zettel et al., 2001). This difference
from the findings in Long-Evans rats might reflect inter-species
differences to some degree. A decline in the number of calcium
binding protein (CBP)-ir neurons were observed in different
brain neocortical areas in humans, including the auditory cortex,

without any previous signs of psychiatric or neurological dis-
eases (Bu et al., 2003). Increasing evidence has also accumulated
about the mutual links among intracellular calcium regulation,
alterations in intracellular CBP levels and neurodegenerative and
neuropsychiatric disorders (for review see Woo and Lu, 2006;
Mattson, 2007). The disruption of calcium homeostasis in neu-
rons may consequently be involved in both the impairments that
accompany normal aging and also in the different pathologies
associated with age-related disorders (Khachaturian, 1989; Foster,
2007; Mattson, 2007; Riascos et al., 2011). In this context, it
may be surprising that in mutant mice (CB-/-, CR-/- or PV-/-),
the deleted individual CBP is not compensated for by the up-
regulated expression of any other CBP (Schwaller et al., 2002).
Nevertheless, the mice (of all three types) are not only able to
survive, but actually display no significant changes in phenotype,
either in the general morphology of the nervous system or their
behavior under normal housing conditions. The morphological
and functional changes are rather subtle and manifest during
specific behavioral experiments, which may suggest a more com-
plicated function for CBPs in neurons, not only as simple calcium
buffers and thus as neuroprotective molecules, but also as com-
plex components in intracellular calcium homeostasis involved
in the subtle regulation and timing of calcium signals pre- or
postsynaptically (Schwaller et al., 2002; Schwaller, 2010).

CHANGES IN THE TOTAL NUMBER OF NEURONS
The decreased number of immunoreactive neurons (GAD-, CB-,
CR-ir, etc.,) in the IC observed in aging studies cannot be easily
attributable to a general neuronal loss, because in our previous
experiments we found that the reduction in the total number
of neurons in the IC of old Long-Evans and Fischer 344 rats in
Nissl-stained sections does not exceed 10% (unpublished data).
This finding is in agreement with the data of other authors, who
reported no significant changes accompanying aging in the total
number of neurons in the rat inferior colliculus (Helfert et al.,
1999) or other rat brain regions, including the hippocampus
and cortical areas (Merrill et al., 2001; Poe et al., 2001; Stanley
and Shetty, 2004). Specifically, in the IC of old Fischer 344 rats,
the number of both inhibitory and excitatory synaptic terminals
decreased while no age-related reduction in the total number of
neurons was found (Helfert et al., 1999). For comparison, a stere-
ological study demonstrated an age-related decrease in the total
number of neurons in the human neocortex of fewer than 10%
(Pakkenberg and Gundersen, 1997).

Therefore, the diminished expression of proteins in originally
immunoreactive neurons may be the reason for the age-related
reduction in the detectable numbers of immunoreactive neurons.
Similarly, up-regulated or de novo expression in previously non-
expressing neurons may be the reason for the increase in the
number of immunoreactive neurons in situations such as the
reported increase of CR-ir neurons in the IC of old CBA mice
(Zettel et al., 1997).

THE LINK TO ELECTROPHYSIOLOGICAL AND BEHAVIORAL DATA
So far, it has not been known whether the age-related changes
in the IC (and/or auditory cortex) are mainly the consequence
of decreased ascending inputs from the deteriorated periphery or
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rather part of the changes in the aging brain itself. Most immuno-
histochemical experiments concerning age-related changes in
the GABA-mediated inhibition of central auditory system were
undertaken in animal strains with a pronounced hearing loss and
deterioration of the peripheral sensory organ with aging, which
represented a complication for determining the cause of the
observed changes (for review see Frisina, 2001, 2009, 2010; Syka,
2002; Caspary et al., 2008). In our experiments, the age-related
decline in the number of GAD-ir, CB-ir, and CR-ir neurons as well
as the decline in GAD, CB, and CR protein levels in the inferior
colliculus (and auditory cortex) were found to be largely inde-
pendent of the peripheral deterioration, including the levels of
the hearing threshold shifts (Burianova et al., 2009; Ouda et al.,
2012b).

Hearing function was shown to be altered in the absence of
any significant damage to the peripheral sensory organ, since
the age-related worsening of gap detection thresholds, the gap
duration difference limen and the disappearing middle latency
response to an increasing stimulus repetition rate are not corre-
lated with hearing threshold shifts in Long-Evans rats (Suta et al.,
2011). Specifically, the gap detection thresholds were shown to be
based predominantly on subcortical structures, since the induced
temporary inactivation of the left auditory cortex in the rat by
the administration of muscimol resulted in a significant wors-
ening of the gap duration difference limen, while gap detection
thresholds were not significantly changed (Rybalko et al., 2010).
Furthermore, the neural code necessary for behavioral gap detec-
tion is present in the temporal discharge patterns of the majority
of IC neurons (Walton et al., 1997).

Similarly, in electrophysiological studies on aging Fischer
344 rats, the reduction in the maximum discharge rate or the
increased number of units responding poorly to an auditory stim-
ulus in the IC was not correlated with the observed hearing
threshold shift. In addition, for spontaneous activity, first spike
latency or dynamic range, no significant declines were observed
with aging (Palombi and Caspary, 1996). Also in mice, sponta-
neous rates and the distribution of temporal discharge patterns
did not differ significantly between young and old CBA/CaJ
mice, and the age-related decline in the processing of tempo-
ral sound features or the coding of envelope periodicities was
suggested to be likely related to a dysbalance between inhibitory
and excitatory neuronal mechanisms (Walton et al., 1998, 2002).
Significant central functional age-related hearing alterations in
the IC were found in both the CBA/CaJ mouse strain, with rel-
atively preserved peripheral hearing up to late senescence, and
the C57/BL/6J mouse strain, which serve as a model of rapid and
severe sensorineural presbycusis, though the particular character
of the changes was different (Walton et al., 1998, 2002; Felix and
Portfors, 2007).

In a recent age-related study, (Rybalko et al., in press) per-
formed in our laboratory, the acoustic startle reflex (ASR) (a
transient motor response to an intense unexpected stimulus) and
the prepulse inhibition (PPI) were used as an indicator of the
behavioral responsiveness to sound stimuli. While the ASR is an
unconditioned reflex reaction, in the PPI procedure, the startle
reaction is inhibited by a low-level sound that shortly precedes the
intense startle stimulus (Davis et al., 1982; Koch, 1999). Animal

studies have shown that in the auditory system, PPI is involved in
the cochlear nucleus, the inferior and superior colliculi and the
pedunculopontine tegmental nucleus (Nodal and López, 2003),
with the cortex and hippocampus exhibiting a modulatory effect
on the PPI (Koch, 1999). The PPI of ASR, which represents a
basic inhibitory process regulating sensory inputs, can be used
for estimating age-related changes in inhibitory function (Geyer
and Braff, 1987; Swerdlow et al., 2001). In our experiments, both
Long-Evans and Fischer 344 rats exhibited a similar age-related
progression of PPI deterioration, with a significantly decreased
inhibitory efficacy in aged rats. This decrease was not correlated
with the observed hearing threshold shifts.

Therefore, we may suggest that the age-related decline in GAD
expression in the rat IC and AC, as demonstrated in our experi-
ments, does not depend exclusively on peripheral deafferentation
but is, at least partially, of central origin. The age-related alter-
ations in the IC involving the GABA-mediated inhibitory system
and the decline in the number of neurons expressing gluta-
mate decarboxylase and CBPs may significantly contribute to the
observed behavioral impairment.

THE REVERSIBILITY OF CHANGES AND FUNCTIONAL IMPLICATIONS
The potential long-term reversibility or compensation of the age-
related changes in the expression of glutamate decarboxylase or
CBPs is open to further investigation. However, it is known that
changes in the expression of selected neuronal markers in the
IC neurons, including CBPs that are induced by experimental
manipulations may be reversible to some extent.

For example, following monoaural cochlear ablation in the
ferret, the CR-ir plexus in the contralateral CIC increased its opti-
cal density and the area of immunostaining (Fuentes-Santamaria
et al., 2003). The increase in CR immunostaining was interpreted
as an up-regulation of CR expression in a subset of IC affer-
ents. In rats, a similar increase in the levels of CR was found
after unilateral enucleation in the contralateral superior collicu-
lus (Arai et al., 1993). Furthermore, the induced changes were
found to be reversible to some degree after a longer time period.
A unilateral ablation of the auditory cortex in rats resulted in a
progressive increase in the number and optical density of CR-ir
neurons in the dorsal and external cortices, i.e., the subdivisions
of the IC more inervated by the cortico-collicular projection,
which returned to control values during the long-term survival
of the animals (Clarkson et al., 2010). Similarly, the number of
NADPH-d-positive neurons in the inferior colliculus declined
significantly after a lesion of the auditory cortex at short survival
intervals in rats; however, this reduction diminished after longer
survival intervals (Druga and Syka, 2001). The reversible charac-
ter of the changes in protein expression supports the idea of the
preservation of the affected neurons.

With respect to studies on aging, similar data are very limited.
At the cortical level, a partial recovery of age-related deteriora-
tion was shown by De Villers-Sidani et al. (2010). The age-related
hearing deficits and the decline in the number of PV-ir neurons
in the auditory cortex of old rats were partially reversed after
intensive auditory behavioral training. Similarly, in the visual cor-
tex of old monkeys, deteriorated GABA-mediated function was
observed with aging, while the local administration of GABA
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temporarily improved the visual function of the neurons
(Leventhal et al., 2003). Nevertheless, despite peripheral dete-
rioration that leads to reduced input thoughout the auditory
pathway to the IC and central neurochemical changes affect-
ing the levels of neurotransmitters or CBPs, the compensatory
mechanisms are probably highly active in sensory systems in
aged animals and humans, as also emphasized by other authors
(Palombi and Caspary, 1996; Syka, 2002; Caspary et al., 2008;
Frisina, 2010).

CONCLUSIONS
The inferior colliculus may play an even more prominent role in
the central auditory system of rats than usually thought, since the
rat IC contains more neurons in total than all other subcortical
auditory structures combined (Kulesza et al., 2002; Ouda et al.,
2012a). In addition, inhibitory neurons in the rat IC, including
GABAergic projections from the IC to the MGB, are present in
abundant numbers when compared to the cat or bat, whereas
intrinsic GABAergic neurons are practically absent in the MGB
of rats and other rodents in contrast to other mammalian orders
(Winer and Larue, 1996; Merchán et al., 2005; Ito et al., 2009).

Along with the auditory cortex, the IC plays a key role in
the processing of the temporal parameters of sounds, which is
strongly dependent on the function of the inhibitory systems.
Both temporal parameter processing and GABA-mediated inhi-
bition are known to be altered in aged rats (Syka, 2002; Caspary
et al., 2008; Frisina, 2010). The decline in the number of neu-
rons expressing glutamate decarboxylase and CBPs as well as the
decline in the levels of these proteins occuring in the IC with

aging, as observed in our experiments, could represent a basis
for central functional deterioration (Ouda et al., 2008, 2012b;
Burianova et al., 2009). Since the total number of neurons in
the IC likely does not decline significantly with aging (Helfert
et al., 1999), the diminished expression of proteins in originally
immunoreactive neurons may be the reason for the age-related
reduction in the detectable numbers of immunoreactive neurons.
Furthemore, the age-related decline in the number of immunore-
active neurons and the levels of the proteins occurring in the
central auditory system is not exclusively dependent on the loss
of peripheral inputs, but may represent, at least partially, a feature
of the aging brain and significantly contribute to the deterioration
of hearing function known as central presbycusis.

Central presbycusis represents a complex process that includes
alterations present in the subcortical auditory nuclei, the auditory
cortex and other non-auditory regions, as well as the development
of partial compensatory mechanisms. The potential reversibility
or compensation of these age-related changes is open to further
investigation. A better understanding of the mechanisms under-
lying impaired neuronal processing in the central auditory system
with aging, resulting in the poor recognition of complex envi-
ronmental sounds, species-specific vocalizations in animals and
speech in man, may have important implications for the treat-
ment or amelioration of the negative aspects of presbycusis in the
future.
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Popelář, J., Poon, P. W. F., and Syka,
J. (in press). Age-related changes
in the acoustic startle reflex in
Fischer 344 and Long Evans rats.
Exp. Geront.

Rybalko, N., Suta, D., Popelár, J., and
Syka, J. (2010). Inactivation of the
left auditory cortex impairs tempo-
ral discrimination in the rat. Behav.
Brain Res. 209, 123–130.

Saint Marie, R. L., and Baker, R. A.
(1990). Neurotransmitter-specific
uptake and retrograde transport
of [3H]glycine from the inferior
colliculus by ipsilateral projections
of the superior olivary complex
and nuclei of the lateral lemniscus.
Brain Res. 524, 244–253.

Saint Marie, R. L., Ostapoff, E. M.,
Morest, D. K., and Wenthold, R.
J. (1989). Glycine-immunoreactive
projection of the cat lateral superior
olive: possible role in midbrain ear
dominance. J. Comp. Neurol. 279,
382–396.

Saldaña, E., Aparicio, M. A., Fuentes-
Santamaría, V., and Berrebi, A. S.
(2009). Connections of the supe-
rior paraolivary nucleus of the rat:
projections to the inferior colliculus.
Neuroscience 163, 372–387.

Saldana, E., Feliciano, M., and
Mugnaini, E. (1996). Distribution
of descending projections from pri-
mary auditory neocortex to inferior
colliculus mimics the topography of
intracollicular projections. J. Comp.
Neurol. 371, 15–40.

Sanchez, J. T., Gans, D., and Wenstrup,
J. J. (2007). Contribution of NMDA
and AMPA receptors to temporal
patterning of auditory responses in
the inferior colliculus. J. Neurosci.
27, 1954–1963.

Schmidt, S., Redecker, C., Bruehl, C.,
and Witte, O. W. (2010). Age-
related decline of functional inhibi-
tion in rat cortex. Neurobiol. Aging
31, 504–511.

Schneiderman, A., Oliver, D. L., and
Henkel, C. K. (1988). Connections
of the dorsal nucleus of the lateral
lemniscus: an inhibitory parallel
pathway in the ascending auditory
system? J. Comp. Neurol. 276,
188–208.

Schofield, B. R. (2009). Projections
to the inferior colliculus from
layer VI cells of auditory cortex.
Neuroscience 159, 246–258.

Schwaller, B. (2010). Cytosolic Ca2+
buffers. Cold Spring Harb. Perspect.
Biol. 2, a004051

Schwaller, B., Meyer, M., and
Schiffmann, S. (2002). ‘New’
functions for ‘old’ proteins: the role
of the calcium-binding proteins
calbindin D-28k, calretinin and
parvalbumin, in cerebellar physiol-
ogy. Studies with knockout mice.
Cerebellum 1, 241–258.

Semple, M. N., and Aitkin, L. M.
(1980). Physiology of pathway from
dorsal cochlear nucleus to infe-
rior colliculus revealed by electri-
cal and auditory stimulation. Exp.
Brain Res. 41, 19–28.

Sharma, V., Nag, T. C., Wadhwa, S.,
and Roy, T. S. (2009). Stereological
investigation and expression of
calcium-binding proteins in devel-
oping human inferior colliculus.
J. Chem. Neuroanat. 37, 78–86.

Sheikh, S. N., Martin, S. B., and Martin,
D. L. (1999). Regional distribution
and relative amounts of glutamate
decarboxylase isoforms in rat and
mouse brain. Neurochem. Int. 35,
73–80.

Shi, L., Argenta, A. E., Winseck, A.
K., and Brunso-Bechtold, J. K.
(2004). Stereological quantification
of GAD-67-immunoreactive neu-
rons and boutons in the hippocam-
pus of middle-aged and old Fischer
344 x Brown Norway rats. J. Comp.
Neurol. 478, 282–291.

Shi, L., Pang, H., Linville, M. C.,
Bartley, A. N., Argenta, A. E.,
and Brunso-Bechtold, J. K. (2006).
Maintenance of inhibitory interneu-
rons and boutons in sensorimotor
cortex between middle and old age
in Fischer 344 X Brown Norway
rats. J. Chem. Neuroanat. 32,
46–53.

Simon, H., Frisina, R. D., and Walton,
J. P. (2004). Age reduces response
latency of mouse inferior colliculus
neurons to AM sounds. J. Acoust.
Soc. Am. 116, 469–477.

Stanley, D. P., and Shetty, A. K.
(2004). Aging in the rat hippocam-
pus is associated with widespread
reductions in the number of glu-
tamate decarboxylase-67 positive
interneurons but not interneuron
degeneration. J. Neurochem. 89,
204–216.

Sternberger, L. A., and Sternberger,
N. H. (1983). Monoclonal antibod-
ies distinguish phosphorylated and
nonphosphorylated forms of neuro-
filaments in situ. Proc. Natl. Acad.
Sci. U.S.A. 80, 6126–6130.

Strouse, A., Ashmead, D. H., Ohde, R.
N., and Grantham, D. W. (1998).
Temporal processing in the aging
auditory system. J. Acoust. Soc. Am.
104, 2385–2399.

Suta, D., Kvasnák, E., Popelár, J., and
Syka, J. (2003). Representation
of species-specific vocalizations
in the inferior colliculus of the
guinea pig. J. Neurophysiol. 90,
3794–3808.

Suta, D., Rybalko, N., Pelánová, J.,
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The cortico-collicular pathway is a bilateral excitatory projection from the cortex to the infe-
rior colliculus (IC). It is asymmetric and predominantly ipsilateral. Using microarrays and
RT-qPCR we analyzed changes in gene expression in the IC after unilateral lesions of the
auditory cortex, comparing the ICs ipsi- and contralateral to the lesioned side. At 15 days
after surgery there were mainly changes in gene expression in the IC ipsilateral to the lesion.
Regulation primarily involved inflammatory cascade genes, suggesting a direct effect of
degeneration rather than a neuronal plastic reorganization. Ninety days after the cortical
lesion the ipsilateral IC showed a significant up-regulation of genes involved in apoptosis
and axonal regeneration combined with a down-regulation of genes involved in neurotrans-
mission, synaptic growth, and gap junction assembly. In contrast, the contralateral IC at
90 days post-lesion showed an up-regulation in genes primarily related to neurotransmis-
sion, cell proliferation, and synaptic growth.There was also a down-regulation in autophagy
and neuroprotection genes. These findings suggest that the reorganization in the IC after
descending pathway deafferentation is a long-term process involving extensive changes in
gene expression regulation. Regulated genes are involved in many different neuronal func-
tions, and the number and gene rearrangement profile seems to depend on the density of
loss of the auditory cortical inputs.

Keywords: brain injury, gene expression profiling, corticofugal projection, long-term post-lesion, adult lesion
plasticity

INTRODUCTION
The inferior colliculus (IC) is an obligatory relay station for
almost all ascending and descending auditory projections and
it is a key nucleus for excitatory and inhibitory auditory input
convergence (Malmierca and Merchán, 2004). The descending
cortico-collicular projection acts as a filter for neuronal responses
(Sun et al., 2007). It participates in a positive feedback loop which,
in combination with lateral inhibition, sharpens, and adjusts the
tuning of neurons in the auditory pathway (Zhang et al., 1997;
Jen and Zhang, 1999). The descending auditory corticofugal pro-
jection is glutamatergic and therefore excitatory (Feliciano and
Potashner, 1995). It is bilateral, but is denser on the ipsilateral side
(Saldana et al., 1996; Bajo et al., 2007). Corticofugal deactivation
results in unbalanced excitatory/inhibitory IC afferent projections,
which induce alterations in the amplitude and latencies of IC neu-
ronal responses (Nwabueze-Ogbo et al., 2002; Popelar et al., 2003),
indicating that this projection affects directly the activity of IC
neurons.

The developmental auditory system exhibits great ability for
network reorganization induced by sensory deprivation (Kandler,
2004; Keuroghlian and Knudsen, 2007). In adults, this capability
to induce plastic changes is reduced but still present. In the audi-
tory pathway, plastic changes in the adult have been tested using
acoustic stimulation (Norena and Eggermont, 2006), training-
behavioral methods (Edeline and Weinberger, 1991a,b, 1992; Gao

and Suga, 1998, 2000; Ma and Suga, 2005; Rutkowski and Wein-
berger, 2005), adaptation after sensory deafferentation (Holt et al.,
2005, 2006; Illing et al., 2005; Illing and Reisch, 2006; Rubio, 2006),
and auditory cortex lesion (Druga and Syka, 2001; Bowen et al.,
2003; Rybalko et al., 2006; Clarkson et al., 2010a,b,c).

In the IC partial deafferentation of the ascending auditory
pathway reduced sound-evoked inhibitory collicular responses
(Semple and Kitzes, 1985; Bledsoe et al., 1995; McAlpine et al.,
1997; Vale and Sanes, 2002). Whole cell patch recordings in brain
slices showed that bilateral deafness induced a decrease in lat-
eral lemniscus neurotransmitter release and synaptic strength
variations in both excitatory and inhibitory IC synapses (Vale
and Sanes, 2002). It is known that changes in the balance of
excitation and inhibition trigger synaptic plasticity, adapting bio-
physical membrane properties (synaptic strength and axon con-
ductance properties) or modifying the synthesis and trafficking
of receptors (Perez-Otano and Ehlers, 2005; Turrigiano, 2012).
Holt et al. (2005) suggested unbalanced excitation and inhibi-
tion as a basis for long-term (90 days) changes in adult IC gene
expression after inactivation of the ascending auditory pathway
by bilateral cochleotomy. Ascending lemniscal connections to the
IC include both excitatory and inhibitory fibers (Riquelme et al.,
2001). Therefore ascending deafferentation included a loss of both
excitatory and inhibitory inputs. However, the descending path-
way is solely excitatory, and its absence should lead to a strong
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unbalance of excitation and inhibition with consequences in gene
expression, which are currently unknown.

We have previously used an auditory cortical ablation model in
adult rats to analyze long-term plastic changes in the IC (Clarkson
et al., 2010a,b,c). We demonstrated that restricted cortical abla-
tion in acoustically stimulated animals strongly decreased c-Fos
immunoreactivity in IC neurons at 15 days post-lesion, with a sig-
nificant recovery taking place after 90 days (Clarkson et al., 2010a).
It is well known that c-Fos immunoreactivity is an anatomical
marker of neuronal activity (Bullitt, 1995), and that its alter-
ation may be related to changes in neuronal transcription (Kovacs,
2008). Based on our c-Fos results (Clarkson et al., 2010a), we sug-
gest that time-dependent activation of IC neurons after long-term
cortical deprivation may be a consequence of the reorganization
of auditory pathway projections. In the Central Nervous System,
mechanisms of neural plasticity underlying long-term network
reorganization such as collateral sprouting and pruning, cell death,
neurotransmitter regulation, or glial functional differences, are
reflected in changes in levels of gene expression (Wieloch and
Nikolich, 2006). To gain insights into long-term plastic changes
after descending IC deafferentation, we have used in our audi-
tory cortex ablation animal model (Clarkson et al., 2010a,b,c)
a Gene Chip Microarray technology, validated by quantitative
reverse transcription real-time PCR (RT-qPCR).

MATERIALS AND METHODS
EXPERIMENTAL ANIMALS
All experiments were performed according to national (R.D.
1201/2005) and EU regulations (DOCE L 222; 24-08-1999) for
use and care of animals in research. Nine male rats (Wistar albino,
Charles River Laboratories) weighing 230 g and 12 weeks of age at
the beginning of experiments were used. Animals were free of ear
infection and for a quick assessment of normal hearing we used in
all cases bilateral finger friction test. For DNA microarrays analysis
we used both IC (ipsilateral and contralateral) from three animals
in each group (naïve control, 15 days post-lesion and 90 days post-
lesion). For RT-qPCR three replicates from control and 90 days
post-lesion group (both ICs) were randomly selected and run in
triplicate twice for each gene product (25 genes).

SURGERY AND AUDITORY CORTEX LESION LOCALIZATION
Animals were anesthetized with ketamine chlorhydrate (30 mg/Kg,
Imalgene® 1000, Rhone Méreuse, Lyon, France) and xylazine
chlorhydrate (5 mg/Kg Rompun®, Bayer, Leverkusen, Germany).
Unilateral ablation by aspiration of the left auditory cortices (pri-
mary – Au1, dorsal – AuD, and ventral – AuV areas), including
cortical layers V and VI, was carried out under stereotaxic control
using a stereotaxic frame (David Kopf Ins., Tujinga, CA, USA) fol-
lowing a procedure described in detail elsewhere (Clarkson et al.,
2010b).

Following the appropriate number of days post-lesion, ablated,
and naïve control animals were deeply anesthetized with sodium
pentobarbital (60 mg/kg) and decapitated. After quickly exposing
the brain stem, both ICs were removed and the brain was stored
overnight in a solution of 4% paraformaldehyde in phosphate
buffer (PB) 0.1 M, pH 7.4. Finally, the brains were cryoprotected
in 30% sucrose in 0.1% PB and serially sectioned at 40 µm to

quantify the percentage of auditory cortices affected by ablation
(Clarkson et al., 2010a,b).

RNA ISOLATION
Collected ICs were homogenized and total RNA was purified using
TRIZOL® (Gibco BRL, Gaithersburg, MD, USA). RNA quality
was assessed and quantitated by Agilent 2100 Bioanalyzer soft-
ware (Agilent Technologies, Palo Alto, CA, USA) associated with
a RNA 6000 Nano kit. A RNA integrity number (RIN) >8.0 were
found in all samples. In addition, further RNA purification using
an RNeasy Mini Kit for RNA clean-up (Qiagen Sciences, Maryland,
USA) was performed.

MICROARRAY, DATA, AND ONTOLOGICAL ANALYSIS
Microarray analyses were performed at the Cancer Research Cen-
ter (Centro de Investigacion del Cancer – CIC) at the University of
Salamanca (Spain). Labeling and hybridizations were performed
according to Affymetrix protocols. One hundred to three hundred
nanograms of total RNA were amplified and labeled using the
WT Sense Target labeling and control reagents kit (Affymetrix
Inc., Santa Clara, CA, USA), and hybridized to Rat Gene 1.0
ST Array (Affymetrix). Washes and scans were performed using
GeneChip System of Affymetrix (GeneChip Hybridization Oven
640, GeneChip Fluidics Station 450, and GeneChip Scanner 7G).

Following image analysis, microarray data were imported into
GeneSpring GX 7.3 (Agilent Technologies). RMA (Robust Multi-
array Analysis), a method for normalizing and summarizing
probe-level intensity measurements, was used. For this analysis,
all genes that did not change between samples were excluded.
We compared the experimental samples with naïve controls; all
our samples passed a high data quality control, showing a high
homogeneity intra-group (Datasheet 1 in Supplementary Mate-
rial). Potential differential expression was determined with a
one-way analysis of variance ANOVA (variances not assumed
to be equal) and subsequently an unpaired t -test, p < 0.05, fil-
tered for 1.5-fold was made in order to search differences in
the gene expression (control samples were used as basal levels).
Further processing including functional analysis and overrepre-
sentation calculations based on Gene Ontology (GO) Annotation
Tool and publication data from Database for Annotation, Visu-
alization, and Integrated Discovery were made with GeneSpring
GX 7.3 and Database for Annotation, Visualization, and Inte-
grated Discovery (DAVID) Bioinformatics Resources 6.7 (http:
//david.abcc.ncifcrf.gov/; Dennis et al., 2003; Huang et al., 2009).

Only genes with a Fold Change (FC) >1.5 (up or down), were
considered for analysis (Datasheet 1 in Supplementary Material).
From this group of genes we centered our attention in cate-
gories reported altered in the IC after auditory cortical lesion
or are related directly to post-lesional plasticity (genes shown in
Figures 2–4).

QUANTITATIVE REVERSE TRANSCRIPTION REAL-TIME PCR
Total RNA (2 µg), primed with oligo-dT, was reverse-transcribed
into cDNA at 37˚C for 2 h using the first-strand cDNA synthesis kit
(Promega Corporation, Madison, WI, USA). In all cases, a reverse
transcriptase negative control was used for testing genomic DNA
contamination. RT-qPCR was carried out on a real-time detec-
tion instrument (ABI Prism 7300 system) in 96-well optical plates
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using TaqMan Universal PCR Master Mix and Assay on Demand
primers and probes. Probe sets used are listed in Datasheet 2 in
Supplementary Material. Reaction components included: 2X Taq-
Man Universal Master Mix with UNG, 450 nM unlabeled PCR
primers, 125 nM FAM dye-labeled TaqMan MGB probe, and 1 µL
cDNA reaction product in a 10 µL total reaction volume. PCR
conditions were as follows: 2 min at 50˚C, 10 min at 95˚C and
40 cycles of 15 s at 95˚C and 1 min at 60˚C. Relative quantities
were calculated using the 2−∆∆Ct analysis method (Schmittgen
and Livak, 2008) with GAPDH (Glyceraldehyde-3-phosphate dehy-
drogenase: Rn99999916_s1) as the endogenous control. 2−∆∆Ct

values were analyzed using One-way analysis of variance (ANOVA;
p < 0.05) with a post hoc Student Newman-Keuls test (p < 0.05)
was performed for statistical analysis.

RESULTS
We analyzed differences in gene expression profiling in the IC in
the short (15 days) and long-term range (90 days) after unilateral
auditory cortex ablation. In addition, as this is an anatomically
asymmetric projection in terms of innervation density, we also
studied the differences in gene expression between the ipsi- and
contralateral IC at each time post-lesion. Comparisons between
control and deafferented groups showed gene products corre-
sponding to a total of 24,070 probes (of the 27,342 total probes
on the arrays) which were confidently detected based on signal
intensity at a fixed value above background level (See Material and
Methods, Robust Multi-array Analysis, RMA).

To enhance biological interpretation of the differentially
expressed genes we performed function enrichment analysis for
these genes using the functional classification tool “DAVID Bioin-
formatics.” Our results indicated that, although there were many
over-represented biological function group of genes as shown in
Datasheet 3 in Supplementary Material, the majority of them were
related to a few functional categories. In our study the most rel-
evant categories included genes related to neurotransmission and
signal propagation such as receptors for glutamate, glycine, acetyl-
choline, or serotonin. This classification also involves enzymes

and neurotransmitter transporters (glutamate, γ-aminobutyric
acid (GABA), and glycine) and different types of channels (chlo-
ride, potassium, sodium, and calcium). Other functional cate-
gories notably detected include genes encoding proteins impli-
cated in neural/synaptic plasticity, axonal growth/degeneration,
myelin organization, and regulation, sprouting, neuroprotection,
immune response, regulation of apoptosis, autophagy, and cell
proliferation, migration, and differentiation.

All unilateral ablations were restricted in depth to the cortical
gray matter (including layer 6) and their extension mainly affected
the primary and secondary auditory cortices with an average of
69.74+ 4.7% for 15 days post-lesion group and 74.19+ 9.4% in
the group 90 days post ablation (Figure 1).

CONTROL VS. 15 DAYS POST-LESION IN THE IPSILATERAL IC AND
CONTROL VS. 15 DAYS POST-LESION IN THE CONTRALATERAL IC
Microarray comparisons between control and lesioned cases after
15 days showed that the genomic profile in the IC ipsilateral to the
side of the lesion was slightly affected with 19 genes significantly
up-regulated (FC > 1.5 and p < 0.05) and 14 genes significantly
down-regulated (Figure 2A and Datasheet 1 in Supplementary
Material). The IC contralateral to the side of the lesion also fol-
lowed a similar trend with 16 genes up-regulated and three down-
regulated (Figure 2B and Datasheet 1 in Supplementary Material).

After examining the potential function for each significantly
affected gene per lesioned side we found that after 15 days post-
lesion, the ipsilateral IC which had lost a denser cortical projection
had a major up-regulation in several genes involved in inflam-
matory pathways (Serglycin, Srgn; Podocalyxin, Podx; Complement
Component 3, C3; and Claudin 5, Cldn5) and stem cell regenera-
tion (Prominin 1, Prom1). On the other hand, one gene directly
related with neuroprotection (Latexin, Lxn) was clearly down-
regulated (Figure 2C). Furthermore, the contralateral IC that
had lost a weaker projection showed an up-regulation in genes
involved in inflammation processes (NADH dehydrogenase sub-
unit 6 | Cytochrome c oxidase subunit 3, Nd6|Cox3) and synaptic
growth (Spinster, Spns; Figure 2D).

FIGURE 1 | Location and percentage of auditory cortical lesion for all
cases used after 15 and 90 days post-lesion. On the left, the diagram
shows the representation in our cases of primary and secondary auditory
cortices (Clarkson et al., 2010a) for all interaural levels drawn by Paxinos and

Watson (2005). We used like reference for the coordinates of the vertical axis
the distance in mm from rhinal fissure. Right side, superimposition of each
lesion contours over auditory cortex diagram. AuC, Primary auditory cortex;
AuV, Ventral auditory cortex; AuD, Dorsal auditory cortex.
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FIGURE 2 | Differential gene expression between control and lesioned
cases in the inferior colliculus 15 days after ablation of the auditory
cortex. The insets show in black the unilateral auditory cortical lesion area and
in blue the location of cortical projection fields in both IC. Notice that dark
blue means a higher density of terminals and light blue a weaker cortical
projection density. (A,B) Number of regulated genes in the IC ipsilateral (A)
and contralateral (B) to the cortical lesion. The blue sector indicates the genes
whose change was 1 < FC < 1.5. The red (up-regulation) and green

(down-regulation) sectors indicate the percentage of genes whose change
was greater than 1.5-fold. Notice for both ICs a predominant up-regulation in
comparison to down-regulation of gene expression. (C,D): Bar graph showing
functional analysis of the most representative genes for comparison between
controls group and IC ipsilateral (C) and contralateral (D) IC to the cortical
lesion. No changes *: Number of genes without significantly expression
changes. Acx-Lesion, Auditory cortex lesion; IC, Inferior colliculus; ND6/COX3,
NADH dehydrogenase subunit 6 | cytochrome c oxidase subunit 3.

CONTROL VS. 90 DAYS POST-LESION IN THE IPSILATERAL IC AND
CONTROL VS. 90 DAYS POST-LESION IN THE CONTRALATERAL IC
The analysis of gene expression after 90 days post-lesion, on both
the ipsi- and contralateral sides, showed greater changes compared
to control than did the 15-days group. The ipsilateral side (90 days)
displayed up-regulation of 322 genes and down-regulation in
108 genes (Figure 3A and Datasheet 1 in Supplementary Mate-
rial). In the contralateral IC, 146 genes were up-regulated and
64 genes were down-regulated (Figure 3B and Datasheet 1 in
Supplementary Material).

In particular, after 90 days post-lesion, gene function analy-
sis showed that the ipsilateral IC had significant adjustments
in genes involved in neurotransmission and signal propagation.
Specifically, five were clearly down-regulated: Calcium channel –
voltage-dependent – γ3, Cacng3; Potassium inwardly rectifying
channel, subfamily J, member 16, Kcnj16; Adducin 1 (alpha),
Add1; Claudin 11, Cldn11; and Calsyntenin 3, Clstn3, and one
was up-regulated (Sodium channel and clathrin linker 1, Sclt1;
Figure 3C). We also found up-regulation in the expression of
genes potentially involved in apoptotic processes (Programmed
cell death 10, Pdcd10; Growth arrest-specific 2, Gas2; Fission 1,

Fis1; and Cytochrome c oxidase subunit VIIb, Cox7b) and down-
regulation in an anti-apoptotic gene (Gelsolin, Gsn). At the same
time, the NADH dehydrogenase, subunit 6 |cytochrome c oxi-
dase III (Nd6|Cox3) gene involved in inflammatory response
also showed up-regulation at this time post-lesion. Addition-
ally, genes involved in synaptic growth, such as Myelin-associated
glycoprotein (Mag ) and Cadherin 13 (Cdh13), also displayed
down-regulated expression, accompanied by up-regulation in one
gene related to axonal degeneration (Calpain 7, Capn7 ). Fur-
thermore, Gap junction proteins α1 and β6 (Gja1 and Gjb6),
also named Connexin 43 and 30, respectively, showed down-
regulation in gene expression. Finally, relevant genes for cal-
cium regulation like (Nucleobindin 1, Nucb1) and calcium
sensors like Synaptotagmin XI (Syt11) were down-regulated
(Figure 3C).

Ninety days after the cortical lesion, the contralateral IC
exhibited larger changes in the expression of genes related with
neurotransmission than at 15 days, showing an up-regulation
in Dopamine receptor D1 interacting protein gene (Drd1ip, also
named Calcyon); Synaptogyrin 3 (Syngr3); Synaptic vesicle related
protein (SV2); Opioid receptor-like 1 (Oprl1); Potassium voltage
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FIGURE 3 | Differential gene expression between control and lesioned
animals in the inferior colliculus 90 days after ablation of the auditory
cortex. The insets show in black the unilateral auditory cortical lesion area
and in blue the location of cortical projection fields in both IC. Notice that
dark blue means a higher density of terminals and light blue a weaker
cortical projection density. (A,B) Number of regulated genes in the IC
ipsilateral (A) and contralateral (B) to the cortical lesion. The blue sector
indicates the genes whose change was 1 < FC < 1.5. The red
(up-regulation) and green (down-regulation) sectors indicate the
percentage of genes whose change was greater than 1.5-fold. Bar graph

shows functional analysis of the most representative genes for
comparison between control group and ipsilateral (C) and contralateral IC
(D) to the cortical lesion. ATPase-6, CO-III, NADH dehydrogenase subunit
6 | cytochrome c oxidase subunit 3; COX subunit VIIb, Cytochrome c
oxidase subunit VIIb; KCNJ16, Potassium inwardly rectifying channel,
subfamily J, member 16; RAB24, RAB24, member RAS oncogene family;
Kcna6, potassium voltage gated channel, shaker related subfamily,
member 6; NPDC1, neural proliferation, differentiation and control, 1;
Nrdg4, N-myc downstream regulated gene 4; SV2a, synaptic vesicle
glycoprotein 2a; Drd1ip, dopamine receptor D1 interacting protein.

gated channel, shaker related subfamily, member 6 (Kcna6), and
Sodium channel, type IV, beta gene (Scn4b; Figure 3D). Fur-
thermore, Neuregulin 3 (Nrg3) and Sodium channel and clathrin
linker 1 (Sclt1) genes involved in neurotransmission were down-
regulated. Interestingly, we found up-regulation in genes related
to neural plasticity like Opioid receptor, sigma 1 (Oprs1); Hip-
pocalcin (Hpca); P55; Synaptogyrin family (Syngr1 and 3), and
also in genes that regulate synaptic growth, like Spinster, and
cell proliferation, such as N-myc downstream regulated gene 4,
(Ndrg4), and Neural proliferation, differentiation and control, 1
(Npdc1; Figure 3D). In contrast, we found at this time/side
down-regulation in Latexin, which is involved in neuroprotec-
tion. Mixes of genes related with autophagy were also affected,
with an up-regulation in RAB24, member RAS oncogene fam-
ily and a down-regulation in Scrapie responsive gene 1 (Scrg1;
Figure 3D).

IPSI- VS. CONTRALATERAL CHANGES AT 15 AND 90 DAYS POST-LESION
Unbalanced cortical inputs to the IC induced by unilateral cortical
ablation seem to induce complex gene regulation patterns which
are better appreciated by comparing the IC ipsi – and contralateral
to the ablation side. In naïve control group, we did a compar-
ison between ipsilateral and contralateral IC profiling and no
significant FC in gene expression were found. Moreover, both ICs
ipsi- and contralateral to the cortical lesion showed quantitatively
slight alterations in gene expression after short-term post-lesion
(15 days), with changes in 14 genes (Datasheet 2 in Supplementary
Material). Of these genes, two have a known function as mediators
of inflammatory processes and exhibit a down-regulation in the
contralateral IC.

At long-term post-lesion (90 days), a much larger adjustment
in gene expression was found, with 1659 probes significantly
altered, i.e., 802 genes up-regulated and 857 genes down-regulated
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(Figure 4A and Datasheet 1 in Supplementary Material). Analy-
sis of genes function showed changes in 54 genes related with
neurotransmission. These changes covered a wide range of neuro-
transmission processes, with up-regulation of glutamate receptor
genes (Glutamate receptor, ionotropic,N-methyl d-aspartate; Grin1,
or Nmdar1), glycine receptor (Glycine receptor alpha 1, Glra1),
acetylcholine receptor subunits (Cholinergic receptor, nicotinic,
beta polypeptide 2; Chrnb2), a serotonin receptor subunit (5-
hydroxytryptaine-serotonin receptor 1A, Htr1a) and other receptor-
like Oprs1. We also found up-regulation in five neurotrans-
mitter synthesis enzyme genes [for glutamate: Glutaminyl-tRNA

synthetase (Qars); for GABA: Glutamic acid decarboxylase 1 (Gad1)
and 4-aminobutyrate aminotransferase (Abat ); for glycine: Glycyl-
tRNA synthetase (Gars); and for endocannabinoid mobilization
through metabotropic glutamate receptors (mGluRs): Dyacylglyc-
erol lipase alpha (Dagla)]. The neurotransmitter transporters also
were affected. Two glutamate transporters genes were up-regulated
Solute carrier family 17 (sodium-dependent inorganic phosphate
cotransporter) member 6, Slc17a6, or also named Vesicular gluta-
mate transporter 2 (VGlut2); and Solute carrier family 1 (Glial high
affinity glutamate transporter) member 3, Slc1a3 or GLAST. Two
GABA transporters (Solute carrier family 6 – member 11 and family

A

FIGURE 4 | Continued
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B

FIGURE 4 | Several of the most representative differentially expressed
genes in the comparison between 90 days post-lesion in the ipsilateral IC
vs. 90 days post-lesion in the contralateral IC. The inset shows in black the
unilateral auditory cortical lesion area and in blues the location of cortical
projection fields in both inferior colliculus. Notice that dark blue means a

higher density of terminals and light blue a weaker cortical projection density.
Graph bar showing functional analysis of the most representative genes in
each functional category. (A) Neurotransmission (NTS). (B) Axonal growth,
anti-apoptosis, sprouting, synaptic plasticity, cell migration and differentiation,
myelin, apoptosis, postsynaptic density, Ca2+ and Gap junctions.

32 – member 1, Slc6a11, and Slc32a1, respectively), one glycine
transporter [Solute carrier family 6 member 9, Slc6a9] and one pro-
line transporter [Solute carrier family 6 member 7, Slc6a7 ] were also
up-regulated. Up-regulation affected genes related with receptor

trafficking as well, such as those for α-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid (AMPA) receptors: N-ethylmaleimide
sensitive fusion protein (Nsf) and Contactin associated protein 1
(Cntnap1). Also for acetylcholine receptors: SEC14-like 2 and for
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sodium channel internalization with Sodium channel and clathrin
linker 1 (SLCT1). Moreover, the Contactin 1 (Cntn1) gene that
regulates traffic and synaptic content of AMPA receptors showed
down-regulation after 90 days post-lesion (Figure 4A).

In addition, voltage-operated and other non-ligand gated ion
channel genes were also up-regulated. These included three chlo-
ride channel genes (Clcn2, 6, and 7 ), five potassium channels
[K+ inwardly rectifying channel subfamily J – members 2 and 9
(Kcnj2 and 9); K+ voltage gated channel shaker related subfamily
β3 (Kcnab3); K+ channel subfamily K – member 1 (Kcnk1); and
Hyperpolarization activated cyclic nucleotide-gated K+ channel 2
(Hcn2)] and a sodium channel [sodium channel voltage-gate, type
IIβ (Scn2b)]. Additionally, a channel for potassium [K+ channel
subfamily T – member 2 (Kcnt2)], another for calcium regulation
(Tctex1 domain containing 2, Tctex1d2) and one receptor for sub-
stance P (Tachykinin 1, Tac1) were down-regulated (Figure 4A).
It is important that the synaptic vesicular machinery was also
affected, with an up-regulation of genes involved in neurotrans-
mitter release, as well as calcium sensors for exocytosis, such as
Syngr1 and 3, the Synaptotagmin family (Syt1, 2, 11, and 12) and
SV family (SV2a and c), and genes related with synaptic vesicle
plasticity such as Synaptophysin and genes associated with synap-
tic vesicle docking and fusion (Syntaxin binding protein 1, Stxbp1,
and Syntaxin 16, Stx16 ; Figure 4A).

Furthermore, as shown in Figure 4B, we found up- or down-
regulation in genes involved in axonal growth and guidance,
such as cortactin (Cttn) and Dyacylglycerol lipase, alpha (Dagla).
At the same time, we detected changes in genes involved in
myelin organization and regulation as Peripheral myelin protein
22 (Pmp22) and Developmentally regulated protein TPO1 (Tpo1),
Myelin-associated glycoprotein (Mag ), and Oligodendrocyte-myelin
glycoprotein (Omg ). We also found both types of regulation in
genes involved in sprouting [dopamine receptor D1 interacting
protein (Drd1ip), Sprouty homolog 3 (Spry-3), and Rho-associated
coiled-coil containing protein kinase 1 (Rock1)], in synaptic plastic-
ity [Amyloid beta (A4) precursor protein (App), Neuronal pentraxin
2 (Nptx2) and Calcium/calmodulin-dependent protein kinase II, β

Camk2b] and in postsynaptic density reorganization (p55, and
Tubulins γ2, α1A, and β2C). In addition, even after 90 days post-
lesion, we still found regulations (up or down) in apoptotic genes,
such as Cathepsins B and D (Ctsb and Ctsd), Growth arrest-specific
2 (Gas2) and Programmed cell death 10 (Pdcd10), but at the same
time we found an increase in anti-apoptotic gene expression [N-
myc downstream regulated gene 4 (Ndrg4) and Gelsolin (Gsn)].
This regulation was accompanied by changes in genes involved in
cell migration and differentiation [e.g., Neural proliferation, differ-
entiation and control, 1 (Npdc1) and Diazepam binding inhibitor
(Dbi)] and glial connexins [Gap junction membrane channel pro-
tein alpha 12 (Gja12), and gap junction protein, alpha 1 (Gja1 or
Cnx43)].

RT-qPCR ANALYSIS
RT-qPCR analysis was used to confirm a subset of gene expression
changes observed in the microarray analysis. Genes chosen for
RT-qPCR confirmation were mainly selected 90 days after cortical
ablation, based on ontological categories with potential functional
roles.

Differentially regulated genes confirmed by RT-qPCR belong to
a majority of functional categories already described (neurotrans-
mission, neural/synaptic plasticity, axonal growth/degeneration,
myelin organization and regulation, sprouting, neuroprotection,
regulation of apoptosis, and autophagy). Thus, as shown in
Table 1, altered gene expression of the majority of genes, but not
all, were confirmed by RT-qPCR.

Microarray analysis identified many neurotransmission-related
genes with significant increases in expression at 90 days after uni-
lateral auditory cortex ablation (Figure 4A). From these genes,
12 were further assessed with RT-qPCR and showed comparable
changes. A serotonin receptor (Htr1a), a glutamate receptor (Grin1
or NMDAR1), an enzyme for GABA synthesis (Glutamic acid
decarboxylase 1, Gad1), a gene involved in the regulation of AMPA
receptors (N-ethylmaleimide sensitive fusion protein, Nsf), a gluta-
mate transporter Slc17a6 (=VGlut2), and two GABA transporters
(Slc32a1 and Slc6a11) showed significant increases of 4.09-, 1.81-,
2.13-, 1.48-, 1.79-, 1.52-, and 1.87-fold at 90 days in the contra-
(vs. ipsilateral) IC, respectively. Increased gene expression at the
same time point was seen for a cholinergic receptor (Chrnb2),
NMDA receptor associated protein (Grina), Neuronal pentraxin 2
(Nptx2), and the glutamate transporter Slc1a3 (=GLAST ) using
microarrays analysis,whereas RT-qPCR did not confirm such a sig-
nificant increase. Conversely, Nsf and VGlut2 had increased levels
of expression at 90 days in the ipsilateral IC and genes like Grin1
and Gad1 also had increased levels of expression at the same time
point in the contralateral IC by RT-qPCR analysis, whereas the
microarray data did not show a significant change. Also, RT-qPCR
for Nptx2 and a GABA transporter (Slc32a1) showed a 1.74- and
1.57-fold decrease in expression at 90 days in the ipsilateral IC after
unilateral auditory cortex ablation, whereas microarrays did not
show significant changes. In contrast, increased gene expression
was seen at 90 days in the contralateral IC for the Sodium chan-
nel, type IV, beta (Scn4b) using microarrays analysis, whereas the
RT-qPCR did not show a significant increase.

Microarray results for the neurogenesis-related genes or neu-
ronal differentiation, such as Amyloid beta (A4) precursor protein
(App), Neural proliferation, differentiation and control, 1 (Npdc1),
and N-myc downstream regulated gene 4 (Ndrg4), showed an
increase in expression at 90 days in the contralateral IC vs. control
and vs. ipsilateral IC, respectively, after unilateral auditory cortex
ablation. On the other hand, decreased gene expression at 90 days
in the contra vs. ipsilateral IC was seen in the Diazepam binding
inhibitor (Dbi) using microarrays analysis, while the RT-qPCR did
not show a significant increase. In contrast, this same gene showed
1.54-fold increase in expression at 90 days in the contralateral IC by
RT-qPCR, whereas the microarray data did not show a significant
change at this time point.

Other genes such as the enzyme involved in endocannabi-
noid mobilization Dyacylglycerol lipase alpha (Dagla), glial con-
nexin Gja1 (=Cnx43), Apoptosis-inducing factor mitochondrion-
associated 3 (Aifm3), p55, and Gelsolin (Gsn) assessed by RT-qPCR
showed expression levels which were also increased at 90 days in
the contra vs. ipsilateral IC, whereas Myelin-associated glycopro-
tein (Mag ), Rho-associated coiled-coil containing protein kinase 1
(Rock1), Syt1, and Scrapie responsive gene 1 (Scrg1) did not show
significant changes. Moreover, the gene encoding the gap junction
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protein Cnx43 and p55 showed 1.84-fold decrease and 2.68-fold
increase in expression at 90 days post-lesion in the ipsilateral and
contralateral IC (vs. control), respectively, after unilateral auditory
cortex ablation. A number of the RT-qPCR confirmation analy-
sis (Dagla at 90 days in the ipsilateral IC, and Cnx43 and Aifm3
at 90 days in the contralateral IC) which did not reach statisti-
cal significance, demonstrated expression profiles similar to those
observed in the microarray. On the other hand, Gsn at 90 days
in the ipsilateral IC and Scrg1 at 90 days in the contralateral IC,
showed changes in gene expression levels in microarrays, whereas
the RT-qPCR did not show a significant increase.

As shown in Table 1, we performed RT-qPCR analysis on 24
genes at 90 days in the contra vs. ipsilateral IC after unilateral
auditory cortex ablation and 15 of them showed similar changes
in expression levels using microarrays analysis. Therefore, we used
RMA for normalization that reflects more accurately the expres-
sion level of genes and a statistical method sufficiently stringent in
assigning significance. We have observed differences in expression
of some genes (e.g., Nptx2, Slc1a3, and Scn4b) using microarray
analysis whereas RT-qPCR did not confirm such a significant vari-
ation. This situation was also described after microarray analysis
in the IC by Holt et al. (2005), mainly in genes that are con-
stitutively expressed at low levels. It should not be surprising that
when constitute expression of genes is extremely low the threshold
of microarrays are higher than qPCR arrays.

DISCUSSION
Unilateral auditory cortical deafferentation induces bilateral and
asymmetric changes in gene expression profiling in the IC. In
adults, this plastic response is time-dependent, with more exten-
sive regulation at long-term post-lesion (90 days) than at short-
term (15 days). Also, the nature of this reorganization is different
for each time post-lesion, supporting the concept of a plastic ability
in adults.

Auditory cortical ablation affects a large number of genes simul-
taneously; at 15 days post-lesion we found 52 genes (33 in the
ipsilateral side and 19 in the contralateral side) whose expression
changes. Meanwhile, 90 days after the lesion this regulation affects
640 genes in the IC (430 in the ipsilateral side and 210 in the
contralateral side). Unilateral cortical ablation strongly affects the
ipsilateral lesioned side at both times post-lesion (15 and 90 days),
due to the loss of a denser innervation. Ipsilateral regulation was
greater after long-term (90 days) than after short-term. This “late”
regulation suggests an important role for adult neural plastic-
ity events in this key auditory nucleus. After 15 days post-lesion,
gene expression regulation was mostly related to an inflamma-
tory response, whereas after 90 days regulation was linked mainly
to sprouting phenomena and synaptic transmission. We already
know that the auditory system in adults is able to induce gene
modulation in the IC even after long periods of peripheral deaf-
ferentation (Holt et al., 2005). Our approach has focused on a com-
paratively minor contralateral IC deafferentation and a stronger
ipsilateral IC deafferentation resulting from unilateral cortical
ablation. Our results show that this misbalance is enough to induce
a rearrangement in gene expression profiles in the IC, involving
the pathways necessary to trigger neuronal plasticity in adults.
Neurons convert environmental stimuli using a complex array

of signaling pathways and transcriptional mechanisms to orches-
trate long-lasting changes in their physiology through the synaptic
activity-regulated transcription of new gene products (Lyons and
West, 2011). After auditory cortical lesions, these long-term tran-
scriptional profiling changes in the bilateral ICs are an indication
of adult synaptic plasticity triggers, which are dependent on both
post-lesioned time and density deafferentation.

Our results are a first look at the entire post-lesional auditory
plasticity process. To assess an IC reorganization after cortical abla-
tion both genomic and proteomic analysis are necessary. Genomic
results cannot be extrapolated to protein production since it is
known that there exist some mismatches between genomic and
proteomic data in both brain cell culture (Howley et al., 2012)
and most specifically in auditory system nuclei (Bush and Hyson,
2008; Wang et al., 2009a,b). Wang et al. (2009b) found 80 days
after sound exposure that GlyR α subunit message was increased
in the dorsal cochlear nucleus. However, the protein level was
decreased. Mechanisms for this mismatch are still unknown, but
studies demonstrate that information regarding post-translational
modifications of the proteins and their translocation is not inher-
ently encoded in the gene sequences and cannot be derived from
mRNA expression (see Benoit et al., 2011 review).

THE IPSI- AND CONTRALATERAL IC 15 DAYS AFTER THE LESION TO THE
CORTEX
Functional analysis of IC gene profile expression 15 days after
the lesion shows an up-regulation in Serglycin, a proteoglycan
expressed primarily by immune cells (Kolset and Pejler, 2011) with
a key role in inflammatory processes (Kolset and Tveit, 2008),
suggesting that, in our model, cortical ablation induces in the
short-term an inflammatory reaction in the ipsilateral IC which
undergoes a larger loss of cortical descending afferents. In agree-
ment with this finding, previous studies in the IC using a thiamine
deficiency model to analyze inflammation, cellular stress, metabo-
lism, and structural damage after focal neuronal death (Vemuganti
et al., 2006) found an up-regulation in Podocalyxin, a cell adhe-
sion regulator gene. More recently, other roles for this gene in
neural development, neurite growth, branching, axonal fascicula-
tion, and synapse formation after neuronal death or inflammation
have been shown (Vitureira et al., 2010). In our experimental
model, up-regulation of this gene in the ipsilateral IC suggests
that this adjustment correlates with the density of the lesioned
pathway. Furthermore, Complement component 3 (C3), another
inflammation-related gene, was found to be up-regulated in the IC
in thiamin deficiency animals (Vemuganti et al., 2006) and in our
ablated animals; supporting the idea of an ongoing inflammatory
process at 15 days post-lesion which is stronger in the ipsilateral IC,
accordingly with a heaviest preterminal fields degeneration after
cortical ablation in the ipsilateral IC rather than the contralat-
eral (Feliciano and Potashner, 1995). In addition, Stevens et al.
(2007) have demonstrated that C3 is a gene that tagged synapses
to be eliminated during CNS development. These authors suggest
that complement-mediated synapse elimination (synaptic strip-
ping) may become aberrantly reactivated in neurological diseases.
The process of synaptic elimination (pruning), even in adult ani-
mals, is important for rewiring neural circuits. Butz et al. (2009),
using a model for analyzing cortical rewiring after deafferentation
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showed that even small changes in homeostatic equilibrium imply
formation of new synapses or pruning of existing ones.

On the other hand, in the ipsilateral IC at 15 days post-lesion
we also found down-regulated genes, like Latexin which is a car-
boxypeptidase inhibitor which mediates inflammatory responses
(Aagaard et al., 2005), but it also known to be expressed by astro-
cytes, providing neuroprotective mechanisms (Yata et al., 2011).
However, our results suggest that a typical astrocytic reaction does
not take place in the IC, because we did not find any regulation in
marker genes for reactive astrocytes like Vimentin or Glial fibrillary
acidic protein (GFAP) which in the case of a thiamine deficiency
model were up-regulated (Vemuganti et al., 2006).

Analyses of the contralateral IC 15 days after the cortical lesion
show an up-regulation in the Spinster (Spns) gene, which is a nega-
tive synaptic growth regulator. The Drosophila Spns mutant shows
a 200% increase in the number of synaptic endings and a deficit
in presynaptic release (Sweeney and Davis, 2002). Spinster is also
linked to a novel caspase-independent cell death pathway medi-
ated by autophagy (Yanagisawa et al., 2003). These data speak
in favor of a rearrangement process in the contralateral IC that
has lost a weaker corticofugal projection compared with the side
ipsilateral to the lesion. The focus of this regulation may be in
synaptic pruning, looking for an efficient synaptic rewiring (Butz
et al., 2009), or it may be related to changes in presynaptic release
after lesion (Birthelmer et al., 2003), which affects activity in IC
neurons (Nwabueze-Ogbo et al., 2002; Popelar et al., 2003).

In summary, microarray analyses at 15 days post-lesion show
that genes mainly related to inflammatory processes were up-
regulated in the ipsilateral IC. The relative increase in the activity
of genes related to inflammation could be a consequence of exten-
sive brain injury (Block et al., 2005). However the asymmetry of
the corticofugal projection (Saldana et al., 1996; Bajo et al., 2007)
geared toward the ipsilateral side, along with an ipsilateral predom-
inance of changes in gene expression suggest a local consequence of
terminal degeneration in the IC. The biological functions of genes,
whose regulation is affected, indicate that beyond an inflamma-
tory response an emergent plastic process, probably related with
sprouting, and pruning on the adult collicular network, takes place
bilaterally in the ICs after short-term post-lesion.

THE IPSI- AND CONTRALATERAL IC 90 DAYS AFTER THE LESION TO THE
CORTEX
A much larger gene expression regulation pattern was found
in the IC 90 days after the cortical lesion. Microarray compar-
isons between control and ipsilateral IC showed that changes
affected remarkably genes involved in apoptosis. We found an
up-regulation in Programmed cell death 10 (Pdcd10) whose over-
expression is sufficient to induce neuronal apoptosis (Lin et al.,
2010). Fission 1 (Fis1) which participates in apoptotic mitochon-
drial fission (Youle and Karbowski, 2005) was also up-regulated
and so were Growth arrest-specific 2 (Gas2) gene, a substrate of
Caspase-3 (Sgorbissa et al., 1999), and Cytochrome c oxidase sub-
unit VIIb (Cox7b) which is one of the last subunits that join the
assembling cytochrome oxidase complex inducing apoptosis and
affecting mitochondrial integrity (Fornuskova et al., 2010). We also
found an up-regulation in Calpain 7 (Capn7), which is associated
after brain injury with neuron death and axonal degeneration

(Saatman et al., 2010). In addition, we detected down-regulation of
the Calsyntenin 3 (Clstn3), a gene which overexpression accelerates
neuronal death (Uchida et al., 2011). All this strongly suggests an
ongoing cell death process in the ipsilateral IC at 90 days post-
lesion. However we did not find changes in the expression of
initiator or effector caspases genes triggering the apoptotic process.
This could be related with limited microarray sensitivity. On the
other hand, deprivation of auditory nerve input in adult animals
does not result in significant neuronal loss in the cochlear nuclei
(Harris et al., 2005), supporting the idea that in the auditory system
mature neurons are less sensitive to apoptotic cell death. It could
be that the regulation of apoptotic cascade genes observed by us
may be related to other cellular pathways in which all these genes
also performed a key role. Further specific proteomic experiments
of caspases cell cascades will be needed to elucidate this problem,
mainly because the regulation of apoptotic cascades is complex
and involves transcriptional control as well as posttranscriptional
protein modifications (Culmsee and Landshamer, 2006).

We also found in the ipsilateral IC 90 days after the lesion
down-regulation of Myelin-associated glycoprotein (Mag ), a gene
able to inhibit axon regeneration after injury (Yiu and He, 2003).
Studies in vivo demonstrate a modest but significant enhance-
ment of axon regeneration in mice lacking Mag (Schnaar and
Lopez, 2009). Down-regulation of this gene in our material could
be an indication of axon elongation and indirectly of a sprout-
ing process subsequent to lesion in the ipsilateral IC. However,
at this same post-lesion time an oligodendrocyte-specific pro-
tein, Claudin 11 (Cldn11), which encodes a molecular component
present in tight junctions and which is also is involved in axon
myelination, was down-regulated. This result probably indicates
an inefficient axon myelination during axon elongation. Cldn11
down-regulation may affect biophysical properties of myelinated
axons in the IC, because it is known that Cldn11-null mice present
a 60% decrease in conduction velocity (Devaux and Gow, 2008). A
low effective compartmentalization of the myelin sheet of sprout-
ing axon collaterals may be in accordance with previous results in
which after 90 days of cortical lesion, sound stimulation-induced
c-Fos immunoreactivity in the IC was only partially recovered
(Clarkson et al., 2010a). In correspondence with this low activity
in the IC at this survival time after the cortical lesion, genes related
with synaptic activity also were affected with down-regulation in
Synaptotagmin-11 (Syt11, a Ca2+-sensor during vesicular traffick-
ing, Inoue et al., 2007), Calcium channel – voltage-dependent – γ3
(Cacng3, a gene with modulatory effects on the electrophysiologi-
cal characteristic of the CaV2.1 channel, Rousset et al., 2001) and
also in Potassium inwardly rectifying channel, subfamily J, mem-
ber 16 (Kcnj16) which plays a physiological role in the potassium
buffering-action of brain astrocytes (Hibino et al., 2004). Holt et al.
(2005) showed by RT-qPCR a rearrangement in synaptic transmis-
sion genes in the IC 90 days after cochlear ablation, with regulation
affecting several glutamate and GABA receptors genes, supporting
the hypothesis that, after long-term post-lesion, the adult auditory
system is able to modify the gene neurotransmission machinery in
the IC even after lack of auditory activity. Glial related genes such
as Connexin 30 and 43, which are specific gap junction proteins
that mediate cell-to-cell communication (Gemel et al., 2008) and
Cadherin 13 involved in regulation of cell growth, survival, and
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astrocyte proliferation (Huang et al., 2003) were down-regulated.
Recently studies from connexin 30 and 43 show that these gap
junctions mediate astroglial networks scale synaptic activity, as
they define the concentrations and dynamics of extracellular ions
and neurotransmitters during synaptic activity (Pannasch et al.,
2011). These glia gene regulations after ablation are important
for tripartite synapses model, in which brain function actually
arises from the coordinated activity of a network comprising both
neurons and glia (Perea et al., 2009).

The idea that in the ipsilateral IC 90 days after cortical ablation
plastic or adaptive reorganizations have been switched on is also
reinforced by previous data showing that sound-induced c-Fos
immunoreactivity progressively increases from 90 to 180 days after
cortical ablation (Clarkson et al., 2010a), showing that neuronal
activity is still on its way to recovery.

After 90 days of the lesion, the contralateral IC showed up-
regulation in genes involved in neurotransmission/signal propa-
gation/synaptic plasticity such as Sodium channel, type IV, beta
(Scn4b) whose overexpression induces neurite outgrowth, causes
thickening of dendrites and increases the post synaptic density of
neuronal spines (Oyama et al., 2006). Also Potassium voltage chan-
nel, shaker related subfamily, member 6 (Kcna6) was up-regulated.
This potassium channel regulates miniature inhibitory postsy-
naptic currents (mIPSCs) by regulating glycine release from the
endings (Shoudai et al., 2007). In astrocytes Kcna6 underlies part
of the delayed rectifier potassium current (Smart et al., 1997).
Another family of potassium channels like KCNQ5 and KCNK15
has been localized to neurons in the IC and are modulated by
hearing loss (Caminos et al., 2007; Dong et al., 2009). Further-
more, up-regulation in opioid receptor, sigma 1 (Oprs1), found in
our results, may be related to its role in neuronal plasticity, enhanc-
ing growth factor-induced neurite outgrowth (Hashimoto, 2010;
Ruscher et al., 2011), and also regulating both Ca2+ entry and
Ca2+ mobilization from endoplasmic reticulum stores (Monnet,
2005). Another opioid receptor involved in nociception, Opioid
receptor-like 1 (Oprl1) was also up-regulated, and is able to decrease
acetylcholine release and dopamine release and elevates extracel-
lular glutamate and GABA levels (Schlicker and Morari, 2000). All
these changes were accompanied by an up-regulation in genes
for neurotransmitter delivery at synaptic terminals. For exam-
ple, in our material up-regulation of SV2a which exerts a main
role in neurotransmitter uptake, vesicle targeting, and membrane
fusion (Elferink and Scheller, 1995), as well as Synaptogyrin 1
and 3 (Syngr1 and 3), both of which play an essential function
in synaptic plasticity without being required for neurotransmitter
release (Belizaire et al., 2004). These data agrees with the idea that
in adult animals the contralateral IC that loses the weaker pro-
jection from the cortex is still able, after long-term post-lesion, to
enhance its genetic machinery to try to compensate the imbalance
induced by lost cortical connections. This compensation could be
the result of fine plastic modulations, which may include sprout-
ing, pruning, and neurotransmission rearrangement. According
to this idea, we also found an increase in Hippocalcin (Hpca)
which encodes a calcium-binding protein considered relevant
for synaptic plasticity, acting as a molecular link between Ca2+

entry through NMDA receptor and the subsequent endocytosis of
AMPA receptor subunits in long-term depression (LTD; Palmer

et al., 2005). Also it was shown that Hpca overexpression dramat-
ically elongated neurites (Oh et al., 2008). Similarly, Dopamine
receptor D1 interacting protein (Drd1ip) a known brain plastic-
ity gene (Kruusmagi et al., 2007) that plays a specialized role in
removal of synaptic AMPA receptor (Davidson et al., 2009) was
up-regulated. So it was N-myc downstream regulate gene 4 (Ndrg4)
a contributor to neuronal differentiation, neurite formation, cell
progression, and survival (Takahashi et al., 2005; Schilling et al.,
2009), Neural proliferation, differentiation, and control 1 (Npdc1)
gene, which is able to down-regulate the proliferation of neural
precursors (Dupont et al., 1997), and Spinster that is a negative
regulator of synaptic regrowth (Sweeney and Davis, 2002) were
also up-regulated. This balance between regrowth and growth
suppression gene expression seems to be important to demon-
strate rewiring network processes in the contralateral IC 90 days
after lesion through activation of mechanisms involve in neuronal
regulation.

In summary, up-regulation in genes related to axonal growth,
receptor expression, and trafficking as well in channels and synap-
tic machinery may be compatible with plastic reorganization that
is more active in the contralateral IC. These differences in the tim-
ing for plasticity activation between both sides may be explained
by the asymmetrical loss of excitation due to the asymmetrical
density of the descending connections from the cortex.

COMPARING IPSI- AND CONTRALATERAL CHANGES AT 15 AND
90 DAYS POST-LESION
Comparison between ipsi- and contralateral IC after 15 days shows
a small number of altered genes (14), contrasting with the larger
number of regulated genes in the comparison (ipsi- vs. con-
tralateral) after 90 days subsequent to the cortical lesion (1659
genes). Gene expression analysis between ipsi- and contralateral
IC after 90 days following the cortical lesion showed up-regulation
in potassium and chloride channels, and cholinergic, serotonin-
ergic, glycinergic receptors in the contralateral IC. Biological
function of up-regulated genes speaks in favor of a more active
synaptic plasticity in the contralateral IC after long-term post-
lesion. In particular, the NMDA receptor subunit coded by Grin1
(glutamate receptor, ionotropic, N-methyl d-aspartate 1) and its
associated protein coded by Grina (glutamate receptor, ionotropic,
N-methyl d-aspartate-associated protein 1) were up-regulated in
the contralateral IC. NMDA receptors are important for activity-
dependent synaptic plasticity (Kalev-Zylinska et al., 2009; Rebola
et al., 2010). In vitro experiments demonstrated that activation
of NMDA receptors mediated a dramatic increase of both c-fos
expression and intracellular calcium (Lerea et al., 1992). In a pre-
vious work both Calretinin (an indirect marker of Ca2+ influx-
Clarkson et al., 2010b) and c-Fos in the IC contralateral to the
lesion (Clarkson et al., 2010a) showed stronger immunoreactiv-
ity relative to the ipsilateral side. Future experiments will be need
to demonstrate in our in vivo model a direct correlation among
NMDA receptor activation, c-Fos activation, and changes in the
intracellular Ca2+ concentration.

An extensive group of genes potentially involved in neu-
rotransmitter release, such as four members of the Synap-
totagmin family (Syt1, 2, 11, and 12; Chapman, 2008;
Rizo and Rosenmund, 2008; Sudhof and Rothman, 2009), were
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up-regulated in the contralateral side. In addition, genes involved
both in expression and trafficking of Synaptotagmin family mem-
bers, such as the SV2 family (SV2a, SV2c, and SV2 related protein;
Nowack et al., 2010) were also up-regulated in the contralateral
IC. Not only were receptors and synaptic vesicle fusion genes up-
regulated in the contralateral side after long-term lesion, but also
this rearrangement was accompanied by an up-regulation in key
enzymes for GABA (4-aminobutyrate aminotransferase, Abat, and
Glutamic acid decarboxylase 1, Gad1), glycine (Glycyl-tRNA syn-
thetase, Gars), glutamate (Glutaminyl-tRNA synthetase, Qars) and
endocannabinoid synthesis (Dyacylglycerol lipase alpha, Dagla),
all of them key components in short and long-term plastic synap-
tic changes. In addition, neurotransmitter transporters were up-
regulated in the contralateral IC after long-term cortical ablation
(for neuronal glutamate: Vesicular glutamate transporter 2, VGlut2,
or solute carrier family 17 member 6, Slc17a6 ; for proline: Slc6a7 ;
for glycine: Slc6a9 ; for GABA: Slc6a11 and Slc32a1; and for glu-
tamate: Slc1a3 or GLAST ). Up-regulation of both enzymes and
transporter genes clearly suggests a post-lesion shift in the synthe-
sis and recycling of neurotransmitters. These findings support the
idea of a better recovery of neurotransmission in the contralateral
IC probably due to the comparatively lower loss of excitation in
that side after cortical lesion. All these data also suggest activity-
dependent compensatory mechanisms in the contralateral IC,
counteracting the most affected ipsilateral IC. In summary, these
changes in gene expression are important due to the claim that
regulation depends on the extent of deafferentation, and even in

adult animals it is larger after long-term post-lesion with specific
changes aimed at recovering activity loss in IC neurons.
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APPENDIX

FIGURE A1 | Sample quality control. Box whisker diagram showing the data
distribution of each of the samples. The diagram shows the dispersion of each

of the samples [control, 15 and 90 days post-lesion; inferior colliculus right (R)
and left (L)] and the degree of similarity between replicas.
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The major functions of the auditory system are recognition (what is the sound) and
localization (where is the sound). Although each of these has received considerable
attention, rarely are they studied in combination. Furthermore, the stimuli used in the
bulk of studies did not represent sound location in real environments and ignored the
effects of reverberation. Another ignored dimension is the distance of a sound source.
Finally, there is a scarcity of studies conducted in unanesthetized animals. We illustrate a
set of efficient methods that overcome these shortcomings. We use the virtual auditory
space method (VAS) to efficiently present sounds at different azimuths, different distances
and in different environments. Additionally, this method allows for efficient switching
between binaural and monaural stimulation and alteration of acoustic cues singly or
in combination to elucidate neural mechanisms underlying localization and recognition.
Such procedures cannot be performed with real sound field stimulation. Our research
is designed to address the following questions: Are IC neurons specialized to process
what and where auditory information? How does reverberation and distance of the sound
source affect this processing? How do IC neurons represent sound source distance? Are
neural mechanisms underlying envelope processing binaural or monaural?

Keywords: AM envelope processing, inferior colliculus, sound localization, auditory distance, reverberation

INTRODUCTION
The goal here is to describe our approach to the study of neural
mechanisms that underlie spatial and envelope coding of sounds
in the mammalian auditory system. The ability to recognize and
to localize a sound are the major functions of the auditory system.
A key feature for recognition is the amplitude modulation (AM)
envelopes present in natural sounds (Plomp, 1983). Key features
for localization are interaural time (ITD) and level (ILD) differ-
ences and spectral cues that depend on sound source locations
(Rayleigh, 1907; Blauert, 1997).

It is well established that sounds are transformed by the head
and body (aka, head-related transfer function, HRTF) as well as
by the acoustic environment (aka, binaural room transfer func-
tion, BRTF) in which they occur. Thus, it is surprising that the
bulk of neural studies of envelope processing and localization
used sounds that were delivered through headphones that lacked
the important acoustic features created by HRTFs and BRTFs.

Despite decades of research devoted to the study of binaural
cues in sound localization (see reviews by Palmer and Kuwada,
2005; Yin and Kuwada, 2010), there are relatively few studies that
have investigated localization sensitivity in sound fields, either
directly or through virtual auditory space (VAS) techniques. Even
these studies have several shortcomings. First, the bulk of the
studies were conducted under anesthesia which is known to alter
binaural processing in the inferior colliculus (IC) (Kuwada et al.,
1989; Tollin et al., 2004; D’Angelo et al., 2005). The findings using
barbiturate anesthesia are consistent with the well known fact
that barbiturates potentiate GABA-mediated inhibition (Barker

and Ransom, 1978). Second, the bulk of the studies (exception:
Sterbing et al., 2003; Behrend et al., 2004; Slee and Young, 2011)
tested sound localization only in the frontal field resulting in an
incomplete and perhaps inaccurate description of a neuron’s spa-
tial receptive field. Third, these studies did not systematically test
the effects of stimulus level. Although it is generally recognized
that azimuth tuning broadens with increasing stimulus level, the
magnitude of broadening and the level tolerance of different neu-
rons is poorly understood. Fourth, the bulk of the studies did
not examine azimuth tuning to binaural and monaural stimula-
tion (exception: Delgutte et al., 1999; Poirier et al., 2003). The
extent to which azimuth tuning to binaural stimulation is dis-
rupted under monaural stimulation indicates the importance of
binaural cues. Fifth, the effect of sound source distance on neural
responses is essentially ignored despite strong behavioral evidence
linking reverberation to distance localization accuracy (Zahorik,
2002). Finally, the bulk of the studies (exception: Devore et al.,
2009; Devore and Delgutte, 2010) have investigated spatial tuning
in anechoic environments whereas real sound fields contain rever-
berations to different degrees. The above deficiencies collectively
constitute a major void in our understanding of neural coding of
sound source location in the auditory system.

Analogously, the bulk of neural studies of envelope process-
ing used sounds delivered through headphones that lacked sound
source location in an acoustic environments (see review by Joris
et al., 2004). Lesica and Grothe (2008) studied temporal process-
ing of natural sounds in IC neurons, with and without ambient
noise, but not the effects of reverberation per se. Sayles and Winter
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(2008) studied pitch processing in cochlear nucleus neurons in
reverberation with a primary focus on monaural mechanisms
in pitch processing. Despite decades of studies of neurons sensi-
tive to AM envelopes using headphones little is known about the
effects of sound source azimuth, distance and reverberation on
envelope processing, an essential component of communication
sounds.

Here, we outline our approach to alleviating these deficiencies.
Our findings are from neurons in the IC of the unanesthetized
rabbit. We used VAS stimuli because it is an efficient way to
control the sound source location, and also used sinusoidally
amplitude modulated (SAM) noise in order to simultaneously
investigate neural sensitivities to location (where is the sound?)
and envelope (what is the sound?). The VAS method has proven to
be a valid method to study spatial tuning in humans (Wightman
and Kistler, 1989; Kulkarni and Colburn, 1998) and in neurons
(Keller et al., 1998; Behrend et al., 2004; Campbell et al., 2006). We
summarize key findings of our recent published study (Kuwada
et al., 2011) that focused on azimuth tuning in an anechoic envi-
ronment. We also describe responses of an example neuron that
outlines our approach to simultaneously examine azimuth tun-
ing and envelope sensitivity at different distances and in different
reverberant environments. Our research is designed to address the
following questions: Are IC neurons specialized to process what
and where auditory information? How does reverberation and
distance of the sound source affect this processing? How do IC
neurons represent sound source distance? Are neural mechanisms
underlying envelope processing binaural or monaural?

MATERIALS AND METHODS
This study was approved by the University of Connecticut Health
Center Animal Care Committee and was conducted according to
the NIH guidelines. Neural recordings were performed in two
female Dutch-Belted rabbits (1.5–2.5 kg). Surgical and experi-
mental procedures have been described previously (e.g., Kuwada
et al., 1987; Batra et al., 1989).

SURGICAL PROCEDURES
All surgery was performed using aseptic techniques on rabbits
with clean external ears. Under anesthesia (sedation: 1 mg/kg,
acepromazine, sc: anesthesia: 1.5–4% isoflurane inhalation, 1–2
liters/min oxygen) a brass plate with three threaded inserts (6–32)
was anchored to the skull using screws and dental acrylic. At
this time, custom ear molds were made for sound delivery using
dental impression compound (Reprosil). After acoustic measure-
ments were made (see below), the animal was again anesthetized,
and a small craniotomy (∼3 × 4 mm) was made over cortex
overlying the IC. The craniotomy was bathed in chlorohexidine
(0.2%), a cotton pellet placed over it and then covered with dental
impression compound.

RECORDING PROCEDURES AND DATA COLLECTION
All recordings were conducted in a double-walled, sound-
insulated chamber. The rabbit’s body was wrapped with a surgical
towel held in place with wide elastic bandages (ACE). It was
then seated in a padded cradle, and further restrained using
nylon straps. The wrap and straps provided only mild restraint,

their primary purpose being to discourage movements that might
cause injury to the rabbit. The rabbit’s head was fixed by mat-
ing the head appliance to a horizontal bar with 6–32 threaded
socket head screws. Once the rabbit was secured, the craniotomy
was exposed. To eliminate possible pain or discomfort during the
penetration of the electrode, a topical anesthetic (marcaine) was
applied to the dura for approximately 5 min and then removed
by aspiration. With these procedures, rabbits remained still for
a period of 2 or more h, an important requirement for neural
recording. Each rabbit participated in daily recording sessions
over a period of several months. A session was terminated if the
rabbit showed any signs of discomfort. The rabbit’s comfort was
a priority both for ethical reasons and because movements made
it difficult to record from neurons.

Action potentials were recorded extracellularly with tungsten-
in-glass microelectrodes (tip diameter of ∼1 µm, impedances of
5–10 M�). The recordings were amplified at a gain of 2–20 k and
filtered (0.3–3 kHz) and the action potentials were triggered using
a window discriminator (BAK Electronics, Germantown, MD)
and timed relative to the stimulus onset with an accuracy of 10 µs.
The recordings were from single-units or clusters comprising 2–3
units based on the height of their action potentials evaluated
visually. The waveforms of the neural signals and the stimuli
were recorded continuously (Adobe Audition) which allowed for
subsequent re-examination.

MEASUREMENTS OF HRTFs/BRTFs
Each rabbits’ HRTFs were measured in our anechoic chamber
(9 × 4 × 4 m, anechoic between 0.11 and 200 kHz). The BRTFs
were measured in our moderately reverberant room (6 × 5 ×
3 m, T60 = 825 ms) and our highly reverberant room (6.5 ×
5.7 × 5 m, T60 = 2,500 ms). These transfer functions were mea-
sured with an acoustic point source positioned at nine distances
(10–160 cm in half doubling steps) and 25 azimuths (±165◦ in
15◦ steps) all at 0◦ elevation. These measurements were made
with a blocked meatus approach with a miniature microphone
(Knowles FG 23629) placed deep in each ear canal. This is done
in the unanesthetized state and is highly advantageous because
several sessions are required to complete these acoustic measure-
ments and multiple sessions using anesthesia would increases the
probability of death. The procedures for measuring HRTFs are
described in (Kim et al., 2010).

GENERATION OF VIRTUAL AUDITORY SPACE (VAS) STIMULI
In various experiments we have used broad-band noise, 1-octave
wide noise-based on the neuron’s best frequency (BF), and
1-octave wide SAM noise. In all cases the source signals are fil-
tered with the individual rabbit’s HRTFs and BRTFs for each
ear and each sound source location and acoustic environment.
Comparisons of the SAM envelope at the source and in the ear
canals in the different acoustic environments allow us to deter-
mine the acoustic transformations that the SAM envelope under-
goes between the source and the ear canals for various source
locations. This yields an acoustic modulation transfer function
(MTF) of the system comprising the rabbit and sound source in
a specific environment. In general, modulation gain in reverber-
ation decreased with increasing modulation frequency and with
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increasing distance. Furthermore, the ear opposite to the sound
source was most affected.

These VAS stimuli are delivered to each ear through a Beyer
DT-770 earphone coupled to a sound tube embedded in custom-
fitted ear mold to form a closed system. The distal end of the
sound tube is at the same location as the microphone used in
the HRTF/BRTF measurements. The frequency responses of the
sound delivery systems for the two ears is measured using a micro-
phone (B&K type 4133) connected to a probe tube that extended
to the tip of the sound delivery tube. Compensation of the
system’s frequency response was incorporated into sound stimuli.

In addition to the VAS stimuli, we stimulated both ears, as well
as the ipsilateral and contralateral ear separately with sequential
pure tones (100 ms every 300 ms repeated 4 times (4 ms rise/fall)
between 0.2 and 32 kHz in 1/3rd octave steps at a constant level
(30–70 dB SPL, re: 20 µPa) to measure each unit’s BF). The tone
frequencies were randomly presented.

RESULTS
AZIMUTH TUNING IN AN ANECHOIC ENVIRONMENT
Figure 1 shows our general approach to measure azimuth tuning
of IC neurons. We first determined the unit’s BF by delivering tone
bursts as described above at 50 dB SPL. To determine the unit’s
threshold for VAS stimulation we set the azimuth to −75◦ and
varied the stimulus level of a broad-band noise over a 70 dB range
in 10 dB steps. We then delivered VAS stimuli at levels between
10 and 50 dB above its threshold for azimuths ranging between
±150◦ in 15◦ steps. These were delivered in random order and the
response to the initial azimuth was discarded to minimize adap-
tation effects. Figure 1A displays this unit’s response as dot rasters
to binaural (red), ipsilateral (green) and contralateral stimulation,
each 100 ms in duration and separated by 300 ms. This sequence
was repeated 4 times at each azimuth. It is clear that this neuron
is excited by binaural and contralateral ear stimulation and inhib-
ited by ipsilateral ear stimulation. The strongest driven activity
to binaural stimulation was in the contralateral sound field (i.e.,
0–150◦), whereas that to contralateral ear stimulation was omni-
directional. These features are also plotted in Figure 1B where
the neural firing rates are plotted in Cartesian coordinates. These
plots reflect the response during the stimulus burst. The sponta-
neous activity indicated was the mean of the last 100 ms of the
silent period after binaural, ipsilateral and contralateral ear stim-
ulation. In Figure 1C, the binaural and contralateral ear alone
azimuth functions are displayed in polar coordinates after sub-
traction of the mean spontaneous activity. If this subtraction
yielded negative values, we made the azimuth function posi-
tive by adding a constant (absolute value of the minimum).
Although recordings were not made at 180◦ we interpolated and
smoothed the function over the full range. Also shown are the
actual responses at each azimuth for binaural (red open circle)
and contralateral ear stimulation (blue open circles) after sub-
traction of the spontaneous rate. This neuron displays binaural
facilitation (binaural response > contralateral ear response) in
the contralateral sound field and binaural suppression (binau-
ral response < contralateral ear response) in the ipsilateral sound
field. The interpolation to ±180◦ allowed the calculation of vector
strength (VS) and vector angle (VA) as a measure of the neuron’s

sharpness of azimuth tuning and its preferred azimuth direc-
tion (magenta line), respectively. VS and angle measures were
computed using the original definition of Goldberg and Brown
(1969). Best azimuth (BA, azimuth at the maximum response) is
included as a comparison with VA.

Figure 2 displays the distributions of VS (red), VA (blue), and
BA (black) to binaural stimulation as a function of stimulus level
(upper five rows). In the bottom row is a summary of these dis-
tributions in the form of the median ± semi-interquartile range.
The sharpness of azimuth tuning broadened with increasing stim-
ulus level as evidenced by VS decreasing from 0.44 to 0.22. The
direction of azimuth tuning as measured by VA shifted from −68◦
at 10 dB to −93◦ at 50 dB and its distribution became tighter with
increasing stimulus level. BA shifted from −62◦ to −82◦, but its
distribution became broader with stimulus level.

The degree of level tolerance in azimuth tuning varies among
neurons. We investigated the hypothesis that certain neurons
exhibit level tolerant azimuth tuning, i.e., no significant changes
in VS and VA across stimulus levels. To test this hypothesis we
first selected units that were tested at 10, 30, and 50 dB and rank
ordered this sample based on VS at 50 dB. We then subdivided it
into three sub populations, top 10%, top 50%, and all for stim-
ulus levels at 10, 30, and 50 dB and averaged their rate azimuth
functions (Figure 3, top 3 rows). For each population, VS and VA
are plotted in the fourth and fifth rows, respectively. For binaural
stimulation, VS and angle remain relatively stable across stimulus
level in all three subpopulations. There were no statistically sig-
nificant differences in vector strength across stimulus level (1 way
repeated measures ANOVA, F = 4.74, df = 122, p > 0.01) for the
top 37% of the units, indicating level tolerant behavior for this
subpopulation. There were no statistically significant differences
in vector angle across stimulus level (F = 4.93, df = 50, p > 0.01)
for only the top 15% of the units. Thus, if we require no sig-
nificant change in both vector strength and vector angle across
stimulus levels, then the top 15% satisfied this combined crite-
rion. For all three subpopulations, the mean VA was in the frontal
contralateral quarter field (∼−60◦) at 10 dB and shifted back-
wards to ∼−90◦ at 30 and 50 dB. This shift reflects the fact that
the responses in the back and front quarter fields become more
symmetrical at higher stimulus levels.

In contrast, contralateral ear stimulation yielded VSs and
angles comparable to binaural stimulation only at 10 dB and
precipitously decreased with increasing stimulus level. VA at 30
and 50 dB are not plotted because the VS did not reach our
minimal criterion (≥0.15). When the response was greater to
binaural stimulation than to contralateral ear stimulation, we
defined the difference summated over a region of azimuth to be
the binaural facilitation area; when the relationship was reversed,
we defined the difference to be the binaural suppression area.
These measures are same as those used by Delgutte et al. (1999).
The facilitation and suppression areas for our three subpopula-
tions are plotted as a function of stimulus level in the bottom
row (Figure 3). The strengths of binaural suppression and facil-
itation increased with increasing stimulus level. The combined
consequence of this facilitation and suppression is to confine the
azimuth tuning to the contralateral field over a wide range of
stimulus levels.
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FIGURE 1 | Procedure for assessing a neuron’s azimuth tuning.

(A) IC neurons response (BF = 3.2 kHz) to wide-band noise (0.2–20 kHz)
presented to both ears (red), to the ipsilateral ear (green) and to the
contralateral ear, each 100 ms in duration and separated by 300 ms as dot
rasters at azimuths between ±150◦ in 15◦ steps at a maximum of 45 dB SPL.
This sequence was repeated 4 times at each azimuth and azimuths were
presented in a random order. Negative azimuths correspond to sounds in the
contralateral hemifield (re: recording site). (B) Firing rates as a function of
azimuth are plotted in Cartesian coordinates for binaural, ipsilateral and
contralateral stimulation. These plots reflect the response during the stimulus
burst and the mean spontaneous firing rate (measured during the last 100 ms

of each silent period) is indicated. (C) The azimuth functions in (B) after
subtraction of the mean spontaneous firing rate and after interpolation and
smoothing over a ±180◦ range are displayed in polar coordinates. Also shown
are the actual responses at each azimuth for binaural (red open circle) and
contralateral ear stimulation (blue open circles) after subtraction of the
spontaneous rate. Vector strength (VS) and vector angle (VA)
(magenta line) were calculated from the azimuth function to binaural
stimulation and used as a measure of the neuron’s sharpness of
azimuth tuning (VS) and its preferred azimuth direction (VA). Best azimuth
(BA, azimuth at the maximum response) is included as a comparison
with VA.

CODING OF AZIMUTH AND ENVELOPE IN REVERBERANT
ENVIRONMENTS
These experiments simultaneously examine coding of location
and envelope in different acoustic environments by presenting

SAM noise at different azimuths and distances. The carrier
sound was a 1-octave wide noise centered at the unit’s BF. Using
this noise band we determine the unit’s threshold by present-
ing sounds from 0 to 70 dB SPL binaurally and separately to
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FIGURE 2 | Top 5 rows: Distributions of vector strength (VS, red),

vector angle (VA, blue), and best azimuth (BA, black) at stimulus

levels between 10 and 50 dB (re: neural threshold). Bottom row :
Plot of the median and semi-interquartile range of these three

measures of azimuth tuning as a function of stimulus level.
The sample size was: 10 dB, 178 units; 20 dB, 102 units; 30 dB,
155 units; 40 dB, 74 units; 50 dB, 115 units. Adapted from Kuwada et al.
(2011).

the ipsilateral and contralateral ear at −75◦ azimuth (a value
that approximates the BA of most units). We then deter-
mine the unit’s azimuth functions to binaural, ipsilateral, and
contralateral ear stimulation at 30 dB above threshold at a
distance of 80 cm in the anechoic environment. Next, we

determined its MTF to modulation frequencies between 2 and
512 Hz in 1-octave steps (100% depth) at the unit’s BA, at
a distance of 80 cm, and a level 30 dB above its threshold.
Based on its MTF, the modulation depth of its best modu-
lation frequency was varied between 12.5 and 100% in 3 dB
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FIGURE 3 | Population azimuth tuning to binaural (red) and contralateral

ear alone (blue) stimulation as a function of stimulus level. Only those
units that were tested to both binaural and contralateral ear stimulation at 10,
30, and 50 dB (n = 75) were included. This sample was rank ordered based
on vector strength to binaural stimulation at 50 dB and subdivided into three
sub populations, top 10%, top 50%, and all. Top three rows: 10, 30, and

50 dB (re: threshold). Fourth row: vector strength versus stimulus
level. Fifth row: vector angle versus stimulus level. Vector angles
were plotted only when the corresponding vector strength was ≥0.15.
Fifth row: binaural facilitation (solid triangles) and binaural
suppression (open triangles) versus stimulus level. Adapted from
Kuwada et al. (2011).

steps. We then selected a modulation depth that was approxi-
mately in the center of its range that produced significant (p <

0.001) neural synchrony based on circular statistics (Mardia,
1972).

Figure 4 displays the response of an IC neuron that had a
BF of 628 Hz to the above type SAM noise (444–888 Hz, 32 Hz
modulation, 70.7% depth, 50 dB SPL). The top dot raster dis-
plays the unit’s response to the above stimuli presented binaurally

Frontiers in Neural Circuits www.frontiersin.org June 2012 | Volume 6 | Article 42 | 294

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Kuwada et al. What and where processing in the inferior colliculus

FIGURE 4 | Response of an IC neuron (BF = 628 Hz) to a SAM 1-octave

band noise delivered binaurally and to the contralateral ear alone as a

function of azimuth at a fixed distance of 10 cm. Top row : responses to
different azimuths in the anechoic condition displayed as spike time rasters.
The corresponding polar plots represent four measures derived from the
responses depicted in the raster plot: rate, syncrate (synchrony × rate),
synchrony, and neural modulation gain (20 × log (2 × neural

synchrony/modulation depth in the ear). Middle row : responses of the same
neuron to sounds in the moderately reverberant chamber. Bottom row :
responses of the same neuron to sounds in the highly reverberant chamber.
Responses to binaural stimulation are depicted as red and those to
contralateral ear stimulation as blue. Stimulus parameters: 500 ms duration
every 900 ms, 444–888 Hz band width, 32 Hz modulation frequency, 70.7%
modulation depth, 30 dB above neural threshold (50 dB SPL).

(red) and to the contralateral ear alone (blue) in the anechoic
environment at our closest sound source distance (10 cm). The
corresponding polar plots of azimuth represent four measures
derived from the responses depicted in the dot raster. The rate
azimuth function shows that the binaural response is strongest in
the contralateral sound field whereas those to the contralateral
ear are omnidirectional. The combination of binaural facilita-
tion in the contralateral sound field and the binaural suppression
in the ipsilateral sound field described in Figures 1, 3 is also
present here. The remaining 3 polar plots represent the neuron’s
response to the envelope. Because recordings were not made at
180◦ and because these measures require significant synchrony
to the envelope, these polar plots have a gap at this azimuth.
The syncrate measure is defined as a product of synchrony to
the modulation envelope and firing rate. The significance of syn-
crate depends entirely on whether synchrony is significant or
not (p < 0.001). The synchrony azimuth function was similar
between binaural and contralateral stimulation. Consequently,
the syncrate azimuth function resembled the rate azimuth func-
tion. The rightmost polar plot represents the neural modulation
gain. It is defined as 20 × log (2 × neural synchrony/modulation
depth in the ear) and was approximately 5 dB for binaural and
monaural stimulation.

The middle and bottom row of Figure 4 represents the
responses of the same neuron to the same stimuli but presented
in our moderately reverberant and highly reverberant environ-
ments, respectively. At this close distance (10 cm), the responses
in these two reverberant environments are remarkably similar to
each other and to those in the anechoic condition.

In Figure 5 we display the responses of the same neuron to the
same stimuli but at a further sound source distance (80 cm). In
contrast to the responses at 10 cm (Figure 4), at 80 cm, the acous-
tic environment had noticeable effects on spike rate, syncrate,
synchrony and gain azimuth functions.

The responses in the anechoic environment at 80 cm (Figure 5,
top row) are very similar to those at 10 cm (Figure 4, top row).
However, the responses in the two reverberant environments at
80 cm (Figure 5, middle and bottom rows) differed considerably
from those in the anechoic condition (Figure 5, top row) and
from those at 10 cm (Figure 4, middle and bottom rows). In
reverberation, the firing rate to binaural stimulation in the con-
tralateral sound field decreased relative to the anechoic condition.
Additionally, the binaural facilitation and suppression in the rate
azimuth function in the moderately reverberant environment was
less pronounced and binaural suppression in the highly reverber-
ant environment was absent. The firing rate to contralateral ear
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FIGURE 5 | Response of the same neuron in Figure 4 to the same stimuli but at a distance of 80 cm. Same format as Figure 4.

stimulation remained omnidirectional in all three environments.
The synchrony to the modulation envelope to both binaural
and monaural stimulation declined and was the weakest in the
highly reverberant environment. Surprisingly, in the moderately
reverberant environment, the mean neural modulation gain in
the contralateral sound field to both binaural and contralateral
ear stimulation reached 10 dB and further increased to 13 dB
in the highly reverberant environment. These gains represent
enhancements of 5 and 8 dB over the anechoic condition.

The strong firing rate of this neuron to binaural stimulation
in the anechoic environment was confined to the contralateral
sound field (Figures 5, 6, top rows). In order to elucidate mech-
anisms underlying this azimuth tuning we altered the ITD cue in
the fine structure by decorrelating the sounds between the two
ears. In Figure 6, using the same neuron as in Figures 4, 5, we
show the effect of delivering decorrelated sounds to the ears. The
upper row shows the dot rasters and polar plots when the same
normal sound was delivered to the ears in our anechoic cham-
ber at a distance of 160 cm. Note that as in the 10 and 80 cm
distances (Figures 4, 5, top rows), the azimuth rate response is
primarily confined to the contralateral sound field whereas that
to monaural stimulation is omnidirectional. In all cases, bin-
aural facilitation in the contralateral sound field and binaural
suppression in the ipsilateral sound field is prominent. However,
when the sound to the ears is uncorrelated (Figure 6, bottom
row), azimuth tuning to binaural stimulation becomes omnidi-
rectional and very similar to monaural stimulation. The fact that
azimuth tuning to binaural stimulation was destroyed is strong

evidence that ITD plays the key role in azimuth tuning for this
neuron. ILD play a negligible role because this cue is <1 dB at
160 cm in frequency range used (1-octave centered at 628 Hz).
Synchrony to binaural and monaural stimulation remained rel-
atively unchanged under the decorrelated condition. This indi-
cates that the envelope coding mechanism for this neuron is
monaural.

We recorded the responses of this neuron not only at 10 cm
(Figure 4), 80 cm (Figure 5) and 160 cm (Figure 6), but also at
sound source distances of 20 and 40 cm. Figure 7 provides a sum-
mary of our findings at sound source distances between 10 and
160 cm. Plots E–L reflect the responses averaged in the contralat-
eral sound field. The stimulus level was adjusted at each distance
such that the absolute level was kept constant.

The sharpness of azimuth tuning as reflected by azimuth
VS is plotted as a function of distance for binaural (panel A)
and contralateral ear (panel B) stimulation. The VS to binaural
stimulation remained constant across distance in the anechoic
environment whereas it systematically decreased with distance
in reverberation and most dramatically in the highly reverber-
ant environment. This decrease in azimuth tuning with distance
to binaural stimulation in the reverberant environments is likely
due to a decrease in interaural correlation of the stimulus with
distance. From 10 to 160 cm, the mean interaural correlation
measured in the contralateral sound field systematically decreased
from 0.98 to 0.74 in the highly reverberant environment, whereas
it remained constant (0.997 ± 0.002) in the anechoic condition.
Recall that decorrelation destroyed azimuth tuning (Figure 6).
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FIGURE 6 | Effect of presenting noise to each ear that is uncorrelated. Same neuron as in Figures 5, 6. Top row : responses when the normal, correlated
sound was delivered to the ears in our anechoic chamber at a distance of 160 cm. Bottom row : responses when the sound to the ears is uncorrelated.

Thus, the decrease in correlation with distance in reverberation
parallels the observed decrease in azimuth VS, and the constant
and high interaural correlation seen in the anechoic condition
parallels the observed constant and strong azimuth VS.

Although azimuth VS to binaural stimulation decreased with
distance in reverberation, azimuth VA remained relatively con-
stant with distance (panel C). For contralateral stimulation
(panel B), the azimuth VS across conditions was too small to meet
our criterion for azimuth tuning (VS = 0.15). Consequently, none
are plotted for azimuth VA to contralateral stimulation (panel D).

The mean rates to binaural and contralateral ear stimula-
tion in the contralateral sound field are plotted in panels E and
F, respectively. The rate to binaural stimulation remained rela-
tively constant with distance in the anechoic environment (black)
but gradually declined in the two reverberant environments to
a maximum decline of 30% at 160 cm in the highly reverberant
condition (blue). The decrease in rate to binaural stimulation in
the contralateral sound field with distance in the reverberant envi-
ronments is likely due to a decrease in interaural correlation as
outlined above. Specifically, this decline in firing rate is consistent
with decreasing interaural correlation with distance. The response
rate to contralateral ear stimulation was about half that to binau-
ral stimulation and there was no clear relationship with distance
in the two reverberant environments. However, the firing rates
averaged across distance in the moderate and highly reverberant
environments were 9 and 14% less, respectively, compared to that
in the anechoic environment.

The syncrate functions across distance to binaural and con-
tralateral ear stimulation are shown in panels G and H, respec-
tively. At 160 cm in the highly reverberant environment, syncrate
was not significant to contralateral ear stimulation. Thus, this
point is absent in panel H. The syncrate functions show a steeper
decline with distance than the rate functions because both rate
and synchrony decrease with distance.

Synchrony to binaural and contralateral ear stimulation
remained essentially constant in the anechoic condition. In rever-
beration, synchrony remained essentially constant for distances
up to 40 cm and then declined (panels I and J). At 160 cm in
the highly reverberant environment, synchrony was not signifi-
cant to contralateral ear stimulation. Thus, this point is absent in
panel J.

The neural modulation gain as a function of distance is plotted
in panels K and L for binaural and contralateral ear stimulation,
respectively. The mean gain across distance in the anechoic con-
dition for both types of stimulation was 5 dB. However, at far
distances it increased with reverberation to a maximum of 15 dB
to binaural stimulation and 13 dB to contralateral ear stimulation.

DISCUSSION
We have provided a synopsis of our previous findings on azimuth
coding in anechoic conditions (Kuwada et al., 2011). We have also
provided an example neuron illustrating our current approach
that investigates coding of sound source distance, azimuth and
AM envelope in anechoic and reverberant environments. In the
Introduction we described the motivation for our research strat-
egy and four questions that our strategy is designed to answer. We
will discuss in turn these questions and the answers provided by
our example neuron.

ARE IC NEURONS SPECIALIZED TO PROCESS WHAT AND WHERE
AUDITORY INFORMATION?
The example neuron was able to code both azimuth and envelope
(e.g., Figures 4–7), i.e., not specialized for envelope or azimuth
coding. Other neurons show varying degrees of specialization for
envelope or azimuth coding.

It has been firmly established that different specialized audi-
tory cortical areas mediate recognition (anterior auditory field,
AAF) and localization (posterior auditory field, PAF) of sounds
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FIGURE 7 | Azimuth tuning and envelope sensitivity as a function

of distance (10-160 cm) for the same neuron in Figures 4, 6, 7.

Plots E–L reflect the responses averaged in the contralateral sound field.
(A,B) Sharpness of azimuth tuning as measured by vector strength of
rate azimuth function versus distance and environment to binaural

(A) and contralateral ear stimulation (B). (C,D) Direction of azimuth
tuning as measured by vector angle of rate azimuth function.
(E,F) Firing rate. (G,H) Syncrate, i.e., product of synchrony and rate.
(I,J) Synchrony to the modulation envelope. (K,L) Neural modulation
gain.

(Lomber and Malhotra, 2008). Their finding that the PAF medi-
ates localization is consistent with the finding that neural popula-
tion coding of space in the PAF is more accurate than that in the
primary auditory field (AI) (Stecker et al., 2003). It remains to
be determined whether neurons in the PAF are poor in coding

envelope and whether neurons in the AAF are specialized for
pattern recognition and poor in coding location as predicted by
Lomber and Malhotra (2008).

The specialized processing in the cortex may be created
de novo. This would be the logical case if IC neurons are not
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specialized for what and where processing. On the other hand, the
specialized processing in the cortex may reflect inputs from spe-
cialized neuron in the IC that project selectively via the thalamus
to the appropriate cortical areas.

HOW DOES REVERBERATION AND DISTANCE OF THE SOUND SOURCE
AFFECT NEURAL PROCESSING OF ENVELOPE AND AZIMUTH?
In response to binaural stimulation the synchrony to envelope
in our example neuron showed immunity to reverberation for
distances between 10 and 40 cm and a modest reduction in rever-
beration at 80 and 160 cm. Similarly, the sharpness of azimuth
tuning showed immunity to reverberation for distances between
10 and 40 cm. However, at 160 cm in the highly reverberant
environment the azimuth tuning was markedly degraded. This
degradation is likely due to a reduction in interaural correlation
caused by reverberation at far distances. This interpretation was
supported by the same neuron’s response to decorrelated stimuli
(Figure 6). These observations are consistent with the finding that
the ITD sensitivity of IC neurons systematically decreased with
decreasing interaural correlation (Yin et al., 1987). In a classic
model of sound localization (Jeffress, 1948), ITD sensitive neu-
rons act like coincidence detectors. Thus, when the signals at
the two ears are in-phase there is binaural facilitation and when
they are out-of-phase there is binaural suppression (Goldberg and
Brown, 1969). VS of azimuth tuning is a reflection of the strength
of binaural facilitation and suppression. The decrease in inter-
aural correlation with increasing distance in reverberation is a
consequence of a decrease in the direct to reverberant energy ratio
(D/R) with increasing distance (Zahorik, 2002).

HOW DO IC NEURONS REPRESENT SOUND SOURCE DISTANCE?
The firing rate of the example neuron to binaural stimulation
in reverberation systematically decreased with increasing distance
thus providing a rate code for distance. In contrast, in the ane-
choic condition, its rate was nearly constant. This decrease was
not due to changes in stimulus level because it was kept constant
across distance. Interestingly, the same mechanism proposed for
changes in azimuth tuning, coincidence detection governed by
strength of interaural correlation, produces a sensitivity to sound
source distance. The fact that this neuron’s firing rate to monaural
stimulation remained nearly constant across distance is consistent

with our view that a binaural mechanism (i.e., coincidence detec-
tion) underlies its ability to code sound source distance. Providing
a distance code is a new role played by the coincidence detection
mechanism that has not been described. The neural coding of
sound source distance is vastly understudied and our strategy is
designed to fill this void.

ARE NEURAL MECHANISMS UNDERLYING ENVELOPE
PROCESSING BINAURAL OR MONAURAL?
Our example neuron displayed similar envelope synchrony to bin-
aural and monaural stimulation. Relatedly, neural modulation
gain of this neuron was high in reverberation at far distances
and was essentially the same to binaural or monaural stimulation.
These properties imply that monaural mechanisms underlie this
neuron’s envelope synchrony and modulation gain. This was val-
idated by the finding that synchrony remained unchanged when
the signals at the two ears were decorrelated (Figure 6).

Measurements in the auditory nerve (Kim et al., 1990; Joris
and Yin, 1992) using conventional earphone stimuli indicate
gains between −10 and 10 dB. In the olivocochlear efferent audi-
tory nerve fibers, modulation gains were higher (up to 12 dB)
than in afferent nerve fibers (Gummer et al., 1988). In the
cochlear nucleus higher gains (often reaching 10–13 dB) were
found (Frisina et al., 1990; Kim et al., 1990). In the IC even higher
gains (reaching 15–20 dB) were found (Rees and Moller, 1983;
Rees and Palmer, 1989; Krishna and Semple, 2000).

The larger gains in the reverberant compared to the anechoic
condition in this example neuron may represent a compensatory
monaural mechanism that counteracts the deleterious effects of
reverberation. In a related behavioral study, it was shown that
human AM sensitivity in reverberation was more sensitive than
predicted by the acoustical MTFs (Zahorik et al., 2011). At an
azimuth of −90◦ this enhancement effect was present whether
the stimulation was monaural or binaural. However, a binau-
ral advantage was seen at 0◦, consistent with previous results
(Danilenko, 1969).
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The tuning, binaural properties, and encoding characteristics of neurons in the central
nucleus of the inferior colliculus (CNIC) were investigated to shed light on nonlinearities
in the responses of these neurons. Results were analyzed for three types of neurons
(I, O, and V) in the CNIC of decerebrate cats. Rate responses to binaural stimuli were
characterized using a 1st- plus 2nd-order spectral integration model. Parameters of the
model were derived using broadband stimuli with random spectral shapes (RSS). This
method revealed four characteristics of CNIC neurons: (1) Tuning curves derived from
broadband stimuli have fixed (i. e., level tolerant) bandwidths across a 50–60 dB range
of sound levels; (2) 1st-order contralateral weights (particularly for type I and O neurons)
were usually larger in magnitude than corresponding ipsilateral weights; (3) contralateral
weights were more important than ipsilateral weights when using the model to predict
responses to untrained noise stimuli; and (4) 2nd-order weight functions demonstrate
frequency selectivity different from that of 1st-order weight functions. Furthermore, while
the inclusion of 2nd-order terms in the model usually improved response predictions
related to untrained RSS stimuli, they had limited impact on predictions related to other
forms of filtered broadband noise [e. g., virtual-space stimuli (VS)]. The accuracy of the
predictions varied considerably by response type. Predictions were most accurate for I
neurons, and less accurate for O and V neurons, except at the lowest stimulus levels.
These differences in prediction performance support the idea that type I, O, and V neurons
encode different aspects of the stimulus: while type I neurons are most capable of
producing linear representations of spectral shape, type O and V neurons may encode
spectral features or temporal stimulus properties in a manner not easily explained with
the low-order model. Supported by NIH grant DC00115.

Keywords: inferior colliculus, tuning, nonlinearity, binaural, model, random spectral shape, level tolerant, dynamic

range

INTRODUCTION
The central nucleus of the inferior colliculus (CNIC) is an impor-
tant site of convergence in the auditory system (Adams, 1979;
Brunso-Bechtold et al., 1981; Winer, 2005). Ascending inputs
to the CNIC terminate in tonotopically organized layers, but
afferents from different brainstem sources innervate overlapping
domains within the layers (Oliver et al., 1997; Henkel et al., 2003;
Cant and Benson, 2008; Malmierca et al., 2009; Loftus et al.,
2010). Despite the diversity of inputs, the cellular organization
of CNIC is relatively homogeneous, with only a small number
of morphological cell types that are not gathered into subnuclei
or into an organized microstructure (Oliver and Morest, 1984;
Malmierca et al., 1993; Ito and Oliver, 2012; Wallace et al., 2012).
Studies of neurons’ responses and electrophysiological charac-
teristics are consistent with this anatomical evidence, in that
neurons showing a relatively small number of response patterns
are scattered throughout CNIC (e.g., Ramachandran et al., 1999;
Sivaramakrishnan and Oliver, 2001).

The lack of distinct morphological cell types and organized
microstructure suggests that progress on the representation of
sound in the CNIC will depend on physiologically defined neuron

classes. One basis for such classes is the pattern of frequency
selectivity of CNIC neurons in response to tones (Davis, 2005).
Tone responses can serve to define response classes; however, the
most commonly encountered stimuli in the natural environment
are broadband. Because tone responses typically do not accu-
rately predict selectivity for broadband or natural stimuli (Nelken
et al., 1997; Holmstrom et al., 2007; May et al., 2008), it seems
important to derive models of spectral integration on the basis of
responses to broadband stimuli.

The tuning of neurons to broadband sounds can be studied
using a method like reverse correlation (De Boer and De Jongh,
1978; Aertsen and Johannesma, 1981) that derives an equiva-
lent filter consistent with the neuron’s responses to broadband
or natural stimuli. In the CNIC, neurons have been character-
ized using the so-called spectro-temporal receptive field (STRF)
which is based on the assumption that neurons perform a 1st-
order (linear) spectro-temporal weighting of the stimulus (e.g.,
Klein et al., 2000; Theunissen et al., 2000; Escabi and Read, 2005;
Eggermont, 2011). However there are a number of important
questions remaining. The STRF has been successful in describing
various aspects of neural responses [e.g., stimulus-dependence of
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responses, (Theunissen et al., 2000); motion sensitivity, (Andoni
and Pollak, 2011); spatial organization of response properties,
(Chen et al., 2012); and comparison of response complexity
between CNIC and auditory cortex, Atencio et al., 2012; etc.],
but often STRFs do not predict the responses to test stimu-
lus ensembles accurately (Machens et al., 2004; Versnel et al.,
2009; Eggermont, 2011). Significant improvements in the models
and in prediction have been made recently (Ahrens et al., 2008;
Calabrese et al., 2011), but the reasons for the limited perfor-
mance are not fully understood. In this work, we study three likely
causes of limited prediction performance.

First, it seems likely that the performance of existing mod-
els is limited by the nonlinearity of auditory neural integration
(Johnson, 1980; Christianson et al., 2008). Models have some-
times taken a “linear-nonlinear” form in which a 1st-order
weighting of the stimulus is followed by a static nonlinearity to
match the growth of response with stimulus level (Sharpee et al.,
2004; Nagel and Doupe, 2006; Lesica and Grothe, 2008a). In
other models, an input nonlinearity is postulated (most simply,
using the log of the stimulus amplitude instead of the amplitude
or power; Escabi et al., 2003; Ahrens et al., 2008), but nonlin-
earities intrinsic to the frequency response itself have not been
considered.

Second, models have usually been studied at one or two sound
levels only (but see Bandyopadhyay et al., 2007; Ahrens et al.,
2008; Lesica and Grothe, 2008a; Pienkowski and Eggermont,
2011), while auditory nonlinearities often change significantly
across sound levels (Nelken et al., 1997; Bandyopadhyay et al.,
2007). For example, in the dorsal cochlear nucleus, neurons
behave in a relatively linear manner at low sound levels, but
exhibit nonlinearity at higher levels where so-called “type II”
inhibitory interneurons are active. Thus there is a need for sys-
tematic examination of the effects of sound level on auditory
spectral integration.

Finally, most studies of spectral representation in CNIC (and
auditory cortex) have not investigated the separate contributions
of the two ears in a systematic manner; stimulus presentations
have been either monaural or free-field (but see Schnupp et al.,
2001; Qiu et al., 2003). Thus, the possibility that nonlinear inter-
actions occur between neural inputs from the two ears has also
not been investigated sufficiently.

Here we describe spectral integration in three common
response types of CNIC neurons (I, V, and O; Ramachandran
et al., 1999) in unanesthetized (decerebrate) cats. The rate
responses to broadband stimuli are used to construct weighting
function models (Yu and Young, 2000; Young and Calhoun, 2005)
that measure 1st and 2nd-order relationships between stimulus
spectra and average discharge rates across a range of stimulus lev-
els. Neural responses to the temporal aspects of the stimuli are
not addressed in this paper. In the three response types, tuning
observed in response to broadband stimuli is substantially more
level tolerant than tuning to tones. Moreover, although contribu-
tions of the ipsilateral ear to neural responses are usually weak
relative to contributions of the contralateral ear, they are still sig-
nificant in many neurons. Finally, 2nd-order nonlinearities are
significant and take a form that is poorly captured by the linear-
nonlinear model. These results point the way for improvements

in models of central auditory neurons. They also support previ-
ous suggestions (Davis, 2005) that the representation of stimuli
in CNIC occurs in parallel pathways with characteristics that
provide differing information about aspects of the stimulus.

MATERIALS AND METHODS
ANIMAL PREPARATION AND RECORDING
The experimental protocol was approved by the Johns Hopkins
Animal Care and Use Committee. Data were obtained from eight
adult male cats (3–4 kg) with clean ears and clear tympanic
membranes. The cats were anesthetized with xylazine (2 mg im)
plus ketamine (40 mg/kg im), then treated with dexamethasone
(2–4 mg im) and atropine (0.1 mg im) to delay the onset of edema
and minimize mucous secretions, respectively. A tracheostomy
was performed to facilitate quiet breathing. Supplemental doses
of ketamine (15 mg/kg iv) were given as needed during surgery.
Body temperature was maintained between 37 and 40◦C. A supra-
collicular decerebration was performed by aspiration. Anesthesia
was then discontinued.

The ear canals were transected and hollow ear bars inserted
to prepare for stimulus delivery. Polyethylene tubing (PE-200,
approximately 40 cm in length) was inserted into each bulla
to prevent static pressure buildup in the middle ear. A cran-
iotomy was performed, tissue was aspirated, and dura was opened
to expose the IC. In experiments that lasted several days, cats
were given intravenous lactated ringers to maintain body fluids.
Experiments were terminated when vascular pulsations or edema
at the recording site prevented single neuron isolation. Animals
were euthanized with a lethal intravenous injection of sodium
pentobarbital.

An electrostatic speaker was coupled to each ear bar for stim-
ulus delivery. The sound in each ear was calibrated near the
tympanic membrane with a probe microphone. Sample acoustic
calibrations are shown in Figure 1A.

A platinum-iridium microelectrode was inserted dorso-
ventrally into the IC (at an angle of 5–15◦ from vertical) under
visual guidance, and single neurons were isolated from the ampli-
fied, filtered electrode signal using a Schmitt trigger. Each neuron
was characterized by its best frequency (BF) and threshold in
response to tones in the contralateral ear. Here, we define BF
as the frequency at which a response is observed at the lowest
sound level of the stimulus. The excitatory (E) or inhibitory (I)
nature of the responses to contralateral and ipsilateral stimuli was
determined by presenting monaural tones to each ear at BF. All
neurons were binaural, although the responses of some neurons
to ipsilateral stimuli were weak. Most neurons were EE or EI; that
is, they were either excited by tones in both ears (EE), or excited
by tones in the contralateral ear and inhibited by tones in the
ipsilateral ear (EI).

Contralateral and ipsilateral response maps (shown below
in Figures 2–4) were obtained by recording discharge rates in
response to sequences of tones in the contralateral and ipsilat-
eral ears, respectively. The frequencies of the tones in each ear
were logarithmically spaced and spanned up to 4 octaves. Tone
sequences were presented monaurally as 200-ms tone bursts, once
per second, at fixed attenuation levels. Driven rates were averaged
across the tone duration, and spontaneous rates were averaged
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FIGURE 1 | The properties of the RSS stimuli. (A) The acoustic calibration
of the two ears in one animal, showing the sound pressure level as a function
of frequency at 0 dB attenuation. These were determined using a calibrated
probe tube placed within 2 mm of the eardrum. The spectra of sounds were
modified by filtering with these transfer functions. (B) Spectra of three
example RSS stimuli, out of the set of 200, shown as the dB spectrum level
vs. log frequency. The sound levels of individual frequency bins (of width 1/8
octave) are symmetrically distributed around a mean value of 0 dB, with SD
12 dB. The reference 0-dB sound level is varied with an attenuator, usually over
a 50–70 dB range. Note that the spectra presented to the ipsilateral ear are
frequency-shifted versions of the spectra presented to the contralateral ear

(e.g., compare gray areas). (C) Spectral shape of the RSS stimuli in more detail.
Each frequency bin consists of 8 tones, logarithmically spaced at 1/64 octave.
Individual tones are shown in the line spectrogram at right, which corresponds
to the shaded region of the stimulus spectrum at left. The eight tones in each
bin (1/8 octave wide) have equal sound level. Frequencies of the bin centers
are indicated by the symbols in gray circles. (D) Spectra of white noise filtered
with two cat HRTFs. The ipsilateral and contralateral HRTFs approximate the
spectral shapes in the ipsilateral and contralateral ears of a broadband noise
stimulus played at 15◦ azimuth, 30◦ elevation. The stepped-function (“Ipsi in
RSS bins”) shows the stimulus energy for the ipsilateral spectrum in bins
corresponding to the RSS stimuli at a sampling rate of 100 kHz.

across the last 400 ms of the stimulus-off period. Response maps
were based on one presentation of each tone frequency at each
sound level.

For the estimation and testing of weight-function mod-
els, broadband stimuli with random spectral shape (RSS) were

presented to both ears simultaneously in 400-ms bursts, once per
second, at fixed attenuation levels. Discharge rates were averaged
across the 400-ms stimulus-on interval, and spontaneous rates
were averaged across the last 400 ms of the stimulus-off intervals.
Models were usually constructed from a single presentation of an
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FIGURE 2 | Response characteristics for a type I neuron, BF 12.2 kHz.

(A) Tone response maps showing rate responses to 200-ms tone bursts,
plotted against the tone frequency at a fixed attenuation. Rates were
computed from single tone presentations and smoothed (5-bin triangular
filter) for display. Attenuations are shown at right. Zero dB attenuation was
94 dB SPL at the neuron’s BF. Response maps were created by presenting
tones in the contralateral ear only (left) and ipsilateral ear only (right).
Discharge rates across the duration of the tone are shown by solid lines.
Spontaneous rates are shown by dashed lines. The horizontal solid straight
line indicates 0 spikes/s, and the rate scale is given at bottom left (different in
the two ears). Excitatory responses are colored gray and inhibitory responses
are light blue. The vertical lines at the top of the plots show the BF in the
contralateral ear (12.2 kHz). (B) Weight functions estimated from responses
to binaural RSS stimuli presented across a range of attenuations. First-order
weights (wC and wI in Equation 1) are plotted on the same frequency axis as

in (A). Weight estimates are shown as black lines, and gray regions indicate
±1 SEM. Contralateral and ipsilateral weight functions were derived from the
same 200 responses to the binaural stimulus set. Note that the weight
scales on the ordinate differ. (C) Rates predicted by the model (ordinate) vs.
experimental rates (abscissa) in leave-one-out model testing. For each plot,
data for two attenuations (indicated in the legend) were combined for the
leave-one-out procedure. (D) Second-order effective filters (i. e., eigenvectors
of MC and MI in Equation 3) for the same two fits shown in (C). Eigenvectors
multiplied by their corresponding eigenvalue are plotted against frequency.
The 1st-order weights, scaled to the same maximum value in each plot, are
shown as black dotted lines. Only eigenvectors with the two largest positive
eigenvalues λ are shown (largest λ, orange; second-largest λ, pink). The
colored regions indicate ±1 SEM. The negative eigenvalues are smaller than
the positive eigenvalues (<0.03, top case; <0.1, bottom case) and the
corresponding eigenvectors are noisy (not shown).
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FIGURE 3 | Response characteristics for a type O neuron, BF 11.4 kHz.

(A,B) Tone response maps and RSS weight functions, plotted as in Figure 2.
Note the large inhibitory area centered on BF in the contralateral and
ipsilateral tone response maps. Also note the difference in shape of the tone
and weight-function maps. 0 dB attenuation is 98 dB SPL at the BF of the

neuron. (C) Prediction performance as in Figure 2. fv-values are 0.54 for the
stimuli at −60/−50 dB, and 0.51 at −20/−10 dB. (D) 2nd-order weight
functions with the largest eigenvalues, given in the legends. Weights with
positive eigenvalues are shown in red, and weights with negative
eigenvalues are shown in blue.

ensemble of 200 RSS stimuli. In the few cases where multiple pre-
sentations of the same stimulus ensemble were performed, the
resulting models were essentially the same as those based on a
single presentation.

RESPONSE TYPES
CNIC neurons have been classified according to tone-based
response maps using various criteria [e.g., Yang et al., 1992;
Egorova et al., 2001; Lebeau et al., 2001; reviewed by Davis
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FIGURE 4 | Response characteristics for a type V neuron, BF = 3 kHz.

(A) Response maps, plotted as in Figure 2. Zero dB attenuation was 98
(contra) and 95 (ipsi) dB SPL at the BF of the neuron. (B) At high sound
levels, 1st-order weight functions suggest a substantial inhibitory area around

BF–a pattern consistent with the weak responses to tones near BF in (A).
(C) Prediction performance as in Figure 2. fv-values are 0.61 for the stimuli at
−50/−40 dB, and 0.41 at −20/−10 dB. (D) 2nd-order weights with the largest
negative eigenvalues, given in the legends.

(2005)]. Here, we group neurons based on response map pat-
terns and binaural properties—a classification scheme found
most appropriate for the CNIC in decerebrate cats (Davis et al.,
1999; Ramachandran et al., 1999). Type I (“eye”) neurons demon-
strate sharply tuned excitatory responses to contralateral tones

at frequencies surrounding BF, and inhibitory responses to ipsi-
lateral tones at frequencies equal to and surrounding the con-
tralateral BF (EI). This pattern remains stable across all sound
levels tested (see Figure 2). By contrast, Type V (“vee”) neurons,
which usually have a BF less than 3–4 kHz (in cats), demonstrate
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broad excitatory responses to contralateral and ipsilateral tones
(EE). Type V response maps frequently also suggest that some
degree of inhibition exists at and above BF at high sound levels
(see Figure 4). Finally, Type O neurons are strongly nonmono-
tonic (Figure 3): tones near BF presented to the contralateral ear
produce excitatory responses at low sound levels and inhibitory
responses at higher sound levels. For Type O neurons, responses
to ipsilateral-ear stimuli are inhibitory at all sound levels tested.
The CNIC also contains relatively few onset neurons (<10%),
which do not give sustained responses to tones. Note that these
classification criteria are qualitative: they are determined mainly
by the binaural ipsilateral/contralateral response type (EI or EE)
and the degree to which contralateral tones inhibit responses
around BF. A number of quantitative properties for these dif-
ferent response types have been documented (Davis et al., 1999;
Ramachandran et al., 1999), but these were not necessary for
neuron classification.

RANDOM-SPECTRAL-SHAPE (RSS) AND VIRTUAL-SPACE (VS) STIMULI
Random-spectral-shape stimuli spanning a frequency range of 5.7
octaves (0.8–43 kHz) were used to explore the spectral sensitivity
of IC neurons to broadband stimuli. The spectra of these stimuli
are comprised of 1/8-octave bins, where each bin contains 8 tones
of the same level spaced 1/64 octave apart. Sound levels across the
bins were independently drawn from a Gaussian distribution with
a mean of zero dB and a standard deviation of 12 dB. Here, zero
dB serves as the reference sound level of the stimulus, which usu-
ally varied over a 50–70 dB range of absolute intensities. Stimulus
waveforms were constructed by summing the tones with a base-
line sampling rate of 100 kHz; the starting phases for the tones
were randomized to prevent a click at time 0. Because the stim-
uli are defined on a log frequency axis, changing the sampling
rate simply shifts the stimuli along the log frequency axis without
changing their spectral shapes, binwidths, or the log-frequency
spacing of the tones. As such, whenever possible, the sampling
rates of the RSS stimuli were changed to place the BF of the neu-
ron between one-half and two-thirds of the total frequency range
of the stimulus.

In order to estimate parameters for the weight-function model,
we constructed 192 binaural RSS stimuli with unique spec-
tral shapes. The spectra of three such stimuli are shown in
Figures 1B,C. Each RSS stimulus is characterized by S(f), the
sound levels in dB of the bins centered at frequencies f. Binaural
stimuli are represented as two vectors �sC and �sI whose elements
are dB sound levels SC(fj) and SI(fj) at each frequency in the con-
tralateral and ipsilateral stimuli, respectively. Note that for each
binaural stimulus pair, the low-frequency half of the stimulus
in one ear is equal to the high-frequency half of the stimulus
in the other ear (gray boxes in Figure 1B). This circular fre-
quency shift ensures that ipsilateral spectra are orthogonal to
contralateral spectra across half the stimulus bandwidth. Because
the half-bandwidth of the stimuli (2.85 octaves) was wider than
the bandwidth of the neurons, this symmetry did not confound
characterization of a neuron’s response patterns.

In addition to the 192 stimuli with RSS, we constructed eight
binaural stimuli in which all levels are at the reference level: that is,
S(f ) = 0 dB for all f. These flat spectra stimuli were used to check

the estimation of parameter R0 in the weight-function model
described below.

Virtual-space stimuli (VS) were generated by filtering a broad-
band (50-kHz wide) flat-spectrum noise stimulus with head-
related transfer functions (HRTFs) that were measured in cat
[Figure 1D from Rice et al. (1992)]. HRTF filtering produces
noise at the eardrum similar to that which would have been pro-
duced if the noise were presented in free field. HRTFs representing
100 spatial locations (range: −60 to +60◦ azimuth, −30 to +45◦
elevation) were presented to the ears in binaural pairs that pro-
vided a virtual space simulation (assuming that the contralateral
and ipsilateral ears of the cat are identical). For example, if the
sound presented to the contralateral ear were filtered by the HRTF
for −7.5◦ elevation and 15◦ azimuth, then the sound presented to
the ipsilateral ear was filtered by the HRTF for −7.5◦ elevation
and −15◦ azimuth. Because the same 50-kHz noise stimulus was
applied to all HRTF filters, the resulting binaural signals also had
appropriate interaural time, interaural level, and spectral cues.
The responses to VS stimuli were used to test the models derived
from responses to RSS stimuli.

WEIGHT-FUNCTION MODEL
The spectral sensitivity of neurons responding to broadband
stimuli was characterized using the following model.

r = R0+
n2∑

j=n1

wCjSC(fj)+
n2∑

j=n1

wIjSI(fj)+
n4∑

j=n3

n4∑

k=j

mCjkSC(fj)SC(fk)

+
n4∑

j=n3

n4∑

k=j

mIjkSI(fj)SI(fk) +
n6∑

j=n5

n6∑

k=n5

bjkSC(fj)SI(fk) (1)

This model has previously been applied to auditory nerve fibers
(ANF) (Young and Calhoun, 2005), brainstem neurons (Yu and
Young, 2000; Tollin and Koka, 2010), and neurons in the auditory
cortex (Barbour and Wang, 2003); however, in the present study,
binaural processing is also explicitly represented. In this model,
the discharge rate of the neuron r is the sum of six terms: constant
R0 which is the response to the flat-spectrum stimuli with all lev-
els at 0 dB; 1st-order weightings of the spectral levels in each ear
(the second and third terms); 2nd-order weightings of the levels in
each ear, (the fourth and fifth terms); and a 2nd-order contribu-
tion related to a binaural interaction (the sixth term). Parameters
wCj and wIj are 1st-order weights on stimulus levels at frequency
fj in the contralateral and ipsilateral ears, respectively. First-order
weights represent gains of the rate response to energy at each fre-
quency in spikes/(s·dB), and first-order weight functions show
these gains for each stimulus frequency bin. Parameters mCjk and
mIjk are 2nd-order weights which describe an interaction between
spectral level pairs associated with the same ear [e.g., mCjk is the
weighting on the multiplicative interaction SC(fj) SC(fk)]. Finally,
parameter bjk is a binaural weight measuring an interaction of
spectral level pairs from opposite ears [i. e., bjk is the interaction
of SC(fj) in the contralateral ear and SI(fk) in the ipsilateral ear].

The model of Equation 1 is a linear function of the unknown
parameters R0, {wCj}, {wIj}, {mCjk}, {mIjk}, and {bjk}. The param-
eters are estimated from discharge rates r, which are the responses
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to 192 RSS and 8 flat-spectrum 0-dB stimuli. At each reference
sound level (expressed in dB attenuation), weights were esti-
mated by solving 200 simultaneous linear equations in the form
of Equation 1—that is, one equation for each stimulus presented.
Weight estimates were obtained by using either the method of
normal equations or singular-value decomposition (Press et al.,
2007, chapter 15)—both of which minimize the mean square
error between the actual discharge rates and those predicted by
the model. For the estimates computed here, the two methods
give identical results. Plots of the estimated weights against fre-
quency at each of the reference sound levels were aggregated to
form weight-function maps.

Weights were also computed by combining responses at two or
more reference sound levels—a calculation which mainly affected
estimates for 2nd-order weights. A model with combined sound
levels usually predicted rate responses to RSS stimuli (but not
HRTF stimuli) more accurately than models estimated at only
one sound level: median improvements in the goodness of fit for
the predictions (i. e., fv; defined in the next section) are 0.12,
0.15, and 0.12 for I, V, and O neurons, respectively. The per-
formance improvement presumably reflects the fact that a larger
amount of data (400 vs. 200 data points) and a wider range of
stimulus levels were used to fit the model. Response predictions
generated by combining data from multiple levels are mixed with
single-attenuation fits in Figures 2C, 3C, 4C, 7, 9.

The frequencies that are assumed to contribute to a neuron’s
responses are additional parameters in the model. These parame-
ters, which are shown as limits on the summations {n1, n2, n3, n4,
n5, n6} in Equation 1, define the sequential set of weights (includ-
ing BF) that lead to the model’s best prediction performance.
These frequency limits are determined by systematically varying
the span of frequencies used during weight estimation and pre-
diction. Parameters {n1, n2} are varied first, followed by {n3, n4}
and finally {n5, n6}. Specifically, beginning with one weight at BF,
weights are added below and above BF, one at a time, only as long
as they improve prediction performance. When the 2nd-order
weight limits are being determined, the 1st-order weight limits are
fixed at the best performance of the 1st-order model. Similarly,
when the binaural weight limits are being determined, both the
1st- and 2nd-order weight limits are fixed. Note that all weights
in the current set, as specified by the {nj}, are estimated simulta-
neously at each step, so that as 2nd-order weights are added, the
1st-order weights usually change. Neither the weights nor the pre-
diction error are strong functions of {nj}, especially near the edge
of the response area, so the order in which the {nj} are tested does
not change the model or error.

PREDICTION
Increasing the limits on summation in the model amounts to
increasing the number of weights that need to be estimated.
To prevent overfitting the model, we consider only weights in
the model that are needed to accurately predict responses to
broadband stimuli. To test the model, we use a leave-one-out
cross-validation procedure where each of the 200 rates is set aside
as a test response while the remaining 199 rates are used to esti-
mate weights. The procedure is repeated for each of the 200 rates.
This method produces results similar to bootstrap; however, it is

preferred over bootstrap because it yields 200 separate prediction
tests while also using the largest number of data points to fit the
model. The SEMs of the weights are estimated from the leave-one-
out calculations as (n − 1) σp/

√
n, where n is the number of data

points (200) and σp is the standard deviation of the weights in
the 200 leave-1-out trials [Equation 10.9 in Efron and Tibshirani
(1986)].

The quality of prediction is measured with fraction of variance,
defined as:

fv = 1 −
∑ (

rj − rmj
)2

∑ (
rj − r̂

)2
(2)

where rj are the rates in the test data set, rmj are the rates predicted
by the model, and r̂ is the mean of the rj. The value of fv is 1 for
a perfect fit and decreases as the fit worsens. The fv is zero if the
model predicts the data no better than the mean rate, and the fv
can be negative for very bad fits. We have chosen fv as a measure
of fit because, unlike the often-used correlation coefficient (R), fv
is sensitive to constant rate errors (i. e., differences in the mean
rates between model and data). Such errors can be a problem for
a model with even-order terms. Empirical comparisons of fv and
R2 based on the present data and auditory nerve data (Young and
Calhoun, 2005) show that R2 ≥ fv in all cases, and that the two
measures are approximately equal for good fits (taken to be values
of fv above ∼0.5). Noise in the rate measurements cannot be fit
by the model and therefore decreases fv. A Poisson assumption for
the rate statistics suggests that the maximum possible fv is about
0.8—a value consistent with the data (Figure 7B, assuming values
above 0.8 are random scatter).

During this fitting process, fv for the 1st-order model usually
did not change dramatically as the number of weights (n1 and n2)
changed. However, the addition of 2nd-order weights to the best-
performing 1st-order model (i. e., the 1st-order model with the
largest fv) usually yielded increases in fv by up to 0.4, even when
only one 2nd-order weight was introduced. The inclusion of addi-
tional 2nd-order weights (beyond the first one) also produced
only small incremental changes in fv. This behavior, which was
observed in 314/337 cases, suggests that the 2nd-order model pro-
vides information about spectral integration in these neurons that
is not present in the 1st-order model. Note that binaural weights
usually added little to the prediction quality of the best 1st- or
2nd-order models—improving fv by less than 0.01 in 225/310
cases.

Weight function models derived from RSS responses were used
to predict responses to HRTF stimuli. Because the HRTF stim-
uli did not have an all-0-dB reference for the estimation of R0, a
modified prediction procedure was used. For these predictions,
the reference stimulus was chosen to be the average of the four
HRTF stimuli with the flattest spectral shape within 0.5 octave of
the neuron’s BF. R0 was set to the average of the rates produced
by those stimuli. HRTF responses were then predicted as differ-
ences between the response to the averaged reference stimulus
and responses to each of the other 96 HRTF stimuli. This method
produced usable predictions, but there were still errors in the rate
predictions; specifically, there was often a shift in the means of the
actual and predicted rates (see Figure 8B). As such, R2 (i.e., the
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square of the Pearson product-moment correlation coefficient),
and not fv, was used to quantify errors between the actual and
predicted rates (in Figure 8C only). Unlike fv, R2 is sensitive to
correlated rate fluctuations but not to errors in average rate or
overall rate gain.

SECOND-ORDER FILTERS
The frequency selectivity implicit in the 2nd-order weights may
be better understood by interpreting the terms in Equation 1 as
filters (e.g., Lewis et al., 2002; Reiss et al., 2007). Equation 1 can
be written in vector-matrix form as:

r = R0 + �wT
C�sC + �wT

I �sI +�sT
CMC�sC +�sT

I MI�sI +�sT
CMB�sI (3)

where the stimulus vectors �sC and �sI are defined above. Weight
vectors �wC and �wI contain the 1st-order weights. Matrices MC,
MI , and MB contain 2nd-order and binaural weights correspond-
ing to frequency pairs. Because the 2nd-order matrices MC and
MI are real and symmetric, they can be written as

M =
N∑

j=1

λj�ej�eT
j (4)

where λj are real eigenvalues of M and �ej are orthonormal eigen-
vectors. As such, each 2nd-order term in Equations 1 and 3 can
be written as:

�sT M�s = �sT

⎛

⎝
N∑

j=1

λj�ej�eT
j

⎞

⎠�s =
N∑

j=1

λj

(
�sT�ej

)2
. (5)

Examination of Equation 5 shows that an eigenvector �ej can be
viewed as an “equivalent 2nd-order filter.” However, because the
filtering operation �sT�ej is squared, the excitatory or inhibitory
nature of the 2nd-order filter is determined by the sign of the
eigenvalue, where a positive eigenvalue indicates an excitatory
contribution and a negative eigenvalue indicates an inhibitory
contribution. Furthermore, the magnitude of the eigenvalue
quantifies the importance of the associated filter. In this paper,
filters are shown for only the largest one or two eigenvalues.

RESULTS
Neurons in the CNIC show a variety of patterns of fre-
quency sensitivity, as measured by responses to tones [reviewed
by Davis (2005)]. Here, we use response types described by
Ramachandran and colleagues in decerebrate cat (Davis et al.,
1999; Ramachandran et al., 1999), as detailed in Materials and
Methods. As stated previously, there are three types of tonic
responses: types V, I, and O. Figures 2 through 4 provide exam-
ples of tone and broadband tuning for these neuron types. Data
presented in this paper are from neurons for which complete tone
and RSS responses were obtained across a range of sound levels.
These include 12 V neurons (BFs 0.8–4.1 kHz), 13 I neurons (BFs
1.8–21 kHz), and 10 O neurons (BFs 2.2–21 kHz). Onset neurons
were also encountered during the study—comprising 9% of the
total sample—and all gave reliable tonic responses to RSS stimuli.
However, onset neurons were not studied completely and are not
discussed here.

RESPONSE MAPS
Type I tuning
Figure 2A shows a tone response map typical of a type I neu-
ron. Contralateral response maps (left) show a narrow excita-
tory area centered on BF (in this case, 12.2 kHz) and inhibitory
sidebands at frequencies below and above the excitatory area
(light blue). To better visualize the inhibitory areas, the response
at −40 dB is shown on an expanded scale at the bottom of
Figure 2A. Ipsilateral response maps (right), by contrast, show
mainly inhibitory areas that are well tuned and centered on
approximately the same BF. Like all type I neurons that were
analyzed in the study, this neuron is EI in its responses near BF.

The effective tuning of a type I neuron for broadband noise
can be inferred from the 1st-order weight functions (Figure 2B).
First-order weight functions computed for the contralateral ear
(at left) resemble contralateral response maps in that they show
large positive peaks at BF. Similarly, 1st-order weight functions
for the ipsilateral ear are negative at frequencies where responses
to ipsilateral tones are inhibitory. This pattern of excitation and
inhibition inferred by the weight-function maps is typical of all
type I neurons studied.

To better understand the nature of 2nd-order weight func-
tions, eight 2nd-order filters (Equation 5) were computed for the
type I neuron featured in Figure 2. At low sound levels, negative
eigenvalues for this neuron are small compared to the positive
eigenvalues—a finding that supports a predominantly excita-
tory contribution of 2nd-order weights. However, inhibitory 2nd
order effects are present at higher sound levels, where nega-
tive and positive eigenvalues reach comparable values (<0.1,
not shown). The two filters corresponding to the largest pos-
itive eigenvalues are shown in Figure 2D. As indicated by the
shaded areas (±1 SEM), most of the second-order weights are
significantly different from zero. First-order weight functions at
the same sound levels are superimposed for comparison (black
dashed lines). Some of the contralateral 2nd-order filters are
shown to have plus-minus shapes that differ significantly from
1st-order weight functions. For example, peaks are present at fre-
quencies below BF rather than on BF, and substantial gain slopes
occur near the BF. These differences suggest that 2nd-order filters
change the frequency selectivity of the neuron.

The meaningfulness of the second-order weight function was
evaluated by testing how well the model predicted responses to
RSS stimuli not used in parameter estimation. Predictions were
performed at the same sound levels featured in Figure 2B, and
the results for two sound levels are shown (Figure 2C). Here, each
data point is the predicted rate response to each left-out test stim-
ulus (ordinate), plotted against the actual rate response to that
stimulus. The fv-values (Equation 2), which measure the accuracy
of the prediction, are 0.85 and 0.79 at the sound levels shown. For
this type I neuron, the contribution of the 2nd-order terms in the
weight-function model is significant: when all 2nd-order weights
are excluded from the model, fv-values decrease to 0.32 and 0.58,
respectively.

Type O tuning
Response maps and weight functions of a type O neuron are
shown in Figures 3A,B, respectively. At low sound levels, the
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contralateral response map for the type O neuron (Figure 3A,
left) shows an excitatory response to low-level tones near BF
(11.4 kHz at −90 dB); at higher levels, the response map demon-
strates a strong inhibitory response around BF, and a mixture
of excitatory and inhibitory responses at frequencies away from
BF. Given that the responses to ipsilateral tones (Figure 3A,
right) were predominantly inhibitory, the neuron was classi-
fied as EI, as were all type O neurons studied. Unlike the type
I neuron (Figure 2), contralateral weight functions computed
from responses to RSS stimuli (Figure 3B, left) differ signifi-
cantly from the tone-based response map: rather than having
large areas of inhibition at BF, the weight functions show a
combination of positive gains near BF and negative gains above
BF across a range of sound levels. Ipsilateral weight functions
(Figure 3B, right), on the other hand, are similar to the response
maps in that they mainly show weak inhibition near BF at most
sound levels.

The equivalent 2nd-order filters show substantial inhibitory
and excitatory contributions (Figure 3D), possessing both large
negative (blue filters), and large positive eigenvalues (red filters).
The contralateral and ipsilateral 2nd-order filters are statistically
different from zero, and their shapes differ significantly from their
corresponding 1st-order weight functions.

Compared to the weight-function model for the type I neuron,
the model for the type O neuron is a less accurate predictor of
responses to novel stimuli (Figure 3C). For this type O example,
the general trend in the data is captured by the model; however,
the fv-values are only 0.54 and 0.51 at the two sound levels shown.
The 2nd-order terms are important to the model, as exclusion
of these terms produces fv-values (for the best-fitting 1st-order
model) of only 0.38 and 0.28, respectively.

Type V tuning
Like all type V neurons in this study, the neuron in Figure 4 is EE,
exhibiting broad excitatory responses to contralateral and ipsilat-
eral tones (Figure 4A). At high sound levels, the weak response
near BF, in addition to apparent limits on the spread of excitation
to frequencies above BF, suggests that the response of the neu-
ron is sculpted by inhibition. Although this behavior is observed
in many V neurons (Davis et al., 1999), responses to tones that
are strictly inhibitory (i. e., with rates below spontaneous rate)
are small and rarely observed. Note that type V neurons were
also encountered for which either, or both, response maps did not
show signs of inhibition (not shown).

At low sound levels, weight functions for the type V neu-
ron in Figure 4B resemble tone response maps in that weights
are significantly positive at BF. Weight functions at higher sound
levels show negative weights around BF in a manner consis-
tent with the inhibitory sculpting described above. Second-order
filters (Figure 4D) corroborate the inhibitory nature of this neu-
ron’s response: the largest eigenvalues are negative, and increases
in sound level produce even larger negative eigenvalues.

In Figure 4C, the weight-function model predicts responses of
the type V neuron with moderate accuracy. The fv-values for the
2nd-order model are 0.61 and 0.41 at the two sound levels shown.
Exclusion of 2nd-order weights from the model reduces fv-values
to 0.54 and 0.26, respectively.

LEVEL TOLERANCE
In this section, we compare the tuning of neurons responding
to tones against the tuning implicit in responses to RSS stim-
uli. Specifically we compare areas of activity observed in tone
response maps with those seen in weight-function maps at equiv-
alent sound levels (dB re threshold). For type I neurons, this
comparison is robust and straightforward. In the tone maps of
type I neurons, edges of activity are taken to be the frequen-
cies at which rate responses first go to zero on either side of BF
(Figure 5A, blue line). These edges define a central excitatory
region flanked by inhibitory sidebands. Analogously, in weight-
function maps, edges of activity are taken to be the frequencies at
which 1st-order weights are first indistinguishable from zero on
either side of BF (i.e., within ±1-SEM of zero; Figure 5B, dashed
green lines). In this example, as sound level increases, tone-based
tuning (blue curve) broadens, as is commonly observed for audi-
tory neurons in many parts of the brain. By contrast, the tuning
apparent in noise-based weight-function maps is level tolerant:
that is, bandwidths are relatively fixed over the range of sound
levels studied (dashed green curve).

The comparison of tone- and noise-based tuning in Figure 5
is typical of type I neurons. This is shown in Figure 6A where
upper and lower edges of tuning curves are shown for type I

FIGURE 5 | Derivation of tuning curves from response maps for a type I

neuron (BF = 8.3 kHz). (A) Tone response map for the contralateral ear.
The blue curve shows the tuning curve edges for the tone response map,
derived as described in the text. The green dashed curve in both (A) and
(B) shows the edges of the tuning curve for the weight-function map.
(B) Weight-function map for the same neuron. The dB scale in both parts is
dB re threshold for BF tones (A) or RSS stimuli (B). The tuning curve near
the BF tip is not well specified by the response maps. For the tone
response maps, the threshold at BF is determined from a rate-level
function; for the weight-function maps, the threshold is set halfway
between levels that do and do not produce weights that are significantly
different than zero.
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FIGURE 6 | Level tolerance of the edges of tone and weight-function

response maps for populations of type I (A), O (B), and V (C) neurons.

Frequency edges computed as in Figure 5 are shown for contralateral stimuli
only. Lower-(left) and upper-(right) frequency edges derived from tone
response maps (blue lines) are overlaid on those derived from
weight-function maps (dashed green lines) at equivalent sound levels, in dB
re threshold. The point at BF is not included. For each neuron, lower (or
upper) edge frequencies are plotted relative to the geometric mean across
levels of the lower (or upper) edge frequencies of the weight-function maps.
Slopes of lower frequency edges of tone maps differ significantly from those
observed in weight-function maps (type I: P = 0.1; type V: P < 0.01; signed

rank sum comparisons of slopes of best-fit lines). Upper-frequency edges do
not differ. Tone maps were not analyzed for type O neurons (see text). The
red curves in (B) show mean weight-function edges for auditory nerve fibers
[ANF; data from Figure 5 of Young and Calhoun (2005)]. Here, frequencies are
normalized by the average frequency edge at the lowest two sound levels. As
sound level increases, the slopes of lower-frequency edges of CNIC
weight-functions differ from those observed in ANF. Specifically, slopes
suggest a relative narrowing in type I and type O data (P = 0.02), and relative
widening in type V neurons (P = 0.07). For all weight-function types, upper
frequency edges are not significantly different from those seen in ANFs. All
Ps are Bonferroni corrected.

neurons. Frequency edges derived from weight-function maps
(green dashed curves, as in Figure 5) are overlaid on those derived
from tone-based response maps (blue lines, as in Figure 5A). To
enable comparison of tuning curve slopes across neurons with
different BFs, lower (or upper) frequency edges for each tuning
curve (i. e., tone response maps and weight-function maps) are
plotted relative to the geometric mean of lower (or upper) edge
frequencies across all sound levels of the weight-function map.
The lower and upper edges are plotted separately and the point at
BF is not included.

Type I tuning in weighting functions is level tolerant: as sound
level increases, upper and lower frequency edges remain relatively
fixed. Level tolerance, however, was not observed in tone response
maps, where increases in sound level typically yielded a broad-
ening of response maps at the lower frequency edge: the slopes
differ significantly between tone and weight-function maps on
the low-frequency side (P = 0.1, Bonferroni corrected signed-
rank-sum comparisons of slopes of best-fit lines), but not the
high-frequency side.

For type O neurons, a direct comparison of tone- and noise-
based tuning was not done because the patterns of excitation
and inhibition in tone maps are complex and vary significantly
from sound level to sound level (as in Figure 3A); thus, it is not
clear how a meaningful and consistent bandwidth measure would
be chosen. However, weight-function maps could be analyzed as

described above for type I neurons. Because type O neurons often
have distinct excitatory and inhibitory regions that are promi-
nent near BF (as in Figure 3B, 3/7 cases), frequency edges in
type O maps were chosen to include all statistically significant
features that persisted across sound level (i. e., weights exceed-
ing ±1 SEM). For the map in Figure 3B, the persistent feature
that was selected consists of both the excitatory lobe near BF and
the inhibitory lobe above BF. The choice of persistent feature is
not critical, for as long as the same feature definition is applied
consistently across sound level, the result does not change for the
sample of type O neurons studied. In Figure 6B, upper and lower
frequency edges are shown for a population of type O neurons.
Note that the frequency edges are roughly constant at the different
sound levels, thus implying that broadband frequency selectivity
in type O neurons is tolerant to increases in noise level.

A similar analysis for a population of type V neurons is shown
in Figure 6C. As with type I neurons, edges of activity in tone-
based response maps were taken to be frequencies at which rate
responses first go to zero on either side of BF. This area of activ-
ity included frequencies at and above BF where responses were
excitatory but appear dampened by inhibition (e. g., Figure 4A).
As with type O neurons, frequency edges for weight-function
maps were defined to encompass distinct statistically significant
features. However, unlike type O neurons, the excitatory and
inhibitory nature of those features often changed with changes
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in sound level, as in Figure 4B. In such cases, all features near
BF were included as part of a response area if they persisted over
at least two levels. Because of the variability in weight-function
maps, there is considerable variation in the width of type V tuning
with changes in sound level (green dashed curves in Figure 6C).
Weight-function tuning usually broadens near threshold, and in
some cases narrows at high sound levels. However, lower fre-
quency edges of weight-function maps remained relatively fixed
compared to lower frequency edges of tone-based response maps
(P < 0.01, signed rank sum test comparisons of slopes of best-fit
lines).

Thus, the three CNIC neuron types—I, O, and V—exhibit
level-tolerant tuning in response to broadband stimuli, but not in
response to tones. For comparison, the edges of weight-function
maps for a population of ANF were averaged and plotted in
Figure 6B (red). For ANFs, the upper and lower frequency edges
delineate an area of excitation that is centered on BF. The ANF
weight-function map broadens slightly with increasing noise level
at the lower frequency edge, exhibiting more widening than
observed in type I and O edges (P = 0.02; signed rank sum test
of slopes of best-fit lines). By contrast, ANF tuning widens less
than that of type V neurons (P = 0.07).

QUALITY OF MODEL PREDICTIONS AND THE IMPORTANCE
OF 2ND-ORDER TERMS
The weight-function model in Equation 1 predicts responses of
the three CNIC neuron types with different degrees of accuracy.
Figure 7A shows the distributions (left) and cumulative distri-
butions (right) of fv-values for predictions computed using the
leave-one-out procedure. Of the three response types, the model
performs best for type I neurons where the median value of fv is
0.51 (gray). For the type V and O populations, median values of fv
are only 0.30 (red) and 0.21 (blue), respectively. The differences in
the medians of the fv distributions are statistically significant (see
the figure caption).

The accuracy of the model predictions depends substantially
on the inclusion of 2nd-order terms. The scatterplot of Figure 7B
compares the performance of two models for each test response—
a model which includes all 1st- and 2nd-order terms (abscissa),
and another which includes only the 1st-order terms (ordinate).
All data points are located below the diagonal line, meaning that
the addition of 2nd-order terms consistently improves model per-
formance. This was found to be true regardless of the quality
of the 1st-order fit or the neuron type. Specifically, the median
improvement in fv (calculated as the difference in fv-values for
the 2nd- and 1st-order models) is 0.23 for I, 0.16 for V, and 0.18
for O neurons. Although it is not shown here, the binaural term
(i. e., the sixth term of Equation 1) has a negligible impact on the
quality of the prediction. In 225/310 cases, the improvement in fv
resulting from the addition of binaural weights was less than 0.01.

Generally the accuracy of model predictions declines as sound
level increases. Figure 8A shows the relationship between predic-
tion accuracy (fv) and RSS stimulus level. The weight-function
model most accurately predicts responses of type I neurons (gray
lines), and this prediction performance declines slightly with
sound level (R = −0.17, NS). Prediction performance for type
V and type O neurons is relatively less accurate across sound

FIGURE 7 | Quality of the model predictions as measured by fv in

leave-one-out cross validation tests. Each plot contains an aggregation of
prediction data obtained at different sound levels. A neuron is usually
represented multiple times, once at each sound level and also at pairs of
adjacent sound levels. (A) Distribution (left) and cumulative distribution
(right) of fv-values for the three response types. Vertical lines at the top of
the plots show median fv-values. Differences in the distributions across the
neuron types are statistically significant (rank sum test with Bonferroni
correction; I vs. V and I vs. O, P << 0.001; V vs. O, P < 0.02).
(B) Comparison of the best prediction quality (fv) for a full binaural model
containing all 2nd-order terms (abscissa) and a model containing only
1st-order terms (ordinate). Ten data points with ordinate values < −0.2 are
not shown, but are included in the statistics. Vertical arrows indicate
median fv-values for each of the neuron types.

levels (red and blue lines), suggesting that nonlinearities not cap-
tured by the weight-function model have a marked impact on
the rate responses in these neurons. The decline in prediction
accuracy with sound level is significant in V neurons (R = −0.5,
P < 0.001), but not in O neurons (R = −0.04, NS).

An important test of a model is whether it can predict
responses to stimulus types different from those used to estimate
model parameters. For this purpose, we tested the model with a
functionally relevant stimulus set—specifically, broadband noise
filtered by HRTFs (Figure 1D) that simulate natural sound local-
ization cues. As described in Methods, the absence of a reference
stimulus for the estimation of R0 required a modified prediction
approach. In Figure 8B, VS response predictions computed in this
manner are shown for type I and type O neurons. Whereas rate
fluctuations are qualitatively similar between the actual (green
lines) and model (blue lines) rates, there are errors in average rate,
especially in the type O example (Figure 8B). To deemphasize
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FIGURE 8 | Prediction quality for RSS and HRTF stimuli by sound level.

(A) Quality of RSS response predictions (fv) plotted against the sound level
of the stimulus. Light colored symbols connected by lines show data
obtained from one neuron. Heavy colored lines show median fv-values for
the 3 neuron types. For clarity in plotting, 1 dB was added to the
attenuations for V neurons, and 2 dB was added to the attenuations for O
neurons. (B) Predicted rate responses to HRTF-filtered noise (VS stimuli),
computed using weight-function models derived at the same overall sound
level (−40 dB). Predictions for a type I (left) and a type O (right) neuron were
computed using the difference method (see text). Actual rates are shown in
green and predicted rates are shown in blue. The goodness of fit for these
predictions are as follows: Type I (left): R2 = 0.82, fv = 0.7; type O (right):
R2 = 0.39, fv = 0. (C) Median R2 for the three neuron types. Solid lines
indicate median R2-values obtained when the full model was used to
predict responses to VS stimuli; dashed lines indicate median R2-values
based only on 1st-order terms. The black dots show the positions of the
two examples in (B). The gray shaded region indicates the range of
R2-values that were observed for type I neurons at each attenuation level.

differences in the means of the actual and predicted rates, the
Pearson correlation coefficient R2—instead of fv—was used to
quantify the model fit (see Materials and Methods). Figure 8C
shows median values of R2 for the three neurons types. Consistent
with Figure 7, the fits are best for type I neurons (gray lines),
which maintain good fits (median R2 > 0.5) over the range of
sound levels; however, the range of R2-values is quite wide, espe-
cially at high sound levels (gray shaded region). At each sound
level, R2-values for type V and type O neurons were comparable
to those of type I neurons with the poorest fits.

HRTF response predictions, unlike RSS response predictions,
were generally not improved with the addition of 2nd-order
terms. In fact, at high sound levels, median R2-values were slightly
better for 1st-order models, as shown by the dashed lines in
Figure 8C.

IMPORTANCE OF THE CONTRALATERAL EAR
Although it is well known that neurons in the CNIC have tuned
responses to both contralateral and ipsilateral stimuli, the impor-
tance of ipsilateral inputs to spectral selectivity of neurons has not
been studied extensively. We investigated this question by fitting
a contralateral-only model to the data—that is, a model incorpo-
rating only the first, second, and fourth terms of Equation 1. We
then used the monaural model to predict responses to test stim-
uli and compared the quality of those predictions to the quality
achieved using the full binaural model (Figure 9A). The exclusion
of ipsilateral information from the model was found to reduce the
quality of the predictions: most of the data points in Figure 9A lie
below and to the right of the diagonal line. However, the impact
of the ipsilateral contribution is relatively small, as inclusion of
ipsilateral weights in the model improved fv by more than 0.2 for
only about 10% of the data.

Ipsilateral weights have a relatively weak impact on the accu-
racy of the model, partly because they are smaller in magni-
tude than contralateral weights. This difference in magnitude—
which is evident in Figures 2B, 3B, 4B—are summarized in
Figure 9B. Here, amplitudes of 1st-order contralateral weight
vectors (abscissa) are plotted against amplitudes of 1st-order ipsi-
lateral weight vectors (ordinate). These amplitudes are computed
as the norm (or length) of the corresponding weight vector.
Only type V neurons frequently exhibit ipsilateral norms that are
larger than contralateral norms. By contrast, the ipsilateral norms
for type I and type O neurons are usually relatively small. In
Figure 9B, the dashed line indicates where ipsilateral norms are
one-fourth the size of contralateral norms. For type I and type
O neurons, median contralateral and ipsilateral norms (for con-
tralateral norms greater than 0.6) are roughly approximated by
this line. The norms of 2nd-order weights behave similarly (not
shown).

EFFECT OF SOUND LEVEL ON SPECTRAL REPRESENTATIONS
A neuron that provides a robust rate-based spectral representa-
tion should respond over as wide a range of discharge rates as
possible in response to changing spectral features. The neuron
should also adapt the range of response rates to changing stimulus
level (Rees and Palmer, 1988; Dean et al., 2008). Each column of
Figure 10A shows rate responses of a type I neuron to the RSS
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FIGURE 9 | Relative contribution of ipsilateral and contralateral

weights. (A) Comparison of the prediction quality (fv) for a full 2nd-order
binaural model (abscissa) and a model which assumes a purely contralateral
input [i. e., SI (f ) = 0 for all f, ordinate]. Data from one experiment showing
little or no effect of the ipsilateral inputs are included in this plot. (B) Plot of
the amplitude of the 1st-order weight vector in the contralateral ear
(abscissa) vs. the weight amplitude in the ipsilateral ear (ordinate). The
amplitudes of the weights are measured as the norm of 1st-order weight
vectors (the square root of the sum of the weights squared). The solid
diagonal line indicates where weight vector norms are equal in amplitude.
The dashed line indicates where ipsilateral norms are one-fourth the size of
contralateral norms. Note the use of logarithmic axes in (B). Also note that
data points shown in (A) and (B) were aggregated across all sound levels of
stimulus presentation.

stimulus set at two sound levels. The neuron in the left column
responds at both sound levels with the full range of rates available
to the neuron at the given sound level. By contrast, the neuron
in the right column responds at the higher level over roughly
half its full rate range due to rate saturation. To evaluate differ-
ences in the range of rate responses across sound level, we use
the fractional rate ratio (FRR), which is defined as ([Rate at 97.5
percentile] – [Rate at 2.5 percentile])/[Rate at 97.5 percentile].
Here, the percentiles (horizontal dashed lines in Figure 10A) are
used to reduce the effect of occasional rate outliers. FRRs for these
examples are 0.97 and 0.98 in the left column and 1.0 and 0.50 in

the right column. FRR is normalized by the maximum rate at a
particular level—not the maximum rate across all levels. The lat-
ter would produce an increase in FRR at low levels that reflects the
strength of the response rather than the neuron’s use of the range
of rates available to it.

As shown in Figure 10B, the dynamic range of rate responses
are well-maintained in CNIC neurons across sound levels. Here,
FRR is plotted against sound level for individual neurons (sym-
bols), and heavy colored lines indicate the median FRRs for each
neuron type. Median FRRs are also shown for low, medium, and
high spontaneous rate ANFs (dashed lines) responding to the
same stimulus set.

In type I and type V neurons, the largest FRRs occur at low
sound levels and decline monotonically at higher levels. The
FRRs, which tend to be larger for type I than for type V neurons,
are generally comparable to those of low and medium sponta-
neous rate ANF. Type O neurons have the opposite behavior,
showing higher FRRs at high sound levels. FRR values across
the three groups are statistically different at the levels between
−30 and 0 dB attenuation (P < 0.001 ranksum with Bonferroni
correction).

When normalized by their peak value, median contralateral
weight vector norms (i. e., amplitudes) of type I, type V, and type
O neurons similarly increase at low sound levels and gradually
peak between 40 and 30 dB attenuation (Figure 10C; solid col-
ored lines). In a comparison of these amplitudes with those of
ANFs (black dashed lines), median amplitudes of type I and O
neurons correspond closely with those of high SR fibers at low
sound levels. This finding suggests that high SR fibers alone can
account for the responses of CNIC neurons to RSS stimuli at
low sound levels., However, median amplitudes of high SR fibers
decrease rapidly above 50 dB attenuation (presumably as a con-
sequence of rate saturation; Young and Calhoun, 2005) whereas
CNIC amplitudes continue to peak. The relationship between
weight vector amplitudes and attenuation level at these higher
sound levels more closely resembles that of low- and medium-
SR fibers. Thus, weight vector amplitudes of CNIC neurons seem
to reflect the behavior of the most responsive groups of AN fibers
at each sound level.

DISCUSSION
THE WEIGHT-FUNCTION MODEL
Unlike STRFs, weight-function maps computed in this study do
not describe the temporal selectivity of CNIC neurons. Rather,
weight functions can be viewed as a frequency marginal of the
STRF, providing an average of STRFs across the time dimension
(Kim and Young, 1994). In neurons where STRFs are separable—
that is, where STRFs can be written as the product of a frequency
function, A(f), and time function, B(t), [i. e., A(f)B(t)]—weight
functions can be viewed as similar to the frequency function
A(f). At lower sound levels, STRFs of most CNIC neurons have
been found to be separable (Qiu et al., 2003; Lesica and Grothe,
2008a), but as stimulus levels increase, STRFs lose separability
(Lesica and Grothe, 2008a). This observation may mirror the
complex shape changes observed in RSS-derived weight func-
tions, particularly among type V and O neurons. A clear example
of neurons with inseparable characteristics that can’t be modeled
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FIGURE 10 | Relationships between rate dynamic range, weight

amplitude, and stimulus level. (A) Rate responses of two type I neurons
to RSS stimuli. Each column contains data from one neuron, presented at
two sound levels, as given by the legends. Horizontal dashed lines indicate
rates at the 2.5 and 97.5 percentiles of the distribution of rates. FRR is
calculated from these rates, see text. (B) FRRs of type I, O, and V
populations at different attenuations of the RSS stimuli. Symbols mark the
FRR of one neuron’s responses at the indicated sound level. Abscissa
positions of the data points are dithered by ±3 dB to improve clarity. Solid
colored lines are the median FRRs for the neuron types in 10 dB bins.

(Continued)

FIGURE 10 | Continued

Black dashed lines are the median FRRs of 355 ANFs with high
spontaneous rate (Hi SR) and low-to-medium spontaneous rate (LM SR)
[from Young and Calhoun (2005)]. Low and medium SR fibers have been
combined because they exhibit identical behavior. (C) Median norms of
1st-order weight vectors for CNIC neurons (contralateral only; colored lines)
and ANFs [dashed lines; from Young and Calhoun (2005)]. For each neuron
type, median norms have been scaled to a maximum value of 1 for
comparison. Median norms peak at the following values, in spikes/s/dB:
type I, 2.4; type V, 1.4; type O, 1.4; low-SR ANF, 3.0; medium-SR ANF, 3.0;
and high-SR ANF, 2.9.

with weight functions are those with directional responses to fre-
quency sweeps (Andoni and Pollak, 2011). In addition, a strictly
spectral model is not useful in describing responses to stimuli
with substantial amplitude or frequency modulation (Delgutte
et al., 1998; Lesica and Grothe, 2008b; Zheng and Escabi, 2008).

Despite these limitations, the weight-function model has
advantages over other approaches to broadband characterization
of auditory neurons. One is that it is easy to express the responses
in terms of nonlinear stimulus dimensions that are natural for
the auditory system, i.e., log frequency and log sound level. The
appropriateness of log frequency is clear from the layout of fre-
quencies on the basilar membrane and in central auditory maps.
The appropriateness of log sound level is suggested by amplitude
compression in the response of the basilar membrane [reviewed
by Robles and Ruggero (2001)] and by the fact that discharge rate
is locally linear with dB amplitude in AN fibers (Sachs et al., 2006)
and neurons in the cochlear nucleus (May et al., 1998). Further
evidence is the fact that computing STRFs with a logarithmic
stimulus-amplitude scale results in better fits in prediction tests
compared to a linear or power scale (Escabi et al., 2003; Gill et al.,
2008).

The actual functional form of the best-fitting input nonlinear-
ity was determined from data by Ahrens et al. (2008) in auditory
cortex neurons. Their input nonlinearities were expressed as func-
tions on a log stimulus amplitude scale, i.e., as an additional
nonlinearity beyond the logarithm. In most cases, the functions
were linear over some portion of the log scale, consistent with
the model used here, but modified by rectification and some-
times saturation at low and high levels. Another approach to
describing input nonlinearities, which was mentioned in the
introduction (Bandyopadhyay et al., 2007), is to incorporate an
intensity nonlinearity into a 1st-order weight function for neu-
rons in dorsal cochlear nucleus. In this case, the nonlinearity is
frequency-dependent and cannot be represented with a single
input nonlinearity.

IMPORTANCE OF SECOND-ORDER FILTERS
Previous studies of CNIC neurons have yielded conflicting per-
spectives on the importance of 2nd-order filters. In the bat,
2nd-order filters have been shown to be important in describing
CNIC neuron responses (Andoni and Pollak, 2011); by contrast,
in the cat, 2nd-order filters have been found not to be useful
(Atencio et al., 2012). Reasons for these differences are not clear.
However, the results of the current study clearly support the view
that 2nd-order filters are important in the CNIC. As shown in
Figure 7B, the accuracy of the spectral integration model for
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CNIC neurons is improved with the addition of 2nd-order terms.
In fact, in 93% of neurons studied, the addition of one or two
judiciously chosen 2nd-order weights increased fv-values to lev-
els not achievable through the addition of 1st-order weights alone
(data not shown). The latter observation indicates that improve-
ments in prediction accuracy depend specifically on 2nd-order
terms and do not merely reflect the inclusion of a larger number
of model parameters. Similar improvements to 1st-order mod-
els achieved through the inclusion of 2nd-order terms have been
described for temporal responses in auditory cortex (Pienkowski
et al., 2009).

The improvement in prediction performance achieved with
2nd-order filters may simply reflect the addition of static nonlin-
earities that match the curvature of a neuron’s rate-level function.
In models based on the STRF, prediction quality is often improved
by following the linear STRF with a static nonlinear function—
one that matches the amplitude of the STRF output to the
neuron’s response rate (e.g., Escabi et al., 2005; Nagel and Doupe,
2006; Lesica and Grothe, 2008a; Sharpee et al., 2008; Atencio et al.,
2012). In these so-called “linear-nonlinear models,” the nonlin-
ear segment often bears the shape of a parabola that is dominated
by a 2nd-order term. In the current study, the 2nd-order filters
are equivalent to such models insofar as the 2nd-order filter and
1st-order weight functions demonstrate the same frequency selec-
tivity. This was sometimes observed in the CNIC, as with the
type O neuron in Figure 3D (blue filter, bottom left). However, in
almost all cases, 2nd-order filters exhibited frequency selectivity
that differed significantly from that of 1st-order weight func-
tions (see part D of Figures 2 through 4). This suggests that a
response function in the CNIC often cannot be described by sim-
ply appending a single nonlinear filter to a linear one. This finding
has important functional implications, as it reveals a complexity
in the frequency selectivity of CNIC neurons that is not captured
by a 1st-order model alone.

However, the 2nd-order terms in weight functions are not
universally useful, as was found for responses to HRTF filtered
noise (Figure 8C). Although the addition of 2nd-order terms
improved RSS response predictions, this was not true for HRTF
response predictions. In fact, on average, weight-function models
predicted HRTF responses better without the 2nd-order terms.
Errors resulting from the inclusion of 2nd-order terms may reflect
inaccuracies in modeling the average rate responses to those stim-
uli. When 2nd-order terms were added, errors in average rate
were found to be larger than gains in the rate fluctuations. This
suggests that the estimation of 2nd-order terms is more stimulus-
dependent than the estimation of 1st-order terms. This interpre-
tation is consistent with the general finding that STRF models
perform better for the stimulus type to which they are fit (e.g.,
Theunissen et al., 2000; Machens et al., 2004). A similar result was
recently obtained while trying to predict the binaural responses of
neurons in the nucleus of the brachium of the inferior colliculus
(Slee and Young, 2013). Here, the responses to binaural VS were
well-predicted by an RSS model with only1st-order terms.

BINAURAL INTERACTION
As in previous studies of decerebrate cats (Davis et al., 1999; Chase
and Young, 2005), CNIC neurons in the present sample were

found to be binaural: that is, monaural stimuli presented to either
ear yielded a response with a clear BF. Frequency selectivity in
binaural CNIC neurons is often studied using monaural stimuli,
where stimuli are presented either to the contralateral ear alone or
in free field. But auditory neurons rarely encounter stimuli that
are truly monaural in a natural environment. Studies involving
binaural free-field stimulation, which are often based on a more
natural stimulus presentation, may also be problematic in that
they usually do not account for the varying dichotic nature of the
stimuli. As such, responses dependent on the interaction of con-
tralateral and ipsilateral inputs—e. g., sensitivity of neurons to
interaural level differences (Delgutte et al., 1999)—are often not
analyzed in a systematic manner that is frequency-specific.

In this work, independent RSS stimuli were presented to
the two ears simultaneously. This binaural stimulus presen-
tation enabled interactions between contralateral and ipsi-
lateral inputs—as well as contralateral and ipsilateral fre-
quency selectivity—to be investigated in a controlled manner.
Furthermore, frequency selectivity, which was computed in the
form of weights, could be compared between the two ears.
For type I and O neurons, contralateral weights were almost
always found to be larger in magnitude than ipsilateral weights
(Figure 9B), suggesting that the responses of these neurons are
more strongly influenced by spectra presented to the contralat-
eral ear. Studies of CNIC neurons based on STRFs corroborate
this finding, indicating that ipsilateral STRFs—which were found
to be significant for only 36% of CNIC neurons studied—usually
provide weak spectral representations (Qiu et al., 2003). For some
binaural CNIC neurons, the contralateral weight functions alone
appear sufficient to describe rate responses (e. g., the points on
the diagonal line in Figure 9A), suggesting that these neurons
are weakly responsive to ipsilateral RSS inputs. Prediction test-
ing does suggest, however, that inputs from the ipsilateral ear
contribute significantly to the responses of many CNIC neurons.
Figure 9A indicates that spectral integration models that ignore
inputs to the ipsilateral ear may yield errors in a large number
of neurons. Difficulties reported in using STRFs to predict CNIC
responses may reflect, to some extent, omission of ipsilateral
inputs.

The consistently small size of binaural interaction weights (i.
e., bjk, the sixth term in Equation 1) suggests that binaural inter-
actions, as they pertain to stimulus spectra (i. e., interaural level
differences), are primarily additive rather than multiplicative.
This conclusion is subject to the reservation that binaural inter-
actions related to interaural time differences are not addressed
here.

LEVEL-TOLERANT TUNING
The tuning of response areas—whether derived from noise or
tone stimuli—becomes more level tolerant across the ascend-
ing pathway from the cochlea to the auditory cortex. For tones,
neurons show sharper tuning in CNIC than in the cochlea (mea-
sured by Q40; Ramachandran et al., 1999; McLaughlin et al.,
2007), and fully level-tolerant tone response maps have only
been reported in auditory cortex (Sutter, 2000; Sadagopan and
Wang, 2008). Tuning to broadband stimuli is more level tolerant
than tuning to tones, even at the level of the auditory nerve
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(Carney and Yin, 1988; Young and Calhoun, 2005) where level
tolerance is believed to reflect cochlear suppression. In this study,
we show weight-function maps that are more level tolerant than
auditory nerve maps (Figure 6B), and tuning in type I and O
neurons that is fully level tolerant. Experiments based on antag-
onists to inhibitory neurotransmitters (Yang et al., 1992; Lebeau
et al., 2001), small cochlear lesions (Snyder and Sinex, 2002), and
stimulus-driven adaptation suggest that sharpening of tone tun-
ing can be attributed to inhibitory inputs at frequencies away
from BF. The level tolerance observed in CNIC weighting func-
tions is likely also shaped by this inhibition. From a functional
perspective, level tolerance is significant: it suggests that CNIC
neurons are capable of maintaining selectivity for narrow spectral
features—such as those found in HRTFs—across a wide range of
stimulus levels.

RESPONSE TYPES IN THE CNIC
The results shown here add to the current understanding of neu-
ral response types in the cat CNIC. The classification scheme
applied in this study is based on spectral tuning for tones
(Ramachandran et al., 1999; Greene et al., 2010), analysis of
masking patterns (Ramachandran et al., 2000), and binaural
processing (Davis et al., 1999; Ramachandran and May, 2002).
The validity of this scheme is supported by the fact that class
definitions incorporate multiple aspects of a neuron’s response
properties. Moreover, similar response types have been described
in a number of animal species (when effects of anesthesia and
stimulus design are taken into account; for example: bat, Yang
et al., 1992; guinea pig, Lebeau et al., 2001; mouse, Egorova
et al., 2001; rat, Hernández et al., 2005). The relative preva-
lence of the three response types does varies widely across species
(Davis, 2005). Neurons resembling types I and V are found in
all species, but the prevalence of type O neurons, which are
most common in cats, varies significantly. This suggests that
there are significant species differences in the representation of
sound in IC.

In contrast to tone maps, the shapes of weight-function maps
as described in this study do not clearly define the response types
nor allow them to be differentiated. In type I neurons, weight-
function maps usually exhibit on-BF positive (excitatory) peaks
for the contralateral ear and on-BF negative troughs (inhibition)
for the ipsilateral ear (as in Figure 2). It can also be stated that in
type O and type V neurons, contralateral and ipsilateral weight-
function maps usually contain areas of inhibition near BF that are
more prominent than those for type I neurons (as in Figures 3,
4). However, patterns of excitation and inhibition observed in
weight-function maps—within a single response type—vary sig-
nificantly, particularly within the type V and O classes. As a

result, weight-function maps do not in themselves support a well-
defined classification scheme. Likewise, studies of STRFs have yet
to define a classification scheme for auditory neurons in CNIC or
elsewhere [although see Woolley et al. (2009) in bird cortex].

On the other hand, results of this study do support the func-
tional relevance of the type I, V, and O classification scheme.
Specifically, the nature of spectral sensitivity differs for the three
classes. As demonstrated in Figures 7, 8, each of the neuron types
is sensitive to spectral shape, as rate responses vary with changes
in stimulus spectrum. For type I neurons, a low-order model con-
taining only 1st- and 2nd-order terms typically accounts for most
of the variance in rate responses—and thus spectral sensitivity—
at stimulus levels up to 50–60 dB above threshold. By comparison,
a low-order model is a less accurate description of type V and O
rate responses, except at the lowest stimulus levels (Figure 8). The
nature of spectral encoding therefore appears to be different for
type I, V, and O neurons.

Differences in spectral encoding between type I, V, and O
neurons support the idea of parallel representations of auditory
stimuli (Yu and Young, 2000; Escabi and Schreiner, 2002; Woolley
et al., 2009). Type I neurons, like chopper neurons in the ven-
tral cochlear nucleus, produce linear representations of spectral
shape. The weight function model did successfully capture the
variation in rate responses across a set of untrained, functionally
relevant VS stimuli (see Figures 8B,C). On the other hand, type
O and V neurons exhibit nonlinear relationships between spectral
level and discharge rate that imply other functional possibilities.
One possibility is that “nonlinear” neurons may be encoding spe-
cific features of the stimulus—e. g., spectral notches or rising
spectral edges, as are present in VS stimuli—in a manner not
easily explained with a linear spectral integration model. Such
neurons have been observed in the dorsal cochlear nucleus and
CNIC (Davis et al., 2003; Escabi et al., 2005; Reiss and Young,
2005). Alternatively, the responses of nonlinear neurons may be
more strongly influenced by properties of the stimulus other
than the spectra, such as features encoded in the time domain.
For example, type V neurons seem to be specialized for encod-
ing interaural time differences (Ramachandran and May, 2002;
Chase and Young, 2005), which were not controlled in RSS stim-
uli presentations. A full exploration of the link between response
nonlinearity, feature selectivity, and temporal sensitivity remains
to be done.
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The inferior colliculus (IC) is an essential stop early in the ascending auditory pathway.
Though normally thought of as a predominantly auditory structure, recent work has
uncovered a variety of non-auditory influences on firing rate in the IC. Here, we map
the location within the IC of neurons that respond to the onset of a fixation-guiding visual
stimulus. Visual/visuomotor associated activity was found throughout the IC (overall, 84 of
199 sites tested or 42%), but with a far reduced prevalence and strength along recording
penetrations passing through the tonotopically organized region of the IC, putatively
the central nucleus (11 of 42 sites tested, or 26%). These results suggest that visual
information has only a weak effect on early auditory processing in core regions, but more
strongly targets the modulatory shell regions of the IC.

Keywords: multisensory, auditory, vision, cross-modal

INTRODUCTION
Recent work has implicated the inferior colliculus (IC) in audio-
visual integration. IC neurons can show different responses to
auditory stimuli when presented with concurrent visual stimuli,
and can even exhibit overt responses in the absence of a sound
(Mascetti and Strozzi, 1988; Gutfreund et al., 2002; Porter et al.,
2007; Bergan and Knudsen, 2009) (for review, see Gruters and
Groh, this issue). The IC is a critical site of convergence along the
ascending auditory pathway: virtually all auditory signals from
the brainstem must stop in the IC before reaching thalamus and
eventually cortex (Aitkin and Phillips, 1984; Winer and Schreiner,
2005). Thus, visual effects in the IC have the potential to exert a
powerful influence on subsequent auditory processing. However,
the subnuclei of the IC have dramatically different connectivity
patterns. In order to interpret the implications of visually sensi-
tive neurons in the IC it is essential to localize them within the
structure.

Recently, our group demonstrated visually sensitive neurons in
the macaque IC during a visual fixation task (Porter et al., 2007).
A large proportion of sampled units (64%) showed changes in
activity that were time-locked to either the onset of a visual fixa-
tion cue and/or eye movements that followed. However, because
recording location was not systematically varied, it has remained
unclear whether these responses are found throughout the IC or
are confined to a subregion. In owls, visual modulation of activ-
ity has been localized within the lateral nucleus (Gutfreund et al.,
2002; Bergan and Knudsen, 2009), but comparable data for other
species are sparse and the possibility remains that other regions
also show visual sensitivity.

Identifying the precise location of recordings by combining
physiology and histology is particularly challenging in large ani-
mals such as, macaques. Physiological data are collected over
several months, with many repeated electrode penetrations, and

individual animals often participate in several experiments. Thus,
by the time anatomical data are collected and analyzed, the loca-
tion at which individual units were recorded is unclear. If only a
few histologically-confirmed recording sites can be established for
each animal, the time, effort, and cost involved in accumulating a
sufficient sample is prohibitive.

One alternative to direct anatomical methods is to utilize
known topographic patterns to form a functional map. This
approach provides an indirect estimate of location, but allows
measures that are centered on the recording electrode specific to
each recording penetration. In this manner, the location of neu-
rons possessing a particular functional feature (i.e., sensitivity to
visual and visuomotor events) can be assessed using a previously
ascertained organization (i.e., functional auditory topography).

We recently defined such a functional map by systematically
sampling auditory responses in macaques (Bulkin and Groh,
2011). We measured multiunit neuronal activity throughout the
midbrain of six macaques while presenting sounds, allowing
delineation of several subregions of the macaque IC consisting
of an area showing a tonotopic organization, a surrounding area
with neurons tuned for low frequency sounds (tuned area), and a
peripheral area in which neurons were either not tuned for tone
frequency or not responsive to tones (untuned area). Using this
functional map, we presently identify the locations of visually
responsive neurons.

Overall, 84 of 199 (∼42%) sampled locations showed a
change in firing rate following the onset of the fixation stimulus.
Responses were most common and most powerful in recordings
taken along untuned penetrations, located chiefly in the rostral
portion of our recording zone. In penetrations passing through
the low frequency tuned, non-tonotopically organized, region of
the IC, fewer (and weaker) responses were found. Along tonotopic
penetrations, we found only subtle (though significant) effects
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of visual stimulus presentations. Despite the lack of robust spik-
ing responses in the tonotopically organized region of the IC,
evoked potentials from this area were on par with recordings from
neighboring subregions.

These results exhibit similarities and differences compared to
our recent findings concerning the distribution of eye-position
sensitivity in the IC (Bulkin and Groh, 2012). Neurons sensitive
to the orientation of the eyes were most prevalent in recordings
in tuned and untuned penetrations, like we report here for visual
sensitivity. However, the amplitude of eye position modulation
was similar throughout all regions of the IC, whereas we report
here that modulation of neuronal activity in response to visual
stimuli was much weaker along tonotopic penetrations, putatively
the central nucleus of the IC, than in other areas. Taken together,
the pattern of overt visual responses and eye position sensitivity
supports the view that these multisensory influences are generally
more powerful in the tuned and untuned areas, where neuronal
activity was strongly related to both the position of the eyes and
presentation of visual stimuli, than in the tonotopic area. The dis-
sociation of these two effects in the tonotopically organized IC
suggests these two signals may play somewhat different roles in
the core ascending auditory pathway.

MATERIALS AND METHODS
SURGICAL PREPARATION, RECORDING PROCEDURES, AND
INCLUSION CRITERIA
Three male and three female rhesus monkeys participated in the
experiments. All procedures were approved by the Institutional
Animal Care and Use Committees at Dartmouth College and
Duke University, and were conducted in accordance with the
principles of laboratory animal care of the National Institutes
of Health (publication 86-23, revised 1985). Surgical procedures
were performed using isoflurane anesthesia and aseptic tech-
niques as well as postoperative analgesia. The monkeys under-
went an initial surgery to implant a head post for restraining
the head and a scleral eye coil for monitoring eye position
(Robinson, 1963; Judge et al., 1980). After recovery, an addi-
tional surgery was performed to make a craniotomy and to
implant a recording cylinder positioned to allow electrodes to
approach the left IC at an angle approximately 30◦ from verti-
cal in the coronal plane. The chamber contained a fixed grid of
holes (Crist Instruments, Gaithersburg, MD) aligned such that
electrode penetrations could be made in 1 mm increments in the
anterior/posterior and (tilted) medial/lateral dimensions.

Recordings were made using tungsten microelectrodes
(1–3 M�; FHC Inc., Bowdoin, ME). Multiunit clusters were
selected using a window discriminator (Monkeys A,W: Plexon
Inc., Dallas, TX; Monkeys E,M: Bak Electronics, Germantown,
MD) and times of action potentials were stored for off-line analy-
sis. A separate local field potential (LFP) signal (band pass filtered
between 0.7 and 300 Hz) was collected and digitized (sampling
rate 20 KHz). The location of the IC was determined using an
anatomical MRI scan in which the recording chamber and plastic
grid could be visualized, and was verified using physiological
responses. Using MRI, we estimated all of the borders of the IC
except on the rostral aspect, where a clear definition was not
visible. This study was part of a larger mapping study in which

we sampled neuronal activity throughout the region (in 1 mm
increments in the transverse plane and 0.5 mm increments along
the depth axis of our recording penetrations) to form a functional
map of the region (Bulkin and Groh, 2011). Recordings to assess
visual sensitivity were taken at a subset of locations, limited by
the behavioral performance of the monkeys, which was required
for the visual assessment but not for auditory assessment.
Recording sessions began and ended at depths above and below
the putative IC to ensure that the entire structure was covered.
Analysis of visual response data was limited to locations within
the borders measured by MRI scans ±1.5 mm, and meeting
auditory response criteria. Sites were included if responses to
sounds exceeded 3 SDs of baseline for 10 ms consecutively in a
50 ms window following auditory stimulus onset, and at least
three sites within a penetration had to show such responses.

We tested a subset of sites, notably those in the rostral-most
penetrations in monkey A, with microstimulation to rule out that
they were in the superior colliculus (SC). The SC is an oculomo-
tor structure rostral and dorsal to the IC, and it exhibits auditory
responsiveness when animals are engaged in auditory saccade
tasks (Jay and Sparks, 1984; Populin et al., 2004). Saccades can
be elicited by stimulation in the SC (Robinson, 1972) but are not
expected to be elicited from the IC. The absence of stimulation-
evoked saccades can therefore help confirm that the MRI-based
and physiological inclusion criteria described above are sufficient
to limit auditory-responsive sites to those in the IC. Saccades were
only elicited at 2 of 51 tested sites included in the auditory data set,
confirming the adequacy of anatomical and physiological criteria.
Neither of these sites was probed for visual responses, so they were
not analyzed further for the present study. In more dorsal, also
non-included locations, saccades were frequently observed fol-
lowing stimulation, with a predictable topographic organization
of evoked saccade vectors. Such sites were probably in the SC.

STIMULUS PRESENTATION AND BEHAVIORAL TASK
Experiments were conducted in complete darkness in a single-
walled sound isolation booth (International Acoustics Company,
New York, NY). Echo-absorbent material lined the walls and ceil-
ing (3 inches, Sonex Painted One acoustic foam), as well as the
floor (carpet). The head of the monkey was restrained through-
out the experiment. Visual stimuli consisted of light emitting
diodes (LEDs; luminance ∼26.4 cd/m2) presented from an array
located ∼57 inches in front of the head.

In designing a task for this study, we were motivated by several
considerations. The previous finding of visual responses in the
monkey IC was a somewhat opportunistic one: visual responses
were observed in conjunction with the onset of, or saccade to, a
visual fixation target in a task in which visual fixation was fol-
lowed by sound presentations (Porter et al., 2007). We wanted the
task in the current study to also involve a visual fixation stimulus,
and a similar time course, so that we would be able to make direct
comparisons with the previous study. The task used previously
included the presentation of a sound. This auditory stimulus was
presented after the periods probed for visual-related responses,
but we could not rule out the possibility that anticipation of the
sound contributed to visual responsiveness. Here, we wanted to
eliminate any chance that a temporally-linked auditory stimulus
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might be connected to the observed visual effects. Thus, in the
present experiments we used tasks that contained no auditory
stimuli.

Monkeys were trained using operant conditioning to fixate
visual stimuli for a fluid reward. At each recording site approx-
imately 200 rewarded trials were collected. Two task designs were
used and are depicted in Figure 1. Both tasks began with the fixa-
tion of an LED presented at eye level. Subsequently an additional
“probe” LED was briefly flashed at 1 of 12 locations. Monkeys
E and M were trained to make an additional saccade to the
probe stimulus following the offset of the initial fixation LED
(Figure 1A). Monkeys A and W were trained to ignore the probe
LED and maintain fixation on the initial LED (Figure 1B). To
allow comparison with our previous study and across monkeys
within this study, all of the neurophysiological responses reported
in this paper derive from epochs associated with the onset of
this fixation target and its associated saccade (the shaded regions
in Figure 1), i.e., when the task was similar across subjects and
studies. If the monkey failed to fixate the appropriate target, or

FIGURE 1 | Fixation tasks used to probe for visual responses. This figure
illustrates the behavioral tasks used to probe for visual stimuli. Monkeys
E and M performed a multiple fixation task (A) whereas monkeys A and W
held fixation while ignoring a probe stimulus (B). Temporal intervals tested
for visual modulation of activity (C) used only the first part of the trials, that
was common across monkeys. The tested epochs indicated in (C) are not
drawn to scale as trials involved variable time intervals.

broke fixation, the trial was unrewarded and not included in the
analysis. A variable interval ranging from 1 to 2 s followed the
reward or error during which no stimuli were presented.

Acoustic stimuli used to ascertain tuning characteristics were
presented in separate blocks at the sites probed for visual
responses, as well as at numerous sites not tested for visual
responsiveness. Auditory stimuli were presented on unrewarded
trials with no other stimuli or performance requirements, and
consisted of tones of 16 frequencies ranging from 0.4 to 12 kHz
(approximately ¼ octave increments), as well as broadband noise
(spectrum ranging from 0.5 to 18 kHz). Sounds were gener-
ally presented using loudspeakers (Audax Model TWO25V2 or
Bose Acoustimas cube speakers) located 90◦ contralateral to
the recording chamber and 57 in. from the subject’s head. In
all monkeys sounds were presented at 50 dB SPL, calibrated to
within 1 dB of the target amplitude using a sound meter (Brüel
& Kjær, model 2237 with model 4137 condenser microphone;
A-weighted) placed at the position that the monkey’s head would
occupy in the experiment. The neural responses to sounds were
used to classify recordings in a map of IC auditory topography.

DATA ANALYSIS
Data were analyzed off-line to determine which sites along a
penetration showed auditory responses. Auditory penetrations
(showing three or more responsive sites) were classified as tono-
topic if they showed a systematic progression of increasing tuned
frequency with depth, tuned if three or more recordings within
a penetration showed frequency tuning (but no systematic pro-
gression of tuned frequency), or untuned if the sites either did
not respond to tones or did but responded similarly for all tone
frequencies. The methods for the auditory response analysis have
been described previously (Bulkin and Groh, 2011).

To determine if visual stimuli elicited a response, we com-
pared firing rates during a baseline period (200 ms preceding
stimulus onset) to the firing rate during four response epochs:
50–250 ms following the LED illumination, 50–250 ms follow-
ing the saccade to the LED, 100 ms centered on the saccade, and
100–500 ms following onset of the LED (Figure 1C, Table 2). We
used a two-tailed paired t-test to look for significant changes
in activity, with a Bonferroni corrected criterion alpha value
(i.e., p < 0.0127). The rationale for probing for responses in these
epochs was to detect sites with different response properties. For
example, sites with receptive fields in different locations might
exhibit responses during different time periods, based on the eye
movements required to perform the task. Sites with extra-foveal
receptive fields might respond during the initial appearance of the
LED if it happened to lie within that receptive field. Sites with
foveal receptive fields would be more likely to show a response
at the completion of a saccade to the LED, which would bring
the LED onto the fovea. Sites with activity coupled to the sac-
cade would show activity during the time window centered on the
saccade. And we have previously observed some sites with slowly
increasing activity following the onset of the stimulus (Porter
et al., 2007).

Occasionally, electrical noise generated by the LED appara-
tus influenced recording equipment and generated a spurious
response. Artifacts were readily detected as increases in activity
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following the onset of the LED with no latency. These sites
were removed from analysis by probing for increases in activ-
ity exceeding two standard deviations of baseline firing during
the first 20 ms of following stimulus onset. Seventeen recordings
were excluded from analysis due to too-short latency changes in
firing rate.

To investigate spatial sensitivity to visual stimuli, we fit a
two-dimensional Gaussian surface to the response (in each of
the windows used for response detection described above) as a
function of the horizontal and vertical location of the retinal or
eye-centered stimulus location.

f
(
x, y

) = C + Ae
−

(
(x−μx)2

2σ2
x

+
2σ2

y

)

f (x, y) is the estimated firing rate response at eye-centered
horizontal (x) and vertical (y) locations of the stimulus at onset.
As the eyes were freely moving before the initial fixation cue, there
was spontaneous variation in the retinal position of the stimulus.
Estimates of μx and μy define the center of the receptive field,
and σx and σy the spread of the responsive area in the horizontal
and vertical dimensions. The amplitude, A, describes the ratio
between responsive and unresponsive regions. We allowed both
positive and negative amplitude Gaussian fits, meaning that the
center of the surface could represent a peak or trough. To compare
receptive fields across the population we calculated the diameters
of an ellipse made by the Gaussian at half the height of the peak
with respect to the offset:

FWHMx = σx · 2
√

2 ln 2

FWHMy = σy · 2
√

2 ln 2

RESULTS
We tested for visual responses in the activity of multiunit clusters
distributed throughout the IC of four rhesus macaques. A total

of 84 of 199 recording sites showed a response to the presenta-
tion and fixation of an LED in at least one of four tested epochs
surrounding the events (Tables 1, 2). Our most extensive sample
came from monkey A due to improvements in the techniques we
used to target potential recording sites.

Figure 2 displays example response patterns of multiunit clus-
ters from three recording locations. IC cells show a mix of
visual and visuomotor activity (Porter et al., 2007). Objectively
classifying responses as related to visual or motor events is
impossible in a simple fixation task as the onset of the LED is
temporally linked to the onset of the saccade. Further confusing
the issue, IC visual responses show spatial sensitivity, so a
response temporally aligned with saccades may indicate either
motor related activity (if it occurs prior to the saccade) or the
repositioning of the visual stimulus on the retina (if it occurs fol-
lowing the saccade). Nonetheless, conjectures about the event best
linked to responses can be garnered by investigating raster plots
sorted on the time of the saccade. Figures 2A–C shows histograms
and raster plots aligned on the onset of the LED. Rasters have
been sorted on reaction time such that the slowest (i.e., longest
duration between LED onset and saccade) responses are shown
at the bottom of the panels. The red trace indicates the time the
eyes entered the criterion target fixation window. At the top of
the raster a number of trials are seen with no response latency; in
these trials the monkey’s eyes were directed at a point within the
criterion window when the LED came on (though a small saccade
within the window may have followed).

The examples in this figure show the range of different kinds of
response patterns observed in our data. The increase in firing rate
in Example 1 (panel A) appears time locked to the onset of the
LED. The activity increased following the onset of the LED, and
then decreased following the saccade. Whether this subsequent
decrease is directly related to the saccade, or to the new posi-
tion of the stimulus on the retina following the saccade (i.e., the
fovea) is unclear. Example 2 (panel B) shows an increase around

Table 1 | Proportion of visual/visuomotor sensitive sites in functionally defined locations.

Monkey

A W E M Total

Tonotopic 6/27 (22.2) 5/13 (38.5) 0/0 0/2 (0) 11/42 (26.2)

Tuned 28/82 (34.1) 2/8 (25) 3/14 (21.4) 2/6 (33.3) 35/110 (31.8)

Untuned 34/43 (79.1) 3/3 (100) 1/1 (100) 0/0 38/47 (80.9)

Total 68/152 (44.7) 10/24 (41.7) 4/15 (26.7) 2/8 (25) 84/199 (42.2)

Table 2 | Proportion of visual/visuomotor sensitive sites in functionally defined locations by response epoch.

Epoch 1 Epoch 2 Epoch 3 Epoch 4 Group 1 Group 2 Group 3

50–250 ms 50–250 ms 100–500 ms −50 to 50 ms Epochs 1 or Group 1, Epoch 4.

LED onset (%) saccade (%) LED onset (%) saccade (%) 2 or 3 (%) not epoch 4 (%) not group 1 (%)

Tonotopic (n = 42) 6 (14.3) 8 (19) 8 (19) 7 (16.7) 9 (21.4) 4 (1) 0 (0)

Tuned (n = 110) 22 (20) 17 (15.5) 22 (20) 17 (15.5) 33 (30) 18 (16.4) 2 (0.2)

Untuned (n = 47) 32 (68.1) 25 (53.2) 32 (68.1) 34 (72.3) 36 (76.6) 4 (0.9) 2 (0.4)

Total (n = 199) 60 (30.2) 50 (25.1) 62 (31.2) 58 (29.1) 78 (39.2) 26 (13.1) 4 (0.2)
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FIGURE 2 | Example recordings with visual and visuomotor related

activity. Neural spiking data is plotted for each of three example recording
sites in the IC. Panels (A–C) display PSTHs and rasters aligned on the onset
of the LED. The time of the saccade is indicated by red points in the rasters.
An increase in firing rate, time-locked to the onset of the LED, can be
observed in panels (A) and (C). Panels (D–F) display the same data, but
aligned instead on the time at which the monkey’s eyes entered the criterion

fixation window (i.e., on the red points in A–C). Here, a seemingly
motor-related response can be seen in panel (E). Panels (G–I) indicate the
spatial tuning properties of the responses using spontaneous changes in eye
orientation at the time of LED onset. The ordinate and abcissa indicate the
location of the fixation stimulus in eye-centered co-ordinates. Color tracks the
firing rate (subtracting baseline), warmer colors indicate increases in firing
rate, while cooler colors indicate decreases.

the time of the saccade. This increase is much clearer when the
same data are aligned on the time the subject’s eyes entered
the fixation window (panel E). The increase in activity began
immediately preceding the saccade, clearly distinguishable from
a visual-related response. Nonetheless, the activity remains above
baseline following the saccade, perhaps indicating the presence of
a foveal receptive field. Example 3 shows increases in firing rate
following both the onset of the LED and the fixation response.
In both stimulus-aligned (Figure 2C) and response-aligned plots

(Figure 2F), a transient increase in activity is seen following both
the onset of the LED and the saccade.

Table 2 provides the results according to the epochs that indi-
cated significant effects. Generally, sites that showed an increase
in activity potentially corresponding to visual-related activity
(epochs 1, 2, and 3) also showed a response in the saccade related
epoch (epoch 4). (Again, note that although epoch 2 is aligned
on the time of the saccade, activity during this temporal window
would correspond to a visual effect, with the stimulus occupying a
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new location on the retina following the saccade.) Because epoch
4 overlaps with epochs 1 and 3, the data cannot unambiguously
distinguish visual from motor responses. Nonetheless, virtually
all sites marked as responsive in epoch 4 were also marked in one
of the other epochs, suggesting a low incidence of purely motor
related activity. These results generally resemble our previous
findings at the single-unit level (Porter et al., 2007).

The spatial sensitivity of responses was analyzed by relating
activity to the location of the LED with respect to the direction
of gaze when it was illuminated. Figures 2G–I show estimates
of spatial tuning for the three examples. Negative numbers on
the x-axis indicate locations in the ipsilateral hemifield; negative
numbers on the y axis indicate locations below fixation. Color
indicates firing rate, from the epoch that best captured the
response (G,I: 50–250 ms following LED onset; H: a 100 ms win-
dow centered on the saccade). Warmer colors, indicating increases
in firing rate relative to baseline, are seen on the right of panel
G: this site showed the largest responses to locations in the con-
tralateral hemifield. Example 2 showed a receptive field in the
lower half of the plot, this site responded best when stimuli
were below spontaneous pre-trial fixation. Example 3 showed a
smaller receptive field, with maximal responses when the LED
was in the contralateral hemifield and near or above spontaneous
pre-trial eye orientation. A similar plot based on responses in a
peri-saccade window was virtually identical (data not shown).

ANATOMICAL DISTRIBUTION OF VISUALLY EVOKED CHANGES
WITHIN THE IC
Visually responsive recording sites were not restricted to a small
region within the IC. Figure 3 presents a three-dimensional
reconstruction of recording penetrations. Grey vertical lines
indicate the trajectory of recordings, which traversed through
the midbrain along a dorsolateral to ventromedial course (see
Materials and Methods). Along the penetrations, regions show-
ing auditory responses are indicated by colored lines according to
the categorical assignment of the penetration’s auditory response
(Bulkin and Groh, 2011). The locations of visually probed sites are
indicated with black circles along the lines, filled markers show
a change in firing rate in any of the temporal epochs tested. On
occasion, the same location was tested on multiple penetrations.
In these cases, a location is marked as visually responsive if any
of the recordings showed a response. Responsive sites are found
throughout the probed region in monkey A, and no completely
unresponsive region is seen. As illustrated in Table 2, this was true
for each of the different response epochs that we tested. These
data indicate that modulation of activity following presentation of
visual stimuli is not limited to a small subregion of the IC; rather
it spanned the extent of our recordings.

A greater proportion of visually sensitive sites are evident
along the peripheral, untuned penetrations in Figure 3. Indeed,
visual sensitivity was observed at the majority of sites in untuned

FIGURE 3 | Three dimensional map of locations of tested and responsive

recording sites. The location of visually sampled sites are portrayed in a
three dimensional representation. Auditory responsive regions are indicated
with colored lines untuned penetrations: blue lines; tonotopic penetrations:
green lines; tuned penetrations: red lines; (Bulkin and Groh, 2011). Sites that

were tested for visual responses, but did not show a significant change in
firing rate are indicated with open circles, responsive locations are indicated
with filled circles. The locations of the recording sites used for examples in
Figure 2 are marked with yellow, cyan, and magenta circles (all were taken
from Monkey A).
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FIGURE 4 | Proportion of visually responsive recordings in tonotopic,

tuned, and untuned recording penetrations. The height of bars indicates
the proportion of sites showing visual sensitivity in each auditory class of
recording penetration. Untuned penetrations contained the largest
proportion of sites, tuned, and tonotopic penetrations contained far fewer.

penetrations, largely found along rostral penetrations in mon-
key A (Figure 4). Importantly, note that these recordings were
not taken from the nearby SC. We confirmed the location of the
SC was dorsal to our most rostral recordings using microstimula-
tion to probe for evoked saccades (see Materials and Methods for
details).

Figure 5 shows the proportion of responsive sites as a func-
tion of recording depth for each of the penetration categories.
Penetrations were aligned based on the first identified auditory
responsive site (i.e., the entry into the IC). The figure provides
some indication that deeper recordings within tonotopic pene-
trations were less likely to exhibit visual responses. However, this
result should be interpreted with caution: due to variance in the
length of penetrations and the alignment of the earliest sites, deep
locations were somewhat undersampled. A total of 5 out of 30
sites located ≥1 mm along tonotopic penetrations showed visual
responsiveness (16.7%). Although small, this proportion signif-
icantly exceeds the proportion expected by chance alone of 5%
(binomial p < 0.05). Although not definitive, this suggests that
visual responses within tonotopic penetrations are not limited to
IC shell regions that the electrode passed through en route to the
central nucleus.

Although, visual-related signals were present and statistically
significant in all three functionally defined regions, the vigor and
time course of the responses differed. Figure 6 shows PSTHs for
the individual responsive sites (black traces) as well as average
population PSTHs (red traces) for each of the penetration cate-
gories. At untuned sites, visual responses are robust and strongly
locked to the onset of the visual stimulus. At tuned sites, the
responses are weaker, but some are still quite powerful and clearly
locked to the visual stimulus onset. However, the pattern at tono-
topic sites is quite different: the PSTHs deviate from baseline (and
it is therefore clear why they are categorized as responsive) but

FIGURE 5 | Proportion of visually responsive recordings across

recording depth. Data were aligned on the entry into the IC (as measured
by the first auditory response in a penetration, i.e., the top of the colored
lines in Figure 3). Points indicate the proportion of visually sensitive sites at
each relative depth, and are marked with the number of responsive and
tested sites. Recordings were less common at deeper locations, in part
because of the somewhat spherical shape of the IC, and in part because
monkeys reached satiety over the course of early recordings.

they are weaker, and do not show the kind of crisp coupling to
the LED or the saccade evident in at least at some of the sites for
the other two categories. In addition, the responses appear to be
equally likely to be inhibitory as excitatory.

The tendency of tonotopic sites to show much weaker visual-
related signals is captured differently in Figure 7, which shows
the distribution of average normalized (units of standard devi-
ation of baseline) firing rate in the epochs used to mark visual
responses. Visually sensitive sites in tuned and untuned penetra-
tions generally showed excitatory responses, with untuned pene-
trations showing larger increases in firing rate. Visual responses in
tonotopic penetrations, when found, were much smaller and fre-
quently showed an inhibitory effect. The inset shows the distribu-
tion of firing rates for sites not marked as significantly responsive,
these distributions were highly similar across categories.

LFPs also showed clear changes following onset of the visual
stimulus. Figures 8A–C shows normalized LFPs aligned to the
onset of the LED for all recorded sites in Monkey A (includ-
ing both those that showed a significant spiking response as well
as those that did not). Interestingly, despite the clear differences
seen between spiking responses in each of the functionally defined
subregions (Figures 7, 8), LFPs were quite similar. It is unclear
whether changes in evoked potentials recorded are truly indica-
tive of dendritic synaptic activity within each of subregions, or if
they are merely volume-conducted changes from nearby regions.
Clear differences are seen between LFPs following presentation
of auditory stimuli in each of these subregions (Figures 8D–F),
suggesting that this measure can reveal differences locally within
the IC. These results support the view that despite the lack of plen-
tiful and powerful overt spiking responses in the tonotopic IC,
visual information may potentially reach this subregion.

Frontiers in Neural Circuits www.frontiersin.org September 2012 | Volume 6 | Article 61 | 326

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Bulkin and Groh Visual information in inferior colliculus

FIGURE 6 | Peri-stimulus and peri-saccade spiking histograms for

visually responsive recordings in tonotopic, tuned, and untuned

penetrations. Traces of the firing rate over time for all visually sensitive
sites, aligned on the onset of the LED (A) and the saccade (B) are shown
in black. Spiking information was binned in 1 ms intervals, smoothed with
a 20 ms moving average, and normalized in standard units of baseline

(i.e., z-scores). Averages of all significantly sensitive sites (red) are overlaid.
In addition to being more common, visual responses along penetrations
that showed little to no frequency tuning in the auditory domain, were
generally more vigorous than others. Penetrations classified as tonotopic
showed only subtle changes in firing rate following presentation of a visual
stimulus.

To summarize, the sample along tonotopic penetrations is lim-
ited, and spiking responses at these sites tend to be subtle. This
makes it difficult to be sure whether there are indeed signals
that can reasonably be referred to as “visual” along these pen-
etrations. The available evidence suggests that, if present, visual
signals are sparser, weaker, and less temporally coupled to the
onset of the visual stimulus in the tonotopic part (putatively the
central nucleus) than in other regions of the IC. Nonetheless, it is
clear that visually sensitive cells are not confined to a single region
in the tissue surrounding the central nucleus.

SPATIAL SENSITIVITY
Though a variety of visual receptive field shapes and sizes among
IC neurons were identified in our previous study (Porter et al.,
2007), population analysis was previously precluded by a data
set that was not collected from locations distributed throughout
the structure. To summarize spatial receptive field characteris-
tics, we fit two-dimensional Gaussian surfaces to the activity
in each of the epochs used for assessing visual responses based

on the eye-centered location of the stimulus (see Materials and
Methods). We allowed both positive (i.e., peaks) and negative
amplitude (i.e., troughs) surfaces. A negative amplitude func-
tion was not necessarily indicative of an inhibitory response,
the spatial sensitivity was simply better characterized by a cir-
cumscribed lower-response region than a circumscribed higher-
response region.

The strongest trends were seen when using a response win-
dow 50–250 ms window following stimulus onset (this result
is predicted as this window was chosen to capture extrafoveal
visual sensitivity). Figure 9 shows the receptive field locations
of all sites that both showed a significant response in this win-
dow (t-test, p < 0.05) and were successfully fit by a Gaussian
function (f -test, p < 0.05). Of 71 sites meeting the first of these
criteria, 29 sites (∼41%) met both. Red points in Figure 9 indi-
cate the locations of centers of positive amplitude Gaussian fits,
and blue points indicate locations of centers of negative ampli-
tude Gaussian fits. Ellipses show the full width half maximum
in the horizontal and vertical dimensions, indicating the size and
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FIGURE 7 | Strength of visual responses in tonotopic, tuned, and

untuned recording penetrations. For each of the four epochs tested for
visual responses, we computed the average firing rate (normalized in
standard deviation units of baseline). This histogram shows the distribution
of firing rates across all temporal windows in visually responsive recordings,
for each of the auditory penetration categories. Visually responsive sites
along untuned (blue) and tuned (red) recording penetrations showed
responses of greater magnitude, and were typically excitatory. In contrast,
tonotopic penetrations (green) contained sites that showed only small
changes in firing rate, and were frequently inhibitory. The inset shows
histograms of sites not categorized as visually sensitive, firing rate in sites
marked as unresponsive was normally distributed around baseline.

shape of the receptive field. Positive amplitude Gaussian functions
dominate the right hand side of the figure, and negative ampli-
tude functions dominate the left. These results show that, across
the population, recordings were more likely to show excitatory
visual responses when the stimulus was in the contralateral hemi-
field. Indeed, points in Figure 9 that do not fit the trend show
very small receptive fields, perhaps indicative of spurious recep-
tive field identification. An alternative analysis using multivariate
regressions to characterize spatial tuning produced comparable
results: slopes of the horizontal component of regressions were
biased in favor of increased activity when the stimulus was in
the contralateral hemifield (data not shown). The design of our
study did not allow for establishing the frame of reference of these
response patterns. However, if visual information were strongly
and uniformly head-centered, the eye-centered analysis employed
here would have been handicapped at revealing spatial sensitivity.

DISCUSSION
We presently report that visual responses in the IC are not con-
fined to a single subregion: they are well spread in the structure. In
our most peripheral recordings, along penetrations that showed
little to no evidence of tuning to sound frequency, the major-
ity of sites were visually sensitive (38/47 sites). In recordings
along penetrations that showed tuning to sounds, but no evi-
dence of a tonotopic progression, we found fewer visual-related
responses (35/110 sites). Along tonotopic penetrations, those that
likely passed through the central nucleus, a connection was seen

between visual stimuli and neural response (11/42 sites), but it
involved notably weaker responses as seen in Figures 7, 8.

The fact that visually responsive neurons are not confined
to a small subregion within the IC has important implications.
Somatosensory inputs to the IC in the cat are restricted. Their
presence has been identified both anatomically and physiolog-
ically in the lateral nucleus of the structure but not elsewhere
(Aitkin et al., 1978, 1981). Interestingly, the same lateral region
has been highlighted in research in owls as a putative site of audio-
visual integration (Feldman and Knudsen, 1997; DeBello et al.,
2001). Auditory responses of neurons in the owl lateral nucleus
can be modulated by a visual stimulus (Bergan and Knudsen,
2009), and exhibit overt visual responses when inhibitory signals
from the optic tectum are blocked pharmacologically (Gutfreund
et al., 2002). Coupled with results in the somatosensory domain,
this suggests the lateral nucleus may have a specialized role in
multisensory integration: computations underlying the combina-
tion of the senses might be handled by a discrete set of circuits in
a localized part of the IC.

Our findings offer partial support for but also refinement of
this view. In primates, the effects of visual stimuli are spread
through the IC, but are clearly stronger in the regions show-
ing untuned or tuned but not tonotopic auditory responses.
We found only minimal sensitivity to visual stimuli along tono-
topic penetrations. This suggests that visual signals in the central
nucleus, the principal ascending auditory region of the IC, are,
if indeed present, weaker/sparser. The IC is a three dimensional
structure, so recording penetrations through the central nucleus
likely passed through shell regions as well. Indeed, it is possible
that the small visual signals we did observe along tonotopic pene-
trations may have come from the shell locations before or after
the tonotopic domain. Additional sampling with finer spacing
along tonotopic penetrations is necessary to confirm that visual
responses are found at above chance levels within this region.
Thus, compelling proof of whether or not neurons in the central
nucleus show modulation based on visual signals is still needed.
In any event, it is now apparent that the strength and prevalence of
visual influences is certainly reduced in the tonotopic area relative
to surrounding tissue. Subthreshold evoked potentials, however,
were fairly similar across subregions of the IC. These results indi-
cate the potential for visual modulation of auditory activity in all
regions of the IC when stimuli are presented concurrently. Indeed,
auditory cortex has shown LFP changes to non-auditory stimuli
in the absence of changes in firing rate (Lakatos et al., 2007). This
input can modulate bimodal spiking activity without having a
unimodal effect, a pattern also seen in the owl IC (Bergan and
Knudsen, 2009).

Anatomical studies have revealed multiple visually sensitive
regions that project to shell regions of the IC, including connec-
tions from visual and parietal cortices (Cooper and Young, 1976;
Coleman and Clerici, 1987; Druga et al., 1997), the retina (Itaya
and Van Hoesen, 1982; Yamauchi and Yamadori, 1982; Herbin
et al., 1994), and the SC (Adams, 1980; Coleman and Clerici,
1987; Covey et al., 1987). Direct inputs to the central nucleus from
visual areas have not been conclusively demonstrated, though
such information could potentially reach the IC through less
direct routes. The weak visual modulation we observed along
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FIGURE 8 | Evoked visual and auditory potentials. The normalized local
field potentials for each site, including both those that showed significant
spiking responses as well as those that did not, is plotted aligned on onset of
the visual (A–C) and auditory stimuli (D–F; collected from separate blocks,

see Materials and Methods). For display, traces were smoothed by
convolving the raw data with a 10 ms Gaussian kernel normalized to sum to 1.
The red traces indicate the mean of the responses, means were taken from
the unsmoothed data.

FIGURE 9 | Spatial tuning of visual responses. Receptive fields across all
visually sensitive sites were summarized using a Gaussian fitting procedure
(see Materials and Methods). The centers of the Gaussian functions are
shown with red (Gaussian peaks) and blue (Gaussian troughs) points, and

ellipses showing the width in the horizontal and vertical dimensions at half
the maximum height of the Gaussian (with respect to its offset). Visually
responsive recordings reliably showed increased firing rates to stimuli
presented in the contralateral hemifield.
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tonotopic penetrations might have arisen through such connec-
tions. Future studies with concentrated sampling in the central
nucleus will be able to conclusively indicate whether centrally
located neurons are sensitive visual input.

Visual information may also reach the IC through descend-
ing connections within the auditory pathway. A number of papers
have reported both modulation and overt effects of visual stimuli
in the core and belt regions of auditory cortex [humans: (Sams
et al., 1991; Calvert et al., 1999; Giard and Peronnet, 1999; Callan
et al., 2003; Wright et al., 2003; Besle et al., 2004, 2008; Molholm
et al., 2004; van Wassenhove et al., 2005; Martuzzi et al., 2007;
Luo et al., 2010); monkeys: (Barraclough et al., 2005; Brosch
et al., 2005; Ghazanfar et al., 2005; Kayser et al., 2007, 2008,
2010); ferrets: (Bizley et al., 2007; Bizley and King, 2008); reviews:
(Calvert, 2001; Ghazanfar and Schroeder, 2006; Kayser et al.,
2009); appendix]. Descending connections from the auditory cor-
tex more heavily target the shell regions of the IC than the central
nucleus (Diamond et al., 1969; Andersen et al., 1980; Druga and
Syka, 1984a,b; Coleman and Clerici, 1987; Saldaña et al., 1996;
Druga et al., 1997; Winer et al., 2002; Schofield, 2009), consistent
with the response trend we observed.

We also conducted the first population analysis of spatial
sensitivity to visual stimuli in the IC. We found that spatial
tuning was powerfully lateralized with the largest increases in
firing rate coming from stimuli in the contralateral hemifield.
Auditory responses show similar spatial sensitivity: IC neurons
show monotonoic sensitivity with increasing response amplitude
as stimuli are presented farther contralaterally (Groh et al., 2003).
Further study on single unit responses will be necessary to deter-
mine whether individual cells show a relationship between visual
and auditory tuning, but evidence from the population suggests
that there may be a link.

The contralateral pattern of visual receptive fields parallels
that observed for eye position, where firing rates increase as the
eyes are oriented more contralaterally (Bulkin and Groh, 2012)
However, the two effects are distinct, and neither can fully account
for the other. For example, if the IC were not actually sensitive

to visual stimulus location but only to eye position, this would
appear in our study as a preference for visual stimulus loca-
tions in the opposite hemifield. When the eyes are directed more
contralaterally, evoking higher eye-position related activity, the
location of the fixation LED would lie more ipsilaterally on the
retina, and neurons would appear to have ipsilateral visual recep-
tive fields. We did not observe this pattern, suggesting that eye
position and visual signals influence IC neurons independently.

These results raise questions about how auditory, visual, and
eye-position signals interact in the IC. To combine the senses, the
brain must reconcile signals that arise in different frames of ref-
erence: auditory localization is anchored to the head, and visual
localization is anchored to the (independently moveable) eyes. In
our assessment of spatial sensitivity we used an eye-centered def-
inition of visual location, but the coordinate system used by the
brain may be different. On average, auditory information in the
IC is not encoded in head-centered frame of reference (as might
be assumed given the head centered methods for assessing sound
location). Rather auditory response patterns are modulated by the
position of the eyes, though not enough to transform them fully
into eye-centered co-ordinates (Groh et al., 2001; Zwiers et al.,
2004; Porter et al., 2007; Maier and Groh, 2010). Visual signals
may show a similar pattern, with receptive fields that are not fully
described in a retinotopic reference frame. Such results have been
observed in lateral and medial intraparietal cortex, representa-
tions of visual and acoustic information span a continuum from
head- to eye-centered (Mullette-Gillman et al., 2005, 2009).

Along tonotopically organized penetrations through the IC,
putatively the central nucleus, overt visual effects are weak at best
while eye position modulation is still quite strong (Bulkin and
Groh, 2012). While responses to visual stimuli are weak in the
central nucleus, the effect of visual cues during bimodal stimulus
presentation remains untested. Visual input may reach the central
nucleus, but be ineffective in changing spike rate in the absence of
auditory stimuli, a pattern similar observed with somatosensory
effects in auditory cortex (Lakatos et al., 2007). Future work using
presentations of bimodal stimuli will investigate this possibility.
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The inferior colliculus (IC) is a major processing center situated mid-way along both
the ascending and descending auditory pathways of the brain stem. Although it is
fundamentally an auditory area, the IC also receives anatomical input from non-auditory
sources. Neurophysiological studies corroborate that non-auditory stimuli can modulate
auditory processing in the IC and even elicit responses independent of coincident
auditory stimulation. In this article, we review anatomical and physiological evidence for
multisensory and other non-auditory processing in the IC. Specifically, the contributions of
signals related to vision, eye movements and position, somatosensation, and behavioral
context to neural activity in the IC will be described. These signals are potentially important
for localizing sound sources, attending to salient stimuli, distinguishing environmental
from self-generated sounds, and perceiving and generating communication sounds. They
suggest that the IC should be thought of as a node in a highly interconnected sensory,
motor, and cognitive network dedicated to synthesizing a higher-order auditory percept
rather than simply reporting patterns of air pressure detected by the cochlea. We highlight
some of the potential pitfalls that can arise from experimental manipulations that may
disrupt the normal function of this network, such as the use of anesthesia or the severing
of connections from cortical structures that project to the IC. Finally, we note that the
presence of these signals in the IC has implications for our understanding not just of the
IC but also of the multitude of other regions within and beyond the auditory system that
are dependent on signals that pass through the IC. Whatever the IC “hears” would seem
to be passed both “upward” to thalamus and thence to auditory cortex and beyond, as
well as “downward” via centrifugal connections to earlier areas of the auditory pathway
such as the cochlear nucleus.

Keywords: multisensory, inferior colliculus, auditory, sound localization, communication

INTRODUCTION
Organisms gather information about their environment from a
variety of sensory systems, but how these sensory systems interact
with each other is poorly understood. Multisensory integration is
sufficiently common in cortical regions that the cortex has been
described as a fundamentally multisensory processor [for review,
see Ghazanfar and Schroeder (2006)]. In contrast, relatively little
attention has been given to the subcortical systems that provide
sensory information to the cortex. Much of the sensory informa-
tion passed along to the cortex from subcortical areas is already
multisensory in nature, and is influenced by behavioral state and
relevance of stimuli. In this review, we focus on the multisen-
sory and context-related connections and response properties of
the inferior colliculus (IC), an important subcortical node in the
auditory pathway.

The IC is particularly interesting in regard to multisensory and
other non-auditory contributions to hearing as it is a necessary
relay for nearly all ascending and descending auditory infor-
mation [for review see Winer and Schreiner (2005)]. Situated

relatively early in the auditory system, the IC is comprised of a
central nucleus (ICC; see Table 1 for list of abbreviations) and
various surrounding shell nuclei (shell nuclei of the IC1; sIC
collectively), including, but not limited to, the external IC (ICX),
pericentral nucleus of the IC (ICP), dorsal and lateral cortices of
the IC, and brachium of the IC. The ICC primarily sends ascend-
ing auditory information to the thalamus (e.g., Kudo and Niimi,
1980; Calford and Aitkin, 1983) which then proceeds toward
the cortex. The sIC also send ascending projections to the tha-
lamus (ICP and ICX projections: Kudo and Niimi, 1980; and

1Though the subnuclear anatomy of the IC has been well described elsewhere
(e.g., Morest and Oliver, 1984), the names and precise borders of these nuclei
are not used consistently in the studies discussed in this review. Therefore,
this core-shell nomenclature is adopted to avoid potentially applying these
more precise subnuclear definitions inappropriately, particularly when such
information is missing or ambiguous. When information about subnuclear
locations is available for a given study, we have attempted to include the
terminology used by the authors in our description of their findings.
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Table 1 | List of anatomical abbreviations.

Abbreviation Full name

AN Auditory nerve

BLA Basal lateral amygdala

DCN Dorsal cochlear nucleus

FNc Fastigial nucleus of the cerebellum

GPC Caudal portion of the globus pallidus

IC Inferior colliculus

ICC Central nucleus of the inferior colliculus

ICP Pericentral nucleus of the inferior colliculus

ICX External nucleus of the inferior colliculus

NAm Nucleus ambiguus

nDC Dorsal column nuclei

PAG Periaquaductal gray

SC Superior colliculus

sIC Shell nuclei of the inferior colliculus

SNl Substantia nigra pars lateralis

TN Trigeminal nerve

TNop Ophthlamic branch of the trigeminal nerve

TNG Trigeminal nerve ganglion

VTA Ventral tegmental area

Calford and Aitkin, 1983) as well as the superior colliculus (SC)
(brachium of the IC, ICX: Van Buskirk, 1983; dorsomedial part of
the IC, ICX: Druga and Syka, 1984; ICX: Zhang et al., 1987; rostal
pole of the IC: Harting and Van Lieshout, 2000), and descending
information back to the auditory brainstem (including the ICC)
(Huffman and Henson, 1990).

Converging anatomical and physiological evidence indicates
that cells within the IC are sensitive to visual, oculomotor, eye
position, and somatosensory information as well as to signals
relating to behavioral context and reward (Figure 1). Auditory
perception and behavior are likely to be shaped by these non-
auditory inputs to the IC.

NON-AUDITORY INFLUENCES ON NEURAL ACTIVITY IN IC
VISION AND OCULOMOTOR INFLUENCES
Numerous anatomical studies have established the existence of
direct retinal innervation of the contralateral IC (rat, monkey:
Itaya and Van Hoesen, 1982; rat: Yamauchi and Yamadori, 1982;
guinea pig, hamster, rat: Zhang, 1984; mole-lemming: Herbin
et al., 1994). Projections from the retina pass through the con-
tralateral SC and into the ICP near the midline, fanning out
dorsolaterally, before being pruned back during early neural
development (Cooper and Cowey, 1990). Enucleation of the con-
tralateral eye causes the degeneration of these connections in
adult animals (Paloff et al., 1985). In addition to receiving retinal
efferents, both the ICC and sIC (in particular, the ICX) receive
inputs from the visual cortex (primarily ipsilateral) (cat: Cooper
and Young, 1976) and the ipsilateral SC, a visually responsive
structure involved in programming saccadic eye movements (cat:
Adams, 1980; bat: Covey et al., 1987; rat: Coleman and Clerici,
1987; barn owl: Hyde and Knudsen, 2000) [for review of saccade
generation in the SC, see Gandhi and Katnani (2011)].

The presence of anatomical connections from visual pro-
cessing sources suggests that IC neurons should be responsive
to visual stimuli. Several physiological studies have investigated
this hypothesis and established that there are cells in the IC
whose auditory responses are modulated by a concurrent visual
stimulus (Syka and Radil-Weiss, 1973; Tawil et al., 1983), or
that are capable of responding directly to visual stimuli with-
out an accompanying sound (Mascetti and Strozzi, 1988; Porter
et al., 2007; Bulkin and Groh, 2012b). Early reports using anes-
thetized and paralyzed cats suggested that 8–9% of IC neurons
were visually responsive (Tawil et al., 1983: 112 total cells tested;
Mascetti and Strozzi, 1988: 91 total cells tested), but later work
involving more extensive statistical testing as well as awake and
behaving monkeys performing a visually guided saccade task sug-
gests that the proportion is much higher (Porter et al., 2007;
Bulkin and Groh, 2012b). Porter et al. (2007) found a vari-
ety of response profiles including excitation (35%) or inhibition
(5.5%) in response to a visual stimulus, excitation in conjunc-
tion with a visual stimulus and its accompanying saccade (15%),
or excitation just during the saccade (4.5%). An additional 6%
exhibited delayed activity increases or activity that differed in
a non-specific but statistically significant fashion from baseline
during stimulus presentation and/or the saccade. Overall, 64%
of the tested neuronal population (n = 180) displayed statisti-
cally significant responses to visual stimuli and/or saccade-related
activity.

A more detailed mapping of the locations of visual- and
saccade-related responses in the IC has revealed that visual
response properties are not uniform throughout the IC. Bulkin
and Groh (2012b) localized visually responsive neurons with
respect to a previous systematic mapping of auditory function
in the region (Bulkin and Groh, 2011) (Figure 2). To define
this functional map, Bulkin and Groh (2011) used a combina-
tion of electrophysiological recording, stereotaxic coordinates,
MRI, histology, and known physiological properties of IC sub-
divisions to identify and demarcate three regions with distinct
response properties. A central tonotopic region (red region in
Figures 2A,B; example penetration given in Figure 2E), likely sit-
uated well within the ICC, exhibited cells whose best frequency
increased as the electrode advanced along a dorsolateral to ven-
tromedial trajectory. The surrounding region contained neurons
tuned for low-frequency sounds but lacked a tonotopic gradi-
ent (low-frequency tuned area; purportedly overlapping with the
outer portions of the ICC as well as the sIC) (green region of
Figures 2A,B; example penetration in Figure 2D). Cells within
the final region at the periphery of the IC were either unrespon-
sive to pure tones or non-selective for tone frequency (blue region
of Figures 2A,B; example penetration in Figure 2C).

Visual- and visuomotor-responses were found distributed
throughout the IC (Bulkin and Groh, 2012b). However the dif-
ferent regions exhibited different proportions of sites sensitive to
visual stimuli as well as different patterns of responses at those
sites. Untuned auditory areas showed robust visual- or saccade-
related responses in 81% of the tested units. Low-frequency tuned
sites also showed vigorous visual- and saccade-related firing,
but the responses were less strong than untuned sites and were
found in only 31% of these cells. Tonotopic penetrations yielded
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FIGURE 1 | Potential sources of non-auditory inputs to the IC. Solid lines
indicate probable primary sources of visual, somatosensory, or behaviorally
relevant signals; these regions are known to process the corresponding type
of information (e.g., the retina is involved in processing visual signals) and
have direct connections to the IC. Faded lines represent sparse anatomical

connections. Dashed lines are regions that, based on circumstantial
evidence, may carry somatosensory or eye position signals to the IC.
Somatosensory cortex, SC, and nDC may mediate more than one type of
input and are listed under multiple headings; their connections are shown
only once (indicated by parenthesis color). See Table 1 for abbreviations.

the lowest proportion of responsive cells (26%). Visual-related
responses observed on these penetrations were weak, deviat-
ing only slightly from baseline, and did not exhibit the same
clear stimulus- or saccade-onset timing present in untuned and
low-frequency tuned populations.

The relative contributions of each of the potential anatomi-
cal sources of visual input to the IC are not known. Response
latency is only moderately informative: signals within the IC can-
not occur faster than their source signal, but reported latencies
span a range consistent with any of the potential sources. Tawil
et al. (1983) reported latencies ranging between 20 and 30 ms
for the nine visually responsive cells recorded from within the
cat IC, consistent with direct retinal innervation (latency in cat
optic tract ≈20 ms: Freund et al., 1972), but excluding presum-
ably longer latency inputs from the SC or visual cortex. However,

in monkeys, latencies were reported to range from 60 to 115 ms
(Porter et al., 2007), compatible with visual latencies from visual
cortex, SC, and even the retina under low intensity stimulation
(latency in monkey visual cortex ≈55–130 ms: Schmolesky et al.,
1998; monkey SC ≈ 60–100 ms: Bell et al., 2006; monkey optic
tract ≥40 ms: Inoue et al., 2000).

Likewise, the properties of the visual receptive fields (vRFs)
found in the IC do not obviously implicate any one of the known
inputs to the exclusion of the others. Like all three potential
input sources, the IC’s representation favors the contralateral
field, but unlike the possible inputs, no topographic organiza-
tion within the contralateral field has been observed in mammals.
The vRFs of individual cells are variable in size, ranging from
tens of degrees to nearly half of the visual field (Mascetti and
Strozzi, 1988; Porter et al., 2007; Bulkin and Groh, 2012b).
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FIGURE 2 | Map of sound frequency representation in the monkey IC.

(A,B) Three-dimensional schematic of sound frequency representation
(A) based on a representative example dataset (B) from Bulkin and Groh
(2011). Untuned sites are presumed to be in the outer sIC, low-frequency
tuned sites from near the sIC-ICC border, and tonotopic sites from the center
of the ICC. The grid in (B) is a top-down view of the recording grid for one
monkey in the study. Each square represents a penetration site and is colored
based on the response properties of that site. The bold black line delineates
the a priori estimated boundaries of the IC based on MRI scans. (C–E)

Example penetrations from untuned (C), low-frequency tuned but not

tonotopic (D), and tonotopic (E) penetration locations. Each series is
comprised of multiple recordings taken from a single example penetration.
Frequency response functions were recorded at 0.5 mm increments along
the dorsolateral-ventromedial penetration axis. The first graph in each series
corresponds to the first, i.e., most dorsal, site to show responses to auditory
stimuli along that penetration. Absolute depths of first responsive sites varied
across penetrations. Blue lines (C–E) indicate the normalized average
response over a 200 ms period as a function of sound frequency, and red
lines (D,E) show the best Gaussian curve fit to tonal data. (B–E) Adapted
from Bulkin and Groh (2011).

This is larger than the typical RFs found in retinal ganglion cells,
visual cortex, or the SC (striate cortex: Wurtz, 1969; SC: Goldberg
and Wurtz, 1972; retinal ganglion cells: Hammond, 1974; and
Cleland et al., 1979).

The types of stimulus selectivity seen in IC neurons are
also evident in more than one of the potential input sources.
For example, visually responsive neurons in the IC tend to
respond well to both static (Porter et al., 2007; Bulkin and Groh,
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2012b) and moving (Mascetti and Strozzi, 1988) stimuli, prop-
erties observed in both the visual cortex (Wurtz, 1969) and
retina (Shapley and Perry, 1986). IC cells that respond to mov-
ing stimuli are not tuned to a particular direction of stimulus
motion (Mascetti and Strozzi, 1988), which is similar to a sub-
set of SC neurons that are directionally untuned (Humphrey,
1968; Rhoades and Chalupa, 1976). Thus, the retina, visual cor-
tex, and the SC all share some aspects of stimulus selectivity
with IC neurons. Additional research is therefore necessary to
explore receptive fields and stimulus selectivity in more detail
before reaching conclusions on the potential source, or synthe-
sis of multiple sources, responsible for IC vRFs and response
properties.

Visual sensitivity has also been reported in the barn owl IC, but
in contrast to mammalian studies, visual spatial sensitivity in the
barn owl ICX appears to be well organized and tuned to the audi-
tory space map in the same region (Bergan and Knudsen, 2009).
Visual modulation fields [vMFs; defined as the region of visual
space in which a stimulus exhibits ≥50% of its maximal modu-
latory effects on the paired auditory stimulus (see Figure 3)] of
neurons throughout the ICX are well correlated with the location
predicted by auditory localization cues. That is, a visual stimu-
lus occurring at a given location in the visual field can modulate
the ICX response to sounds originating from a similar point in
space (Figure 3). Also in contrast to mammals, neurons in the owl
ICX do not appear to respond to visual stimuli alone (Gutfreund
et al., 2002; Bergan and Knudsen, 2009). Instead, visual informa-
tion projecting from the owl’s optic tectum (OT; homologous to
the mammalian SC) to the ICX is gated via GABAergic inhibition
in the OT (Gutfreund et al., 2002). Multiunit activity in the ICX
is sensitive to visual stimulation only if inhibition is blocked in
the region of OT corresponding to those units’ preferred auditory
location.

A variety of potential factors might influence the proportions
and response patterns of visually sensitive cells in the IC. First,
different species may utilize visual information in different ways
depending on their ecological niche. For instance, diurnal species
such as monkeys (e.g., Porter et al., 2007; Bulkin and Groh,
2012b) may exhibit response patterns that differ from those of
nocturnal species such as cats or barn owls (e.g., Tawil et al.,
1983; Mascetti and Strozzi, 1988; Bergan and Knudsen, 2009).
Second, the cognitive state of the animal may be an important
factor: Porter et al. (2007), and Bulkin and Groh (2012b) both
used awake and behaving animals and found the highest propor-
tion of visually responsive cells in comparison to other studies.
Bergan and Knudsen (2009) estimated a slightly lower propor-
tion in their awake but restrained birds 2, while the anesthetized
preparations used by Tawil et al. (1983) and Mascetti and Strozzi
(1988) yielded the smallest proportions. As discussed in detail in
the section on “Behavioral context” of this review, behavioral state
has a profound effect on neural activity in the IC. The report by
Gutfreund et al. (2002) suggests that behavioral state might exert

2They estimated that approximately one-third of their sampled neurons were
sensitive to audiovisual stimuli; however, the aim of their study was to describe
the response patterns of these neurons, so they did not report an exact
proportion.

FIGURE 3 | Visual information modulates activity of cells in the owl

ICX when auditory and visual inputs are closely aligned in space. Cells
in the owl ICX respond best to a sound from some fixed location L in space
(determined by interaural timing and level cues) (dotted blue line; note that
the location of the auditory stimulus does not change in this schematic) and
that information is transmitted to the corresponding location within the OT
(black arrow). When a visual cue occupies the same or some nearby
location in space, gated feedback from the OT (red arrow) enhances
auditory responses (solid purple arrow); visual cues at other locations will
not enhance auditory responses (dotted purple arrows). The visual field
corresponding to ≥50% of the max auditory modulation is defined as the
visual modulation field (red field). Adapted from Gutfreund et al. (2002); and
Bergan and Knudsen (2009).

a specific influence over visual responsiveness in the IC by gating
the passage of visual information into the IC. Importantly, the
SC (or OT) is commonly implicated in both oculomotor (Gandhi
and Sparks, 2007) and attentional control (e.g., Shen et al., 2011),
and serves as one of the routes by which visual input can reach
the IC. The use of a saccade task might therefore have been an
important factor increasing the proportion of visually responsive
cells in both Porter et al. (2007) and Bulkin and Groh (2012b).
Other influential factors may include the breadth of sampling of
visual space and the type of visual stimuli used. Visually respon-
sive neurons in other brain areas are known to respond only to
stimuli presented within spatially restricted receptive fields and
to stimuli of preferred orientations, colors, shapes, and so forth
(Schiller, 1986). It is likely that the set of visual stimuli used in the
aforementioned studies did not exhaust all of the parameters for
which visually responsive cells in the IC are selective. Therefore,
the reported proportions may well be an underestimate of the
actual proportion of visually responsive cells.

The functional purpose of visual signals in the IC is unknown.
One potential role is to help calibrate the representation of
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auditory space. This hypothesis has been tested thoroughly in
the owl [for a review, see Knudsen (2002)], where visual space
maps in the OT are functionally and anatomically connected
to the auditory space maps of the ICX (Bergan and Knudsen,
2009). Barn owls reared with prisms that displace visual space
show altered auditory spatial sensitivity in the ICX (Brainard and
Knudsen, 1993), altered connectivity between the ICC and ICX
(Debello et al., 2001), and altered connectivity patterns from the
ICX to OT (Hyde and Knudsen, 2002; Linkenhoker and Knudsen,
2002). Ocular enucleation in rats appears to alter auditory spa-
tial sensitivity as well (Pageau et al., 2008). This may be due to
visual deprivation, though impaired eye position signals are also
likely to result from enucleation and should not be dismissed as a
contributing factor (see the section on “Eye position”). Together,
these studies indicate that coding of auditory location is at least
partially dependent on visual input. However, calibration of audi-
tory space may not be the only role of visual signals in the IC.
A possible role of visual signals in the sIC for communication is
discussed in the section on “Communication.”

EYE POSITION
The eyes and ears necessarily receive visual and auditory spatial
information, respectively, within a different frame of reference.
Specifically, visual space is initially encoded based on where
the image falls on the retina (a so-called eye-centered reference
frame) while auditory space is calculated based on the position
of the sound relative to the ears and the head (a head-centered
reference frame). In species where the eyes are able to move to a
substantial degree within the head (e.g., rhesus monkeys and cats
but not rodents or barn owls), the visual and auditory reference
frames are not fixed to each other (Figure 4). Because of this con-
stantly changing relationship between reference frames, aligning
visual and auditory space requires factoring in both the orbital
position of the eyes and sound localization cues.

Groh et al. (2001) identified a subset of cells in the IC (approx-
imately one-third: 24/73) that altered their firing patterns in
response to an auditory stimulus depending on where the eyes
were positioned in their orbits with respect to the head. More
specifically, the firing rate of individual neurons usually tended
to increase as a monotonic function of eye position, with the
population favoring contralateral eye positions (relative to IC
hemisphere) (Porter et al., 2006) (Figure 5A). Additionally, eye
position sensitivity appeared to be more common among neu-
rons insensitive to sound location (up to 32% for sound location
sensitive units and 56% for insensitive units; Porter et al., 2006),
suggesting somewhat segregated subpopulations for eye position
and sound location sensitive units in the IC. Eye position sensi-
tivity has also been found for vertical eye positions (Zwiers et al.,
2004; Bulkin and Groh, 2012a), as well as during both task-related
and spontaneous fixations, and with or without the presence of a
concurrent sound stimulus (Porter et al., 2006; Bulkin and Groh,
2012a). Collectively, these results indicate that eye position signals
are an important aspect of IC processing and are separable from
signals related to head-centered sound location, vision, and eye
movements.

The reference frame in the IC has been found to be nei-
ther head-centered nor eye-centered but somewhere in between.

Porter et al. (2006) reported that only 16% of tested units were
head-centered, whereas 9% were more eye-centered; the remain-
ing 75% of the tested units were approximately equally consistent
with either head- or eye-centered reference frames (Figure 5B).
A model trained on these data was able to provide an out-
put that closely approximated a particular sound location via
either head- or eye-centered coordinates (Porter et al., 2006).
The brain seems to maintain this hybrid encoding scheme until
the time of saccade generation. Specifically, the hybrid scheme
is similar in the IC, auditory cortex (Werner-Reiss et al., 2003;
Porter et al., 2006), and the visual intraparietal sulcus (Mullette-
Gillman et al., 2005, 2009) as well as in the sensory signals in the
SC (Jay and Sparks, 1984; Populin et al., 2004; Lee and Groh,
2012). However, a motor output command is eventually devel-
oped in eye-centered coordinates in the SC at the time of saccade
generation (Lee and Groh, 2012).

The location of eye position sensitive cells within the IC
was recently mapped in detail (Bulkin and Groh, 2012a) with
respect to the functional response map previously described
(Bulkin and Groh, 2011; see the section on “Vision and ocu-
lomotor influences,” and Figure 2). Eye position sensitivity was
found throughout the IC, but the proportions varied accord-
ing to the functional response patterns of the recording site. Eye
position effects were detected in 25% of tonotopic sites, 33% of
low-frequency tuned sites, and 42% of untuned sites. As noted
previously, these responses are likely to coincide with the central-
most part of the ICC, the edges of the ICC and the inner part of
the sIC, and the outer sIC respectively (Bulkin and Groh, 2011).

Despite the physiological studies identifying eye position sig-
nals in the IC, the anatomical sources of these signals have yet
to be identified. It is not clear whether such signals are a result
of corollary discharge from oculomotor outputs [e.g., the SC, or
the fastigial nucleus of the cerebellum (Carpenter, 1959; Earle and
Matzke, 1974)], proprioceptive feedback from muscles control-
ling eye position [along, for instance, the opthalamic tract of the
trigeminal nerve (TN) (Steinbach, 1987); cuneate nuclei (Porter,
1986); or from the somatosensory cortex (Zhang et al., 2008)],
or some combination of both. These signals may also come from
other auditory areas. For instance, the primary auditory cortex
contains eye position signals (Werner-Reiss et al., 2003) and sends
anatomical projections to the IC (Winer et al., 1998). It is possible
that eye position signals are sent through this route via corollary
discharge from cortical regions important for eye position and
movements (after Sommer and Wurtz, 2008). Further investiga-
tion will be necessary to identify the connectivity of eye position
sensitive neurons in the IC.

SOMATOSENSATION
The IC also receives input from the somatosensory system.
Connections from various brainstem nuclei—including the
trigeminal nerve ganglion (TNG) and nuclei of the dorsal col-
umn (nDC)—have been identified in both the intercollicular
region (cat: Anderson and Berry, 1959; opossum: Robards et al.,
1976), and the ICX (opossum: Robards, 1979; cat: Aitkin et al.,
1981; monkey: Wiberg et al., 1987; rat: Coleman and Clerici,
1987; hedgehog: Kunzle, 1998). Additionally, both the motor and
somatosensory cortices project to the ipsilateral ICC and ICX
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FIGURE 4 | Audiovisual reference frame problem. When an audiovisual
target is straight ahead (center panel), the auditory and visual reference
frames coincide; that is, a plane orthogonal to the auditory
head-centered reference frame (blue field) is parallel to the plane
orthogonal to the visual eye-centered reference frame (red field), and
both are perpendicular to the audiovisual information source (speaker).

When the target is moved eccentrically (upper panels), the head-centered
and eye-centered reference frames are no longer parallel, with the
eye-centered reference frame having rotated around a vertical axis (for
horizontal eye movements). In this example, the eye-centered reference
frame is still perpendicular to the audiovisual target but the
head-centered reference frame is not.

(Cooper and Young, 1976). The ICC may also receive somatosen-
sory signals from other areas along the auditory pathway. For
example, the ICC is heavily innervated by the dorsal cochlear
nucleus (DCN) (e.g., Cant and Benson, 2008), which is also
known to receive direct innervation from the nDC (Li and
Mizuno, 1997) and the TN (Zhou et al., 2007), and whose princi-
ple output cells are modulated by TN stimulation (Koehler et al.,
2011). The ICX, meanwhile, receives convergent inputs from the
DCN and spinal trigeminal nucleus (Zhou and Shore, 2006), sug-
gesting that multiple, overlapping circuits may be involved in
creating somatosensory-sensitive cells in the IC.

As suggested by these anatomical connections, neurons in
both the ICC and ICX are sensitive to somatosensory inputs
from the spinal cord [i.e., inputs from the spinal dorsal col-
umn (DC), peripheral nerves, and body, presumably via the
nDC]. Specifically, cells may respond to unimodal somatosen-
sory stimulation or alter their firing rate to auditory stimuli when
sounds are paired with concurrent somatosensory stimulation.
This was first demonstrated in the IC of anesthetized rats, where
neurons changed their response to a pure tone stimulus in the
presence of concurrent sciatic nerve stimulation (Syka and Radil-
Weiss, 1973). Similar results have been reported using electrical
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FIGURE 5 | Eye position gain and reference frame of IC cells.

(A) Contralateral gain as a function of eye position in azimuth. The firing rate
of eye position sensitive cells in the IC tends to increase with contralateral
fixations. (B) The reference frame of individual IC cells was determined by
calculating correlation coefficients between eye position during sound
presentation, and sound locations defined (1) with respect to the eyes
(eye-centered index) and (2) with respect to the head (head-centered index).

A value of 1 indicates that the response function of a cell is perfectly aligned
with the sound source in a particular reference frame (eye-centered or
head-centered), while a value of −1 indicates perfect anti-correlation. Crosses
centered on individual points indicate 95% confidence intervals for reference
frame values. The reference frame of individual cells may be more
head-centered (green) or eye-centered (red), or cells may have a hybrid
reference frame (gray). (B) Reprinted from Porter et al. (2006).

stimulation of the median nerve in anesthetized rats (Szczepaniak
and Moller, 1993) as well as the tibial nerve (Aitkin et al., 1978)
and DC (Aitkin et al., 1978; Tawil et al., 1983) of anesthetized cats.
In the case of DC stimulation, ≈5–20% of the IC cell population
responded to electrical DC stimulation alone (this range may be
partially due to variations in stimulation parameters across stud-
ies) and roughly 55% responded differentially to a combination
of DC stimulation and concurrent sound presentation compared
to sound alone. DC stimulation enhanced the acoustic response
in about one-third of the bisensory units and inhibited the other
two thirds. Additionally, cells in the ICX of anesthetized cats were
found to respond to manual tactile stimulation of the skin and
hair across the entire surface of the body (individual neurons
had bodily receptive fields at varying locations and of variable
sizes, with the full body surface represented across the popula-
tion) (Aitkin et al., 1978, 1981). The proportion of cells responsive
to tactile stimulation was somewhat lower than that responsive to
DC stimulation: out of 261 cells (Aitkin et al., 1981) only 16%
responded to unimodal tactile stimuli while 4% responded differ-
entially to concurrent tactile and auditory stimulation compared
to sound alone.

In addition to inputs carried via the spinal cord, the IC is also
sensitive to influences mediated via cranial nerves, specifically
from the TN and TNG. Electrical stimulation of the TNG in the
absence of a sound stimulus causes increased metabolic activity
within the IC cell population when compared to non-stimulated

control animals [as measured by uptake of [14C]2-deoxyglucose
(2DG); El-Kashlan and Shore, 2004]. Moreover, uptake of 2DG
in response to TNG stimulation was qualitatively similar in the
IC to uptake in response to sound stimulation. Similarly, elec-
trical TN stimulation paired with sound modulated the response
patterns of approximately two-thirds of the cells in the ICX of
anesthetized guinea pigs (Jain and Shore, 2006). Specifically, audi-
tory responses were inhibited by paired TN stimulation in nearly
half of the tested units (60/126, 48%) and enhanced in 23 units
(18%). TN stimulation alone did not appear to elicit responses in
the absence of a sound.

Functionally, somatosensory inputs to the IC may serve
numerous different roles within the auditory system3. Consider,
for instance, the proposed role for eye position signals within
the IC: aligning the neural representation of visual and audi-
tory reference frames. In a relatively simple case of fixating on
a sound source near the fovea, eye position and sound location
cues appear to be sufficient information to execute the appropri-
ate saccade. In more complex cases involving head, trunk, and
limb motion, the brain must coordinate numerous effector mus-
cles in order to orient toward (or away from) a sound source. Eye
position, and possibly somatosensory, signals in the IC likely pro-
vide the information necessary to localize and act on some sound

3A possible role in communication behaviors will be discussed in the section
on “Communication.”
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source. Additionally, the orientation of the pinnae must be fac-
tored into the interpretation of direction-dependent spectral cues
in species that make guided ear movements in response to sounds
(e.g., the cat: Populin and Yin, 1998). This information appears
to be present in the DCN via nDC and TN inputs (Kanold and
Young, 2001), and may be transmitted to the IC either directly
from one or both of these somatosensory nuclei, or by way of
the DCN. The IC, therefore, is presumably important for this
behavior in that it may contribute sound location cues relative
to eye position and pinnae-position to higher-order orientation
circuitry.

Moreover, reflexive auditory orientation and startle behaviors
involving the head may involve IC signaling (e.g., Leitner and
Cohen, 1985). Thompson and Masterton (1978) found that shal-
low lesions at the level of the IC degrade the accuracy and latency
of reflexive head orientation toward unexpected sounds in cats,
but the response was still initiated toward the correct hemifield. In
contrast, deep lesions that sever the connections from the DCN to
IC cause startle responses targeted toward the wrong hemisphere.
Such behaviors may be different from saccades: the reaction times
(40 ms on average) were much faster than typical saccade laten-
cies (150–300 ms: e.g., Carpenter, 1988; Jay and Sparks, 1990).
These data suggest that an auditory orientation reflex is depen-
dent on the IC and its inputs. Reflexive orientation likely requires
a body-to-head (or head-to-body) reference frame transforma-
tion to execute a response in the appropriate direction, and the
convergence of somatosensory and sound location information
in the IC indicates that this is possible.

In addition to contributing to these various types of sound
localization behaviors, all of these input sources would be use-
ful in suppressing self-generated noise, including vocalizations,
mastication, and respiration (Jain and Shore, 2006), as well as
locomotion and visceral function. Motor structures may send
corollary discharge signals to the IC (and other auditory regions)
to suppress noises resulting from the ensuing behaviors. An exam-
ple of this has been observed in crickets: auditory processing
regions are inhibited via corollary discharge of the motor signals
used to produce singing behaviors (Poulet and Hedwig, 2002).
Similar mechanisms for attenuating self-generated sounds have
been observed in more complex neural systems, including the bat
auditory system (Suga and Shimozawa, 1974).

BEHAVIORAL CONTEXT
An animal’s behavioral state influences neural activity in the IC,
seemingly depending on task engagement and expected outcome.
In rats, the activity of cells in the IC was found to increase as
an expected rewarding (Nienhuis and Olds, 1978) or aversive
(Ruth et al., 1974) stimulus draws near, at reinforcement intervals
ranging from seconds to minutes (Figures 6A,B). Curare blocks
the apparent anticipatory build up response for aversive stimu-
lation, indicating that acetylcholine plays a role in this build up
activity (Ruth et al., 1974). Similar reward-anticipation and task
performance effects have been observed in the monkey IC. An
estimated 60% of IC neurons show a general increase in firing
rate when a monkey is engaged in active behavior as opposed
to passive listening (46/80 cells: Ryan and Miller, 1977; Ryan
et al., 1984). Additionally, the activity of IC neurons increases

in apparent anticipation of a reward (Figures 6C,D), and the
amount of increase depends on the size of the reward (Metzger
et al., 2006). The trend appears to be the same in humans: attend-
ing to changing pitches in one ear while ignoring pitch changes in
the other activates the contralateral IC (relative to attended ear)
more than the ipsilateral IC (Rinne et al., 2008). Collectively, these
data indicate that cells within the IC are sensitive to engagement
in a task, and that they exhibit anticipation for some upcoming
rewarding or aversive stimulus. It is particularly striking that these
cells seem to be capable of anticipating over extended time peri-
ods of 30 s or more. Presumably, the increased activity reflects
heightened sensitivity to behaviorally relevant stimuli.

These findings are consistent with known anatomical connec-
tions to the IC from regions typically associated with subjective
value and emotion. Specifically, the sIC receive inputs from the
ipsilateral caudal globus pallidus (GP; for cats and rodents in
which these tracing studies have been carried out, the GP is
equivalent to the external capsule of the GP in primates) (inputs
primarily target ICX) (Yasui et al., 1990; Shinonaga et al., 1992;
Shammah-Lagnado et al., 1996) as well as GABAergic inputs
from the substantia nigra pars lateralis, bilaterally (SN1) (spec-
ified ICX: Coleman and Clerici, 1987; unspecified: Yasui et al.,
1991; and Moriizumi et al., 1992). The ICX also receives bilateral
projections from the ventral tegmental area (VTA) (Herbert et al.,
1997) while both the ICC and sIC receive ipsilateral inputs from
the basal nucleus of the amygdala (Hopkins and Holstege, 1978;
Marsh et al., 2002). All of these regions have a substantial body
of literature implicating them in various habitual (e.g., Yin and
Knowlton, 2006) and motivated (e.g., Ono et al., 2000) behaviors.
It seems likely that these regions and their IC connections inform
the processing of auditory stimulation and bias cells within the
IC toward processing behaviorally important sounds. It is possi-
ble that the firing rate modulations found in these studies help
to focus attention on a particular sound within the environment
that will prove useful in, for example, detecting food or avoiding
predators and other environmental dangers.

COMMUNICATION
Another form of specialized processing for which the IC appears
to be particularly important is vocal communication. The role of
the IC in this regard seems to lie somewhere between the basic
auditory processing of lower brainstem regions and the more
complex representation of communication calls found in cortical
regions (Portfors and Sinex, 2005). Both auditory and non-
auditory signals likely contribute to processing communication
stimuli, and in this section, we also consider how somatosensory
signals may be particularly important for audiomotor learning
and maintenance of vocalizations.

Evidence implicating the IC in vocal communication comes
from a variety of species. Specifically, some neurons respond bet-
ter to conspecific calls than to either white noise and pure tones
[around 75% of cells in sIC (82% in ICX, 72% in dorsal cortex)
and 25% in ICC of cats (Aitkin et al., 1994)], or to time-reversed
calls [approximately one-third of cells in guinea pig, all subdivi-
sions (Suta et al., 2003); and in the rat ICC (Pincherli Castellanos
et al., 2007)], while others fire selectively to particular conspecific
calls (ICC of bats: Klug et al., 2002). Furthermore, some neurons
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FIGURE 6 | Anticipatory responses of IC cells. (A) Average-evoked
potential recorded from the IC in response to sounds presented at 3 s
intervals following aversive stimulation of the mesencephalic central gray
(MCG) with (dashed line) and without (solid line) curare. MCG stimulation
occurred at a fixed interval of 30 s (thus, 0 s post-MCG stimulation may
be thought of as 30 s pre-MCG stimulation for the following trial).
(B) Representative example of a multi-unit response to sound presentation
following rewarding stimulus. Sounds were played at varying intervals (up
to 180 s) following reward, and the next reward was delivered after a
second variable interval. Note that no error bars were provided in the

source materials for panels (A,B) so the variability and potential statistical
significance of the finding cannot be assessed. (C,D) Average response
(± standard error) of IC cell population time-locked to sound onset (C) and
reward onset (D). Briefly, monkeys fixated on an LED while a sound was
played. The LED was extinguished and the monkeys made a saccade to the
auditory target. They were rewarded if the auditory saccade was within the
appropriate fixation window (8–11◦ , depending on target distance from
LED). Both rewarded and unrewarded trials were included in this analysis.
Adapted from (A) Ruth et al. (1974); (B) Nienhuis and Olds (1978); (C,D)

Metzger et al. (2006).

in the ICX of squirrel monkeys are suppressed by self-generated
calls despite responding to acoustically similar vocalizations from
other monkeys and other sounds (Tammer et al., 2004). In
humans, unilateral lesions to the IC have been reported to impair
recognition of speech sounds when presented to the contralat-
eral ear (Fischer et al., 1995; Champoux et al., 2007). These data
suggest that one possible role of the IC in communication pro-
cessing is generally identifying species-specific and self-generated
vocalizations.

The presence of non-auditory signals in the IC may contribute
to communication processing in this region. Numerous stud-
ies in animals have illustrated integration of visual and auditory
components of communication at other levels of the auditory

pathway (e.g., Ghazanfar et al., 2005; Romanski, 2007), and in
humans, visual stimuli such as lip-motion can change the per-
ception of speech sounds (e.g., the McGurk effect: McGurk and
MacDonald, 1976)4. One patient with a circumscribed unilat-
eral lesion to the right IC [the same reported in Champoux
et al. (2007)] displayed a deficit in processing McGurk stim-
uli when visual stimuli were shown in the contralateral (left)

4The McGurk effect (McGurk and MacDonald, 1976) is a common paradigm
used to test audiovisual speech perception. In this and related studies, the
auditory sound /ba/ is combined with a video of a person saying /ga/ (or some
similar pair of related phonemes). Typically, an observer of the incongruent
audiovisual pairing will perceive the intermediate phoneme /da/.
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visual hemifield (Champoux et al., 2006). Although this is only
one patient, the results suggest that the IC may play a role in
audiovisual speech processing.

In addition to a possible visual influence on the processing of
speech and other vocal communication in the IC, somatosensa-
tion may be extremely important for learning and fine-tuning
the IC’s responses to vocal communication. The motor system
is also presumed to be heavily involved in speech learning and
production [for a review of the motor theory of speech learn-
ing, see Hickok et al. (2011); and Hickok (2012)]. Briefly, it is
thought that an efference copy of the motor command sent to
the effector muscles involved in speech is also sent to the auditory
system. This allows for a comparison of the motor command and
the resulting emitted sound, both during early development and
during later maintenance of vocal performance. Indeed, proper
somatosensory feedback appears important for maintaining con-
sistent generation of speech sounds. In particular, numbing of
the lingual nerve (a peripheral branch of the trigeminal cranial
nerve) results in abnormal and inconsistent (across individu-
als) speech generation deficits for vowels (Niemi et al., 2002),
diphthongs (Niemi et al., 2004), and sibilant /s/ sounds (Niemi
et al., 2006). It has also been found that both deaf and normal-
hearing people are sensitive to perturbations of jaw movements
during speech regardless of auditory feedback (Nasir and Ostry,
2008). These data collectively indicate that somatosensory feed-
back from the articulators is necessary for maintaining proper
speech production, and that perturbations to the system are cor-
rected based on the same, non-auditory, feedback. Because the
lingual branch of the TN is apparently important in this process,
connections from the TN to the IC provide a likely candidate for
a site of the audiomotor integration involved in speech learning
and maintenance.

The convergence of auditory and motor feedback in the IC,
and the resulting shaping of vocal communication responses and
learning, may be mediated by projections from the periaquaduc-
tal gray matter (PAG) to the sIC (including ICX) (Dujardin and
Jurgens, 2005). Previous studies have shown that vocalizations
can be elicited through electrical stimulation of the PAG (rhesus
monkey and cat: Magoun et al., 1937; squirrel monkey: Jurgens
and Ploog, 1970; gibbon: Apfelbach, 1972; bat: Suga et al., 1973;
guinea pig: Martin, 1976; rat: Yajima et al., 1976). Transections of
the forebrain and SC preserve species-specific vocalizations in cats
whereas transections caudal to the IC render these animals mute
(Bazett and Penfield, 1922). Jurgens and Pratt (1979) investigated
the role of the PAG in emotional expressions of squirrel monkeys
with a series of lesions and stimulations. They found that lesions
to the PAG disrupted induced vocalizations, and that motor out-
put is likely accomplished via direct connections from the PAG
to the nucleus ambiguus (NAm), the projection site for laryngeal
motor neurons. One interesting possibility is that the PAG sends a
corollary discharge to both the NAm and IC. This in turn may be
used to cancel out the reafferent vocalization signal, which could
explain why cells within the ICX do not respond to self-generated
calls but still respond to calls from conspecifics (Tammer et al.,
2004). Should this prove to be the case, there is evidence that
the mechanism behind this process could be direct inhibition of
the auditory system (after Suga and Shimozawa, 1974; Klug et al.,

2002), or a more complex reafference-canceling signal that is sus-
ceptible to plastic changes according to the needs of the organism
at that time (e.g., Bell, 1981).

While few of these studies have focused on the IC to date,
the prominent innervation of IC from somatosensory and behav-
iorally relevant sources suggests that it may be a crucial relay
point in audiomotor feedback for vocal learning and mainte-
nance of proper vocal production. It is possible that vocal motor
commands that are sent from cortical control regions (e.g., the
classic speech pathway) converge on the IC with auditory and
somatosensory feedback. This potential circuit would allow for
a direct comparison between the intended audiomotor output
and the actual audiomotor execution at the level of the IC, which
would in turn help to tune cortical audiomotor control mecha-
nisms (Figure 7). This potential microcircuit has yet to be tested
with respect to vocal communication. However, these pieces
of circumstantial evidence suggest that non-auditory inputs to
the IC may be involved in developing and maintaining vocal
communication.

CONSIDERATIONS FOR PAST RESULTS AND FUTURE
RESEARCH
The presence of non-auditory signals throughout all subdivisions
of the IC—including both ascending and descending regions—
provides a point of entry for these signals to reach auditory
processing at all stages from brainstem to cortex (note, for exam-
ple, projections from the IC to both the thalamus and cochlear
nucleus: Coomes and Schofield, 2004). In addition to having
implications for our understanding of the role of the IC in
auditory-guided behavior, as discussed in the preceding sections,
there are several practical implications from a methodological
perspective. Specifically, the presence of these signals suggests
that non-auditory sensory stimuli and behavioral state must be
included on the list of factors to be controlled, monitored, or
randomized. This is true regardless of what level of the auditory
pathway is under investigation, since signals present in the IC can
be assumed to propagate to most, and probably all, areas of the
auditory pathway.

In addition, certain surgical practices may affect the signals
reaching the IC. For example, in order to more easily access the
IC for electrophysiological recordings, the visual cortex is some-
times aspirated. Aspiration of the visual cortex is likely to alter
the function of IC cells, and may do so in anywhere up to 80%
of cells in the sIC and up to 25% of cells in the ICC [based
on the proportions found by Bulkin and Groh (2012b)]. While
these proportions assume the worst-case-scenario that all visual
cells in the IC receive either direct or indirect influence from
the visual cortex, clearly a substantial proportion of cells may
undergo changes in their inputs after cortical aspiration. How this
might affect auditory responses is uncertain.

Similarly, decerebration limits or destroys many of the
described non-auditory and descending auditory inputs to the IC.
While this method in particular has given (and continues to give)
valuable insight into basic auditory processing, a complete under-
standing of more complex auditory processes, including sound
localization and communication behaviors, will require that the
brain be fully intact (Bazett and Penfield, 1922).
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FIGURE 7 | A possible role for the inferior colliculus in audiomotor

feedback during vocal communication. The IC receives anatomical inputs
from the PAG, TNG, DCN, and other auditory regions. This circuit, in theory,
allows for a comparison between premotor commands sent from the PAG
and somatic feedback from the vocal apparatus via the TN and TNG. The
resulting comparison could yield a vocalization motor error: expected motor
execution (output) minus actual motor execution (feedback) equals motor
error. This information could be used to adjust the motor output of

vocalization in order to achieve a desired auditory structure [presumably
determined by cortical planning regions; see Hickok (2012)]. If the motor error
= 0, self-generated vocalization reafference is cancelled out (Tammer et al.,
2004) and no adjustment is necessary; if the motor error �= 0, the
corresponding audiomotor error is sent to cortical control regions for further
analysis and correction. The potential role of the DCN in this circuit is
currently unknown, but may be associated with monitoring audiomotor
feedback of non-vocalization signals. See Table 1 for abbreviations.

Pharmacological manipulations may also affect a substantial
number of cells in the IC. Anesthetization of animal mod-
els has been shown to alter processing in the auditory cortex
and thalamus (Zurita et al., 1994; Szalda and Burkard, 2005),
IC (Kuwada et al., 1989; Szalda and Burkard, 2005), and CN
(Evans and Nelson, 1973; Chen and Godfrey, 2000; Anderson
and Young, 2004). With regard to non-auditory influences, anes-
thetization presumably has a substantial impact on the dynamic
firing patterns of task-related neurons in the IC, a proportion
consistently reported to be over half of the cells in this brain
area. Induced paralysis, meanwhile, has the potential to influ-
ence the somatosensory signals in up to 75% of IC cells. In either
case, pharmacological manipulations run the risk of inducing
unintended alterations of auditory function, especially in the IC.

The above practices have given invaluable insight into numer-
ous aspects of auditory processing. However, they may alter audi-
tory function in unanticipated ways. Without explicitly testing the
changes these methods may impart on the auditory system, there
is no way to correct acquired data post-hoc. A thorough under-
standing of how the auditory system operates, particularly in its
natural cognitive and broader sensory milieu, requires avoiding
the unintended effects of structural and persistent pharmacolog-
ical manipulations as much as possible. In particular, the use of
awake and intact animals, when feasible, ensures that such pitfalls
are circumvented.

Finally, we note that this review drew on the available evidence
from a wide array of species, including mammals such as rodents,
cats, and monkeys as well as birds such as barn owls. The demands
on the sensory systems of different species may be different, and

the neural organization and connections between sensory systems
may differ accordingly. Further comparative work will ultimately
be required to shed light on how the evolutionary history and eco-
logical niche of different species are reflected in the patterns of
non-auditory signals present in their ICs.

CONCLUDING REMARKS
The anatomical and physiological evidence that non-auditory fac-
tors contribute to IC activity is extensive. The roles played by
the visual, oculomotor, eye position, somatosensory, and task-
related signals are at present poorly understood, and may span
a range of different aspects of auditory, multisensory, cognitive,
and behavioral functions. Notable possibilities include integrat-
ing visual and auditory space, orienting to sounds, distinguish-
ing self-generated from external sounds, accurately perceiving
communication sounds, and monitoring vocal-related signals to
achieve desired auditory performance. That such signals exist at
an early, pre-cortical stage of the auditory pathway only a few
synapses removed from sensory transduction in the cochlea high-
lights the importance of such constructive processes in the brain
in interpreting sound.
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Stimulus-specific adaptation (SSA) is the ability of some neurons to respond better to rare
than to frequent, repetitive stimuli. In the auditory system, SSA has been found at the
level of the midbrain, thalamus, and cortex. While previous studies have used the whole
overall neuronal response to characterize SSA, here we present a detailed analysis on the
variations within the time course of the evoked responses. The extracellular activity of well
isolated single neurons from the inferior colliculus (IC) was recorded during stimulation
using an oddball paradigm, which is able to elicit SSA. At the same time, these responses
were evaluated before, during, and after the microiontophoretic application of gabazine,
a specific antagonist of GABAA receptors, to study the contribution of inhibition to the
responses of these neurons. We then analyzed the difference signal (DS), which is the
difference in the PSTH in response to rare and frequent stimuli. We found that, even in a
sample of neurons showing strong SSA (i.e., showing larger preference for rare stimuli),
the DS was variable and one third of the neurons contained portions that responded
significantly better to the frequent stimuli than to the rare. This variability is not observed
when averaging the responses of multiple cells. Furthermore, the blockade of GABAA
receptors increased the number of neurons showing portions that responded better to
the frequent stimuli, indicating that inhibition in the IC refines and sharpens SSA in the
neural responses.

Keywords: auditory, stimulus-specific adaptation, inhibition, GABA-A receptor, microiontophoresis, single unit

activity

INTRODUCTION
Since the original paper by Ulanovsky and colleagues (Ulanovsky
et al., 2003), a number of studies have appeared in the last decade
exploring the phenomenon so-called stimulus-specific adapta-
tion (SSA), which consists on the ability of some neurons to
reduce their responses to repetitive stimuli, while keeping their
responsiveness to different, albeit similar, stimuli. SSA is elicited
by presenting the stimuli in an oddball paradigm (Ulanovsky
et al., 2003), in which each trial of a sequence contains one of
two different stimuli, which have different probabilities of occur-
rence. The one appearing with the higher probability is referred to
as the standard stimulus, while the other, at the lower probability,
is known as the deviant stimulus. The frequent repetitions of the
standard cause a gradual reduction of the response on these neu-
rons, but whenever a deviant appears, the neurons are still able to
respond promptly and robustly. SSA has been suggested to play
a role in auditory scene analysis (Winkler et al., 2009), attention
(Escera et al., 1998; Fritz et al., 2007), and novelty or change detec-
tion (Jääskeläinen et al., 2004; Nelken and Ulanovsky, 2007; Slabu
et al., 2010; Grimm et al., 2011; Gutfreund, 2012).

Thus far, SSA has been found at the levels of the auditory
midbrain (Pérez-González et al., 2005, 2012; Malmierca et al.,
2009a; Lumani and Zhang, 2010; Zhao et al., 2011; Anderson
and Malmierca, 2012; Patel et al., 2012), thalamus (Anderson
et al., 2009; Yu et al., 2009; Antunes et al., 2010; Antunes and
Malmierca, 2011), and cortex (Ulanovsky et al., 2003, 2004; von

der Behrens et al., 2009; Farley et al., 2010; Taaseh et al., 2011;
Yaron et al., 2012). The inferior colliculus (IC) is the main audi-
tory center of the midbrain, acting as a site for convergence of
most ascending auditory inputs (Oliver and Shneiderman, 1991;
Malmierca, 2003) and where auditory information is integrated
by combining the multiple excitatory and inhibitory projections
arising from lower nuclei, the auditory cortex, as well as com-
missural and intrinsic connections (Malmierca, 2003; Malmierca
et al., 2009b; Malmierca and Ryugo, 2011, 2012). Therefore,
the IC stands as a unique auditory center that combines the
attributes necessary for the formation of functional microcir-
cuits. In turn, the IC sends the processed auditory information
to the cortex, through the thalamus. Inhibition, in particular
that mediated by GABA, has been found to play a key role in
the sound processing that takes place in the IC (LeBeau et al.,
1996; Wu et al., 2004; Gittelman et al., 2012), regulating several
properties including sound intensity (Sivaramakrishnan et al.,
2004), amplitude modulation (Caspary et al., 2002; Zhang and
Kelly, 2003), frequency selectivity (Palombi and Caspary, 1996;
Koch and Grothe, 1998; LeBeau et al., 2001), sound localiza-
tion (Ingham and McAlpine, 2005), or sound duration (Casseday
et al., 1994, 2000; Covey et al., 1996). SSA has been found to
be a unique property of the non-lemniscal subcortical nuclei
(Malmierca et al., 2009a; Antunes et al., 2010; Antunes and
Malmierca, 2011; Duque et al., 2012). In this respect, it should
be emphasized that there are between 10 and 20 times more
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GABAergic than glycinergic puncta (Merchán et al., 2005) in
the dorsal and lateral cortical areas of the IC, i.e., in the non-
lemniscal areas, which suggest that in these IC regions GABA
plays a key role in the processing of auditory stimuli through
inhibition.

While SSA is commonly estimated from the whole evoked
response of the neuron, several studies have described its
variations across the response, either based on single unit record-
ings (Ulanovsky et al., 2003; Malmierca et al., 2009a; von der
Behrens et al., 2009; Zhao et al., 2011), multiunit recordings
(Ulanovsky et al., 2003; von der Behrens et al., 2009; Farley et al.,
2010; Bäuerle et al., 2011), or local field potentials (LFPs) (von der
Behrens et al., 2009; Patel et al., 2012). However, these studies tend
to report the aggregated variations at the population level, a fact
that will not reflect the details in the temporal variability on the
responses of single neurons. We have used a data set that was pub-
lished previously with a different purpose (Pérez-González et al.,
2012), in order to perform a detailed analysis of the time course of
the responses evoked during SSA. The original data set comprises
single neurons located in the dorsal, lateral, and rostral cortices
of the IC (Malmierca et al., 1993, 2011). Neurons located in those
regions display a high degree of SSA. These neurons were tested
for SSA using an oddball paradigm while blocking local GABAA

receptors, using the powerful technique of microiontophoresis,
which allows examining the contribution of inhibition to the
neuronal responses.

MATERIALS AND METHODS
DATA SET AND DATA COLLECTION
We analyzed a data set comprising extracellular recordings of 46
single units from the IC of Long Evans adult rats. The neurons
were located in the dorsal, lateral, and rostral cortices of the IC,
which display a large amount of SSA (Pérez-González et al., 2005;
Malmierca et al., 2009a). All cases from the original set were
included in the analysis. The original data were collected and ana-
lyzed for other purposes (Pérez-González et al., 2012); therefore,
here it suffices a brief description of the most relevant aspects of
the data collection.

The experiments were conducted on urethane-anesthetized
animals, which were placed in a stereotaxic frame and subjected
to closed-field auditory stimulation (Rees, 1990; Rees et al., 1997;
Malmierca et al., 2008, 2009a,b). A craniotomy was performed to
allow for access to the IC through the cortex. The extracellular
activity of single neurons in the IC was recorded with tungsten
electrodes, and the spike times were stored for further analysis.
The recording electrodes were attached to multibarrel pipettes,
filled with either 20 mM gabazine (SR-95531, Sigma-Aldrich)
or 1 mM NaCl for current compensation. Gabazine is a selec-
tive antagonist of GABAA receptors, which lacks the side effect
on calcium-dependent potassium channels of bicuculline, the
other typical antagonist of GABAA receptors (Kurt et al., 2006).
Gabazine was released by microiontophoresis (Neurophore BH-
2 System, Harvard Apparatus), applying currents to the pipettes
(typically 40–50 nA), to locally block the GABAA receptors at
the recording site. Controls were conducted to rule out current
artifacts. Data were collected before (control condition), during
(gabazine condition), and after (recovery condition, not analyzed

here) the application of gabazine, and comparisons were made
between the different conditions.

Acoustic stimuli were delivered monaurally through calibrated
speakers (model EC1, TDT; Tucker-Davis Technologies), to the
ear contralateral to the recording side. Stimulation and recording
was performed by TDT System II equipment, controlled with cus-
tom software. Search stimuli included white noise and pure tones
whose frequency was changed often to reduce neuronal adapta-
tion. The experimental stimuli were pure tones with duration of
75 ms, including 5 ms rise/fall ramps, at a rate of 4/s. The fre-
quency response area (FRA) of the neuron was determined using
an automated procedure (Duque et al., 2012; Pérez-González
et al., 2012) and was used to establish the best frequency (the
frequency that evoked a response at the lowest intensity) and
the threshold (the lowest intensity able to evoke a response).
The stimuli were chosen to fall within the response area of
the neuron. For each neuron, a pair of pure tones of differ-
ent frequencies (f1 and f2; 0.36–0.53 octaves apart, relative to
the lowest frequency of the pair) that elicited a similar firing
rate at the same sound level (10–40 dB above threshold) were
presented in an oddball paradigm (Näätänen, 1992; Ulanovsky
et al., 2003, 2004; Malmierca et al., 2009a; Duque et al., 2012).
This paradigm consisted of a sequence of 400 stimuli contain-
ing either frequency in a probabilistic manner. One frequency
(f1) was presented as the standard (i.e., high probability within
the sequence, 90%); interspersed randomly among the standards
were the deviant stimuli (i.e., low probability, 10%) at the sec-
ond frequency (f2). Afterwards the relative probabilities of the
two stimuli were reversed, with f2 as the standard and f1 as the
deviant (e.g., Figure 1A). The original and the reverse sequence
were alternated during the whole course of the experiment.

DATA ANALYSIS
The spike times in response to the oddball paradigm were used to
calculate peristimulus-time histograms (PSTH) separately for the
deviant and the standard stimuli (e.g., Figures 1B,C, red and blue
traces, respectively). The width of the PSTH bins was 1 ms. For
each neuron we obtained eight PSTH: two frequencies (f1, f2),
at two probabilities (10% for deviants, and 90% for standards),
in two conditions (control and gabazine, i.e., before and during
the application of gabazine). Due to the different probabilities,
the PSTH were derived from different numbers of trials (40 tri-
als in the case of the deviants and 360 trials in the case of the
standards). The firing rates were expressed as spikes per second
(spk/s) in order to properly compare the responses.

The PSTH of the neurons was classified based on the firing
pattern. After correcting for spontaneous activity, the PSTH of a
neuron was considered onset if 99% of the response was included
in a 30 ms window; otherwise it was considered sustained. For
simplicity, we did not perform a more detailed classification of the
firing pattern. The 30-ms limit for onset responses has been used
previously for neurons in the IC (LeBeau et al., 1996; Lumani and
Zhang, 2010), while the 99% criterion avoids misclassification of
neurons with spurious late spikes that otherwise would be con-
sidered purely onset. Since the firing pattern has been found to
depend on the type of stimulus (Pérez-González et al., 2012), this
classification was done separately for the responses to deviants
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FIGURE 1 | (A) In the oddball paradigm, a sequence is built containing two
different stimuli, in this case, two pure tones at different frequencies
(f1, f2). The stimuli are equally spaced, but their probabilities are different.
One of the tones, the standard (blue), appears in 90% of the trials,
while the other, called deviant (red), appears in the remaining 10%. A
complimentary sequence is presented afterwards, with the probabilities of
the stimuli reversed. Thus, comparisons can be drawn for each of the tones
when they are presented as deviants or standards. (B,C) Left panels show
examples of responses (PSTH) to one tone presented as standard (blue) or
deviant (red). The difference signal (DS, green) was calculated as
deviant–standard. We classified the shapes of the DS as monophasic (B)

or multiphasic (C). The bin size for all the histograms in this study was
1 ms. The shaded background indicates the duration of the stimulus. Right
panels show the cumulative functions of each corresponding DS. The raw
cumulative sum function (gray) was smoothed, and the peaks and valleys
(circles) were found (see “Materials and Methods”). The increasing
sections between peaks (red) indicate portions were the DS is positive,
while the decreasing sections indicate the negative portions of the DS. The
extent of the negative portions was used to determine the type of DS. (D)

Only DS values larger than the baseline DS were considered for the study.
The positive (red) and negative (blue) portions of the DS were measured
separately. The measurements included the latency and magnitude of the
peaks (arrowheads), the duration and total area of each portion (red and
blue areas), and the latency of the median spike (arrows). The horizontal
dashed lines represent the threshold for the baseline activity, i.e., random
fluctuations of the DS (mean + 3SD).

and to standards. We used a two-letter nomenclature to define the
response of each neuron, the first letter corresponding to the fir-
ing pattern in response to standards, and the second in response
to deviants. This way, neurons were classified as O-S when the
standard was onset but the deviant was sustained, S-O when
only the deviant was onset, O-O when both the deviant and the
standard were onset and S-S when both were sustained.

The difference signal (DS) was calculated as the difference
(in a per-bin basis) between the PSTH for the deviants and the
standards (PSTHdeviant – PSTHstandard) in response to the same
frequency, in the same condition (e.g., Figures 1B,C, green trace).
Thus, positive values of the DS indicate that the response to a
stimulus when deviant was larger than the response to the same
stimulus when standard, and vice versa.

All the calculations based on the DS were corrected for the
baseline fluctuations related to the spontaneous activity (i.e., the
activity outside of the evoked response), calculated from a win-
dow of 50 ms at the end of each trial. The DS from this time
window was obtained, the absolute value of those bins was calcu-
lated, and the mean + 3SD was used as threshold for separating
the baseline activity. Only the bins whose absolute value was
larger than this figure were considered to be significantly different
to the baseline DS. In the calculations regarding the magnitude of
the DS, this value was subtracted from each significant bin.

We categorized each DS based on its fluctuations during
the course of the response. For this purpose, we calculated the
cumulative function of the DS (after correcting for baseline activ-
ity) and applied a moving average filter (2 passes, 3-bin wide)
to smooth high frequency variations. In this cumulative func-
tion, the increasing sections reflect positive DS values while the
decreasing ones represent the negative DS values. To differenti-
ate the positive from the negative sections, we identified the peaks
and valleys of the function, excluding those smaller than 5% of the
average firing rate of the neuron. This way, we classified the DSs
as monophasic, when the corresponding cumulative function did
not contain such peaks or valleys, or multiphasic, in the opposite
case. Examples of neurons with monophasic and multiphasic DSs
are shown in Figures 1B,C, respectively, as well as the cumulative
functions that illustrate the classification process.

We performed a number of calculations in order to charac-
terize the timing and magnitude of the positive and negative
portions of the DS, on each neuron. After removing the base-
line activity, we applied a time window that included only the
evoked response, as judged by visual inspection of the PSTH.
Since the response latency and duration were very variable, we
considered this time window on a case-by-case basis, as we think
this approach is more appropriate than establishing a fixed win-
dow for all the cases. First, we calculated the number of positive
and negative bins as estimation of the duration of each por-
tion (Figure 1D, red and blue bins, respectively). The area of
the positive or negative bins (Figure 1D, red and blue areas,
respectively), indicated the magnitude of each portion, and their
timing was estimated from the latency of the median spike, rel-
ative to the onset of the stimulus (Figure 1D, arrows). On the
other hand, we also calculated parameters relative to the peak
of each portion (i.e., the bin with the largest positive or nega-
tive magnitude; Figure 1D, arrowheads), in particular the latency
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and the firing rate. For neurons with multiple positive or nega-
tive peaks, these calculations were based on the largest positive or
negative peak, respectively. All the calculations were corrected for
the baseline activity (Figure 1D, dashed line) as described above.
Differences between groups were compared using either a Two-
Way ANOVA test [Figures 3C, 4C, 5C, 6C; factors: sign of DS
(positive or negative) and condition (control or gabazine) and
Figures 3G,H, 4G,H, 5G,H, 6G,H; factors: sign of DS (positive or
negative) and firing pattern (S-S, S-O, O-S, or O-O)] or a Three-
Way ANOVA test [Figures 3D, 4D, 5D, 6D; factors: sign of DS
(positive or negative), type of DS (monophasic or multiphasic)
and condition (control or gabazine)] and corrected for multi-
ple comparisons using the Tukey–Kramer method. Results were
considered significant when p < 0.05.

The probability of occurrence of a positive or negative DS was
calculated as the percentage of cases that contained a significantly
positive or negative DS value in each particular bin. The results of
this calculation are illustrated on Figure 7.

RESULTS
We calculated the PSTH of the responses of 46 neurons in the
IC tested in an oddball paradigm, before and during the ion-
tophoretic application of the GABAA antagonist gabazine. Each
of the frequencies presented in the oddball paradigm for each
neuron was considered separately for the analyses, so the number
of cases is 92 frequencies. For each of these cases we calculated
the DS, as the difference between the PSTH for deviants and
standards (Figures 1B,C). The DS is an indicator of the parts of
the response that prefer the deviant stimuli (positive DS) or the
standard ones (negative DS).

PSTH OF THE POPULATION
As a first approximation, we calculated the grand average of all
the responses, for all the neurons (Figure 2). During the con-
trol condition (Figure 2A), this resulted in a mainly onset PSTH,
with a low-firing sustained part, for both standards and deviants.
The peak response to the deviants (184.8 spk/s) was consider-
ably larger than the peak response to the standards (31.2 spk/s).
The latencies of the peak response for the deviant and the stan-
dard were similar (29.5 and 31.5 ms, respectively), although it has
been shown that in individual neurons the latency in response
to deviants is significantly shorter than in response to standards
(Malmierca et al., 2009a; Antunes et al., 2010; Duque et al., 2012;
Pérez-González et al., 2012). The resulting DS was positive dur-
ing the whole evoked response (peak: 161.3 spk/s; peak latency:
28.5 ms). In the gabazine condition (Figure 2B) the peak rates
were much larger in response to both deviant (441.3 spk/s) and
standard stimuli (127.4 spk/s), but the response to the deviant
stimuli remained substantially larger than the one to the stan-
dard stimuli. The shape of the PSTH became broader in both
cases, while the latencies for the peak response were slightly longer
(33.5 ms for the deviant; 32.5 ms for the standard). The DS of
the population grand average was also positive for the duration
of the evoked response (peak: 316.2 spk/s; peak latency: 31.5 ms).
Together, the data from the averaged responses are consistent with
the previously reported effect of GABAA-mediated inhibition
(Pérez-González et al., 2012), wherein inhibition would modify

FIGURE 2 | Grand average PSTH from the sample of neurons in the

control (A) and gabazine (B) conditions. The red lines correspond to the
responses to the deviant stimuli, while the blue lines represent the
responses to the standard stimuli. The difference signal (DS;
deviant-standard) is represented in green. The shaded background indicates
the duration of the stimulus. The length of the histogram bins is 1 ms.
(C) Distribution of the cases were the DS was classified as multiphasic. The
Control and Gabazine groups indicate the number of cases that only
presented a negative DS during one of those conditions. Both indicates the
neurons that had a negative part in both conditions, while neurons that did
not have a negative portion under any condition are labeled as None.
(D) Distribution of the cases based on the firing pattern. S-S, both standard
and deviant were sustained; S-O, only the deviant was onset; O-S, only the
standard was onset; O-O, both the deviant and the standard were onset.
(E,F) Examples from two different neurons during the control and gabazine
conditions. In both cases, the DS type is monophasic during the control
condition, but in (F) the DS type transforms to multiphasic during the
gabazine condition. The insets show the cumulative function of the DS,
used for the classification.
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the contrast between responses to standard and deviant by pro-
viding a control of the response gain, in what is known as “iceberg
effect” (Rose and Blakemore, 1974; Isaacson and Scanziani, 2011).

While the DS was always positive in the averaged popula-
tion response, this was not the case in the individual responses.
All the individual DS had a positive part, but 34.8% (32/92)
in the control condition also had significant negative portions,
and were thus classified as multiphasic. In the gabazine condi-
tion, 51.1% (47/92) of the cases were classified as multiphasic.
Not all the neurons that were multiphasic in the control condi-
tion maintained this classification during the gabazine condition;
only 20.7% (19/92) of the cases were multiphasic during both
control and gabazine conditions, while 14.1% (13/92) were multi-
phasic only during the control condition and 30.4% (28/92) only
during the gabazine condition (Figure 2C). Thirty-five percent
(32/92) of the cases did not show a negative part during any of
the conditions.

Figure 2D shows the distribution of the types of DS and the
firing patterns. During the control condition, the most common
combination was monophasic neurons with onset patterns for
both types of stimuli, deviant and standard (group O-O, 31/92).
In contrast, during the gabazine condition, the most common
combination was multiphasic neurons with sustained patterns
in response to both deviants and standards (group S-S, 34/92).
Figures 2E,F show the responses of two different neurons. Both
of them displayed a DS (green trace) categorized as monopha-
sic in the control condition (left panels), but the application of
gabazine (right panels) modified substantially the response of the
neuron in Figure 2F, to the point that the DS became multiphasic
(see insets).

DURATION OF THE DIFFERENCE SIGNAL
The duration of the positive and negative parts of the DS was esti-
mated as the number of 1-ms bins which were significantly differ-
ent from the baseline DS. The duration of the positive parts in the
control condition was on average 19.1 ± 12.7 ms, and increased
to 34.7 ± 19.7 ms in the gabazine condition (Figure 3A). The
application of gabazine caused an increment of the duration
of the positive part on 75% of the cases (69/92), while 24%
of the cases (22/92) showed a decrement. Taking all the cases
into account, the average increment of the duration of the pos-
itive parts during the gabazine condition was 15.6 ± 22.8 ms.
On the other hand, the duration of the negative parts was only
4.4 ± 7.4 ms in the control condition and 11.3 ± 15.9 in the
gabazine condition (Figure 3B). Only 50% (46/92) of the cases
showed an increment of the duration of the negative parts during
the gabazine condition, while 27% of the cases (25/92) showed
a decrement. In 3 cases (3%), the duration of the negative parts
was the same in the control and gabazine conditions. In 18 cases
(20%), there was no negative part during either the control or the
gabazine conditions. Taking all the cases into account, the aver-
age increment of the duration of the negative parts during the
gabazine condition was 6.9 ± 16.3 ms.

When pooling all cases together (Figure 3C), we found sig-
nificant differences between the duration of the positive and the
negative parts, in both the control and the gabazine conditions.
In addition, the duration of both parts was significantly increased

FIGURE 3 | Duration of the DS (number of 1-ms bins where the

response is significantly larger than the baseline DS). The duration of
both the positive (A) and negative (B) parts of the DS increased during the
application of gabazine. (C) Mean and standard deviation of the duration for
all the cases pooled together, in the control (solid fill) and gabazine (pattern
fill) conditions. (D) Mean and standard deviation of the duration, grouped by
DS type. The duration of the negative part of the DS was shorter than the
duration of the positive part for most neurons, both in the control (E) and
the gabazine (F) conditions. The axes in these panels have been plotted at
different scales for a better visualization of the data. (G) Mean and
standard deviation of the different firing pattern groups for the monophasic
or (H) multiphasic units, including units in both the control and gabazine
conditions. Mono, monophasic; Multi, multiphasic. S-S, standard and
deviant sustained; S-O, standard sustained and deviant onset; O-S,
standard onset and deviant sustained; O-O, standard and deviant onset.

(Continued)
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FIGURE 3 | Continued

Asterisks indicate p < 0.05. For all the scatter plots in this and similar
figures, n = 92 unless stated otherwise. In this and similar figures, some of
the significance brackets have been collapsed into a complex bracket, to
reduce clutter. They indicate significant differences (p < 0.05) between the
group at the square end and every group under an arrowhead.

during the gabazine condition. We did a similar analysis sorting
the cases into DS and firing pattern types (Figure 3D). We found
that the duration of the positive parts of both the monophasic
and multiphasic types was significantly affected by gabazine, but
the duration of the negative parts was only affected by gabazine
in the case of the multiphasic units. The duration of the positive
parts was very similar for monophasic and multiphasic neurons,
but the duration of the negative parts of the monophasic units
was significantly smaller than that of the multiphasic units. In
addition, the duration of the positive parts was significantly larger
than the duration of the negative parts in all the groups but the
multiphasic/control.

The duration of the positive part of the DS was longer than the
negative part in most of the cases [93.5% (86/92) during the con-
trol condition and 84.8% (78/92) during the gabazine condition],
as shown in Figures 3E,F. On average, the positive part of the DS
was 14.6 ± 14.1 ms longer than the negative part in the control
condition. This difference increased notably in the gabazine con-
dition, where the positive part was 23.4 ± 25.8 ms longer than the
negative.

A detailed analysis of the firing pattern groups, including units
in both the control and gabazine conditions, showed that the S-S
group had the longest positive DS duration. For the monophasic
units, all the groups had longer positive durations than negative
(Figure 3G), while for the multiphasic units only the S-S group
had significantly different positive and negative DS durations
(Figure 3H).

AREA OF THE PARTS OF THE DIFFERENCE SIGNAL
We calculated the total area of the positive and negative parts of
the DS for each stimulus (e.g., red and blue areas in Figure 1D).
The average area of the positive DS parts was 1.8 ± 1.3 spk per
trial in the control condition, and in increased to 6.77 ± 6.44 spk
per trial in the gabazine condition (Figure 4A). Gabazine caused
an increment of the area of the positive DS in 85% (78/92) of
the cases, and a decrement in the resting 15% (14/92). Taking
all the cases into account, the area of the positive DS parts
increased an average of 4.9 ± 6.4 spk per trial in the gabazine con-
dition. The area of the negative DS in the control condition was
only 0.06 ± 0.17 spk per trial, while in the gabazine condition it
increased up to 0.47 ± 1.0 spk per trial (Figure 4B). Only 54%
of the cases (50/92) showed a larger negative area in the gabazine
condition relative to the control condition, while in 25% of the
cases (23/92) the negative area was smaller. In 1 case (1%), the
area of the negative DS parts was the same in the control and
gabazine conditions. In 18 cases (20%), there was no negative part
during either the control or the gabazine conditions. Taking all
the cases into account, the average increment of the area of the
negative parts during the gabazine condition was 0.41 ± 1.05 ms.

FIGURE 4 | Area (accumulated response) of the DS for each neuron,

corrected for the baseline DS. The area of both the positive (A) and
negative (B) portions of the DS increased during the gabazine condition.

(Continued)
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FIGURE 4 | Continued

(C) Mean and standard deviation of the area for all the cases pooled
together, in the control (solid fill) and gabazine (pattern fill) conditions.
(D) Mean and standard deviation of the area, grouped by DS type. The
area of the positive portions of the DS was larger than that of the
negative ones for most neurons, both in the control (E) and the gabazine
(F) conditions. The axes in these panels have been plotted at different
scales for a better visualization of the data. (G) Mean and standard
deviation of the different firing pattern groups for the monophasic or (H)

multiphasic units, including units in both the control and gabazine
conditions. The area ratio (negative area/positive area) (I) and the
percentage of positive area (J) for each individual DS show that, while
the amount of positive and negative DS portions changed during the
gabazine condition, there was no clear trend. Mono, monophasic; Multi,
multiphasic. S-S, standard and deviant sustained; S-O, standard sustained
and deviant onset; O-S, standard onset and deviant sustained; O-O,
standard and deviant onset. Asterisks indicate p < 0.05.

When all cases were pooled, gabazine only had a significant
effect on the area of the positive parts of the DS (Figure 4C).
Nevertheless, the positive area was significantly larger than the
negative in both the control and gabazine conditions. When sort-
ing the cases in DS and firing pattern types (Figure 4D), the
results were similar to the analysis of the duration of the DS parts.
The positive DS area increased significantly for the monophasic
and multiphasic groups, but not the negative DS area. Likewise,
the positive DS area was significantly larger than the negative DS
area for the monophasic group (in both control and gabazine con-
ditions), but for the multiphasic group it was larger only during
the gabazine condition.

The area of the positive DS was larger than the area of the nega-
tive DS in almost every case, both in the control (98%, 90/92) and
the gabazine conditions (97%, 89/92). Only 2 cases in the control
condition and 3 cases in the gabazine condition showed a negative
DS larger than the positive DS (Figures 4E,F).

Not surprisingly, the area of the negative DS parts was negli-
gible for the monophasic units. The largest positive and negative
DS areas corresponded to the neurons classified as S-S, while the
smallest DS areas were those of the neurons classified as O-O
(Figures 4G,H).

The area ratio (negative area/positive area) was larger in the
gabazine condition than in the control condition for 64% (47/74)
of the cases (Figure 4I). The area of the positive DS accounted for
95.8 ± 12.9% of the total DS area in the control condition, and
91.5 ± 15.6% in the gabazine condition (Figure 4J).

PEAK RATE OF THE DIFFERENCE SIGNAL
Similarly to the area of the DS, we quantified the peak rate
of firing for the positive and negative portions of the DS
(Figures 5A,B). The average peak rate of the positive portions was
344.4 ± 183.9 spk/s in the control condition and 558.2 ± 252.7
spk/s in the gabazine condition (Figure 5A). Gabazine caused an
increment of the peak firing rate of the positive DS portions in
77% of the cases (71/92) and a decrement in the resting 23%
(21/92). Considering all the cases, the average increment of the
peak firing rate of the positive DS parts during the gabazine
condition was 213.8 ± 293.9 spk/s. The peak firing rate of the
negative parts was 18.9 ± 54.2 spk/s in the control condition,

FIGURE 5 | Peak firing rate of the DS for each neuron. The most positive
(positive peak) and most negative (negative peak) values of the DS for each
neuron are represented here in absolute value. The effect of removing
GABAA inhibition is depicted in (A) and (B). Both the positive peak rates (A)

and the negative (B) tend to increase due to the application of gabazine, to
the point of the appearance of negative parts in the DS where there was
previously none in the control condition (B). (C) Mean and standard
deviation of the peak firing rate for all the cases pooled together, in the
control (solid fill) and gabazine (pattern fill) conditions. (D) Mean and
standard deviation of the peak firing rate grouped by DS type. In the control
condition (E), the peak positive DS extended over a wide range of values,
while the negative peak was limited to much smaller rates. During the
gabazine condition (F), both positive and negative peaks became slightly
larger. In almost every case, the positive peak was much larger than the
negative peak. The axes in these panels have been plotted at different

(Continued)
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FIGURE 5 | Continued

scales for a better visualization of the data. (G) Mean and standard deviation
of the different firing pattern groups for the monophasic or (H) multiphasic
units, including units in both the control and gabazine conditions. Mono,
monophasic; Multi, multiphasic. S-S, standard and deviant sustained; S-O,
standard sustained and deviant onset; O-S, standard onset and deviant
sustained; O-O, standard and deviant onset. Asterisks indicate p < 0.05.

and increased to 58.5 ± 87.7 spk/s during the gabazine condition
(Figure 5B). Fifty-eight percent of the cases (53/92) showed an
increment of the peak firing rate of the negative DS portions dur-
ing the gabazine condition, while 20% (18/92) showed a decre-
ment. In 18 cases (20%), there was no negative part during either
the control or the gabazine conditions. Taking all the cases into
account, the average increment of the peak firing rate of the neg-
ative parts during the gabazine condition was 39.6 ± 93.6 spk/s.

When considering all the cases together, the average peak
firing rate of the positive parts was significantly larger than
that of the negative parts, both in the control and gabazine
conditions. In addition, gabazine had a significant effect on
the rate of the positive portions of the DS, but not on
the negative ones (Figure 5C). The analysis of the peak fir-
ing rate grouping the data by DS and firing pattern types
(Figure 5D) was similar to the case of the area of the DS
parts (Figure 4D), with the exceptions that now there is a
significant difference between the positive and negative peak
firing rates for multiphasic units in the control condition,
and the positive peak firing rates of monophasic and mul-
tiphasic units in the gabazine condition are not significantly
different.

The DS did not have a negative portion in 36 cases during the
control condition and in 29 during the gabazine condition. In a
large majority of the cases showing a negative part, the peak firing
rate of the positive part was larger than that of the negative part,
both in the control (95%, 53/56) and the gabazine (94%, 59/63)
conditions (Figures 5E,F).

The peak firing rate of the positive DS parts was larger
than that of the negative parts for all the firing pattern groups,
both for the monophasic and the multiphasic neurons, with
the only exception of the O-S group of the multiphasic units
(Figures 5G,H). For each DS type (monophasic or multiphasic)
and DS part (positive or negative), the mean peak firing rate was
quite similar among all firing pattern groups, with the exception
of the peak firing rate of the positive DS parts of the monopha-
sic units, where there was a significant difference between the S-S
and O-O groups.

TIMING OF THE DIFFERENCE SIGNAL
Regarding the timing of the different parts of the DS, we calcu-
lated the latency of the DS peaks (Figure 6). The average latency of
the positive peaks was very similar in the control (22.1 ± 8.4 ms)
and the gabazine (21.7 ± 5.7 ms) conditions (Figure 6A). The
application of gabazine caused an increment of the latency of
the positive peak on 39% of the cases (36/92), while 51% of
the cases (47/92) showed a decrement. Taking all the cases into
account, the average increment of the latency of the positive

FIGURE 6 | The latency of the positive DS peak was relatively short

(10–40 ms) and was little affected by gabazine (A), while the latency of

the negative peak extended over a longer range of values (B). Some of
the cases did not contain a negative part of the DS, so the corresponding
latencies could not be calculated. The number of cases plotted is indicated
inside each panel. (C) Mean and standard deviation of the latency of the
peaks for all the cases pooled together, in the control (solid fill) and gabazine
(pattern fill) conditions. (D) Mean and standard deviation of the latency of
the peaks, grouped by DS type. In both the control (E) and the gabazine (F)

condition, the latency of the positive DS peak was shorter than the latency
of the negative peak for most neurons. (G) Mean and standard deviation of
the different firing pattern groups for the monophasic or (H) multiphasic
units, including units in both the control and gabazine conditions. Mono,
monophasic; Multi, multiphasic. S-S, standard and deviant sustained; S-O,
standard sustained and deviant onset; O-S, standard onset and deviant
sustained; O-O, standard and deviant onset. Asterisks indicate p < 0.05.
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peak during the gabazine condition was −0.4 ± 9.1 ms. The
average latency of the negative peaks (Figure 6B) was longer in
the control condition (35.3 ± 21.4 ms), and even longer in the
gabazine condition (42.1 ± 18.6 ms). Only 45 neurons showed
a negative portion in both the control and gabazine condi-
tions. Of those, 47% of the cases (21/45) showed an incre-
ment of the latency of the negative peak during the gabazine
condition, and 44% of the cases (20/45) showed a decrement.
Taking these 45 cases into account, the average increment of the
latency of the negative peak during the gabazine condition was
6.1 ± 20.7 ms. Additionally, the individual latencies were more
dispersed.

When considering all the cases together, the latency of the neg-
ative peaks was significantly longer than the latency of the positive
peaks in both the control and gabazine conditions. Only for the
negative peaks, the latency was significantly affected by gabazine
(Figure 6C). When grouping the data by DS and firing pattern
type (Figure 6D), we found that the latency of the negative peaks
was significantly longer than the latency of the positive peaks for
both the monophasic and the multiphasic groups, in both control
and gabazine conditions. Qualitatively similar results have been
obtained for the median latency (data not shown).

Gabazine increased the number of cases where the latency of
the positive peak was shorter than the negative from 73% (41/56;
in 36 cases there was no negative part) of the cases during the con-
trol condition, to 90% (57/63; in 29 cases there was no negative
part) during the application of gabazine (Figures 6E,F).

The latency of the positive DS peaks did not differ among firing
pattern groups (Figures 6G,H). The latency of the negative DS
peaks was significantly larger for the S-S and the S-O groups, but
not for the others.

PROBABILITY OF SIGNIFICANT DIFFERENCE SIGNAL
Since we found that most neurons presented both positive and
negative portions on their DS, we calculated the probability of
observing a positive or negative DS value for each bin of the PSTH
(Figure 7). In the control condition, the maximum probability of
evoking a positive DS was 74%, with a latency of 21.5 ms after the
stimulus onset. On the other hand, the maximum probability of

FIGURE 7 | Probability of occurrence of a positive (red) DS value or a

negative one (blue) along time. Note how in the gabazine condition (B)

the probabilities are higher and skewed toward longer latencies, compared
to the control condition (A).

a negative DS was only 11% and happened later, with a latency
of 30.5 ms. The application of gabazine caused an increment of
these figures, with a maximum positive DS probability of 89%,
23.5 ms after the onset of the stimulus, and maximum negative
DS probability of 22% with a latency of 38.5 ms. When consid-
ering a window of 10–115 ms after the stimulus onset (which
encompasses approximately the evoked portion of the responses),
during the control condition the occurrence of a positive DS was
4.09 times more likely than a negative one. On the other hand,
during the gabazine condition this ratio was reduced to 2.96. This
way, inhibition increases the contrast between the positive and
the negative portions of the DS in neurons showing strong SSA.
These probability functions remark that SSA in the IC is stronger
at the beginning of the stimulus, as a consequence of the shorter
latencies in response to deviants. Nevertheless, even highly adapt-
ing neurons (such as those in this sample) may still momentarily
respond better to standards than to deviants afterwards.

DISCUSSION
In this study we report that even in a sample comprised of neu-
rons showing very strong SSA (i.e., they respond more intensely to
deviant stimuli overall), a subset of the neurons (one third of the
cases in the control condition) contain portions that responded
significantly better to the standard stimuli than to the deviants.
Furthermore, the blockade of GABAA receptors increases the
number of neurons showing portions that responded better to
the standard stimuli, indicating that in the IC, inhibition refines
the responses to SSA by sharpening or “cleaning” the “noise”
produced by the portions that respond better to standards.

Due to the large variability in the timing of the negative por-
tions of the DS (Figure 6), when considering the population as
a whole these parts get averaged out (Figures 2A,B) and become
unnoticed, both before and during application of gabazine. On
the other hand, the smaller variability of the latencies of the
positive portions contributes to the large peak observed in the
averaged representations, like in Figures 2A,B. Other previous
studies describing the average response in form of PSTH in the
IC (Malmierca et al., 2009a; Zhao et al., 2011; Duque et al., 2012),
auditory thalamus (Yu et al., 2009; Antunes et al., 2010; Bäuerle
et al., 2011), and cortex (Ulanovsky et al., 2003; von der Behrens
et al., 2009; Farley et al., 2010) have shown similar results at
the population level, but they have not studied the influence of
inhibition. It is only when analyzing the responses of individual
neurons when these negative portions of the DS become notice-
able. As a result, other types of measurements that depend of the
global activity of a large number of neurons (like evoked potential
recordings) are unlikely to reflect these particular details from the
individual neurons. However, the negative DS at the single neu-
ron level contributes to reduce the magnitude of the population
signal at long latencies, narrowing the onset response, which can
improve temporal accuracy.

The presence of negative portion in the DS was closely related
to the type of firing pattern of the neuron in response to stan-
dard and deviant stimuli (Figure 2D). Taking together the control
and gabazine conditions, the group with the largest proportion of
multiphasic units was S-S (58%, 48/83), followed by S-O (44%,
10/23), O-O (29%, 16/55) and O-S (26%, 6/23). This indicates
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that a sustained response to deviants facilitates the occurrence of
negative DS parts. The larger number of multiphasic units found
during the application of gabazine appears to be related to the
lengthening of the neuronal responses caused by the reduction
of the incoming inhibition, which increased the number of units
classified as S-S. This type of firing pattern stands out from the
others, as the neurons in this group are among the ones with the
largest positive and negative DS duration, area, and peak firing
rate, as well as the largest negative DS latency.

The latency of the negative DS part was generally longer than
the latency of the positive DS part, both when measuring the
latency of the peak DS (Figure 6) or the latency of the median
spike (not shown). This is especially notable for the neurons
that respond with a sustained firing rate to both standards and
deviants (group S-S), since the longer duration of the responses
allows for a better temporal separation of the positive and neg-
ative parts of the DS. However, even in the least favorable case,
which the shortest responses to both standards and deviants
(group O-O), the average latency of the negative parts of the DS
is longer than the latency of the positive parts (Figures 6G,H),
although the differences are not significant. The latencies of the
positive parts (∼22 ms on average for the peak) fall within the
range of onset responses in the cortical areas of the IC (e.g.,
Lumani and Zhang, 2010). The longer latencies of the negative
DS parts, observed in the majority of neurons, reflect the differ-
ential responses to deviant and standard stimuli. A faster response
to deviants is responsible for the early, positive DS peak, while a
slower response to the standards produces the negative DS peak.
These differences in the latency of the response to the stimuli with
different probabilities have been reported previously in the IC
(Malmierca et al., 2009a; Lumani and Zhang, 2010; Zhao et al.,
2011; Duque et al., 2012; Pérez-González et al., 2012).

COMPARISON TO OTHER STUDIES
Several previous studies have reported the time course of neu-
ronal responses related to SSA. Due to the lack of testing of the
contribution of inhibition to SSA in previous studies, the fol-
lowing comparisons will refer only to our results in the control
condition.

In an initial report of SSA in the IC, we showed (Malmierca
et al., 2009a) that the PSTH-based population DS was mostly pos-
itive in different stimulation conditions, with peak latencies of
25–30 ms. We also found that the responses to deviant stimuli had
shorter latencies than the responses to standard stimuli, which
agrees with the present study. This finding was also reported in
the dorsal cortex of the IC in rats (Lumani and Zhang, 2010). A
study of the dynamics of adaptation in neurons through the IC
showed that the general shape of the population DS was main-
tained at interstimulus intervals of up to 2 s, which is rather slow
for this nucleus (Ayala and Malmierca, 2012). In the dorsal cortex
of the IC, SSA was also reflected in the negative deflection of LFPs
(Patel et al., 2012). The time course of the difference between the
LFPs evoked by deviants and standards was comparable to that of
the PSTH-based population DS, since in both cases the magni-
tude of the responses to deviants was consistently larger than that
of the standards. In other words, neither the LFP nor the popula-
tion DS did reflect the negative DS portions that we have shown

here in single neurons, suggesting that they are averaged out in
population measures.

In the medial geniculate body of the thalamus (Antunes et al.,
2010), the population DS seems to be quite similar to that
reported here for the IC. Some of the figures in Bäuerle et al.
(2011) show the DS for some individual units, and several cases
show consistent negative DS portions, although they do not dis-
cuss it. In any case, their sample of neurons from the ventral
nucleus of the medial geniculate body showed a small degree of
SSA, so that kind of response is as expected.

In the auditory cortex of an anesthetized preparation
(Ulanovsky et al., 2003; Farley et al., 2010; Taaseh et al., 2011;
Yaron et al., 2012), the first place where auditory SSA was
described, the population DS seems to be more sustained. This
contrasts with awaken animal preparations, were the neuronal
responses are onset-like (von der Behrens et al., 2009). Due to
this firing pattern, the calculated population DS in the cortex
of an awaken preparation resulted to be significant at latencies
of 12–28 ms, which is comparable to the latency of the positive
peaks found in the IC (22.1 ± 8.4 ms).

EFFECT OF GABAZINE
Blocking GABAA receptors in the IC has been reported to increase
the firing rates in response to stimuli, modify the response pat-
terns and reduce the first spike latency in response to deviant
stimuli (Pérez-González et al., 2012). By making the responses to
standard relatively slower and more sustained than the responses
to deviants, these effects may explain the stronger negative DS
that is found during the gabazine condition, as well as the larger
percentage of the overall response that is negative during the
gabazine condition. Furthermore, this may be the reason of the
increment in the number of multiphasic neurons during this
condition.

As GABA is the main inhibitory neurotransmitter in the dor-
sal and lateral cortices of the IC, as indicated by the much larger
numbers of GABAergic than glycinergic puncta (Merchán et al.,
2005), the application of gabazine reflects a situation where inhi-
bition is largely reduced and excitation is the most prominent
driving force of these neurons. Based on these findings, we pro-
pose that excitation alone generates responses to deviant and
standard stimuli that are quite different in shape and latency,
resulting in DS that are more prone to variability during the
response (e.g., changing from positive to negative). In addition
to providing a mechanism of gain control that modulates the
strength of SSA (Pérez-González et al., 2012), inhibition would
reduce this variability of the responses, affecting mostly the nega-
tive parts of the DS, and thus sharpening the response to SSA.

In conclusion, the variability of the time course of the
responses of neurons that show SSA, responsible for negative
DS portions even in neurons that overall prefer deviant stimuli,
is reduced by GABA and seems to be only evident on a sin-
gle neuron level. Most studies on SSA tend to report aggregated
data at the population level, which obscures this variability. Our
study emphasizes the importance of reporting the details of the
responses of single neurons, since paying attention only to the
big picture may result in the omission of important functional
features.
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Deviancy detection in the continuous flow of sensory information into the central nervous
system is of vital importance for animals. The task requires neuronal mechanisms that
allow for an efficient representation of the environment by removing statistically redundant
signals. Recently, the neuronal principles of auditory deviance detection have been
approached by studying the phenomenon of stimulus-specific adaptation (SSA). SSA is
a reduction in the responsiveness of a neuron to a common or repetitive sound while the
neuron remains highly sensitive to rare sounds (Ulanovsky et al., 2003). This phenomenon
could enhance the saliency of unexpected, deviant stimuli against a background of
repetitive signals. SSA shares many similarities with the evoked potential known as the
“mismatch negativity,” (MMN) and it has been linked to cognitive process such as auditory
memory and scene analysis (Winkler et al., 2009) as well as to behavioral habituation
(Netser et al., 2011). Neurons exhibiting SSA can be found at several levels of the auditory
pathway, from the inferior colliculus (IC) up to the auditory cortex (AC). In this review,
we offer an account of the state-of-the art of SSA studies in the IC with the aim of
contributing to the growing interest in the single-neuron electrophysiology of auditory
deviance detection. The dependence of neuronal SSA on various stimulus features, e.g.,
probability of the deviant stimulus and repetition rate, and the roles of the AC and inhibition
in shaping SSA at the level of the IC are addressed.

Keywords: auditory, non-lemniscal pathway, frequency deviance, change detection, GABA-mediated inhibition,

corticofugal modulation, mismatch negativity

THE AUDITORY SYSTEM IS HIGHLY SENSITIVE TO DEVIANT
STIMULI
An animal’s behavioral responses to unexpected changes in the
continuous flow of sensory, including acoustic, information are
critical for its survival. These responses depend on the ability to
detect deviancy in an ongoing stimulus. In order for the nervous
system to determine whether a sound is deviant, there must be
an ongoing storage of information about the sounds that have
already occurred, as well as a comparison of new sounds with
previous ones.

Auditory deviance detection has been widely explored in
human electroencephalogram (EEG) studies (for a review see
Grimm and Escera, 2012). Those studies have shown that the
waveform elicited by a deviant (low probability) stimulus differs
from that elicited by a predictable (high probability) stimulus.
Deviance detection has been associated with a particular evoked
potential derived from the human EEG, namely the “mismatch
negativity” (MMN; Näätänen et al., 1978; for recent review, see
Näätänen et al., 2007). The MMN is measured as the difference
between the evoked potential elicited to a sequentially repeated
(high probability) stimulus, referred to as the “standard,” and that
elicited by a rarely occurring (low probability) sound referred to
as the “deviant” that differs in any of its attributes such as loca-
tion, pitch, intensity, or duration (Figure 1A). The MMN usually

peaks at 150–200 ms from the onset of a change. It has a fron-
tocentral scalp distribution, with positive voltages at electrode
positions below the Sylvian fissure, indicating generator sources
located bilaterally on the supratemporal plane of the auditory cor-
tex (AC) (Huotilainen et al., 1998) with an additional prefrontal
contribution (Shalgi and Deouell, 2007). The MMN is useful for
the study of deviance detection in humans because (1) it pro-
vides a reliable signal of auditory change detection (e.g., Escera
et al., 2000), and (2) it can be recorded passively, i.e., with no spe-
cific instruction given to the subjects, which makes it suitable for
studying non-cooperative populations, such as patients with cere-
bral lesions, neurodegenerative diseases, or psychiatric disorders
(e.g., Duncan et al., 2009; Luck et al., 2011), as well as newborns
(Carral et al., 2005a) and fetuses (Draganova et al., 2005).

Because deviance detection requires information storage and
comparison over time, it could be thought of as a form of cogni-
tive processing, or “primitive intelligence” (Näätänen et al., 2001).
For this reason, it has been commonly assumed that deviance
detection must be accomplished at the level of the cortex. This
assumption has persisted not only for theoretical reasons, but also
because it is difficult to pinpoint the site at which EEG waveforms
are generated, especially in the case of subcortical structures.
However, the fact that the MMN persists during sleep or anesthe-
sia suggests that it is “preattentive” in origin (Tiitinen et al., 1994)
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FIGURE 1 | Auditory change detection is studied by recording the

evoked potentials of populations of neurons or the responses of

single-units. (A) Schematic representation of the evoked potential known as
the mismatch negativity (MMN) recorded through an electroencephalogram.
The MMN is associated with the detection of deviant auditory events. It is
measured as the difference (green line) between the potential elicited by a
sequentially repeated stimulus (standard, blue line), and that elicited by a
sound “deviating” in any of its attributes (deviant, red line). The peak of the
MMN wave usually occurs at 150–200 ms from the onset of the deviant
stimulus. (B) Frequency response area (FRA, combination of frequencies and
intensities capable of evoking a response) of an IC neuron. Based on the
FRA, the experimenter chooses a pair of frequencies (f1 and f2, black
crosses) with a fixed physical separation (�f ) and at the same level to
present in the oddball paradigm. Usually, in studies of the IC, a �f of 0.058,
0.144, or 0.53 octaves is used. (C) Representation of the oddball paradigm
used to study the detection of frequency deviance. In one oddball sequence
(top), one frequency (f1) is presented as the standard stimulus with a high
probability of occurrence (blue symbol), while the second (f2) is the rarely

occurring deviant stimulus (red symbol), interspersed randomly among the
standards. In a second oddball sequence (middle), the relative probabilities of
the two stimuli are reversed, with f2 as the standard (blue) and f1 as the
deviant (red). As a control (bottom), both frequencies are presented with the
same probability of occurrence [equiprobable condition;
p

(
f1

) = p
(
f2

) = 50%]. (D) The common-SSA index (CSI) is a widely used
metric to quantify the extent of SSA in the neuronal responses. The three
PSTHs represents the response to deviant (red) and to standard (blue) tone
of neurons exhibiting different values of CSI. The CSI compares the
responses to deviant and to standard stimuli from the two oddball sequences
by normalizing the responses in terms of spikes per stimulus (see text). The
normalization corrects for the different number of presentations of the
standard and deviant stimuli in each sequence. The possible values of the CSI
range from +1 to −1, with positive values indicating that the response
magnitude to the deviant is higher than that to the standard stimulus (upper
PSTH); zero indicating that the two stimuli elicit equal responses (middle
PSTH); and negative values indicating that the response to the standard
stimulus is greater than that to the deviant stimulus (bottom PSTH).

and therefore could originate subcortically. This idea was largely
untested and controversial until recently, as deviant occurrence is
also reflected in the middle latency response (MLR) range of the
evoked-activity, indicating that auditory change detection already
occurs in early stages of human auditory processing (Slabu et al.,
2010, 2012; Grimm et al., 2011).The MLR is a sequence of wave-
forms in the range of 12–50 ms from sound onset that precedes
the well-studied MMN and it is generated by activation of subcor-
tical areas as well as primary and secondary cortical areas (Grimm
and Escera, 2012). Moreover, Slabu et al. (2012) showed that the

human auditory brainstem is able to encode regularities in the
recent auditory past that could be used for comparison to deviant
events, and confirmed multiple anatomical and temporal scales of
human deviance detection.

Finally, it is worth mentioning that MMN-like auditory-
evoked potentials have also been recorded in laboratory animals
in the AC (Javitt et al., 1994; Ruusuvirta et al., 1998; Eriksson
and Villa, 2005; Astikainen et al., 2006, 2011; Tikhonravov et al.,
2008; Nakamura et al., 2011) and subcortical structures: thala-
mus of the guinea pig (Kraus et al., 1994; King et al., 1995) and
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inferior colliculus (IC) of the rat (Patel et al., 2012). Overall, these
studies suggest that deviance detection may be a basic property of
the functional organization of the auditory system occurring on
multiples levels along the auditory pathway (Grimm et al., 2011;
Grimm and Escera, 2012). Nevertheless, identification of the
neuronal microcircuits and functional mechanisms underlying
deviance detection remains a challenge in auditory neuroscience.

STIMULUS-SPECIFIC ADAPTATION: A NEURAL MECHANISM
FOR DETECTION OF DEVIANT STIMULI
A decade ago, Nelken and colleagues (Ulanovsky et al., 2003) pub-
lished a pioneering study that described a phenomenon similar
to MMN and occurring at the cellular level in the mammalian
AC. The single-neuron phenomenon was referred to as stimulus-
specific adaptation (SSA) [a term originally coined by Movshon
and Lennie (1979)] and it is proposed to be a neuronal mecha-
nism that could be contributing to auditory deviance detection
(Ulanovsky et al., 2003; Jääskeläinen et al., 2007). SSA is the
reduction in the responsiveness of a neuron to a common or
repetitive sound while the response decrement does not gener-
alize to others sounds that are rarely presented. In this sense, SSA
is a phenomenon of neuronal adaptation to the history of the
stimulus rather than to the activity of the neuron (Nelken and
Ulanovsky, 2007; Netser et al., 2011; Gutfreund, 2012). Although,
MMN and SSA share several features such as their dependence
on stimulation rate, they also greatly differ in their latencies and
level of the neural structures involved (Nelken and Ulanovsky,
2007; Grimm and Escera, 2012). In addition, MMN is elicited by
deviant stimuli immersed in complex forms of regularities (Carral
et al., 2005b; Cornella et al., 2012; Recasens et al., 2012) that
remained to be tested in single-unit recordings.

SSA is a widespread phenomenon in the brain exhibited by
neurons of the visual (Woods and Frost, 1977; Sobotka and Ringo,
1994; Müller et al., 1999), somatosensory (Katz et al., 2006) and
auditory (Ulanovsky et al., 2003; Malmierca et al., 2009a; Reches
and Gutfreund, 2008; Anderson et al., 2009; Antunes et al., 2010)
systems.

Auditory neurons that exhibit SSA for frequency deviance have
been described in the IC (Pérez-González et al., 2005; Reches and
Gutfreund, 2008; Malmierca et al., 2009a; Lumani and Zhang,
2010; Netser et al., 2011; Zhao et al., 2011), medial geniculate
body (MGB) (Anderson et al., 2009; Yu et al., 2009; Antunes
et al., 2010; Baüerle et al., 2011), and primary AC (Ulanovsky
et al., 2003, 2004; Von Der Behrens et al., 2009; Taaseh et al.,
2011). In the brainstem, SSA has been recently explored in the
ventral and dorsal cochlear nucleus of the rat and the results
suggest that all cochlear nucleus neurons tested lack SSA (Ayala
et al., 2012). Thus, the IC is the earliest center where SSA has
been described (Malmierca et al., 2009a), although it remains
to be tested whether or not other brainstem nuclei located in
between the cochlear nucleus and IC show some degree of SSA.
In this review, we will focus on a description of SSA occurring at
the IC, which is the major auditory station in the midbrain for
the integration of ascending, descending, intrinsic, and commis-
sural inputs (Malmierca, 2003; Malmierca et al., 2003, 2005a,b,
2009b; Cant and Benson, 2006; Loftus et al., 2010; Malmierca and
Hackett, 2010; Malmierca and Ryugo, 2011).

STIMULUS-SPECIFIC ADAPTATION IN SINGLE-NEURON
RESPONSE
Most of the studies of SSA in the IC have been carried out in
the anesthetized rat (Pérez-González et al., 2005, 2012; Malmierca
et al., 2009a; Lumani and Zhang, 2010; Zhao et al., 2011; Patel
et al., 2012). Initially, Pérez-González et al. (2005) found that
cortical IC neurons of the rat show adaptation to the repeti-
tive stimulation of an acoustic parameter, but they resume fir-
ing if the sound parameter was changed. Responses similar to
those reported by Pérez-González and colleagues were originally
described in the midbrain of frogs (Bibikov, 1977; Bibikov and
Soroka, 1979).

More recent studies have explored sensitivity to frequency
deviance using an “oddball paradigm,” similar to that used to
record MMN responses in human studies (Näätänen, 1992).
In this paradigm two tones are selected within the frequency
response area of the neuron (Figure 1B) and randomly presented
with different probabilities of occurrence. The high probability
tone is usually referred to as the standard stimulus; interspersed
among the standard stimuli are the low probability or deviant
stimuli. In a second sequence of stimulation, the relative prob-
abilities are reversed so that both frequencies are presented as
standard and deviant. Usually, the neuronal responses are also
recorded under an equiprobable condition, in which both fre-
quencies have the same probability of occurrence (Figure 1C).

The amount of SSA is quantified by an index that reflects
the extent to which a neuron responds to tones when they are
presented as the deviant stimulus compared to when they are
presented as the standard stimulus. This index is referred as
the common SSA index (CSI) defined as CSI = [d(f1)+ d(f2) −
s(f1) − s(f2)]/[d(f1) + d(f2) + s(f1) + s(f2)], where d(f) and s(f)
are responses measured as spike rate to frequencies f1 or f2 used
as either the deviant (d) or standard (s) stimulus. The CSI val-
ues range from −1 to +1, being positive when the response to
the deviant stimulus is stronger, and negative when the standard
stimulus evokes more spikes (Figure 1D).

SSA to frequency deviance has been found to be stronger in
the non-lemninscal regions, i.e., in the dorsal (DCIC), rostral
(RCIC), and lateral cortices (LCIC), than in the central nucleus
(CNIC) (Pérez-González et al., 2005; Malmierca et al., 2009a,
2011; Lumani and Zhang, 2010; Duque et al., 2012) (Figure 2).
Studies of specific adaptation have also been reported in the awake
barn owl (Reches and Gutfreund, 2008; Netser et al., 2011) and
bat (Thomas et al., 2012).

Sensitivity to intensity and duration deviance has been
observed in the AC (Ulanovsky et al., 2003; Farley et al., 2010)
but it is not as robust as frequency deviance. These other stimulus
features, i.e., intensity and duration, have not been tested under
the oddball paradigm in the IC, but it seems likely that subcorti-
cal neurons that show SSA to frequency may also be able to detect
deviance in other stimulus dimensions, as occurs with neurons of
the midbrain of avians. Neurons in the optic tectum (analogous to
the superior colliculus of mammals) of the barn owl exhibit SSA
to sound frequencies, amplitude, and interaural time and level
difference (Reches and Gutfreund, 2008).

The great majority of neurons with high levels of SSA display
transient onset responses and have low or absent spontaneous
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FIGURE 2 | Anatomical location of SSA in the IC. (A)

Photomicrography showing a sagittal section of the IC with a typical
electrode track (asterisks) and the electrolytic lesion generated
(arrowhead). Scale bar = 500 µm. C, caudal; D, dorsal. (B) Box plot with
the median value (red line) of CSI sorted by anatomic regions. The blue

box delimits the 25th and 75th percentile and dashed lines show the
most extreme data points not considered outliers. Red crosses indicate
outliers. Cortical regions (RCIC, DCIC, and LCIC) are significantly different
from the CNIC (Kruskal–Wallis test, p < 0.001). Reproduced from
Duque et al. (2012).

activity in anesthetized rats (Pérez-González et al., 2005, 2012;
Malmierca et al., 2009a; Lumani and Zhang, 2010; Duque et al.,
2012). This finding is consistent with a higher incidence of SSA in
the non-lemniscal IC since a large proportion of neurons in the
dorsal regions of the IC have onset responses (Reetz and Ehret,
1999; LeBeau et al., 1996). Moreover, for adapting neurons with
other types of responses, i.e., on-sustained and on-off (Rees et al.,
1997), the largest difference between responses to deviant and
standard stimuli is signaled by the onset component (Malmierca
et al., 2009a; Duque et al., 2012).

Another feature of neurons that exhibit SSA is their broad
frequency response area (Malmierca et al., 2009a; Duque et al.,
2012). In the IC of the rat, neurons in the DCIC and RCIC regions
possess widespread dendritic arbors (Malmierca et al., 1993, 1995,
2011), and broader frequency tuning than the CNIC (Syka et al.,
2000; Duque et al., 2012). A possible functional consequence of
neurons with large dendritic arbors is the integration of inputs
over a broad frequency range. Among cortical IC neurons the
broader the frequency response area the higher the level of SSA
observed (Duque et al., 2012). In the bat IC, SSA is present in a
subset of non-specialized neurons which are broadly tuned to fre-
quency and non-selective for spectrotemporal pattern (Thomas
et al., 2012) suggesting a complex input processing. Furthermore,
SSA is not a property homogeneously distributed throughout
the neuron’s frequency response area. Duque et al. (2012) com-
pared the degree of SSA at multiple combinations of frequencies
and intensities in single-unit recordings in the IC of the anes-
thetized rat. They found that adapting neurons exhibit stronger
SSA at the high frequency edge of the response area and low sound
intensities (Figure 3). This study concluded that SSA is not con-
stant within the neuronal receptive field, and therefore is not a
characteristic property of the neuron, instead the neuron’s inputs
contribute to its generation.

In addition to encoding deviance by spike count, IC neurons
can also encode deviance information through their spike timing.

In neurons that exhibit SSA, the first spike latency (FSL) in the
response evoked by the deviant tone is shorter than that evoked
by the standard tone (Malmierca et al., 2009a; Zhao et al., 2011;
Duque et al., 2012). This phenomenon is known as “latency adap-
tation” and seems to be a unique feature of subcortical neurons
(Malmierca et al., 2009a; Antunes et al., 2010; Duque et al., 2012).
The neurons in the DCIC that show SSA have much longer FSLs
than neurons in the CNIC (Lumani and Zhang, 2010). Thus,
temporal coding appears to play a key role in the signaling of
deviance.

STIMULUS-SPECIFIC ADAPTATION AND ITS RELATIONSHIP
TO STIMULATION PARAMETERS
A hallmark of SSA in the different auditory areas is its sensitivity
to a variety of stimulus parameters such as the deviant probabil-
ity, the frequency separation, and the time interval (stimulation
rate) between stimuli (Ulanovsky et al., 2003; Malmierca et al.,
2009a; Yu et al., 2009; Von Der Behrens et al., 2009; Antunes et al.,
2010; Zhao et al., 2011). This dependency is also present for the
processing of other stimulus features such as interaural time- and
level-differences and amplitude deviants (Ulanovsky et al., 2003;
Reches and Gutfreund, 2008).

The manipulation of the probability of occurrence of the
deviant and, consequently, of the standard stimulus has a strong
effect on the extent of SSA observed (Malmierca et al., 2009a;
Patel et al., 2012). Deviant probabilities of 30 and 10% have been
explored; SSA increases as the deviant probability decreases. Thus,
neurons are sensitive to stimulus probability with greater sen-
sitivity to tones that are less likely to occur (Malmierca et al.,
2009a).

The sensitivity to deviance increases proportionally with the
extent of physical separation between tones. The frequency con-
trast is expressed as �f = (f2 − f1)/(f2 × f1)1/2; where f2 and
f1 correspond to the frequencies tested (Ulanovsky et al., 2003)
(Figure 1B). Most studies of SSA have employed pure tones
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FIGURE 3 | SSA is not homogeneously distributed within the

frequency response area of IC neurons. (A) Example of a neuron with a
broad V-shaped response area and the distribution of the several pairs of
frequencies presented under the oddball paradigm (dots). Each pair of dots
is associated to a circle the size of which is proportional to the level of CSI
evoked. An example of an adapting pair of frequencies (i.e., frequencies
that elicited SSA) is marked as 1 and another example of a non-specifically
adapting pair of frequencies is marked as 2. (B) Dot raster plots obtained
with the adapting pair (left panels) and with the non-specifically adapting
(right panels) pair of frequencies. The blue dots represent spikes evoked by

(Continued)

FIGURE 3 | Continued

the standard stimulus (90% probability), while the red dots represent those
evoked by the deviant stimulus (10% probability). Stimulus presentations
are accumulated in the temporal domain along the vertical axis. In the
adapting examples red dots are more visible because of the specific
decrease of the response to the standard stimulus. The upper panels are
the ones obtained when f1 was the standard tone and f2 was the deviant,
and the bottom panels represent the response when the relative
probabilities were inversed, that is, f1 was the deviant and f2 the standard.
(C) Averaged PSTH for both frequencies when deviant (red) or standard
(blue). CSI values obtained in each pair of frequencies are showed as insets
in the PSTH. The shaded backgrounds in the dot raster and PSTH plots
indicate the duration of the stimulus. (D) Distribution of the CSI values
sorted relatively to the best frequency (BF) and the threshold (Th) of the
response area of a sample of IC neurons (almost 80% are from the cortical
region, n = 124). Higher CSI values are confined to the high-frequency
edge and at low sound intensities. Reproduced from Duque et al. (2012).

centered on the best (Malmierca et al., 2009a; Pérez-González
et al., 2012) or characteristic frequency (Zhao et al., 2011) of the
neurons. The differential adaptation of the responses to deviant
and standard stimuli is more prominent when �f increases from
0.04 to 0.1 to 0.37 (0.058, 0.144, and 0.531 octaves, respectively)
(Malmierca et al., 2009a). Neurons with strong SSA in the IC, as
in the MGB and primary AC, show hyperacuity, that is, a strong
and highly sensitive adaptation for frequency ratios as small as
4% (�f = 0.04). This frequency ratio is smaller than the width of
their frequency response areas (Ulanovsky et al., 2004; Moshitch
et al., 2006; Malmierca et al., 2009a).

The highest levels of SSA are elicited by IC neurons at an ISI
of 250 ms with a deviant probability of 10% compared to shorter
(125 ms) or longer ISIs (500 ms) (Malmierca et al., 2009a). Few
studies have explored SSA at very long ISIs. It has been reported
that IC neurons are still capable of detecting frequency deviants
at ISIs up to 1 s (repetition rate of 1 Hz) (Pérez-González et al.,
2005; Reches and Gutfreund, 2008; Zhao et al., 2011). Indeed, we
have recorded neurons that exhibit SSA at even slower repetition
rates (ISI = 2000 ms) (Malmierca et al., 2010). Figure 4 illus-
trates an example of the response of an IC neuron that exhibits
SSA in the anesthetized rat. This neuron was very broadly tuned
with a complex non-monotonic rate-level function and a tran-
sient onset firing pattern (Figures 4A–C). For this neuron, a pair
of frequencies (black crosses; f1 and f2) with a physical separa-
tion of 0.216 octaves (�f = 0.15) was chosen for presentation
in the oddball paradigm with an ISI of either 2000 or 1000 ms.
Figures 4D,E depict the responses to the deviant and standard
stimuli as dot rasters and the corresponding peri-stimulus time
histogram (PSTH) obtained with 0.5 and 1 Hz repetition frequen-
cies, respectively. Under these conditions, the neuron showed SSA
(CSI: 0.3–0.4), resulting in higher-evoked spiking to the deviant
frequency (red color). Figure 5A shows the average PSTHs of
a subset of neurons recorded with ISIs of 2000, 1000, and
500 ms. It is evident that there is an increasing difference between
responses to deviant and standard tones as the frequency sep-
aration is increased (insets). Under these extreme stimulation
rates, the FSLs evoked by the deviant tone were earlier than those
evoked by the same tone when it was used as the standard, sug-
gesting that the cellular mechanisms that discriminate between
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FIGURE 4 | Example of an IC neuron that exhibits SSA at low repetition

frequencies. (A) Broad frequency response area displayed in color code
according to the strength of the response. Black crosses represent a
frequency pair—f1 (30.6 kHz) and f2 (35.5 kHz)—with a physical separation of
0.216 octaves (�f = 0.15) at 70 dB SPL. (B) The neuron exhibits a
non-monotonic rate-level function at its best frequency (27.1 kHz). (C) PSTH
of the accumulated responses to all the frequencies (0.5–40 kHz) and
intensities (10–90 dB SPL) presented (1 ms bins). (D) Top panels. Dot rasters

of the response to oddball sequences of 400 stimulus presentations with a
repetition rate of 0.5 Hz (ISI = 2000 ms). The frequencies used as the deviant
stimulus (probability of 10%, red dots) and the standard or repetitive stimulus
(probability of 90%, blue dots) are reversed in the left and right panels. The
bottom panels show the corresponding normalized PSTHs to deviant (red
line) and standard (blue line) stimuli. (E) Response to the oddball sequences
presented at a higher repetition rate of 1Hz (ISI = 1000 ms). Format same as
for panel (D).

deviant and standard responses are functional at the tempo-
ral scale of seconds (Figures 5B,C). As highlighted by Nelken
and Ulanovsky (2007), the neuronal mechanisms for deviance
detection become more important at more extreme stimulation
values, e.g., slow stimulation rates and very similar stimulus
frequencies.

Long interstimulus intervals affect the long-term dynamics of
SSA, prolonging the time course of adaptation from several sec-
onds at ISI of 125 ms, to tens of seconds when ISI is increased to
1000 ms. The frequency resolution of neurons is also modified by
the repetition rate (Malmierca et al., 2009a; Antunes et al., 2010;
Zhao et al., 2011). Frequencies separated by �f = 0.04 do not
elicit SSA in the IC or in the MGB of the rat (Antunes et al., 2010)

when tested with the longest ISI of 2000 ms. Together these data
indicate that the timing between stimuli affect both the extent and
frequency resolution of SSA.

SSA at the time scale of 2000 ms has been found in primary
AC, but cortical neurons do not adapt at ISIs longer than
2000 ms (Ulanovsky et al., 2003). SSA also occurs at an ISI of
2000 ms in the MGB, a mandatory processing station between
the IC and the AC (Antunes et al., 2010). The presence of SSA
in subcortical structures such as the IC and MGB on a time
scale of the magnitude of seconds, similar to the time scale of
cognition (Ulanovsky et al., 2003, 2004; Nelken and Ulanovsky,
2007), suggests that deviance detection at these early neuronal
stages could be contributing to the perceptual organization of the
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FIGURE 5 | IC neurons exhibit SSA even at very low repetition rates.

(A) Population PSTHs of the IC neuronal responses to a deviant (red line)
and to a standard (blue line) stimulus presented at different repetition
rates; 0.5 (ISI = 2000 ms), 1 (ISI = 1000 ms), and 2 Hz (ISI = 500 ms). The
physical separations between frequencies were grouped into �f ≤ 0.2
(≤ 0.288 octaves) (top panels) and �f > 0.2 (bottom panels). The firing
rates of individual neurons were averaged and normalized to account for
the different number of stimulus presentations due to the different
probabilities of the tones (deviant; 10%, standard; 90%). The insets shown
in the right upper quadrants of each graph correspond to the averaged

difference between the responses to the deviant and standard stimuli
(green lines). The horizontal black bars indicate the duration of the
stimulus. (B) Scatter plots of the first spike latency (FSL) of the neuronal
responses evoked by f1 and f2 when they were the deviant (FSLdev) or the
standard (FSLstd) stimulus according to their frequency separation
(�f ≤ 0.2 and �f > 0.2) and across different repetition rates (0.5, 1,
and 2 Hz). (C) Box plots of the population FSL indicating that even at very
low repetition rates the FSLs evoked by the deviant tone (red boxes) are
shorter than those evoked by the standard stimulus (blue boxes).
(Signed-Rank Test; ∗∗p < 0.01, ∗∗∗p < 0.001).

components of complex auditory stimuli (Winkler et al., 2009)
and to the change detection recorded in local field potentials
(Slabu et al., 2010; Grimm et al., 2011). This temporal scale
is consistent with the duration of sensory (echoic) memory in

monkeys and humans, which is estimated to be in the order of a
few seconds (Javitt et al., 1994; Näätänen and Escera, 2000).

The same systematic dependence on deviant probability, fre-
quency contrast, and repetition rate seen in single neurons is
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also present in the activity of ensembles of neurons in the IC
(Figure 6). In a recent study the evoked local field potentials
of DCIC neurons of the rat were recorded while stimulating
with tone bursts under an oddball paradigm (Patel et al., 2012).
The auditory response is a waveform with a relatively small
positive deflection (DP) followed by a large negative reflection
(DN) (Figure 6A). The degree of SSA is quantified by com-
paring the amplitude of the waves evoked by the deviant and
standard stimuli using an amplitude-based, frequency-specific,
SSA index for DP and DN (SSAIAm). As expected, the ampli-
tude of the local field potential is larger to a tone burst pre-
sented as deviant than as standard, and the difference is greater

when the deviant stimulus is less likely to occur (deviant prob-
ability of 10% rather than 30%) (Figures 6B,C). The differ-
ence between responses to deviant and standard tones occurs
after the initial rising phase of the dominant deflection (DN),
and no difference is elicited at the beginning of the response
in DP. Overall, the results by Patel et al. (2012) suggest that
frequency deviance coding is detectable in ensembles or neu-
ronal microcircuits of subcortical neurons as an evoked response
with a larger amplitude and longer peak latency. There are
some differences, however, compared to the SSA observed in
single-units. The frequency separation required to elicit SSA is
greater (�f = 0.37 rather than �f = 0.1); the strongest SSA

FIGURE 6 | Evoked local field potentials (LFP) recorded in the DCIC. (A)

An average LFP is a waveform with a relatively small positive deflection
(DP) followed by a large negative deflection (DN). Together, the two
deflections are about 40 ms in total duration. (B,C) Evoked LFPs in
response to a tone burst presented as standard stimulus (Std, solid line) or
deviant stimulus (Dev, dotted line) in a pair of oddball sequences with
probabilities of occurrence of the deviant of 10% (panel B) or 30%

(panel C). Data were obtained for pairs of tones (f1 = 2.25 kHz and
f2 = 3.24 kHz.) separated by a �f = 0.37 and presented at 1, 2, 4 and
8 Hz. The BF of the recording site was 2.7 kHz. An amplitude-based,
frequency-specific, stimulus-specific adaptation index [SSAIAm(fX)], along
with the peak latencies of the responses evoked by the sound as standard
and deviant stimuli, is shown at the top of each graph. Reproduced from
Patel et al. (2012).
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is elicited with a higher repetition rate (8 Hz); and the peak
latency of the response to standard tone bursts is shorter than
that to the deviant tone burst (contrary to the shorter laten-
cies for deviants in single-unit recordings). As the authors sug-
gested, these differences may be attributed to the fact that an
evoked local field potential reflects a weighted average of volt-
age changes generated by multiple excitatory and inhibitory
events in the vicinity of the recording electrode so that indi-
vidual differences among neurons are largely averaged out. The
short latency of responses in subcortical nuclei suggests that
these responses could contribute to the earliest components of
the evoked potential associated with the occurrence of a deviant
acoustic event (Pa waveform in the MLR; peak at about 30 ms)
(Grimm and Escera, 2012).

CORTICOFUGAL MODULATION
It was originally proposed that auditory SSA has a cortical origin
and is propagated to subcortical nuclei through direct corticofu-
gal projections (Ulanovsky et al., 2003; Nelken and Ulanovsky,
2007). Indeed, in the IC and MGB, the strongest SSA has been
described in the extralemniscal regions (cortical regions of the IC:
Malone et al., 2002; Pérez-González et al., 2005; Malmierca et al.,
2009a; Lumani and Zhang, 2010; medial division of the MGB:
Antunes et al., 2010), which operate under strong cortical con-
trol (Loftus et al., 2008; He and Yu, 2010; Lee and Sherman, 2011;
Malmierca and Ryugo, 2011).

In a recent study, Anderson and Malmierca (2013) addressed
whether SSA in the IC is dependent upon the AC for its gen-
eration. The authors reversibly deactivated the AC by cooling
through a cryoloop device (Lomber et al., 1999; Lomber and
Malhotra, 2008) and recorded the changes in SSA sensitivity
exhibited by IC neurons. This technique has been successfully
used to study the influence of the corticofugal system in the audi-
tory system, including a study of sensitivity in IC neurons to cues
for spatial position (Nakamoto et al., 2008) and sensitivity to
deviance in the MGB (Antunes and Malmierca, 2011).

The neuronal responses to the oddball paradigm (with a
deviant probability of 10% and a frequency separation between
deviant and standard stimuli of 0.531 octaves) were recorded
before, during and after the cooling of the AC. At the popula-
tion level, the main finding was that deactivation of the ipsilateral
AC did not eliminate SSA exhibited by IC neurons. A decrease in
firing rate to both the deviant and standard stimuli was observed
during the cooling condition, but the response was still higher
to the deviant stimulus (Figure 7A). Thus, the deviant salience in
the IC was preserved even after the deactivation of cortical inputs.
Interestingly, at the single-neuron level Anderson and Malmierca
identified IC neurons that showed SSA and were insensitive to the
cooling of the AC (Figure 7B). Those neurons exhibited differ-
ent levels of SSA covering the full CSI spectrum, from zero to
one. On the other hand, the adaptive properties of about half
of the IC neurons with SSA (52%) were differentially affected
throughout the period of cortical cooling, increasing (Figure 7C)
or decreasing (Figure 7D) their SSA sensitivity. Examples of sin-
gle neurons are shown in Figures 8 and 9. During the cooling
period, the neuron displayed in Figure 8 increased its response
area (Figure 8A), and its spontaneous and evoked firing rate.

The increase was greater in response to the standard presenta-
tions (by a factor of seven) (Figures 8B–D, blue) than to the
deviant ones (by a factor of three) (Figures 8B–D, red), result-
ing in a drop of its CSI (Figure 8D). On the other hand, the
neuronal response illustrated in Figure 9 exhibited a dispropor-
tionately decrease in the firing rate with an almost extinguished
response to the standard stimulus, thus, increasing its CSI. The

FIGURE 7 | Effect of cortical deactivation on SSA exhibited by IC

neurons. (A) Mean population PSTHs from IC recordings (n = 82) in
response to tones presented as standard (blue) or deviant (red) before and
during cooling the ipsilateral AC. The difference between the two is plotted
in green. Deactivation of the auditory cortex does not eliminate the deviant
saliciency in the averaged signal. (B) Population of neurons which showed
no significant change in SSA during cooling, red circles indicate significant
SSA, those in gray indicate non-significant CSI values. The solid line
connected with square symbols indicates the mean CSI values for the
three conditions. (C) Population which shows a decrease in SSA during
cooling. Note that on cooling some neurons cease to show significant SSA.
(D) Population which shows an increase in SSA during cooling. Note that on
cooling some neurons which previously did not show significant SSA now
become significant. Figure layout in (C) and (D) is the same as in (A).
Reproduced from Anderson and Malmierca (2013).
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FIGURE 8 | Example of an IC neuron which shows a decrease in its

adaptive properties with cooling. (A) Frequency response areas
recorded before (left), during (middle), and after (right) cooling. Black
asterisks indicate the frequencies used in the oddball paradigm, firing rate
(spikes/sec) indicated by the color scale which applies to all response
areas in this figure. (B) Raster plots showing response to f1 (lower

frequency) as deviant (red circles) and f2 (higher frequency) as standard
(blue triangles). (C) Raster plots showing response to f1 as standard (blue
triangles) and f2 as deviant (red circles). (D) PSTH showing mean response
to standard (blue) and deviant (red) stimuli. CSI values for each period are
superimposed onto the relevant PSTH. Reproduced from Anderson and
Malmierca (2013).

authors suggest that the disproportionate changes in the neuron’s
firing rate to standard or deviant stimulus caused by the corti-
cal inactivation may indicate the occurrence of a gain control
modulation similar to that observed in the MGB under a sim-
ilar manipulation (Antunes and Malmierca, 2011) and elicited
by GABAA-mediated inhibition in the IC (Pérez-González and
Malmierca, 2012; Pérez-González et al., 2012) which is clearly
compatible with the “iceberg effect” notion described by, e.g.,
Isaacson and Scanziani (2011, see below).

Overall, a decrease in SSA was the predominant response,
although the majority of IC neurons continued to show sig-
nificant SSA after the deactivation of the cortical inputs. The
extreme effects of cortical cooling were exhibited by (1) IC neu-
rons that lost their pre-existing deviance sensitivity during the
cooled condition and (2) non-adapting neurons that began to
exhibit SSA. The existence of sets of IC neurons differentially
affected by the AC deactivation suggests that the ipsilateral AC
may relay SSA to a small group of neurons, but that corticofu-
gal inputs do not account significantly for the SSA exhibited by

the majority of adapting neurons. Using the same cooling tech-
nique, Antunes and Malmierca (2011) demonstrated that SSA
persisted in the MGB neurons regardless of the lack of functional
corticofugal feedback, suggesting that SSA is inherited through
lower input channels in a bottom-up manner and/or generated
de novo at each level of the auditory pathway. Pharmacological
manipulation in the IC suggests that local circuits may operate
intrinsically to shape SSA at this neuronal station (Pérez-González
and Malmierca, 2012; Pérez-González et al., 2012; see below).

ROLE OF INHIBITORY INPUTS IN SHAPING SSA AND
POSSIBLE MECHANISMS UNDERLYING SSA IN THE IC
It is well known that the IC integrates ascending and descend-
ing inputs from multiple sources (Malmierca, 2003; Malmierca
and Ryugo, 2011) and possesses a dense and complex microcir-
cuitry of local connections (Malmierca et al., 2003, 2005a, 2009b;
Malmierca and Hackett, 2010). The IC is a major center for the
convergence of both excitatory and inhibitory inputs and for
combination of information across frequency-specific channels,
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FIGURE 9 | Example of an IC neuron which shows stimulus-specific

adaptation under normal conditions and increased SSA during the

period of cortical cooling. (A) Frequency response areas recorded before
(left), during (middle) and after (right) cooling of AC. Black asterisks indicate
the frequencies used in the oddball paradigm and the firing rate (spikes/sec)
are indicated by the same colour scale that appears in Figure 8A. (B) Raster

plots showing response to f1 (lower frequency) as deviant (red circles) and f2
(higher frequency) as standard (blue triangles). (C) Raster plots showing
response to f1 as standard (blue triangles) and f2 as deviant (red circles).
(D) PSTH showing mean response to standard (blue) and deviant (red)
stimuli. CSI values for each period are superimposed onto the relevant PSTH.
Reproduced from Anderson and Malmierca (2013).

especially in the non-lemnical regions (Malmierca et al., 2011).
Inhibitory neurotransmission in the IC is mediated by GABAergic
and glycinergic receptors (Palombi and Caspary, 1996; Caspary
et al., 2002; Sivaramakrishnan et al., 2004; Ingham and McAlpine,
2005; Hernández et al., 2005; Malmierca et al., 2005a; Merchán
et al., 2005). GABAergic inputs come from several sources,
including bilateral projections from the dorsal nucleus of the lat-
eral lemniscus and ipsilateral projections from the ventral nucleus
of the lateral lemniscus as well as intrinsic and commissural
GABAergic IC neurons (Hernández et al., 2005; Malmierca et al.,
2003, 2005a). Glycinergic inputs originate from the ipsilateral lat-
eral superior olive and from the ipsilateral ventral nucleus of the
lateral lemiscus (Kelly and Li, 1997; Moore et al., 1998; Riquelme
et al., 2001). Pharmacological manipulation of inhibitory neuro-
transmitters has strong effects on neuronal response area (LeBeau
et al., 2001), firing rate (Palombi and Caspary, 1996), temporal
response properties (LeBeau et al., 1996), tuning for sound dura-
tion (Casseday et al., 1994, 2000) as well as for frequency (Koch

and Grothe, 1998) and amplitude modulation (Caspary et al.,
2002).

Recently, in a first attempt to study the role of GABAergic
neurotransmission in the generation and/or modulation of
SSA, gabazine an antagonist of GABAA receptors was applied
microiontophoretically, and the firing rate of neurons exhibit-
ing SSA was recorded before, during and after the drug injection
(Figures 10A–C; Pérez-González et al., 2012). The response mag-
nitude (Figure 10D), discharge pattern and latency remained
distinct for the deviant and standard stimuli. The main find-
ing was that the blockade of GABAA receptors modified the
temporal dynamics of SSA but did not abolish it completely,
although the CSI index was generally reduced. Adaptation to
the standard stimulus still occurred in the absence of GABAA-
mediated inhibition but it was slower, especially at the beginning
of stimulation.

The time course of the adaptation to the standard stimu-
lus has a rapid- and a slow-decay component, after which the
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FIGURE 10 | Effect of the blockade of GABAA receptors on the response

magnitude for deviant and for standard stimuli. (A) Dot rasters showing
the effect of gabazine blockade of GABAA receptors on the responses of a
neuron with SSA. The frequencies tested in the oddball paradigm were
14 kHz and 19 kHz (�f = 0.3, 0.43 octaves). The insets show a PSTH of the
response (3 ms bin size); the horizontal black bar indicates the duration of the
stimulus. Before the application of gabazine, this neuron responded much
more strongly to both frequencies when they were presented as the deviant
than when they were presented as the standard stimulus, resulting in a CSI
of 0.965. The application of gabazine for 12 min increased the response to
both types of stimuli, but the relative increment was larger for the standards,
causing the CSI to drop to 0.480. Fifteen minutes after the end of gabazine
application, the neuron’s response recovered to the control level, and the CSI
increased to 0.926. (B) Evolution of the response magnitude of the neuron
(mean spikes per trial) shown in (A) in response to standards (blue lines) and

deviants stimulus (red lines). Note that the changes are similar for both
frequencies (asterisk and circles) and the main differences are due to the
probability condition. The shaded background represents the application of
gabazine, which starts at T = 0. The arrows indicate the times corresponding
to the dot rasters in (A). (C) Evolution of CSI during the experiment. The
symbols indicate the time at the end of a testing oddball sequence, so all
times at or before 0 represent recordings completed before the start of the
injection. (D) Effect of gabazine on response magnitude in the population of
neurons. Gabazine increased the response (spikes per trial) of almost all
neurons recorded, but the effect was different for standards (blue diamonds)
than for deviants (red circles). Each symbol corresponds to one of the pair of
stimuli for each neuron. Colored symbols indicate that the effect of gabazine
was significant (Bootstrapping, 95% ci). Gray symbols represent changes
that were not statistically significant. Reproduced from Pérez-González et al.
(2012).

response reaches a steady-state (Figures 11A–F). Both decay com-
ponents are faster for the neurons exhibiting higher levels of SSA
(CSI > 0.5) than for the neurons with less SSA (CSI < 0.5).
The blockade of the GABAA receptors slowed down both com-
ponents and GABA inhibits more profoundly the steady-state
component of the response of the neurons with the highest lev-
els of SSA. As expected from previous results (Malmierca et al.,
2009a; Zhao et al., 2011), Pérez-González et al. (2012) also found
that the deviant-related activity did not decrease, showing a lin-
ear time course across the trials. The authors concluded that
GABAA-mediated inhibition acts as a gain control mechanism
that enhances SSA by controlling the neuron’s gain and respon-
siveness. Thus, synaptic inhibition via GABAA receptors seems

to increase the saliency of the deviant stimulus (Figure 12). The
role of inhibition in shaping contrast between stimuli has been
described in detail in what is referred to as “the iceberg effect.”
Briefly, the iceberg effect describes the observation whereby a
neuron’s spike output is more sharply tuned than the underly-
ing membrane potential since only the strongest excitatory input
sufficiently depolarizes the membrane to reach threshold for spike
generation (Isaacson and Scanziani, 2011).

The results by Pérez-González and colleagues suggest that
other factors must be involved in the generation of SSA, leading
to an interest in exploring the role of GABAB and glycinergic-
mediated inhibition as well as neuromodulatory influences.
GABAB receptors may be key players in shaping SSA. These
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FIGURE 11 | Effect of the blockade of GABAA receptors on the time

course of adaptation and a model of SSA modulation by inhibition.

(A,B; D,E) Average discharge across the population of neurons for each
position (trial) in the oddball sequence, separately for standard (A,D) and
deviant (B,E) stimuli. The minimally adapting neurons (A–C; CSI < 0.5 in the
control condition) and the highly adapting ones (D,E; CSI.0.5 in the control
condition) were analyzed separately. Then the time course of habituation in

the control condition and during application of gabazine was compared. The
data for standard stimuli were fitted by a double exponential function (black
lines), and the data for deviant stimuli, by a linear function. The insets show a
magnified view of the normalized functions during the first 50 trials. Note the
different ordinate scales for standard and deviant. (C,F) Ratio of
gabazine/control for each type of stimulus during gabazine application.
Reproduced from Pérez-González et al. (2012).

FIGURE 12 | The iceberg effect. (A) Schematic representation of a model
of the iceberg effect indicating that in the absence of inhibition, neurons
respond to deviants (orange) and standards (light blue) with high firing
rates, and thus the deviant to standard ratio is small. (B) Inhibition reduces
the responses to both deviants (red) and standards (dark blue) increasing
the deviant to standard ratio and thus enhancing SSA. The dashed line in
(A), delimit the amount of activity (bottom area of the histograms) that
decreases due to inhibition. Reproduced from Pérez-González et al. (2012).

receptors seem to be involved in the processing of novel visual
stimuli in the superior colliculus (Binns and Salt, 1997) and
they regulate the release of glutamate from excitatory terminals
in the DCIC through presynaptic mechanisms (Scanziani, 2000;
Sun and Wu, 2009). Then, both pre- and postsynaptic mecha-
nisms are likely to contribute to a reduction in the membrane
depolarization after initial excitation. To dissect the interplay of
synaptic excitation and inhibition is also necessary to understand

the cellular and network mechanisms underlying SSA. Previously,
Binns and Salt (1995) demonstrated that the activity mediated
by the NMDA and AMPA/Kainate receptors modulates response
habituation in the superior colliculus. Hitherto, no attempt has
been made to determine whether SSA in single-unit activity in
the IC depends on local glutamatergic neurotransmission.

Since the level of SSA varies within the neuronal frequency
response area (Duque et al., 2012), it is likely that the mecha-
nisms underlying SSA act at the sites of synaptic inputs on the IC
neuron. The specific decrement to repetitive stimuli seen in neu-
rons exhibiting SSA could be explained by adaptation occurring
at frequency-segregated input channels (Eytan et al., 2003). The
persistence of SSA at long ISI suggests that it is not merely a result
of mechanisms such as synaptic fatigue (e.g., reduction in neu-
ronal responses independently of the stimulus due to depletion of
neurotransmitter vesicles). This is less likely to occur at very long
interstimulus gaps. Delayed synaptic inhibition might account
for the specific response suppression to a highly repetitive stim-
ulus. This idea is supported by intracellular recording suggesting
that excitation in neurons throughout the IC is often followed by
long-lasting hyperpolarization, possibly due to synaptic inhibi-
tion (Covey et al., 1996; Syka et al., 2000; Wehr and Zador, 2005).
This could also explain why the neurons with the highest SSA lev-
els (Duque et al., 2012) exhibit onset response patterns to sound
stimulation. Another possibility is short-term plasticity occurring
at the sites of synaptic integration in IC neurons. These possibil-
ities are not mutually exclusive and it could be that they operate
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in conjunction. It is plausible to think that the neuronal adap-
tation in the IC reflects high level network computations with
strong participation of local inhibitory circuits (Pérez-González
and Malmierca, 2012; Pérez-González et al., 2012), and with a
modulatory control on SSA exerted by corticofugal projections
(Anderson and Malmierca, 2013). Multidisciplinary efforts that
will combine histological, electrophysiological, computational,
and behavioral methods (Garagnani and Pulvermuller, 2011; Mill
et al., 2011) will be necessary to unveil the basic mechanisms that
generate SSA at each level along the auditory system.

CONCLUDING REMARKS AND FUTURE DIRECTIONS
In this review, we have attempted to offer an account of the
current state of SSA studies in the IC because of the growing inter-
est on the single-neuron electrophysiology of auditory deviance
detection. The dependence of neuronal SSA on various stimulus
features, such as deviant probability and repetition rate, and the
role of AC and of inhibition in shaping SSA at this auditory stage
have been addressed.

Among the questions to be resolved in the study of audi-
tory deviance detection are whether SSA is present along the
entire auditory pathway or whether it is a regionalized phe-
nomenon to certain structures and how the deviance coding is
modified by bottom-up and top-down processes that take place
at each station. The localization of the most strongly adapting

neurons to frequencies in the non-lemniscal portions of the sub-
cortical nuclei opens interesting question about the neuronal
circuits involved since these parts of the auditory pathway pro-
cess more complex acoustic features. To address these issues, it
is necessary to record neurons in the brainstem nuclei (espe-
cially those that exhibit cross-frequency integration), to track
the common input sources to neurons with strong SSA, as well
as, their projections, and to make simultaneous recordings at
two or more connected sites. Since stimuli in a natural scene
vary in multiple features, another open question is whether
neurons sensitive to frequency deviants are also deviance detec-
tors for more complex sound patterns and whether the same
neurons are capable of detecting deviant stimulus immersed
in more complex forms of regularity (Cornella et al., 2012;
Grimm and Escera, 2012). These and other questions await future
studies.
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Auditory neurons that exhibit stimulus-specific adaptation (SSA) decrease their response
to common tones while retaining responsiveness to rare ones. We recorded single-unit
responses from the inferior colliculus (IC) where SSA is known to occur and we explored
for the first time SSA in the cochlear nucleus (CN) of rats. We assessed an important
functional outcome of SSA, the extent to which frequency discriminability depends on
sensory context. For this purpose, pure tones were presented in an oddball sequence
as standard (high probability of occurrence) or deviant (low probability of occurrence)
stimuli. To study frequency discriminability under different probability contexts, we varied
the probability of occurrence and the frequency separation between tones. The neuronal
sensitivity was estimated in terms of spike-count probability using signal detection
theory. We reproduced the finding that many neurons in the IC exhibited SSA, but
we did not observe significant SSA in our CN sample. We concluded that strong SSA
is not a ubiquitous phenomenon in the CN. As predicted, frequency discriminability
was enhanced in IC when stimuli were presented in an oddball context, and this
enhancement was correlated with the degree of SSA shown by the neurons. In contrast,
frequency discrimination by CN neurons was independent of stimulus context. Our results
demonstrated that SSA is not widespread along the entire auditory pathway, and suggest
that SSA increases frequency discriminability of single neurons beyond that expected from
their tuning curves.

Keywords: SSA, deviant sensitivity, change detection, mismatch negativity, non-lemniscal pathway, ROC analysis

INTRODUCTION
Auditory neurons displaying stimulus-specific adaptation (SSA)
decrease their response to high probability stimuli (stan-
dards) while maintaining responsiveness to rare ones (deviants,
Ulanovsky et al., 2003). SSA is correlated with behavioral habit-
uation (Netser et al., 2011; Gutfreund, 2012) and it has been
proposed to underlie sensory memory for stimulation history
(Ulanovsky et al., 2004). Neurons showing SSA have been found
in the mammalian auditory pathway from the inferior collicu-
lus (IC) up to the cortex (Ulanovsky et al., 2003; Pérez-González
et al., 2005; Anderson et al., 2009; Malmierca et al., 2009; von
der Behrens et al., 2009; Yu et al., 2009; Antunes et al., 2010;
Lumani and Zhang, 2010; Reches et al., 2010; Taaseh et al., 2011;
Zhao et al., 2011; Ayala and Malmierca, 2012; Duque et al., 2012;
Anderson and Malmierca, 2013) as well as in bird midbrain and
forebrain (Reches and Gutfreund, 2008, 2009). Originally, SSA
was suggested to emerge in the auditory cortex and to be trans-
mitted downstream to subcortical nuclei through the corticofugal
pathway (Nelken and Ulanovsky, 2007), as subcortical SSA is
mostly confined to the non-lemniscal regions (Malmierca et al.,
2009; Antunes et al., 2010; Duque et al., 2012), the main tar-
get of the corticofugal projections (Malmierca and Ryugo, 2011).

However, it has been recently shown that cortical deactivation
does not affect SSA neither in the non-lemniscal auditory tha-
lamus (Antunes and Malmierca, 2011) nor in the IC (Anderson
and Malmierca, 2013), while SSA in lemniscal regions is minimal
(Malmierca et al., 2009; Antunes et al., 2010; Bäuerle et al., 2011).
Thus, SSA may be computed independently in the non-lemniscal
pathway and in primary auditory cortex. Thus far, the existence of
SSA has not been explored in auditory nuclei below the IC, where
the lemniscal and non-lemniscal divisions first emerge.

Frequency discrimination has been widely explored in psy-
choacoustics (Nelson and Kiester, 1978; Sinnott et al., 1985; Syka
et al., 1996; Talwar and Gerstein, 1998, 1999; Shofner, 2000; Witte
and Kipke, 2005; Walker et al., 2009), but few studies tested the
detection of frequency deviants by single neurons (Ulanovsky
et al., 2003; Malmierca et al., 2009; von der Behrens et al., 2009).
SSA has already been shown to result in a change in frequency
discrimination performance by single neurons (Ulanovsky et al.,
2003; Malmierca et al., 2009) but this relationship has not been
thoroughly explored.

The main goal of our study is to compare the relationships
between frequency discrimination and SSA in two neuronal pop-
ulations; one at the IC that it is already known to exhibit SSA
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and the other at a lower auditory structure, the cochlear nucleus
(CN) where SSA has not been explored thus far. For this purpose
we assessed whether the probabilistic context affects frequency
discrimination as judged by signal detection theory (Green and
Swets, 1966) based on distributions of spike counts, and to what
extent changes in frequency discriminability reflect the degree of
SSA in these two stations. We show that SSA and the enhancement
in neurometric frequency discrimination in the IC are strongly
correlated and that both depend on the frequency separation
and deviant probability in similar ways. Our results also demon-
strated that SSA and context-dependent neuronal sensitivity are
not present in CN supporting the hypothesis that SSA first emerge
in non-lemniscal IC.

MATERIALS AND METHODS
SURGICAL PROCEDURES
Experiments were performed on 71 adult female rats (Rattus
norvergicus, Rj: Long–Evans) with body weights between 160
and 270 g. All experimental procedures were carried out at the
University of Salamanca with the approval of, and using meth-
ods conforming to the standards of, the University of Salamanca
Animal Care Committee. Anesthesia was induced (1.5 g/kg, i.p.,
20% solution) and maintained (0.5 g/kg, i.p. given as needed)
with urethane. Urethane was chosen as an anesthetic because of
its effects on multiple aspects of neural activity, including inhi-
bition and spontaneous firing, are known to be less than those
of barbiturates and other anesthetic drugs (Hara and Harris,
2002). The respiration was maintained artificially (SAR-830/P
Ventilator) monitoring the end-tidal CO2 level (CapStar-100).
For this purpose, the trachea was cannulated and atropine sulfate
(0.05 mg/kg, s.c.) was administered to reduce bronchial secre-
tions. Body temperature was maintained at 38 ± 1◦C by means
of a heating blanket. Details of surgical procedures have been
described previously (Hernández et al., 2005; Pérez-González
et al., 2005; Malmierca et al., 2009; Antunes et al., 2010). The ani-
mal was placed inside a sound-attenuated room in a stereotaxic
frame in which the ear bars were replaced by a hollow speculum
that accommodated a sound delivery system.

ACOUSTIC STIMULI AND ELECTROPHYSIOLOGICAL RECORDING
Extracellular single unit responses were recorded from neurons
in the IC and CN in two separate sets of experiments. For the
IC recordings, a craniotomy was performed to expose the cere-
bral cortex overlying the IC and a tungsten electrode (1 – 2 M�)
(Merrill and Ainsworth, 1972) was lowered through the cortex
by means of a piezoelectric microdrive (Burleigh 6000 ULN).
Neuron identification in the IC was based on stereotaxic coordi-
nates, physiological criteria of tonotopicity, and response prop-
erties (Rees et al., 1997; LeBeau et al., 2001; Malmierca et al.,
2003; Hernández et al., 2005; Pérez-González et al., 2005, 2006).
An electrode dorsoventral penetration (with an angle of 20◦ from
the frontal plane) through the central nucleus of the IC is iden-
tified by the stepwise progression from low to high frequencies
(Malmierca et al., 2008) and by the constant presence of ton-
ically firing units (Rees et al., 1997). Typical responses of the
neurons in the cortices of the IC (i.e., dorsal, lateral, and rostral)
are characterized by longer response latencies, predominantly

on-phasic firing patterns and weaker tonic firing than those
from the central nucleus. Cortical IC neurons commonly dis-
play broadly tuned, W-shaped, or other complex tuning curves
(Lumani and Zhang, 2010; Geis et al., 2011; Duque et al., 2012)
and a clear topographic organization of the frequencies along
the dorsal cortex is not present (Malmierca et al., 2008; Lumani
and Zhang, 2010). For the recording of CN neurons, part of the
cerebellum was carefully aspirated to visually localize the dorsal
cochlear nucleus (DCN). Glass micropipettes filled with 2 M NaCl
(15 – 25 M�) or tungsten electrodes (1 – 2 M�) were advanced
into the DCN. For some IC experiments and most of the CN
recordings, an electrolytic lesion (10 – 15 μA for 10 – 15 s) was
applied for subsequent histological verification of the recording
site. Brains were fixed using a mixture of 1% paraformaldehyde
and 1% glutaraldehyde diluted in 0.4 M phosphate buffer saline
(0.5% NaNO3 in PBS). After fixation, tissue was cryoprotected
in 30% sucrose and sectioned in the coronal or sagital plane
at a thickness of 40 μm on a freezing microtome. Slices were
Nissl stained with 0.1% cresyl violet to facilitate identification
of cytoarchitectural boundaries. The CN units were assigned to
one of the two main divisions (dorsal or ventral) of the nucleus
using as reference the standard sections from a rat brain atlas
(Paxinos and Watson, 2007).

Acoustic stimuli were delivered through a sealed acoustic
system (Rees, 1990; Rees et al., 1997) using two electrostatic
loudspeakers (TDT-EC1) driven by two TDT-ED1 modules.
Search stimuli were pure tones or noise bursts monaurally
delivered under computer control using TDT System 2 hard-
ware (Tucker-Davis Technologies) and custom software (Faure
et al., 2003; Pérez-González et al., 2005, 2006; Malmierca et al.,
2008). The output of the system at each ear was calibrated
in situ using a ¼ inch condenser microphone (Brüel and Kjær
4136, Nærum, Denmark) and a DI-2200 spectrum analyzer
(Diagnostic Instruments Ltd., Livingston, Scotland, UK). The
maximum output of the TDT system was flat from 0.3 to 5 kHz
(∼100 ± 7 dB SPL) and from 5 to 40 kHz (90 ± 5 dB SPL).
The highest frequency produced by this system was limited to
40 kHz. The second and third harmonic components in the sig-
nal were 40 dB or more below the level of the fundamental at
the highest output level (Hernández et al., 2005; Malmierca et al.,
2009).

Action potentials were recorded with a BIOAMP amplifier
(TDT), the 10× output of which was further amplified and
bandpass-filtered (TDT PC1; fc: 0.5 – 3 kHz) before passing
through a spike discriminator (TDT SD1). Spike times were
logged at one microsecond resolution on a computer by feeding
the output of the spike discriminator into an event timer (TDT
ET1) synchronized to a timing generator (TDT TG6). Stimulus
generation and on-line data visualization were controlled with
custom software. Spike times were displayed as dot rasters sorted
by the acoustic parameter varied during testing.

Once a neuron was isolated, the monoaural frequency
response area (FRA), i.e., the combination of frequencies and
intensities capable of evoking a response, was obtained by an
automated procedure with 5 stimulus repetitions at each fre-
quency (from 0.5 to 40 kHz, in 20 – 30 logarithmic steps) and
intensity step (steps of 10 dB) presented randomly at a repetition
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rate of 4 Hz. The stimuli used to generate the tuning curves were
pure tones with duration of 75 ms. The neuronal response to
the combination of frequencies and intensities was plotted using
MATLAB software (Mathworks, Inc.) and the best frequency (BF)
and threshold for each neuron were identified.

STIMULUS PRESENTATION PARADIGMS
For all neurons, stimuli were presented in an oddball paradigm
similar to that used to record mismatch negativity responses in
human studies (Näätänen, 1992), and more recently in the cat
auditory cortex (Ulanovsky et al., 2003, 2004), rat IC (Malmierca
et al., 2009; Pérez-González et al., 2012) and auditory thalamus
(Antunes et al., 2010; Antunes and Malmierca, 2011). Briefly, we
presented two stimuli consisting of pure tones at two different fre-
quencies (f1 and f2), that elicited a similar firing rate and response
pattern at the same level of 10 – 40 dB SPL above threshold. Both
frequencies were within the excitatory response area previously
determined for the neuron. A train of 400 stimulus presenta-
tions containing both frequencies was delivered in three different
sequences (Figure 1). The repetition rate of the train of stimuli for
the IC neurons was 4 Hz, as it has been previously demonstrated
to be suitable to elicit SSA in IC neurons of the rat (Malmierca
et al., 2009). In the CN recordings, we explored repetitions rates
of 4, 8, 12, and 20 Hz. Due to the different repetition rates used,

FIGURE 1 | The oddball stimulation paradigm. Two frequencies (f1, f2)
were presented pseudo-randomly with different probabilities of occurrence.
In Sequence 1 (S1), f1, and f2 occurred with equal probability (p50%),
which served as a control condition. This condition is useful to see the
neuron’s tuning to the frequencies chosen. For the oddball condition, the
probability of the frequencies was modified such that one frequency
(f1, circles) was the standard tone, occurring with high probability, and the
other (f2, squares) was the deviant tone, with low probability of occurrence
(Sequence 2, S2). The probabilities of f1 and f2 were reversed in Sequence
3 (S3) in order to have each frequency presented as deviant and standard.
We tested two probabilities for the deviant tone (pDev), 30 and 10%, so
the corresponding probabilities for the standard (pStd) were 70 and 90%,
respectively.

the duration of the pure tones was 75 ms for the IC recordings
(Hernández et al., 2005) and 25 ms for the CN recordings (in a
few recordings at 4 and 8 Hz, tones lasted 75 ms as well), including
a 5 ms rise/fall ramp for both cases.

As shown in Figure 1, in Sequence 1 (S1) both frequen-
cies were presented with the same probability of occurrence
(equiprobable condition; p(f1) = p(f2) = 50%). In Sequence 2
(S2), one frequency (f1) was presented as the standard (i.e., high
probability within the sequence: 90 or 70%); interspersed ran-
domly among the standards were the deviant stimuli (i.e., low
probability: 10 or 30%, respectively) at the second frequency (f2).
After obtaining one data set, the relative probabilities of the
two stimuli were reversed, with f2 as the standard and f1 as the
deviant (S3). Sequences 2 and 3 constitute what we refer to as
an oddball condition. The responses to the standard and deviant
stimuli were normalized to spikes per stimulus, to account for
the different number of presentations in each condition, because
of the different probabilities. We tested several frequency sep-
arations between f1 and f2, expressed as frequency contrast
�f = (f2 − f1)/(f2 × f1)1/2 (Ulanovsky et al., 2003). As the fre-
quency pairs were chosen to evoke similar firing rates in responses
to both tones, �f ranged from 0.02 to 3. The �f values were
grouped into three intervals: �f ≤ 0.07, 0.07< �f ≤ 0.2 and
�f > 0.2 (≤ 0.101, 0.101< �f ≤ 0.288 and �f > 0.288 octaves,
respectively), in order to approximate to the values used in other
studies, i.e., �f = 0.04, 0.10, and 0.37 (Ulanovsky et al., 2003,
2004; Malmierca et al., 2009). The same paradigm was repeated
changing the probability of the deviant tone (pDev = 10%, 30%)
or the �f . For the CN experiments, we only tested pDev = 10%
and �f = 0.1. The presentation of sequences at different
deviant probabilities and at different repetition rates was
randomized.

DATA ANALYSIS
We measured the sharpness of the FRA of IC neurons calculat-
ing the bandwidth (BW) and Q-values at 10 and 40 dB SPL above
the threshold as in our previous work (Hernández et al., 2005;
Malmierca et al., 2009). The BW at n dB expresses the difference
in kHz between the lower (FL) and upper (FU) frequencies of the
FRA (BWn = FU − FL). The Q-value is calculated as the charac-
teristic frequency (CF) divided by the BW at n dB above threshold
(Qn = CF/BW).

The amount of SSA was quantified by two indices that
have been used in previous studies (Ulanovsky et al., 2003,
2004; Malmierca et al., 2009; Antunes et al., 2010; Antunes and
Malmierca, 2011; Pérez-González et al., 2012). The first index
was the Frequency-Specific SSA Index (SI) defined as: SI(fi) =
[d(fi) − s(fi)]/[d(fi) + s(fi)], where i = 1 or 2 and d(fi) and s(fi)
are responses (as normalized spike counts) to frequency fi when
it was deviant or standard, respectively. The second one was the
Common-SSA Index (CSI) defined as CSI = [d(f1) + d(f2) −
s(f1) − s(f2)]/[d(f1) + d(f2) + s(f1) + s(f2)], where d(f) and
s(f) are responses to each frequency f1 or f2 when they were the
deviant (d) or standard (s) stimulus, respectively. These indices
reflect the extent to which the neuron responds more strongly to
the frequencies when they are deviant compared to when they are
standard. The possible SI and CSI values range from −1 to +1,
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being positive if the response to the deviant stimulus is greater
and negative if the response to the standard stimulus is greater.

To estimate the neuronal sensitivity we performed a receiver
operating characteristic (ROC) analysis (Tanner and Swets, 1954;
Cohn et al., 1975; Fawcett, 2006; for a review of the use of ROC
in psychometric and neurometric data analysis, see Stüttgen et al.,
2011). This analysis has been previously used to measure the abil-
ity of CN units to signal changes in intensity (Shofner and Dye,
1989) and the sensitivity of IC units to interaural-time differences
and binaural correlation (Skottun et al., 2001; Shackleton et al.,
2003, 2005; Gordon et al., 2008). It is assumed that when different
stimuli elicit different firing rates the response of a neuron pro-
vides the basis for discriminating between them. However, there
is also a substantial variability in the responses to each stimulus,
so the distributions of firing rates to similar stimuli overlap, and
thus discrimination based upon firing rate will only be correct on
a proportion of trials. The ROC analysis allows us to calculate the
performance of the best possible discriminator between the two
frequencies which is based on spike counts only. This discrimi-
nator is a function of the two probability distributions of spike
counts in response to the two stimuli.

The ROC plots the probability of correct detection of f2 against
the probability of “false alarm” detection of f2 when f1 occurred.
Since detection is assumed to be based on spike counts only, tri-
als have to be classified to one or the other frequency based solely
on the evoked spike count. Thus, any discriminator between the
two frequencies consists, in practice, of a list of spike counts that
are assigned to frequency f1, with all other spike counts assigned
to frequency f2 (we do not need to consider so-called “random-
ized rules” here, because we are only interested in the integral of
the ROC, see below). In many studies, ROCs are calculated by a
threshold on spike counts: all spike counts below the threshold
are assigned to one frequency, and those above the threshold to
the other. However, the lemma of Neyman and Pearson (Maris,
2012) requires spike counts to be assigned to frequencies based
on their likelihoods, the ratio p(n|f2)/p(n|f1). For an optimal deci-
sion rule, a threshold is selected, and all spike counts whose
likelihood is larger than that threshold are assigned to f2 (with
the others assigned to f1). The probabilities of correct decision
and false alarm for this decision rule can then be calculated in
a straightforward manner. The ROC is obtained by calculating
these probabilities while varying the threshold.

Then, we calculated the area under the ROC curve (AUC)
as an estimate of the neural discriminability of frequency. The
AUC corresponds to the probability of correct stimulus detection
expected from an ideal observer in a two-alternative forced-choice
psychophysical task (Green and Swets, 1966; Fawcett, 2006).
Thus, sensitivity measured as AUC varies between 0.5 and 1,
where 0.5 occurs when the spike count distributions for frequen-
cies f1 and f2 are identical, and 1 indicates complete separation
of the distributions. To compensate for sampling bias, we cor-
rected each AUC value by performing 10,000 permutations of the
original spike count distributions, assigned randomly to either f1
or f2, calculated the corresponding AUCs, and subtracted their
mean value from the original AUC. Due to this correction some
of the AUC values we report are smaller than 0.5. We also used
the permutations test to estimate the probability of the AUC being

significantly larger than 0.5. This way, we obtained one AUC value
for the equiprobable condition (S1) and two AUC values for the
oddball conditions (S2, S3). We used the mean AUC of S2 and
S3 for the analyses instead of the maximum value as in previous
works (Ulanovsky et al., 2003; Malmierca et al., 2009), in order to
avoid an upward bias.

The CSI values were tested against zero by bootstrapping (1000
samples) in order to estimate a 95% confidence interval. Typically,
CSI values smaller than 0.1 were not statistically different from
zero (85% of all cases with CSI < 0.1 and 15% of the cases with
CSI > 0.1). Thus, CSI values within the range of −0.1 to 0.1
were considered be due to random fluctuations in spike counts.
This procedure provided a CSI cutoff comparable to other val-
ues previously set with different criteria (e.g., CSI = 0.18 for
auditory thalamus of the rat; Antunes et al., 2010). It may be
somewhat smaller than the cutoff in thalamus because of the
lower variability in the responses of IC neurons (e.g., Chechik
et al., 2006).

RESULTS
To investigate how frequency sensitivity is affected by the stim-
ulation context we recorded the response of 224 well isolated
single units in the IC and 51 units in the CN using an oddball
paradigm. The frequency contrast (�f ≤ 0.07, 0.07< �f ≤ 0.2,
�f > 0.2) and probability of the deviant tone (pDev = 30% or
10%) were varied in IC recordings, and the repetition rate (4, 8,
12, and 20 Hz) in the CN. Additionally, an equiprobable context
(p(f1) = p(f2) = 50%) was tested as control condition in both sets
of experiments.

NEURONS IN THE IC SHOW DIFFERENT DEGREES OF SSA AND
STIMULUS DISCRIMINABILITY
As might be expected from our previous studies (Pérez-González
et al., 2005; Malmierca et al., 2009), neurons in the IC exhib-
ited different degrees of SSA. Figure 2 shows the distribution of
the CSI under different stimulus conditions in the current sam-
ple. The distributions of CSI are skewed toward positive values,
and their medians are significantly different from zero (Signed
Rank Test; p < 0.05) regardless of the condition tested (Figure 2).
Positive CSI values reflect a stronger response to the deviant tone
than to the standard one. The effects of frequency separation
and deviant probability were tested using a Two-Way ANOVA on
�f × probability. There was a main effect of �f (F(2, 489) = 18,
p = 0) and of probability condition [F(1, 489) = 39, p = 0].
The interaction just failed to reach significance [F(2, 489) = 2.5,
p = 0.08]. Post-hoc comparisons showed that the most positive
CSI values were observed for deviant probability of 10% at the
two highest frequency contrast intervals; 0.07< �f ≤ 0.2 and
�f > 0.2. For the 10% probability condition, the CSIs increased
significantly with increased frequency separation: CSI10%/�f >0.2

> CSI10%/0.07<�f ≤0.2 > CSI10%/�f ≤0.07. On the other hand,
the post-hoc comparisons did not show a significant difference
between the average CSIs in the 30% condition and different fre-
quency separations. There was also a significant difference due
to changes in deviant probability for the two highest frequency
separation intervals: CSI10%/0.07<�f ≤0.2 > CSI30%/0.07<�f ≤0.2;
CSI10%/�f >0.2 > CSI30%/�f >0.2. This trend was emphasized by
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FIGURE 2 | Distribution of stimulus-specific adaptation indices of IC

neurons. Histograms of the common SSA index (CSI) displayed
according to the frequency separation intervals (columns: �f ≤ 0.07,
0.07 < �f ≤ 0.2, �f > 0.2) and the probability of the deviant tone
(rows: pDev = 30 and 10%). The CSI was calculated from the responses
recorded in S2 and S3. A CSI = 0 indicates an equal neuronal response
when the tones were presented as deviant or standard, while positive and

negative values represent higher firing rates when the tones were deviant
or standard, respectively. For each stimulus condition the CSI values were
tested against zero (solid line). The numbers next to the dashed line
indicate the value of the median and the statistical significance (Signed
Rank Test; ∗p < 0.05, ∗∗∗p < 0.001). The distributions moved toward
positive values when �f was larger and pDev smaller. The percentages
indicate the amount of neurons with CSI > 0.1.

the higher percentage of neurons with CSI values larger than 0.1
when deviant probability was 10% compared to 30% (percentages
indicated in Figure 2). From the six groups, only seven neurons
(3.1%) showed CSI ≤ −0.1.

Examples of individual IC neurons exhibiting different CSI
values are shown in Figures 3–5. The deviant probability for the
three cases was 10% and the frequencies tested (f1, f2) in these
examples were separated by 0.144 octaves (�f = 0.1) around its
BF at an intensity of 10 – 50 dB above threshold.

Figure 3 illustrates a neuron with a CSI not significantly dif-
ferent from zero (CSI = 0.04; p > 0.05). This neuron had a
narrow FRA with a narrow bandwidth both at 10 and 40 dB SPL
above its threshold (BF = 8.8 kHz, Q10 = 5.62 and Q40 = 1.22)
(Figure 3A). It had an onset firing pattern (Figure 3B) and
showed a mixed/complex rate-level function (Figure 3C). The
responses elicited in the equiprobable condition (S1) and odd-
ball condition (S2 and S3) are shown as dot rasters (Figure 3D)
as well as the peristimulus time histograms (PSTH) (Figure 3E).
Figure 3F displays the corresponding spike-count distributions
and the ROC curve is shown in Figure 3G. This neuron dis-
played a very robust and reliable response across the 400 stimulus
presentations. In consequence, its spike count distributions were
very different from Poisson distributions: while the average spike
count is about 1, the probability of having zero spike counts

is much smaller than that of either frequency evoking a single
spike (for a Poisson distribution, these two probabilities should
be approximately equal when the mean spike count is close to 1).
The spike-count distributions for f1 and f2 were very similar,
overlapping almost completely (Figure 3F), although the average
spike count was slightly larger for f2 than for f1. The large overlap
between these distributions resulted in AUC values very close to
0.5, but the very low variability resulted in an AUC that was sig-
nificantly larger than 0.5 in the equiprobable condition. When f2
was the deviant, this difference was maintained, but when f1 was
the deviant, the average spike count in response to f2 decreased
slightly, enough to render the AUC not significantly different
from 0.5 (AUC(S1) = 0.55, p = 0; AUC(S2) = 0.55, p = 0.01;
AUC(S3) = 0.49, p = 0.65). Thus, the frequency discrimination
capability of this neuron was poor in an equiprobable context
and did not improve in an oddball stimulation context, consistent
with its low CSI.

By contrast, neurons with high CSI values fired significantly
differently in response to deviant and standard tones in the
oddball condition. The neuron illustrated in Figure 4 had a
CSI = 0.88 (p < 0.05). It was tuned to a wide range of fre-
quencies (Figure 4A) reflected by its low Q-values (BF = 10 kHz,
Q10 = 0.74 and Q40 = 0.27). This neuron also had an onset
firing pattern, although it showed a large variability of first
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FIGURE 3 | Example of a non-adapting neuron in the IC. (A) Narrow FRA
in color code for response magnitude. The tested frequencies (f1: 8.7 kHz,
f2: 9.6 kHz, white crosses) were chosen around the BF (8.8 kHz) (arrowhead),
at 45 dB SPL. (B) PSTH of the accumulated response to all the frequencies
(0.5 – 40 kHz) and intensities (0 – 80 dB SPL) presented (1 ms bins).
(C) Rate-level function at BF. (D–G) The responses of the neuron for each pair
of stimuli for each of the three sequences (S1, S2, S3) are shown as dot
raster plots (D), PSTH (3 ms bins) (E), spike probability distributions (F), and
ROC curves (G). In the dot raster each dot represents the occurrence of a
spike. The black bar under the PSTH and dot raster plots indicates the
duration of the stimulus (75 ms). The probability of each frequency for each
sequence is indicated on the upper left of the (E) panels. In the ROC
curves (G) the dashed line corresponds to random guessing or no stimulus

discrimination (AUC = 0.5), indicating complete overlap of the spike
probability distributions. The red line represents the ROC curve calculated
using the recorded data, the curves plotted in gray were obtained with the
permutation method of the original spike count distributions, and the black
line is represents the mean ROC curve of permutations. A total of 10,000
permutations were calculated, but for visual clarity only 100 curves are
displayed. For each ROC curve, the area under the ROC curve (AUC) is
shown corresponding to the original AUC value minus the mean AUC from
permutations, as well as, the significance value for AUC > 0.5 (Permutation
test; ∗p < 0.05). The repetition rate was 4 Hz and the frequency separation
was 0.141 octaves. This neuron did not show SSA (CSI = 0.04,
Bootstrapping; p > 0.05), displaying a very similar response to f1 and f2
across the three sequences regardless the probability of each tone.

spike latency (FSL) (Figure 4B) and had a non-monotonic rate-
level function (Figure 4C). During the equiprobable presenta-
tion of the tones (S1), this neuron adapted its response to
both frequencies, and had a very low probability to respond

at all (P≥1sps = 0.005). In the oddball condition, responses
to the standard tone remained extremely sparse, but deviant
trials did evoke a few spikes with higher probability. Thus,
the overlap between the spike-count distributions was reduced
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FIGURE 4 | Example of an adapting neuron in the IC. (A) FRA
of a broadly tuned neuron with a BF of 10 kHz (arrowhead). The
frequencies tested are indicated by the white crosses around the BF
(f1: 9.5 kHz, f2: 9.6 kHz), at 0 dB SPL. (B–G) Same format
as in Figure 3. This neuron showed strong SSA (CSI = 0.88,

Bootstrapping; p < 0.05) reducing its firing to the high probability
tone in S2 and S3 while still responding to the low probability one
across most stimulus presentations. This differential firing is reflected
in an AUC larger than 0.5 (Permutation test; ∗p < 0.05) in oddball
sequences (S2 and S3).

substantially (probability of firing ≥ 1 sps in response to
the deviant/standard was 0.4/0.017 and 0.23/0.014 for S2
and S3, respectively). As a result, the AUCs for the odd-
ball conditions were higher than for the equiprobable con-
dition [AUC(S1) = 0.5, p = 0.5; AUC(S2) = 0.7, p = 0;
AUC(S3) = 0.6, p = 0].

The examples shown in Figures 3 and 4 are extreme cases,
and neurons in the IC showed a continuous distribution of
SSA as depicted in Figure 2. For example, Figure 5 illustrates

a partially-adapting neuron (CSI = 0.5; p < 0.05) tuned
to high frequencies (Figure 5A) and with a non-monotonic
rate-level function (Figure 5C). The bandwidth of the FRA
increased between 10 and 40 dB above threshold, respectively
(BF = 29.9 kHz, Q10 = 7.81 and Q40 = 2.25). This neuron
showed a poor, although significant discrimination capability
at the equiprobable condition [AUC(S1) = 0.57, p = 0] which
improved in the oddball condition [AUC(S2) = 0.61, p = 0;
AUC(S3) = 0.76, p = 0].
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FIGURE 5 | Example of a partially-adapting neuron in the IC. (A) FRA from
a neuron with a BF of 29.9 kHz (arrowhead). The frequencies tested were
f1: 27.1 kHz and f2: 30 kHz, at 70 dB SPL. (B–G) Same format as in Figure 3.
This neuron displayed a significant level of SSA (CSI = 0.5, Bootstrapping;

p < 0.05), responding to both tones across the 400 stimulus trials. Although,
the neuron displayed significant discriminability in the equiprobable condition
(S1, AUC = 0.57) (Permutation test; ∗p < 0.05), this was improved under the
oddball sequences (S2, AUC = 0.61; S3, AUC = 0.76).

FREQUENCY DISCRIMINABILITY DEPENDS ON STIMULUS
CONTEXT IN THE IC
IC neurons were able to discriminate very similar frequen-
cies even when both tones had the same probability of occur-
rence (p(f1) = p(f2) = 50%). The tested frequencies were selected
online to evoke similar response magnitudes. Nevertheless, the
noise in the estimation of response rates resulted in some imbal-
ance between the responses to the two frequencies, leading to
significant discriminability between them. The discriminability
elicited under the equiprobable condition (AUC50%) across the

three �f intervals significantly differed from a mere random
discrimination (AUC = 0.5, Signed Rank Test; p < 0.001)
(Figure 6A). Furthermore, more than half of the neurons from
each frequency separation group had AUC50% significantly larger
than 0.5 (p < 0.05) (Figure 6A, indicated in percentage). In a
substantial number of cases, AUC50% exceeded 0.71 (24.1, 23.2,
and 41.6% for the three �f groups), the generally accepted defini-
tion of a threshold (Green and Swets, 1966). Neurons with AUCs
above this threshold for the smallest frequency contrast inter-
val (�f ≤ 0.07) had narrower bandwidths (Q10 = 6.23 ± 5.43)
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FIGURE 6 | Neurometric performance under equiprobable and oddball

conditions of IC neurons. (A) Distributions of the AUC values for the
equiprobable condition (AUC50%) indicating the median (dashed line)
significantly differs from 0.5 (Signed Rank Test; ∗∗∗p < 0.001). The
percentage of neurons whose AUC50% was higher than 0.5 is indicated for
each panel (Permutation test; p < 0.05). (B) Scatter plots showing the
neurometric performance for frequency discrimination expressed as
percentage correct under the oddball condition (rows: pDev = 30, 10%)
versus the equiprobable condition (pf1 = pf2 = 50%), for each frequency

contrast interval (columns: �f ≤ 0.07, 0.07 < �f ≤ 0.2, �f > 0.2).
Separately are represented the neurons with CSI ≤ 0.1 (gray circles) and
CSI > 0.1 (dark crosses). For the oddball condition, the percentage correct
corresponds to the mean AUC value obtained from S2 and S3. The
number of neurons above and below the diagonal line (equal performance
in both conditions) is indicated by the inset on the bottom right of each
panel. (C) Sensitivity curves of individual neurons expressed as percentage
of change elicited when pDev = 10% and 30% regarding the
pf1 = pf2 = 50% condition.
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that the rest of neurons (Q10 = 3.53 ± 5.47) (Signed Rank Test;
p < 0.05).

To address the central question of this paper, Figure 6B com-
pares the percent correct (as estimated by AUC) in the oddball
and equiprobable condition for each neuron. For the oddball
condition, we used the mean discriminability (AUCoddball) from
the values elicited in the two oddball sequences since there was
not significant difference in the AUC values elicited in S2 and
S3 (Rank Sum Test; p > 0.05). Neurons whose discriminability
was unaffected in the oddball condition fell along the diagonal
line. Neurons under the diagonal line showed a better discrim-
inability in the equiprobable condition. By contrast, neurons
that improved their discriminability in the oddball paradigm
were located above the diagonal. Neurons with CSI > 0.1 are
marked by crosses, the others are marked by circles. When
pDev = 10%, there was a larger proportion of neurons with
CSI > 0.1 than neurons with CSI ≤ 0.1 that showed improved
discriminability in the oddball condition (χ2 = 58.6, df = 1, p <

0.001), but these proportions did not depend on frequency sep-
aration (χ2 = 5.4, df = 2, p = 0.07). For this probability condi-
tion, the AUCs of neurons with CSI ≤ 0.1 were slightly, although
significantly, smaller in the oddball than in the equiprobable
condition (46/96, neurons above and below the bisecting line,
respectively, for all frequency separation classes together). This
effect was due presumably to the poorer sampling of the spike
count histograms for the deviant stimuli in the oddball condi-
tion. On the other hand, AUCoddball increased substantially for
neurons with CSI > 0.1 (161/59 neurons above and below the
bissecting line, respectively). The increase resulted in many neu-
rons whose frequency discrimination was below threshold in
the equiprobable condition (AUC50% < 0.71) and that exceed
threshold in the oddball conditions (AUCoddball > 0.71). Within
this subset of neurons, there are cases in which the neuromet-
ric performance reached values close to 100% correct in the
oddball condition. Such cases were much more common at
the largest frequency contrasts (0.07< �f ≤ 0.2 and �f > 0.2).
For pDev = 30%, the discriminability did not change consis-
tently relative to the equiprobable condition, and proportions
of neurons with slight increase or decrease in discriminability
were as common in the different frequency difference classes
(χ2 = 5.4, df = 2, p = 0.07) and among CSI classes (χ2 = 3.9,
df = 1, p = 0.05).

In order to verify whether the same trend was observed at the
level of single neurons, we obtained the individual “sensitivity
curves” for the neurons that were tested under all probabili-
ties conditions (50, 30, and 10%) and for the same frequency
pairs (Figure 6C). The discriminability increment was expressed
as the percentage of change in AUCoddball relative to the discrim-
inability displayed under the equiprobable condition (AUC50%).
These sensitivity curves revealed a considerable diversity in the
neuronal performance. Both neuron identity and stimulus prob-
ability had a significant effect on the discrimination capability
for the intermediate �f interval [Two-Way ANOVA on stim-
ulus probability × neuron, significant main effect of stimu-
lus probability: F(2, 128) = 7.7, p < 0.001], but for the smallest
and largest �f the main effect of stimulus probability was not
significant.

Since some neurons under the equiprobable condition showed
significant discriminability values that exceeded a mere ran-
dom response (Figure 6A), we took into account this neuron-
specific tuning. We calculated the discriminability enhancement
index (DEI) as the difference between the discriminability elicited
in the oddball condition and that elicited in the equiproba-
ble one (DEI = AUCoddball − AUC50%). DEI ranges from −0.5
to 0.5, with positive values indicating an improvement in dis-
criminating two stimuli under an oddball context. The com-
parison of the mean population values of DEI across all stim-
ulus combinations (Two-Way ANOVA, stimulus probability ×
�f ) demonstrated that it was affected by the frequency separa-
tion [F(2, 489) = 5.72, p < 0.01] but not by stimulus probability
[F(1, 489) = 3.71, p = 0.055], with no interaction between those
factors [F(2, 489) = 2.1, p = 0.12] (Figure 7).

IC NEURONS WITH HIGH SSA SHOWED A GREATER DISCRIMINABILITY
ENHANCEMENT UNDER ODDBALL CONDITIONS
Finally, we analyzed the relationship between the two metrics used
to quantify the neuronal responses in order to explore whether
or not the change in stimulus discrimination can be predicted
by their SSA index. This analysis demonstrated a strong posi-
tive correlation between the degree of adaptation (CSI) and the
enhancement in the frequency discriminability (DEI) shown by
neurons under the condition with the lowest deviant proba-
bility, that is, when pDev = 10% (Spearman’s rho; p < 0.001)
(Figure 8). The great majority of neurons with CSI < 0.1 had
discrimination indices clustered around the origin (gray circles).
By contrast, most neurons with CSI > 0.1 (crosses) had a pos-
itive DEI, indicating that adapting neurons had better frequency

FIGURE 7 | Stimulus discriminability enhancement of IC neurons

across different stimulus conditions. Box plots of the discriminability
enhancement under the oddball condition (DEI) showing the mean (dashed
line) and the median (solid line) values, as well as, the 5th and 95th outliers.
All the mean values were positive (except for the 10%/�f≤0.07 condition),
reflecting a better stimulus discrimination when one of the frequencies is
presented as a deviant tone, that is, with low probability of ocurrence
(30 or 10%). The DEIs were only affected by the frequency separation
[F(2,489) = 5.72, p < 0.01] (Two-Way ANOVA, deviant probability ×
frequency separation).
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FIGURE 8 | The stimulus discriminability reflects the degree of

stimulus-specific adaptation exhibited by IC neurons. Correlation of the
stimulus discriminability enhancement (DEI) and the SSA index (CSI). In gray
circles are represented the neurons with CSI ≤ 0.1 and in dark crosses those

with CSI > 0.1. The linear correlation was reflected by the Spearman’s
correlation coefficient (rs), whose strength varied according to the frequency
contrast (columns) and probability of the deviant tone (rows). ∗p < 0.05,
∗∗∗p < 0.001.

discrimination for oddball sequences, and furthermore, there was
a tendency for larger CSI values to be associated with larger DEI
values.

RELATION BETWEEN THE WIDTH OF FREQUENCY TUNING AND THE
SSA OR DISCRIMINABILITY EXHIBITED BY IC NEURONS
Previous reports demonstrated a differential expression of SSA
through the lemniscal and non-lemniscal subdivisions of the IC
(Pérez-González et al., 2005; Malmierca et al., 2009; Ayala and
Malmierca, 2012; Duque et al., 2012) and medial geniculate body
(MGB) (Antunes et al., 2010) of the rat. Neurons in the cortical
regions of the IC exhibit broader FRAs than the ones from the
central nucleus and the broader the response area is, the higher
the SSA levels are (Duque et al., 2012). In order to test whether or
not this relationship is found in our neuronal sample, we analyzed
the width of response areas as a function of the level of SSA.

Figure 9A displays the bandwidths at 10 and 40 dB SPL above
threshold (BW10, 40, respectively) for the lowest deviant proba-
bility (pDev = 10%) as a function of the CSI. The group of
CSI ≤ 0.1 included all neurons that were considered to lack
SSA. The other CSI cutoffs were selected to have approximately
equal-size groups. It is interesting to note that there were neu-
rons with very broad bandwidth already at 10 dB above threshold.
We performed an analysis of covariance of BW, with level above
threshold (10 or 40 dB SPL) and frequency separation as quali-
tative factors and CSI as a continuous factor. We found a highly

significant effect of CSI [F(1, 688) = 37.5, P = 0]. The slope of the
dependence of BW on CSI indicated that BW increased on aver-
age by 6.6 kHz as CSI increased from zero to one. The main effect
of frequency separation was not significant, [F(2, 688) = 0.54,
p = 0.6], while the level above threshold had, as expected, a
significant effect on BW [F(1, 688) = 77.4, p = 0]. There was a
significant interaction between the CSI slope and level above
threshold [F(1, 688) = 5.8, p = 0.01], and post-hoc comparison
indicated that CSI slopes at 10 and 40 dB above threshold were
significantly different (p < 0.05).

As expected from the positive correlation between DEI and
CSI (Figure 8), a significant effect of DEI on BW was also found
[F(1, 688) = 26.7, p = 0] (Figure 9B). In consequence, a greater
neuronal discriminability in the oddball condition is associated
with a wider frequency integration range. DEI also had significant
interaction with level above threshold [F(1, 688) = 3.9, p = 0.048]
(analysis of covariance of BW with level, frequency separation,
and now with DEI as a continuous factor).

In selected cases, we made electrolytic lesions in the IC
and determined that we recorded neurons from central nucleus
(n = 9) and from cortical regions (n = 16). Within this very lim-
ited sample, the central nucleus neurons had a CSI of 0.11 ±
0.21 and a DEI of −0.001 ± 0.12 (median ± SD). For the cor-
tical neurons, the CSI and DEI were of 0.34 ± 0.3 and of 0.03 ±
0.13, respectively. However, this number of histological localiza-
tions was insufficient to guarantee a reliable study to correlate SSA
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FIGURE 9 | Bandwidth of frequency response areas and SSA level of

IC neurons. (A) Box plots of the bandwidth (BW) values grouped into
CSI ranges for the three �f intervals with the mean (dashed line)
and median values (solid line) indicated, as well as, the 5th and
95th outliers. There is an increment in the bandwidths as neurons
have higher CSI [F(1, 688) = 37.5, P = 0] and as the level increased

[F(1, 688) = 77.4, p = 0] (Analysis of covariance of BW with level, �f and
CSI as factors). (B) Box plots of BW values grouped into DEI ranges.
The BW increases for neurons that displayed higher discriminability
improvement under the oddball condition [F(1, 688) = 26.7, p = 0]. Same
format as panel (A). (Analysis of covariance of BW with level, �f and
DEI as factors).

and discriminability degree across the different subdivisions of
the IC. Figure 10A showed an example of a typical lesion located
in the lateral cortex of the IC (Loftus et al., 2008; Malmierca et al.,
2011).

CN NEURONS DO NOT EXHIBIT SSA AND THEIR FREQUENCY
DISCRIMINABILITY IS NOT SENSITIVE TO A PROBABILITY CONTEXT
Since SSA is present in the IC, we wanted to explore whether
SSA is already ubiquitously expressed earlier. We recorded 51 CN

neurons to test whether SSA is exhibited by single-units and if so,
whether adaptation strength correlates with neuronal sensitivity
as shown for the IC neurons.

A total of 44 neurons out of 51 were localized and assigned to
the ventral cochlear nucleus (VCN) (n = 10) or DCN (n = 34).
The histological reconstruction for the remaining 7 neurons was
not possible. Figure 10B shows the electrolytic lesion in a Nissl-
stained section, illustrating the recording site of the neuron dis-
played in Figure 11 and located in the DCN. Another example of
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FIGURE 10 | Continued

FIGURE 10 | Histological identification of recording sites of IC and CN

neurons. (A) Example of recording sites marked with an electrolytic
lesion (arrowheads) in the lateral cortex of the IC at 1.9 mm lateral,
according to Paxinos and Watson (2007). Two different tracts are
indicated by Tr #1 and Tr #2. (B,C) Recording sites (arrowheads) and
tracts (Tr) located in DCN (at 11.52 mm from bregma) and VCN (at
11.04 mm from bregma), respectively. The slices were Nissl stained and
cut at 40 μm in a sagital (A) and coronal plane (B,C). Scale bars of
500 μm. D, dorsal; C, caudal; M, medial.

recording site, in the VCN, is shown in Figure 10C. The recorded
neurons had a wide variety of firing patterns and rate-level func-
tions, as have been described in detail before (Stabler et al., 1996).
More than the half of neurons in the DCN (21/34) displayed
non-monotonic rate-level functions (5/10 in the VCN). Our sam-
ple of DCN neurons included chopper (n = 13), primary like
(n = 10), pause/build (n = 6), and onset (n = 5) firing patterns.
In the VCN, all firing patterns except the choppers were present
(primary like, n = 5; pause/build, n = 2; onset, n = 3). Figure 11
shows the response of a DCN neuron with a typical V-shaped FRA
with a low-frequency tail. The evoked activity was robust across
the 400 trials of the equiprobable (S1) and deviant sequences
(S2, S3). The neuron showed significant discriminability under
the equiprobable condition (AUC(S1) = 0.6, p < 0.05) which did
not greatly improve under the oddball sequences (AUC(S2) =
0.62, AUC(S3) = 0.53, p < 0.05). This neuron failed to show SSA
at a repetition rate of 4 Hz, as well as at faster stimuli presentation
rates of 8 and 20 Hz (CSI = 0, p > 0.05).

SSA was not present in the neuronal population recorded in
CN (Figure 12). We used faster repetition rates than in the IC
since SSA seems to increase monotonically with stimulation rate
(Malmierca et al., 2009; Antunes et al., 2010; Zhao et al., 2011;
Patel et al., 2012). Regardless of the extreme repetitions rates,
the strength of the neuronal response was equal for deviants and
for standards stimuli (Signed Rank Test; p > 0.05) (Figure 12A)
resulting in SI values clustered around zero (Figure 12B). There
were no differences between the CSIs elicited by VCN and DCN
neurons for any repetition rate tested (Rank Sum Test; p > 0.05).
FSL is also affected by probability condition in IC, being shorter
to the deviant stimulus regardless of the frequency tested (f1 or f2)
(Malmierca et al., 2009; Pérez-González and Malmierca, 2012;
Pérez-González et al., 2012). For CN neurons, the vast major-
ity of FSL to deviant and to standard was almost equal and
no differences in the median FSL between them was observed
(Signed Rank Test; p > 0.05) (Figure 12C). The median of the
FSLs was 9.62 ± 4.9 ms (range: 3.4 – 29.5 ms) and 9.82 ± 4.7 ms
(range: 3.9 – 28.2 ms) for deviant and standard tone, respectively.
These latencies are clearly shorter than the latencies of IC neu-
rons (FSL to deviant: 26.1 ± 13.2 ms; range: 7.5 – 72 ms, FSL to
standard: 29.6 ± 13.2 ms, range: 7.3 – 74.5 ms; from Malmierca
et al., 2009). Although some neurons showed significant
CSI > 0.1 (0.11 – 0.28) at 4 (n = 3), 8 (n = 4), 12 (n = 2), and
20 Hz (n = 5) (most of them from the DCN, n = 5), the aver-
age SSA indices were not significantly different from zero (Signed
Rank Test; p > 0.05) nor they were sensitive to the rate of stimu-
lation (Kruskal–Wallis Test; p > 0.05) (Figure 12D). Finally, CSI
was not affected by increasing the frequency separation from
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FIGURE 11 | Example of a CN neuron. The format for all panels is the same
as in Figures 3–5. (A) The BF was 23.4 kHz (indicated by the arrowhead) and
the tested frequencies (f1 = 23.4 kHz and f2 = 25.9 kHz, white crosses) differ
by 0.144 octaves. The PSTH of the accumulated response to all the
frequencies (0.5 – 40 KHz) and intensities (0 – 80 dB SPL) presented (1 ms

bins), as well as, the rate-level function at BF are shown in (B) and (C),
respectively. The neuron exhibited a low CSI = 0.1 (Bootstrapping; p > 0.05)
with a robust response across trials (D,E) and its frequency discriminability
was not sensitive to the oddball condition (F,G). The AUC values in all
conditions were slightly higher than 0.5 (Permutation test; ∗p < 0.05).

�f = 0.1 to �f ≥ 0.2 (0.2 − 0.37) (Signed Rank Test; p > 0.05)
(Figure 12E).

In parallel with the lack of SSA, frequency discrimination
was not affected by changes in tone probability in this neu-
ronal population. The estimated correct detection in the odd-
ball condition remained very similar to that elicited in the
equiprobable one for most of the CN neurons (Figure 13A),
and no improvement in frequency discriminability was elicited
at the population level for any repetition rate group (Signed
Rank Test; p > 0.05) (Figure 13B). Thus, the DEI was essen-
tially zero and insensitive to increments in the repetition rate
(Kruskal–Wallis Test; p > 0.05) (Figure 13C). As expected, it

was not correlated with the SSA index (Spearman’s correlation)
(Figure 13D).

DISCUSSION
Our study demonstrates that sensitivity to frequency in IC neu-
rons but not in CN neurons depends on probability context.
Changes in frequency discriminability in IC neurons reflected
the level of SSA they exhibit. Both the CSI and DEI values
increased with frequency separation and DEI tended to be pos-
itive (Figures 7 and 8). The lack of effect of probability context
in CN was related to the lack of SSA in the neuronal sample we
recorded from (Figure 12).
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FIGURE 12 | CN neurons do not exhibit SSA. (A) Spike count to deviant
(dev) and to standard (std) stimuli elicited at different repetition rates
represented in a color code. This color code is the same for (B–E) panels.
(4 Hz, n = 47; 8 Hz, n = 29; 12 Hz, n = 9; 20 Hz, n = 26) (B) Scattergraph of
the Frequency-Specific SSA indices (SI) for f1 and f2 presented at different
repetitions rates. This index reflects the normalized spikes counts elicited
when each frequency was the deviant tone regarding the response evoked
when it was the standard one. (C) Scattergraph of the median first spike
latency (FSL) for f1 and f2 when they were the deviant (FSLdev) or the
standard (FSLstd) stimulus. In the right column, are displayed the box plots
of the median FSL for the population of neurons to deviant (red) and to
standard (blue) stimulus across repetition rates. The n for this panel is the
double of the number of neurons tested, since two frequencies were
tested as deviant and as standard stimulus for each neuron. (D,E) Box plots
of the Common–SSA index (CSI) when increasing the rate of stimulation
and scattergraph of CSI when varying the frequency separation factor (�f ),
respectively.

STRONG SSA IS EXHIBITED BY IC NEURONS BUT NOT BY CN
NEURONS
The strength of SSA reported here is similar to that reported
previously by Malmierca et al. (2009) for IC neurons. This is
not surprising, since we used a similar experimental preparation
including animal model, parameters, and paradigm of stimu-
lation (presentation rate: 4 Hz; tone duration: 75 ms; random
presentation of tones). Other studies also have examined SSA in
the IC, although as these studies have used different stimulation

paradigms (e.g., Pérez-González et al., 2005; Lumani and Zhang,
2010), different metrics to quantify SSA (Pérez-González et al.,
2005) or different stimulus repetition rates (Zhao et al., 2011),
a quantitative comparison is difficult. According to the sample
of histological verifications of the recording sites (Figure 10A)
and taking into account the distribution of CSI (Figure 2), we
recorded neurons from the central nucleus, as well as from the
cortical non-lemniscal regions of IC. SSA varies as a continuum
throughout the entire IC and it is strong and widespread in the
non-lemniscal regions of the IC (Malmierca et al., 2009; Duque
et al., 2012) and MGB (Antunes et al., 2010), being low or almost
absent in the lemniscal subdivisions, the central nucleus of the
IC and ventral MGB. Also, the neurons in the cortex of the
IC exhibit broader response areas than those from the central
nucleus (Malmierca et al., 2008, 2009; Geis et al., 2011; Duque
et al., 2012). In agreement with these results, we show here that
neurons with wider bandwidths (values as high as 30–40 kHz)
showed the strongest SSA (Figure 9). Thus, the convergence
of ascending, narrowly tuned frequency inputs with different
frequency selectivity could be a major mechanism underlying
SSA. In support to this idea, Taaseh et al. (2011) and Mill et al.
(2011) showed that individual inputs showing simple fatigue
could result in SSA. Beyond this mechanism, SSA could be fur-
ther refined through the local inhibitory circuits and descending
inputs from higher auditory centers. In this respect, a modulatory
role of postsynaptic GABAA receptors in shaping SSA in the IC
has already been demonstrated (Pérez-González and Malmierca,
2012; Pérez-González et al., 2012).

Considering that (1) the IC is the locus of convergence
for most inputs originating at lower auditory brainstem nuclei
and the locus where the lemniscal and non-lemniscal pathways
appears (Malmierca et al., 2003; Lee and Sherman, 2010, 2011),
and that (2) our results demonstrated the lack of widespread
SSA at the CN (Figure 12), it is tempting to suggest that cells
exhibiting strong SSA in the subcortical pathways first emerge in
the non-lemniscal IC. Two possible confounds currently limit this
hypothesis. First, a decrease in the responsiveness and changes
in the response variability of auditory cortical neurons caused
by the anesthesia (Kisley and Gerstein, 1999; Harris et al., 2011)
could also result in the absence of strong SSA in CN. This would
be the case, for example, if SSA in the CN were dependent on
descending projections for its generation. However, this possi-
bility seems unlikely since previous studies have demonstrated
that SSA at the IC (Anderson and Malmierca, 2013) and MGB
(Antunes and Malmierca, 2011) persist even if the corticofugal
pathway is reversibly deactivated. Second, the CN has multiple
distinct physiological response types which are well-correlated
with anatomical and cellular characteristics. While neurons were
recorded in both VCN and DCN, currently there is no detailed
classification of CN neurons in the anesthetized rat. Therefore, we
cannot rule out that we recorded from all response types in this
study. Indeed, because across-frequency integration seems to be
important in SSA, CN neuronal types that show frequency con-
vergence and that project to the IC, e.g., some multipolar cells
or small cells from the cap area (Winter and Palmer, 1995; Jiang
et al., 1996; Palmer et al., 1996; Malmierca et al., 2002; Cant and
Benson, 2003) might potentially be capable of showing high levels
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FIGURE 13 | Stimulus sensitivity in CN neurons. (A) Neurometric
boxes displaying the percentage of correct identifications in the
equiprobable and oddball condition (pDev = 10%) for different
repetitions rates (4, 8, 12, and 20 Hz). (B) Box plots indicating that no
improvement was elicited under the oddball condition regarding the

equiprobable one (Signed Rank Test; p > 0.05). (C) Box plots that
indicate that the discrimination enhancement indexes (DEI) remained at
zero and did not change across repetition rate (Kruskal–Wallis Test;
p > 0.05). (D) No positive correlation between the CSI and DEI was
found (Spearman’s correlation coefficient, rs; ∗p < 0.05).

of SSA as well. To rule out this possibility a detailed morphologi-
cal and physiological study is necessary in the future. Finally, the
presence of SSA in brainstem nuclei between the CN and IC also
remains to be tested.

NEURONAL SENSITIVITY OF IC
We show here that the vast majority of IC neurons discriminate
between nearby tones around BF even when they occur with equal
probability (Figures 6A,B; upper left quadrants). While many of
the AUCs were significantly larger than 0.5, they also tended to
be smaller than 0.71, the standard definition of a psychophysi-
cal threshold. Note that other pairs of frequencies within the FRA
with the same frequency difference could give rise to larger AUCs.
Thus, our results for the equiprobable case should be seen as a
lower bound on the frequency discrimination capabilities of IC
neurons. Even with the biased selection of frequencies to test, a
small population reached AUC > 0.71 for frequency separations

as small as �f = 0.07, very close to the psychophysical thresh-
olds of rats (e.g., Talwar and Gerstein, 1998, 1999). Interestingly,
these neurons also showed narrower bandwidths than the rest.
The narrow bandwidth could result in large changes in firing rates
for nearby frequencies, leading to the high AUCs (Gordon et al.,
2008). Such narrowly-tuned inputs could also account for the
hyperacuity of MGB and cortical neurons in oddball conditions,
as previously reported (Ulanovsky et al., 2003; von der Behrens
et al., 2009).

Frequency discrimination in IC depended on context,
being larger when the stimuli had decreased probability
(Figures 6B,C and 7). Robust increases in discrimination in the
oddball conditions occurred for the lower deviant probability
(pDev = 10%) and the larger frequency separations (�f > 0.07).
Note that we used here the mean AUC across the two odd-
ball sequences, rather than the maximal one as used previously
(Ulanovsky et al., 2003; Malmierca et al., 2009). The mean AUC is
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a more conservative estimate of frequency discriminability, and its
use may explain why we did not observe extreme discrimination
performance as reported previously in IC (Malmierca et al., 2009
their Figure 7, neurons in the upper left corner). Either way, these
results emphasize the influence of context on sensory process-
ing as early as in the IC as has been demonstrated before for the
processing of interaural phase (Spitzer and Semple, 1991, 1993,
1998; McAlpine et al., 2000), level differences (Sanes et al., 1998),
monaural frequency transitions (Malone and Semple, 2001) and
simulated motion (Wilson and O’Neill, 1998).

FREQUENCY DISCRIMINABILITY ENHANCEMENT REFLECTS THE
DEGREE OF SSA
We found a strong correlation between the discriminability
enhancement and the degree of SSA, but only for the condition
with the lowest deviant probability (pDev = 10%) and larger
frequency separation (�f > 0.07) (Figure 8). These are also
the conditions that had higher CSI. This positive correlation is
expected from the design of the experiment. The two frequencies
were selected to evoke equivalent responses in the equiprobable
condition, and in the oddball condition they were expected to
evoke different responses. In consequence, we expected a sub-
stantial overlap between the spike count distributions in the
equiprobable condition, but a decreasing overlap in the oddball
condition. Indeed, DEI depended on deviant probability and fre-
quency separation very similarly to CSI (Figure 7). Finally, the
absence of SSA and null enhancement in deviant detectability by
CN neurons reinforced the notion that deviant discriminability is
a functional consequence of SSA (Figures 12 and 13).

Nevertheless, we also found that neurons with CSI ≤ 0.1
showed a significant decrease in AUC in the oddball condition
(Figure 6B). This decrease was due to larger corrections for the
AUCs obtained under the oddball condition than to the AUCs
under the equiprobable one. This trend should be seen as a
negative bias in the estimation of the AUC under oddball condi-
tions. Given that as a rule AUC increased with decreasing deviant
probability, our conclusions should be considered as conservative.

FUNCTIONAL SIGNIFICANCE
Neuronal responses in auditory cortex are plastic at many dif-
ferent time scales (Condon and Weinberger, 1991; Kilgard and
Merzenich, 1998, 2002; Fritz et al., 2003; Ulanovsky et al., 2003;
Froemke et al., 2007). Here we demonstrate that neurons in IC
show some sort of short-term plasticity under similar conditions
to neurons in MGB and A1. As previously suggested (Antunes
et al., 2010), the non-lemniscal regions of the IC could trans-
mit SSA to the non-lemniscal MGB neurons, which in turn
would project to the superficial layers of AC (Cetas et al., 1999;
Huang and Winer, 2000; Anderson et al., 2009). Neurons in the

medial division of the MGB have large-diameter axons that are
known to terminate primarily in layer I of the auditory cortex
in both primary and secondary cortical fields. For example, in
the somatosensory cortex Cauller and Connors (1994) observed
strong excitatory effects on pyramidal cells present in layers II,
III and V to be mediated by long horizontal axons located in
layer I. Further experiments are required in order to check this
possibility. Thus, at all levels of the auditory pathways, context-
dependence of the responses could serve for adjusting the neural
code to match the statistics of the input signal to produce an
efficient representation of auditory scene. Similarly, the changes
in responses as a function of tone probability could serve in
the processes of auditory scene analysis. Indeed, auditory stream
segregation is also sensitive to frequency separation and presenta-
tion rate (e.g., Fishman et al., 2004; Fishman and Steinschneider,
2010). Moreover, there is evidence suggesting the involvement
of pre-attentive neural process in auditory stream segregation
(Winkler et al., 2003). Thus, SSA in IC may increase the saliency
of low-probability signals, helping to segregate them by reduc-
ing the ambiguity of the neuronal representations for downstream
read-out mechanisms.

Interestingly, our results suggest that the initial locus for the
computation of SSA is not at the very first stations of the audi-
tory pathway, e.g., the CN. Thus, the picture of the auditory
system that emerges here reinforces the idea that the initial
coding of sounds is purely based on their short-term physical
characteristics, and sensitivity to longer contexts that is required
for higher-order processing, efficient coding, and auditory scene
analysis appears only later.
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Pharmacological block of inhibition is often used to determine if inhibition contributes
to spike selectivity, in which a preferred stimulus evokes more spikes than a null
stimulus. When inhibitory block reduces spike selectivity, a common interpretation is
that differences between the preferred- and null-evoked inhibitions created the selectivity
from less-selective excitatory inputs. In models based on empirical properties of cells
from the inferior colliculus (IC) of awake bats, we show that inhibitory differences are not
required. Instead, inhibition can enhance spike selectivity by changing the gain, the ratio of
output spikes to input current. Within the model, we made preferred stimuli that evoked
more spikes than null stimuli using five distinct synaptic mechanisms. In two cases,
synaptic selectivity (the differences between the preferred and null inputs) was entirely
excitatory, and in two it was entirely inhibitory. In each case, blocking inhibition eliminated
spike selectivity. Thus, observing spike rates following inhibitory block did not distinguish
among the cases where synaptic selectivity was entirely excitatory or inhibitory. We
then did the same modeling experiment using empirical synaptic conductances derived
from responses to preferred and null sounds. In most cases, inhibition in the model
enhanced spike selectivity mainly by gain modulation and firing rate reduction. Sometimes,
inhibition reduced the null gain to zero, eliminating null-evoked spikes. In some cases,
inhibition increased the preferred gain more than the null gain, enhancing the difference
between the preferred- and null-evoked spikes. Finally, inhibition kept firing rates low.
When selectivity is quantified by the selectivity index (SI, the ratio of the difference to
the sum of the spikes evoked by the preferred and null stimuli), inhibitory block reduced
the SI by increasing overall firing rates. These results are consistent with inhibition shaping
spike selectivity by gain control.

Keywords: inhibition, spike threshold, modeling, response selectivity, gain control, directional selectivity

INTRODUCTION
To determine the role of inhibition in sensory processing, ion-
tophoretic application of pharmacological agents during extra-
cellular recording has been used for decades (Sillito, 1975; Moore
and Caspary, 1983; Yang et al., 1992; Klug et al., 2002; Andoni
et al., 2007; Kutscher and Covey, 2009). Typically, stimulus-
evoked spikes are measured before and after application of the
agent. Spike selectivity, a difference between the spikes evoked
by a preferred stimulus compared to a less-preferred or null
stimulus, is generally reduced following inhibition block.

A limitation is that extracellular electrodes only measure out-
put spikes, and therefore the underlying mechanisms must be
inferred. For example, blocking inhibition in the auditory mid-
brain nucleus, the inferior colliculus (IC), reduces spike selectivity
for frequency, intensity, frequency modulations (FMs), duration,
binaural sensitivity, and conspecific communication calls (Yang
et al., 1992; Casseday et al., 1994; Fuzessery and Hall, 1996; Kautz
and Wagner, 1998; Klug et al., 1999; Andoni et al., 2007). A com-
mon interpretation is that spike selectivity depends on differences
between the preferred- and null-evoked inhibitions: differences in
timing (temporal pattern), in size (total conductance), or both.

These differences, combined with the differences between the
preferred and null excitations, comprise what we term “synaptic
selectivity.” Synaptic selectivity is required to create input selec-
tivity, i.e., the differences between the total input current, the
summation of all of the excitation and inhibition evoked by the
preferred and null stimuli. Input selectivity then underlies spike
selectivity.

Additionally, inhibition might enhance spike selectivity by
modulating the neuronal gain i.e., the ratio of output (spikes)
to input (current) (Ingham and McAlpine, 2005; Pérez-González
et al., 2012). In cases where inhibition modulates spike selec-
tivity by setting the gain, synaptic selectivity could rely on dif-
ferences between the preferred and null excitations to generate
input selectivity, and inhibition does not necessarily contribute
to synaptic selectivity. Instead, inhibition reduces the input cur-
rent, which can reduce output spikes and also modulate the gain.
For example, inhibition could enhance spike selectivity by keep-
ing the null inputs below spike threshold, such that they evoke
no spikes (gain = 0), but preferred inputs evoke spikes (Rose and
Blakemore, 1974; Wehr and Zador, 2003; Gittelman et al., 2009;
Katzner et al., 2011). After inhibitory block, both the preferred
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and null inputs get bigger. If null signals become suprathreshold
(gain > 0), spikes are evoked and spike selectivity is reduced.

Inhibition might also enhance spike selectivity by keeping fir-
ing rates well below maximum (saturation) and in a range with
high gain, where small input selectivity translates into large spike
selectivity (Gittelman et al., 2009; Gittelman and Li, 2011). If
blocking inhibition increases the inputs enough to approach satu-
ration, null firing will increase more than the preferred, reducing
or even eliminating the difference between the preferred and null
spike counts. In this scenario, inhibition enhances spike selectiv-
ity even when the preferred and null inhibitions are identical and
the synaptic selectivity mechanism is entirely excitatory. We term
these inhibitory mechanisms that do not contribute to synaptic
selectivity as “gain control,” and we note that roles for inhibi-
tion in gain control and synaptic selectivity are not mutually
exclusive.

We previously reported that inhibition enhances FM selectivity
in IC cells by keeping null responses below threshold (Gittelman
et al., 2009; Gittelman and Pollak, 2011). This finding was inde-
pendent of whether inhibition contributed to synaptic selectivity
and is consistent with gain control described above. However, the
conclusions were based solely on studies in one IC cell type (sus-
tained cells with high input resistance), with a limited range of
synaptic selectivity mechanisms and passive neuronal modeling
(no voltage-gated channels, no spikes). In the current study, mod-
eling was used to test a broader range of scenarios. Spiking models
were designed with input/output (I/O) functions that span the
range of IC cells measured in vivo. Selective spiking was created
with a broad range of synaptic selectivity mechanisms, includ-
ing two in which inhibition made no contribution to synaptic
selectivity, i.e., there were no differences between the preferred
and null inhibitions. We then removed inhibition from the mod-
els to determine whether the mechanisms underlying synaptic
selectivity could be distinguished based on the changes in spike
selectivities before and after blocking inhibition. Finally, previ-
ously reported data were analyzed using these spiking models to
determine whether inhibition acting as a gain control was consis-
tent with the effects of blocking inhibition on FM selectivity in
the IC.

MATERIALS AND METHODS
In vivo
Membrane properties and FM-evoked conductance analyses from
the cells presented here were reported previously (Gittelman
et al., 2009). Responses to current steps and to FM sweeps
were recorded using patch electrodes in whole-cell current-clamp
mode from the central nucleus of the IC in awake Tadarida
brasilensis mexicana. Input/output (I/O) functions were the num-
ber of spikes evoked in the first 50 ms during prolonged (200 ms)
current step injections, as functions of current level. The eight
conductance sets were derived from five sustained cells in which
we recorded spikes and postsynaptic potentials (PSPs) evoked by
a pair of FMs, a preferred and null FM that differed only in direc-
tion. In two cells we used a single FM pair in each cell to derive
one conductance set per cell. In three cells we used two FM pairs
in each cell to derive two conductance sets per cell, for a total of
eight conductance sets (16 conductance pairs).

CELL MODELING
Single-compartment models comprised excitatory and inhibitory
synaptic inputs, voltage-independent leak channels, and three
voltage-dependent channels (Rothman and Manis, 2003): sodium
(Na); a high-threshold potassium (KHT); and low-threshold
potassium (KLT). Parameters were optimized to match empiri-
cally measured spiking, either average (Figures 1, 2), or individual
neurons (Figures 3, 4). We assumed two synaptic conductances,
one for excitation and one for inhibition with reversal potentials
of 0 and −70 mV, respectively.

Average responses
We matched the average measured I/O functions of sustained
and onset-burst cell types (Tan et al., 2007; Xie et al., 2008).
The published voltage-dependent channels (Rothman and Manis,
2003) recreated the sustained responses. However, while the pub-
lished KLT currents create onset responses, such as those recorded
in vitro (Koch and Grothe, 2003), they do not generate the burst-
ing pattern observed in the IC in vivo (Tan et al., 2007; Xie et al.,
2008). Onset-burst cells can fire a burst of spikes at the start of
a prolonged depolarization, rather than the single spike fired by
onset cells recorded in vitro. In conjunction with KLT, a num-
ber of mechanisms could produce this burst pattern, such as
hyperpolarization-activated currents (Ih) and t-type calcium cur-
rents (Kopp-Scheinpflug et al., 2011). However, our goal here was
to match the I/O function in the simplest way possible, by extend-
ing the temporal window for spike initiation to enable bursting.
To achieve the burst pattern, we changed KLT activation to a
sigmoid-shaped temporal window W(t). Thus,

GKLT (t) = GKLT ∗ W(t) = GKLT

(1 + exp(−(t−Tdelay)))
4
,

where GKLT is the maximum conductance for KLT, Tdelay is the
relative delay, and t is time (ms). This equation simulated the
effect of delayed KLT activation because GKLT(t) is close to 0 for
t < Tdelay and GKLT(t) rapidly increases to GKLT for t > Tdelay.
The timing and shape of W(t) determined the number of spikes
in the burst before KLT activated sufficiently to curtail firing. We
found a good match to the empirical data with Tdelay = 5 ms.
While perhaps not biophysically realistic, implementing W(t)
achieved the goal of matching the measured onset-burst function.
In our view, the results in this study are not affected by how the
I/O function was achieved.

Individual cells
The average sustained model was adjusted to match empir-
ical measurements from the individual sustained-type cells
(Figures 3, 4). First, the model membrane capacitance and leak
conductance were adjusted to match measured values. Then,
the maximum voltage-gated conductances (GNa, GKHT, and
GKLT) were systematically varied until the model spike counts
matched the empirical spiking responses to FM sweeps and cur-
rent steps. To simulate measured spike variability, we scaled
the derived synaptic conductances by factors chosen randomly
from a Gaussian distribution (mean = 1; SD = 0.05). Scaling
the conductances would represent variation in the size of the
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postsynaptic currents, possibly due, for example, to variation in
the afferent firing or in vesicle release. Models were then stimu-
lated with 25 independent pairs of scaled synaptic conductances.
Model spike probability, the average spikes/trial, was calculated
and compared to measured spike probability.

Conductance waveforms
In Figure 2, both the excitatory and inhibitory conductance
waveforms [gE(t) and gI(t) respectively] were simu-
lated as the difference of two exponentials, i.e., gE(t) =

GE
gnorm

[
exp (−t/τE) − exp(−t/τE_rise)

]
, where GE is the peak

conductance, t is time (ms), τE and τE_rise are the decay and
rising time constants (ms), respectively, with τE>τE_rise. The
constant gnorm was chosen so that the maximum value of
the conductance was GE. Specifically, the peak value of gE(t)
occurs at time tp, where tp = τE_rise∗ τE

τE − τE_rise
ln τE

τE_rise
and gnorm

is the value of the difference in the exponentials at time tp,
gnorm = exp(−tp/τE) − exp(−tp/τE_rise). The conductance
parameters that we varied to generate selective responses were
relative peak times, the conductance sizes (the integrated con-
ductance functions) and the shapes (the time constants). Each
conductance parameter was varied separately, once for excitation
and once for inhibition. The integrated conductance was held
fixed by adjusting the maximum conductance.

RESULTS
MODEL CELLS MATCH INTRINSIC FIRING PROPERTIES
MEASURED In vivo
How synaptic selectivity, the differences between the preferred-
and null-evoked synaptic inputs, translates into spike selectivity
depends on the excitability of the postsynaptic cells. We therefore
optimized model cells to match the spike counts evoked by pro-
longed current steps measured in vivo from 20 IC cells that were
representative of the larger data set in (Xie et al., 2008) (Figure 1).
IC cells have been categorized into three types that account for
∼95% of the population in our hands: sustained, adapting, and
onset (Koch and Grothe, 2003; Xie et al., 2008). We concen-
trated on the spike counts in the first 50 ms, since we ultimately
examined responses to brief (<50 ms) signals. During this period,
adapting and sustained cell spike counts are similar, and thus, we
only present sustained and onset models [∼85% of the cells in Xie
et al. (2008)].

Examples of measured and computed spike waveforms and
stimulating currents are shown for the sustained and onset cell
(Figures 1A,B, respectively). The spike counts match well in both
cell types, although the waveforms are somewhat different, espe-
cially in the sustained cell. In particular, spike heights in the
sustained model decline, likely due to Na channel inactivation,
and the membrane potential in between spikes is rather different.
We suspect this is due to the limited implementation of voltage-
gated channels and cell geometry, but we do not think that is has
a major impact on our findings (see “Discussion”).

Single compartment models were optimized to match the
average responses of these two cell populations (“average mod-
els”), and are shown as input/output (I/O) functions (Figure 1C).
Although, we used current steps as stimuli, the I/O curve shape
would be similar if the input current were synaptic input strength.
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FIGURE 1 | Measured and modeled current-step responses match.

(A) in vivo (left) and model cell (right) potentials (top) for a sustained cell
stimulated with current steps (bottom). Scale bars and step sizes also apply
to (B). (B) Same as (A) for an onset cell. (C) Empirical and model I/O
functions for average response of each cell type.

We did not inject enough current to reach saturation in the in vivo
study, but as expected the slopes become less steep with increasing
stimulus strength (Darian-Smith, 1960; Tateno et al., 2004). We
used these average model cells to examine the roles of inhibition
in generating spike selectivity.

CHANGES IN SPIKE COUNTS AFTER INHIBITORY BLOCK DO NOT
DISTINGUISH AMONG FIVE SYNAPTIC MECHANISMS IN THE
MODEL CELLS
We next created spike selectivity with five different mechanisms
of synaptic selectivity (Figure 2) using the average sustained
(top, A–E) and onset (bottom, F–J) cell models from Figure 1.
These examples were designed to illustrate that amongst very
diverse mechanisms of synaptic selectivity, the role(s) of inhibi-
tion are not always revealed by changes in spike counts following
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FIGURE 2 | Blocking inhibition can eliminate spike selectivity

independent of the underlying mechanism of synaptic selectivity. Spike
selectivity is generated by five different mechanisms of synaptic selectivity in
a modeled sustained cell (A–E) and onset cell (F–J). Each mechanism had

differences in only one synaptic conductance parameter, as shown. In each
case, the preferred conductance pair evoked one spike and the null-evoked
no spikes (selectivity index SI = 1). Removing inhibition eliminated spike
selectivity (SI = 0) in every example.

Frontiers in Neural Circuits www.frontiersin.org September 2012 | Volume 6 | Article 67 | 397

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Gittelman et al. Inhibition controls gain

inhibitory block. In each case, synaptic selectivity was created by
only a single difference between the preferred- and null synaptic
inputs, as described below. Of the five cases, the mechanism
underlying synaptic selectivity was entirely excitatory in two,
entirely inhibitory in two, and in one case both excitation and
inhibition contributed. However, inhibition reduced the current
strength in all five cases, which modulated the gain, i.e., the ratio
of output spikes to input current. As will be shown, spike selec-
tivity was dependent on the relative gains of the preferred and
null inputs. Consequently, eliminating inhibition from the model
eliminated spike selectivity in every case.

In the first example, the mechanism underlying synaptic selec-
tivity was entirely excitatory (sustained cell, Figure 2A, left; onset
cell, Figure 2F, left). The only difference between the preferred-
and null synaptic conductances was that the integral (size) of the
preferred excitatory conductance was larger than the null. The
preferred and null excitations were identical in temporal envelope
(shape), and the preferred and null inhibitions were identical in
both size and shape. Finally, there was no delay between the exci-
tation and inhibition in either the preferred or null conductance
pair. In this (and each) example, the synaptic conductances were
made such that the preferred conductance pair evoked spikes but
the null pair did not.

We then show what would happen if inhibition were blocked.
We simulated blocking inhibition by eliminating inhibition and
stimulating with excitation only (Figures 2A,F right). In each
model cell, the preferred and null excitation presented alone
evoked identical spike counts. Indeed, they were designed to do
so in order to illustrate the point that blocking inhibition can
eliminate spike selectivity even when inhibition makes no con-
tribution to synaptic selectivity. Consider that the preferred and
null inhibitions were identical, and therefore, inhibition could not
by itself create synaptic selectivity. Instead, the difference between
the preferred and null excitations created synaptic selectivity.
However, in the absence of inhibition, the synaptic selectivity
did not translate into spike selectivity. In order to translate into
spike selectivity, synaptic selectivity must generate a difference
in the inputs (input selectivity) that falls in a region of the I/O
curve that is sufficiently steep to generate a difference in the spike
counts (see schematic in Figure 5). Here, we made the excitatory
inputs so that when presented without inhibition the resulting
inputs were both large, and thus, fell in the upper region of the
I/O function that was not sufficiently steep to generate spike
count differences. With inhibition, the inputs were reduced in
amplitude, shifting their position leftward on the I/O function
where the slope was steep enough to generate spike differences
(in this case, the null generated no spikes). By reducing the
strength of both the preferred and null inputs, inhibition mod-
ulated the gain. Spike selectivity was enhanced because the gain
of the null was reduced to zero, whereas the preferred gain was
still positive.

The second example was similar to the first except that
synaptic selectivity was due to the difference in the temporal
envelopes (shapes) of the preferred and null excitation, with
no differences in the size (integral) of excitation, and no dif-
ferences between the preferred and null inhibitions (sustained
cell, Figure 2B; onset cell, Figure 2G). Again, the inputs were

designed so that in the absence of inhibition the preferred and
null excitations evoked identical spike counts (right). These
(extreme) examples show that inhibition can enhance spike selec-
tivity by modulating the gain without contributing to synaptic
selectivity.

In the remaining three examples, synaptic selectivity depended
on inhibition; there were no differences between the preferred
and null excitations. Consequently, removing inhibition elimi-
nated synaptic selectivity entirely, and therefore eliminated both
input- and spike selectivity (not shown). In two cases the synap-
tic selectivity was entirely inhibitory; the preferred and null
inhibitions differed either in size (total conductance) (sustained
cell, Figure 2C; onset cell, Figure 2H) or shape (sustained cell,
Figure 2D; onset cell, Figure 2I), and the preferred and null exci-
tations were identical. The last example shows the classic case
of creating spike selectivity by a difference in the delay between
excitation and inhibition (sustained cell, Figure 2E; onset cell,
Figure 2J).

We note that in addition to its contribution to synaptic selec-
tivity, inhibition was also designed to enhance spike selectivity in
each of the five cases as a gain control, i.e., by keeping the null
inputs below threshold and by keeping the overall input strength
well below saturation. We conclude from this section that in many
scenarios the elimination of spike selectivity following inhibitory
block does not reveal the mechanisms underlying synaptic selec-
tivity. Importantly, the results were similar in the two different
model cells that represent the extremes of the cell types found in
the IC (Xie et al., 2008; Gittelman et al., 2009), suggesting that this
may be true in many cell types.

BLOCKING INHIBITION REDUCES SPIKE SELECTIVITY FOR FM
DIRECTION BY ADJUSTING THE GAIN
We now examine how inhibition contributes to spike selectivity
for FM direction in IC cells using the above modeling strategy
with empirical data. We used this approach to assess the extent
to which inhibition enhanced spike selectivity by contributing to
synaptic selectivity as compared to acting as a gain control, and to
determine whether the empirically derived model was consistent
with the ubiquitous finding that blocking inhibition reduces spike
selectivity and increases spike counts.

In this section we used previously published synaptic conduc-
tances that were derived from FMs presented in sets consisting of
two identical sweeps, one that swept upward and one that swept
downward. The “average” sustained model cell from Figure 1
was adjusted to match the empirically derived I/O functions for
each individual cell from which FM-evoked conductances were
derived. Each FM evoked a conductance pair consisting of an
excitation and an inhibition. Thus, each FM set, consisting of
a downward and an upward sweep, evoked two conductance
pairs, one evoked by the preferred sweep direction, and another
evoked by the null direction. We refer to the preferred- and null-
evoked conductance pairs together as a conductance “set.” In
three cells, two FM sets were presented, and in two cells only
one FM set was presented. Thus, we derived two conductance
sets each from three cells, and one conductance set each from
two cells for a total of eight conductance sets, or 16 conduc-
tance pairs.
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We show an example cell in Figure 3, followed by summary
results in Figure 4. The computed and measured I/O func-
tions of the example cell were identical (Figure 3A), and the
FM-evoked spiking matched the spiking computed by stimulating
the model with the FM-evoked conductance pairs (Figures 3B,C).
The preferred FM reliably evoked spikes, whereas the null FM
never evoked spikes (average spikes/trial of 0.9 and 0, respec-
tively, Figure 3B). We calculated spike selectivity using the SI
[SI = (P − N)/(P + N)], where P is the preferred spike count and
N is the null spike count. The SI ranges from 0 (non-selective)
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FIGURE 3 | Inhibition enhances FM selectivity by controlling the gain,

example cell. (A) Measured and computed responses to 100, 200, and
300 pA current steps (50 ms shown). Right: measured and computed I/O
functions. (B) Measured membrane potentials (top) in response to
preferred (downward, single trace) and null (upward, average of 10 traces)
FMs and the derived FM-evoked synaptic conductance (bottom). Spike
probability and SI as shown. (C–E) Using the model cell from (A) and the
control excitations shown in (B), we computed membrane responses using
(C) the control inhibitions, (D) the average of the preferred and null
inhibitions, and (E) no inhibition. Model firing probabilities and SIs as
shown.

to 1 (maximum selectivity). Here, SI = 1. Similar to the measured
data, computed firing probability to the preferred conductance
pair was 0.92, and computed firing to the null was 0 (SI = 1,
Figure 3C).

Inspection of the FM-evoked synaptic conductance waveforms
shows that the preferred excitation was larger than the null
excitation, and they differed in shape. Additionally, the preferred
inhibition was also slightly larger than the null inhibition, and
they differed somewhat in shape (Figures 3B,C, bottom). We
point this out to make it clear that both excitation and inhibi-
tion contributed to synaptic selectivity, but that it is not clear
how inhibition’s contribution to synaptic selectivity affected spike
selectivity.

To determine the extent to which inhibition’s contribution to
synaptic selectivity affected spike selectivity, we eliminated the
differences between the preferred and null inhibitions. We did
this by averaging the preferred and null inhibitory conductance
(Figure 3D). We then stimulated the model cell with a conduc-
tance pair comprised of the average inhibition and either the
preferred or the null excitation. Under these conditions, inhibi-
tion makes no contribution to synaptic selectivity, but continues
to modulate the input strength in approximately the same way as
in the control condition.

In this model, the differences in excitation combined with the
average inhibition generated the same firing probabilities and
spike selectivity as the measured values. The firing probability
computed using the conductance pair with the average inhibition
and the preferred excitation was 0.9, whereas, the firing probabil-
ity computed from the conductance pair with the null excitation
was 0 (SI = 1). In other words, whatever contribution inhibition
made to synaptic selectivity in this example, that contribution was
undetectable in the spike counts.

We next assessed the extent to which inhibition’s role in
modulating input strength affected spike selectivity by ask-
ing how eliminating inhibition affected the difference between
the preferred and null spikes. Without inhibition, the pre-
ferred excitation evoked an average of 1.76 spikes per stimulus,
whereas the null firing count increased to 0.96, reducing the
SI to 0.29 (Figure 3E). Note that inhibition enhanced spike
selectivity in two ways that are consistent with gain control.
First, it kept the null response below threshold, i.e., the null
gain = 0. Also, the null firing increased slightly more than
the preferred following inhibitory block. More importantly,
because the SI is calculated as a ratio, the overall increase in
firing reduced the SI. This points out that by limiting the
overall firing rates, inhibition can increase the relative differ-
ence in spiking, even if it does not alter the absolute spiking
difference.

We conclude that in this example, inhibition enhanced
spike selectivity by controlling the gain and by limiting fir-
ing rates rather than by its contribution to synaptic selectivity.
Furthermore, the effects of removing inhibition on spike rate
and spike selectivity are consistent with the effects commonly
observed when inhibition is blocked in vivo. Although, this exam-
ple is representative of most of our data, there are cells in which
inhibition’s contribution to synaptic selectivity does affect spike
selectivity, as shown in the next section.

Frontiers in Neural Circuits www.frontiersin.org September 2012 | Volume 6 | Article 67 | 399

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Gittelman et al. Inhibition controls gain

5

0

sp
ik

e 
co

un
ts

2500
injected current (pA)

measured
model      
 

1

0

m
od

el

10
measured

2 pairs

4 pairs

preferred  
         null

1

0

m
od

el

10
measured

4 sets

2

1

0

no
 in

hi
bi

tio
n

210
with inhibition

         null  
preferred

BA

D

C

1

0

co
m

pu
te

d
S

I

control average gi no gi

inhibition (gi) used

4 sets

1

0

pr
ef

er
re

d

10
null

FE
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summary. (A) Average modeled and measured I/O curves. (B) Measured
FM-evoked spike probability plotted against spike probability computed in the
models using the derived FM-evoked conductance pairs. (C) Selectivity index
(SI) for all eight FM sets, modeled vs. measured. (D) Computed spike
probability, with and without inhibition. (E) The change in computed

spikes/trial following the elimination of inhibition. The change is equal to
the spikes/trial under control conditions with inhibition intact subtracted from
the spikes/trial with no inhibition. (F) Selectivity index computed using
either the control conductance sets, conductance sets with the average
inhibition and the control excitations, or with the control excitations only.
Red lines indicate no change in SI using the average inhibition.

SUMMARY DATA
A summary of the eight conductance sets from the five cells
is shown in Figure 4. On average, the spike counts evoked by
current steps computed from the model cells were similar to
the measured spike counts (Figure 4A). The responses com-
puted from the FM-evoked conductance waveforms matched
the measured FM-evoked firing probability closely (Figure 4B).
In 14/16 conductance pairs, the computed and measured firing
probabilities were within 10%. In one conductance set, the com-
puted firing probability to the preferred conductance pair was
0.96, lower than the measured probability of 1.4. In another set,
the null-computed spiking probability was 0.7 compared to the
measured 0.5.

In terms of directional selectivity, the model cells and mea-
sured data were also similar (Figure 4C). We show the computed
SI plotted against the measured SI for each conductance set. In
five out of eight sets, the computed and measured SIs were equal.
In three sets, the computed SI was slightly lower than measured.
Since blocking inhibition typically reduces the SI, a low computed
SI for the control condition is a conservative error. Taken together,
the models are a good representation of the individual cells.

To determine the extent to which inhibition enhanced spike
selectivity by contributing to synaptic selectivity or gain con-
trol, we computed firing probabilities and SIs using either the
average of the preferred and null inhibitions or by eliminating

inhibition. We first show the effect of eliminating inhibition on
firing probability (Figures 4D,E).

Eliminating inhibition increased spike probability in almost
every case (Figure 4D), and inhibition kept the null responses
below threshold (gain = 0) in four out of eight sets. Furthermore,
the increase in firing probability, the difference between the firing
probability with and without inhibition, was greater in the null
than in the preferred in six out of eight sets (Figure 4E). Thus,
inhibition affected firing rates and the gain in most cases.

We next assessed the effect on spike selectivity of inhibition’s
contribution to synaptic selectivity compared with inhibition’s
contribution to gain control (Figure 4F). For each conductance
set, we show the SI computed with the control excitation com-
bined with either the control inhibition (control), the average
inhibition or with no inhibition. In five out of eight cases, using
the average inhibition did not alter the SI (red horizontal lines,
four cases are overlapping), indicating that any contribution that
inhibition made to synaptic selectivity was undetectable in the
spike counts. In these five cases, the SI was not reduced until inhi-
bition was eliminated. In the remaining three cases, eliminating
the inhibitory differences reduced the SI. However, eliminating
inhibition entirely reduced the SI even more, indicating that
inhibition contributed to spike selectivity by enhancing synap-
tic selectivity and as a gain control in these three cells. Thus,
inhibition sometimes enhanced spike selectivity by enhancing
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synaptic selectivity (three out of eight), but always enhanced spike
selectivity as a gain control (eight out of eight).

DISCUSSION
SUMMARY
Using modeling and results from in vivo whole-cell record-
ings, we investigated the role of inhibition in shaping neu-
ronal response selectivity in the IC. The first result is that
changes in spike selectivity following inhibitory block do not
necessarily distinguish amongst potential underlying mecha-
nism(s) of spike selectivity. This was shown in two distinct
cell types, sustained cells and onset cells, which represent
the extremes of the cell types found in the IC in terms
of input/output functions. Using empirically derived synaptic
inputs and modeling, we found that when inhibitory block
reduced or eliminated spike selectivity, inhibition sometimes
enhanced spike selectivity by contributing to synaptic selectiv-
ity, but always by modulating the firing rates and gain. These
inhibitory mechanisms are not mutually exclusive. We first dis-
cuss the simplicity of the model cells, then briefly review the
terms gain and gain control in the context of enhancing spike
selectivity.

SIMPLE MODEL
Although, the model cells in this study are very simple, they cap-
tured the essential empirically measured features, and we do not
believe that a more complex or physiologically accurate model
would change the central conclusions. For example, as noted in
the methods, the low-voltage-activated potassium conductance
in the onset cell model was not physiological. In order to fire
a few spikes rather than a single spike at the start of prolonged
depolarization, we mathematically delayed the activation of a
KLT current. A more physiologically accurate approach would
have been to include additional currents, such as, a Ih or a t-
type calcium current (Sivaramakrishnan and Oliver, 2001; Koch
and Grothe, 2003). However, modeling studies have shown that
many different combinations of intrinsic properties can achieve
the same I/O curve (Prinz et al., 2003), and suggest that simi-
lar I/O curves would be functionally similar independent of the
underlying intrinsic properties. Also, we would expect that a
multi-compartment model with the appropriate complement of
intrinsic properties might show a greater role for synaptic selec-
tivity in creating differences between preferred and null PSPs
(PSP selectivity). For example, Ih in cortical dendrites strongly
affects the temporal summation of inputs, and is not homoge-
nously expressed (Magee, 1998). Due to space clamp issues, such
dendritic processing might be undetectable in somatic record-
ings, even with channel blockers (Williams and Mitchell, 2008).
Although, we have argued that the small size and high input
resistance of most IC cells likely reduces the space clamp prob-
lem in IC cells compared to cortical neurons (Gittelman and Li,
2011), processing in the dendrites could be undetected or under-
estimated. However, we suggest that inhibition would function
similarly in the dendrites with the exception that the output might
be PSPs instead of spikes, i.e., there would be no spike thresh-
old. Nevertheless, inhibition would keep PSP size small and away
from saturation. Whatever processing occurs in the dendrites
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FIGURE 5 | Inhibition enhances spike selectivity by modulating gain,

schematic. Input/output (I/O) schematics illustrate three scenarios in which
inhibition enhances spikes selectivity by reducing spike rates and controlling
gain, the ratio of output/input. In each panel, the solid black line represents
the I/O curve, the dashed vertical lines represent the input current for the
control condition (tall and thick for preferred; short and thin for null), and the
red lines represent the input current with no inhibition. Inhibition enhances
spike selectivity by: (A) keeping the inputs below saturation; (B) keeping
the inputs in the steepest part of the I/O curve; (C) keeping the firing rates
low; and (D) keeping the null input below threshold, where the gain is zero.
In (C), it is not required for inhibition to change the gain to enhance spike
selectivity, although, it does in this example.

Frontiers in Neural Circuits www.frontiersin.org September 2012 | Volume 6 | Article 67 | 401

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Gittelman et al. Inhibition controls gain

would then be passed as input to the next compartment (e.g., the
soma).

GAIN AND GAIN CONTROL
Before illustrating how inhibition modulates gain and how this
affects spike selectivity, we note that gain and gain control have
been described in a number of different ways in the literature. In
order to clarify these terms, we consider a neuronal I/O curve with
current as the input and spikes as the output (Figure 5). Neuronal
I/O curves are typically sigmoidal in that in response to small
(subthreshold) inputs the output is zero. As the current strength
increases, the output increases up to a point, and then eventu-
ally saturates. It is often the case that continuing to increase the
current strength will eventually decrease the output (not shown).

Gain is the ratio of output/input (y/x), and therefore, the gain
changes with input strength. At the far left of the curve, when the
output is zero, the gain is zero. As the current strength increases,
the I/O curve enters a rising phase during which output increases
approximately in proportion to input. During this rising phase,
the gain increases rapidly at first, but then more slowly as satura-
tion is approached. During the saturation phase (far right), gain
decreases as input strength increases, but does not return to zero.

One definition of gain control, termed additive/subtractive,
is a horizontal shift of the I/O curve (Ingham and McAlpine,
2005). With only excitatory current as the input (X-axis), inhi-
bition shifts the I/O curve rightward (see Figure 9, Ingham and
McAlpine, 2005). However, the input to a cell is not just excita-
tion, but also includes inhibition. Therefore, the input is better
described as total current rather than just excitatory current. With
total current as the input, inhibition does not change the I/O
curve, rather it changes the input strength (Holt and Koch, 1997;
Chance et al., 2002). In this mathematically equivalent view, inhi-
bition works as an additive/subtractive gain control by shifting
the input strength leftward along the X-axis (see section “How
Modulating Gain Affects Spike Selectivity”).

Another definition of gain that is often used in neurobiology is
the slope of the I/O curve (dy/dx), i.e., the proportional change of
output with respect to input (Isaacson and Scanziani, 2011). To
distinguish between this definition and the preceding definition
(y/x), we refer to dy/dx as the proportional gain. The proportional
gain also changes with input strength, but in a different way. The
proportional gain is zero at the far left of the curve when the out-
put is zero. It increases at the start of the rising phase, peaks at the
midpoint of the rising phase, and then decreases as saturation is
approached, rapidly returning zero.

Also in neurobiology, it is often the case that only the rising
phase of the I/O curve is considered in discussions of proportional
gain (Isaacson and Scanziani, 2011). As the rising phase can be fit
reasonably well with a line, the proportional gain is considered
constant. Gain control is then defined as a change in the slope
of that rising phase (Chance et al., 2002; Ingham and McAlpine,
2005). Termed multiplicative or divisive gain control, this is a
useful definition when considering, for example, how attention
changes spike selectivity with respect to an environmental stimu-
lus rather than with respect to current (McAdams and Maunsell,
1999; Treue and Martínez Trujillo, 1999). However, without con-
sidering the entire I/O curve it is not possible to describe the

multiple ways in which inhibition modulates the gain, the pro-
portional gain, and spike selectivity. When the entire curve is
considered, and input is defined as current, inhibition modulates
the gain and the proportional gain by shifting the net input cur-
rent leftward with no concomitant change to the slope of the
I/O curve (Holt and Koch, 1997; Chance et al., 2002). As we
describe next, these changes in gain can account for changes in
spike selectivity. Importantly, they can also account for the mul-
tiplicative/divisive gain control observed when the input (X-axis)
is an environmental stimulus rather than current (Murphy and
Miller, 2003).

HOW MODULATING GAIN AFFECTS SPIKE SELECTIVITY
How inhibition alters gain and spike selectivity depends on where
the inputs fall along the I/O curve, and where they move when
inhibition is removed. We illustrate how inhibition can shape
spike selectivity without contributing to synaptic selectivity using
a schematic (Figure 5). In each scenario, we assume that the
difference between the preferred and null input currents is due
to differences between the preferred and null excitations, i.e.,
synaptic selectivity relies entirely on excitation to generate input
selectivity. The preferred and null inhibitions are presumed iden-
tical. Although, not strictly true, we conservatively assume that
identical inhibitions would shift the inputs leftward equally along
the X-axis (and thus blocking inhibition would shift the inputs
equally rightward). At typical resting potentials, identical inhibi-
tions would actually shift the null slightly more along the X-axis
than it would shift the preferred. In most situations, this would
mean that inhibition enhances spike selectivity more than if the
lateral shifts were exactly equal.

In the first scenario, inhibition enhances spike selectivity by
keeping the inputs below saturation (Figure 5A). Under con-
trol conditions, the inputs fall within the rising phase, with high
proportional gain. The preferred input (tall, thick dashed line)
is larger than the null (short, thin dashed line), and therefore,
evokes more spikes compared to the null. Once inhibition is
removed, both inputs shift rightward equally, such that they both
evoke the maximum number of spikes, i.e., the output saturates
(red lines), and spike selectivity is eliminated. In other words,
inhibition keeps the inputs within the rising portion of the I/O
curve, where the gains are high, and the gain of the preferred is
larger than the null gain. The steep slope (high proportional gain)
results in even small differences between the preferred and null
inputs translating into differences in the spiking. When inhibi-
tion is removed in this example, the inputs shift rightward to a
region of the I/O curve where the preferred gain is less than the
null gain, and the proportional gain goes to zero. Consequently,
no matter how large the difference between the preferred and null
inputs, they will evoke the same number of spikes. This, and each
subsequent example, shows an example of inhibition enhancing
spike selectivity by functioning as a subtractive gain control. By
reducing input strength, inhibition changed the gains of the pre-
ferred and null inputs, and consequently increased the difference
in output spikes.

There is a corollary to this example in which the inputs shift
rightward to a region of gentler slope, but do not reach saturation
(Figure 5B). It should be clear that without reaching saturation,
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the preferred proportional gain decreases more than the null
proportional gain. Consequently, the same difference between
the preferred and null inputs would generate a smaller differ-
ence in spiking, i.e., spike selectivity would decrease even without
reaching saturation.

Consistent with the above ideas, studies in the IC show
that inhibition prevents spike rate from approaching satura-
tion (Sivaramakrishnan et al., 2004; Ingham and McAlpine,
2005). This is also true in the cortex, where inhibition prevents
epileptiform activity (Dudek and Sutula, 2007; Katzner et al.,
2011), although, the phenomenon is not typically described as
gain control.

Additionally, inhibition keeps spike rates low, which also
enhances spike selectivity (Figure 5C). Under control condi-
tions the preferred input is larger than the null, but both fall
within the rising phase of the I/O function. When inhibition
is removed, both shift equally to the right, but stay within the
rising phase. In this example the proportional gain does not
change (much). However, the preferred and null gains do change.
With inhibition, the preferred gain is substantially larger com-
pared to the null gain. When inhibition is removed, both the
preferred and the null gain increase, but the null gain increases
more compared to the preferred. In other words, the differ-
ence between the preferred and null gain is reduced. Because
the SI is a ratio, it decreases when the preferred and null spikes
increase equally.

Finally, inhibition enhances spike selectivity by keeping
the null input below spike threshold (Figure 5D, Rose and
Blakemore, 1974; Wehr and Zador, 2003; Gittelman et al., 2009;
Katzner et al., 2011). The null evokes no spikes under control con-
ditions, and therefore, the null gain is zero. When inhibition is
removed, both the preferred and null inputs shift equally to the
right, and the null exceeds threshold (null gain > 0). Although
this may increase the absolute difference between the preferred
and null spikes, it nevertheless reduces spike selectivity as mea-
sured by the SI [SI = (P−N)/(P+N), where P is the preferred
spike count and N is the null spike count]. Under control con-
ditions the null spike count N = 0, and so the SI = 1. After
inhibition is blocked, N > 0, so SI < 1.

What this suggests is that when quantified by a SI, nearly any
change in firing rates will change the SI, and in most situations,
increasing firing rates will reduce it. Blocking inhibition almost
always increases firing rates in the IC, and therefore, almost always
reduces the SI. What is important here is that this is true inde-
pendent of whether or not inhibition contributes to synaptic
selectivity.

SYNAPTIC SELECTIVITY vs. GAIN CONTROL
Evidence suggests that inhibition contributes to synaptic selectiv-
ity in the IC, but this contribution only enhances spike selectivity
in some cells or perhaps to particular stimuli. A clear exam-
ple from extracellular recordings is for non-monotonic rate level
functions, in which firing rates increase initially as sound inten-
sity increases, but the rates decrease as sound intensity continues
to increase. In addition to increasing overall firing rates, block-
ing inhibition often converts this profile to monotonic, in which
firing rates increase continuously or saturate as the sound level

increases, but do not decrease (Park and Pollak, 1993; Fuzessery
and Hall, 1996; Sivaramakrishnan et al., 2004). The simplest
interpretation of these results is that high intensities recruit
additional inhibition that suppresses the spiking response under
control conditions. Consider the medium intensity sound as the
preferred signal, and the high intensity sound as the null. In
this case, inhibition enhances spike selectivity by contributing to
the synaptic selectivity: the null stimulus evoked more inhibi-
tion compared to the preferred stimulus. However, inhibition also
changes the input strength, and so likely enhances spike selec-
tivity by subtractive gain control (see section “Gain and Gain
Control”).

The most direct evidence for inhibition contributing to synap-
tic selectivity comes from the few in vivo whole cell recordings
in the IC in which the excitatory and inhibitory inputs are at
least partially isolated. Inhibition contributes to synaptic selec-
tivity for FM sweeps, at least in some cells (Gittelman et al.,
2009; Gittelman and Li, 2011; Kuo and Wu, 2012). In one recent
study, Kasai et al. (2012) found the clearest evidence for inhibi-
tion creating selective responses to the offset of tones, possibly
in the absence of excitation. These cells fired selectively to the
offset of a preferred tone duration, i.e., the preferred duration
evoked a robust response, whereas a null duration evoked fewer
or no spikes. In two of the 11 offset neurons, the selective firing
was due to a (presumably) inhibition-induced hyperpolarization,
combined with intrinsic properties that facilitate anode-break
excitation. Although, the separation of excitation and inhibition
was not perfect, no evidence of excitation was found, suggesting
that it was small if present. In other words, inhibition was the
major—and possibly only—contributor to synaptic selectivity in
these two cells.

Interestingly, it has now been demonstrated in the mammalian
auditory system that excitation is not necessary for selective
spiking, at least in the superior paraolivary nucleus (SPN). Kopp-
Scheinpflug et al. (2011) showed in vitro that offset responses
can be evoked by inhibitory transmission that hyperpolarizes the
cell along with Ih and low-threshold t-type calcium currents that
facilitate rebound excitation. Although it is not clear how com-
mon this mechanism is in vivo, the study nicely demonstrates that
under certain conditions no excitation is required to evoke spikes.
Biophysically, the onset cells in the IC are similar to those in the
SPN (Koch and Grothe, 2003; Xie et al., 2008). Combined with
the observations of Kasai et al. (2012) in which no evidence of
excitatory input was found in duration-tuned cells of the IC, there
is a possibility that the same mechanism operates in the IC. This
may be the most extreme case possible, in which inhibition is the
only synaptic input, and therefore, is the exclusive contributor to
synaptic selectivity.

Having noted that inhibition enhances spike selectivity by con-
tributing to synaptic selectivity in some situations, several studies
in which spike selectivity was measured in the IC before and
after inhibitory block using extracellular electrodes have pro-
posed that inhibition increases selectivity by gain control (Ingham
and McAlpine, 2005; Pérez-González et al., 2012). Following
inhibitory block, tuning for interaural phase differences (IPD) is
reduced and the overall firing rates increase, without a change
in the best IPD (Ingham and McAlpine, 2005). The authors
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suggest one way to explain these changes is by the mechanisms
in Figure 5, in which inhibition operates as a subtractive gain
control. Similarly, the effects of blocking inhibition on stimulus
specific adaptation (SSA) are consistent with inhibition function-
ing as a subtractive gain control (Pérez-González et al., 2012).
Firing rates to the high-probability standard tone (null-like) and
to the low-probability deviant tone (preferred-like) increased
during inhibitory block, which reduced the SSA selectivity index
(also a ratio), consistent with the model in Figure 5C. There
were also cases in which inhibition eliminated the response to the
standard tone, i.e., kept it below threshold, as in Figure 5D.

Evidence from whole-cell recordings in the IC suggests it is
very rare for a sound to evoke excitation without evoking inhi-
bition. As noted above, sometimes inhibition is evoked in the
absence of excitation (Xie et al., 2007; Kuo and Wu, 2012), and
this occasionally evokes spikes (Kasai et al., 2012). However, in
general, sounds that drive spikes evoke both excitation and inhi-
bition, consistent with a role for inhibition in enhancing spike
selectivity by modulating firing rates and gain. What is most strik-
ing is that even when inhibition reduces the difference between
the preferred and null PSPs, it can still enhance spike selec-
tivity by the mechanisms shown in Figure 5 (Gittelman et al.,
2009; Gittelman and Li, 2011). As noted at the end of section
“How Modulating Gain Affects Spike Selectivity,” when inhibi-
tion is present with excitation, it nearly always enhances spike
selectivity by reducing firing rates and/or by subtractive gain
modulation.

Finally, we note that inhibition performs these same functions
in the cortex (see Isaacson and Scanziani, 2011, for an excellent

review). Whole-cell recordings in vivo have found evidence that
inhibition enhances synaptic selectivity in the cortex in some cells
and for some stimuli (Anderson et al., 2001; Zhang et al., 2003;
Tan et al., 2004; Wu et al., 2006; Ye et al., 2010). But the majority
of studies suggest that in most cells, excitation and inhibition are
approximately co-tuned and approximately balanced, in that exci-
tation and inhibition have very similar receptive fields, and that
the ratio of excitation to inhibition is roughly constant (Anderson
et al., 2000; Wehr and Zador, 2003; Tan et al., 2004; Priebe and
Ferster, 2005; Okun and Lampl, 2008). These characteristics are
consistent with inhibition reducing synaptic selectivity, but func-
tioning as a gain control. Furthermore, inhibition enhances spike
selectivity in the cortex by preventing hyperexcitability (Dudek
and Sutula, 2007; Katzner et al., 2011), and often by keeping
null inputs below threshold (Rose and Blakemore, 1974; Wehr
and Zador, 2003). Although most cortical studies limit the def-
inition of gain control to “multiplicative/divisive” gain control
as described in section “Gain and Gain Control,” and therefore
do not refer to these mechanisms as gain control (Isaacson and
Scanziani, 2011), functionally these are the same roles served by
inhibition in the IC. Although data in the IC are limited, they sug-
gest that inhibition enhancing spike selectivity by controlling the
gain may be a general rule rather than an exception.
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The inferior colliculus (IC) is a major center for integration of auditory information as it
receives ascending projections from a variety of brainstem nuclei as well as descending
projections from the thalamus and auditory cortex. The ascending projections are both
excitatory and inhibitory and their convergence at the IC results in a microcircuitry that
is important for shaping responses to simple, binaural, and modulated sounds in the IC.
Here, we examined the role inhibition plays in shaping selectivity to vocalizations in the
IC of awake, normal-hearing adult mice (CBA/CaJ strain). Neurons in the IC of mice show
selectivity in their responses to vocalizations, and we hypothesized that this selectivity is
created by inhibitory microcircuitry in the IC. We compared single unit responses in the IC
to pure tones and a variety of ultrasonic mouse vocalizations before and after iontophoretic
application of GABAA receptor (GABAAR) and glycine receptor (GlyR) antagonists. The
most pronounced effects of blocking GABAAR and GlyR on IC neurons were to increase
spike rates and broaden excitatory frequency tuning curves in response to pure tone
stimuli, and to decrease selectivity to vocalizations. Thus, inhibition plays an important
role in creating selectivity to vocalizations in the IC.

Keywords: inferior, colliculus, mouse, frequency tuning, inhibition, vocalization

INTRODUCTION
Neural processing of sensory information relies on the microcir-
cuitry and cellular properties of neurons in the sensory pathway.
Identifying the microcircuitry in specific sensory nuclei is impor-
tant for understanding how behaviorally relevant information is
processed, and for determining how changes in cellular properties
caused by neural modulators alters sensory processing. Within
the auditory pathway, microcircuitry is well understood in the
cochlear nucleus (Young and Oertel, 2010) and the nucleus lami-
naris in chick (Wang et al., 2010). The necessary characterization
of microcircuitry has not yet been completed in the main auditory
midbrain nucleus, the inferior colliculus (IC). This is a neces-
sary and critical step for a full understanding of the IC’s function
in analyzing and identifying complex and behaviorally relevant
auditory signals.

The IC is the major processing and integrating center in the
auditory midbrain (Winer and Schreiner, 2005) as it receives
massive ascending projections from all auditory brainstem nuclei
(Adams, 1979; Brunso-Bechtold et al., 1981; Frisina et al., 1998)
as well as descending projections from the auditory thalamus
and cortex (Saldana et al., 1996; Winer et al., 1998). In addition,
there are commissural (Aitkin and Phillips, 1984) and intrin-
sic (Oliver et al., 1991) projections. Ascending projections into
the IC are glutamatergic, GABAergic, or glycineric (Willard and
Ryugo, 1983; Saint Marie and Baker, 1990; Saint Marie, 1996;
Cant, 2005; Schofield, 2005) and commissural projections are
GABAergic (Reetz and Ehret, 1999). This convergence of excita-
tory and inhibitory inputs onto single neurons in the IC results
in microcircuits that are important for regulating response prop-
erties. In particular, inhibitory inputs play an important role in

shaping IC responses to simple, binaural, and modulated sounds
(Faingold et al., 1989, 1991; Vater et al., 1992a; Yang et al., 1992;
Park and Pollak, 1993, 1994; Casseday et al., 1994; Klug et al.,
1995; Fuzessery and Hall, 1996; Le Beau et al., 1996; Palombi and
Caspary, 1996; Burger and Pollak, 1998; Koch and Grothe, 1998;
LeBeau et al., 2001; Caspary et al., 2002; Zhang and Kelly, 2003).
There has been much less focus, however, on how inhibitory
inputs to IC neurons shape responses to more complex sounds
such as social vocalizations.

In the Mexican free-tailed bat, inhibition plays a role in creat-
ing selectivity to social vocalizations (Klug et al., 2002; Xie et al.,
2005). Pharmacologically blocking GABAergic and glycinergic
receptors in the IC decreases selectivity to social vocalizations
(Klug et al., 2002; Xie et al., 2005). In contrast, blocking inhibition
in the nuclei of the lateral lemniscus does not alter the selectivity
of neurons to social vocalizations (Xie et al., 2005). These results
indicate that inhibitory circuitry in IC is important for creating
selectivity for social vocalizations in bats (Xie et al., 2005). It is not
known in any other species, however, whether inhibitory micro-
circuits in the IC function in the same manner as in bats to create
selectivity for vocalizations. Determining whether this is a general
feature or one that is a specialization of bats is crucial for under-
standing the evolution of neural processing of communication
sounds.

The purpose of this study was to examine how inhibitory
microcircuitry in the IC shapes selectivity to vocalizations in
awake, normal-hearing adult mice (CBA/CaJ strain). Selectivity
to social vocalizations occurs in the IC of mice, and just like
in bats, there is heterogeneity in the level of selectivity with
some neurons being highly selective for one or two vocalizations
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and other neurons responding to many vocalizations (Portfors
et al., 2009; Holmstrom et al., 2010). Because mice are becom-
ing an important model for understanding neural mechanisms of
auditory processing disorders due to the benefits of genetic engi-
neering, a thorough understanding of IC structure and function
in normal hearing mice is necessary.

We locally blocked inhibitory inputs to IC neurons by
iontophoretically applying antagonists to GABAA receptors
(GABAAR) and glycine receptors (GlyR). We compared responses
to tones and vocalizations before and after application of these
antagonists. We used the changes in tone responses to identify
potential ways that inhibition could shape selectivity to vocal-
izations. We found that blocking inhibitory receptors increased
evoked firing in all neurons and changed the shape of the exci-
tatory receptive field in some neurons. Both of these effects
contributed to the decreased selectivity to vocalizations. These
results suggest that the complex interplay between excitation and
inhibition in the IC helps create heterogeneous neural responses
to behaviorally relevant sounds.

MATERIALS AND METHODS
We recorded auditory responses from single neurons in the IC
of awake, restrained CBA/CaJ mice. All mice were female and
between the ages of 2 and 12 months. The CBA/CaJ strain exhibits
normal hearing sensitivity into its second year of life (Willott,
1986, 1991, 2005). As in our previous studies with this strain, we
did not find any apparent differences in neural response prop-
erties across the ages of mice used in this study (Portfors and
Felix II, 2005; Portfors et al., 2009, 2011). Animals were housed
with same-sex litter mates on a reversed 12 h light/dark schedule.
All mice had ad libitum access to food and water. All animal care
and experimental procedures were in accordance with the guide-
lines of the National Institutes of Health, and were approved by
the Washington State University Institutional Animal Care and
Use Committee.

SURGICAL PROCEDURES
At least 24 hours prior to the first electrophysiological record-
ing session, we mounted a headpost onto the skull of the mouse
(Muniak et al., 2012). We placed the mouse in an induction cham-
ber with isoflurane to induce anesthesia. We then placed it in a
rodent stereotaxic frame with a mouse adaptor and maintained
isoflurane inhalation via a nose mask. We made an incision in
the scalp along the midline and reflected the skin laterally. We
cemented a hollow metal rod (the headpost) onto the skull and
a tungsten ground electrode into the right cerebral cortex using
ultraviolet-cured dental cement. Using stereotaxic coordinates
slightly modified from Paxinos and Franklin (2001), we made a
craniotomy (usually 1 × 1 mm) over top of the left IC. We then
covered the hole with petroleum jelly or bone wax to prevent the
brain from dehydrating, applied a local anesthetic (lidocaine) and
an antibiotic (Neosporin) to the exposed muscle, and returned
the mouse to its home cage to recover from surgery.

ACOUSTIC STIMULATION
Acoustic stimulation was computer-controlled and included tone
bursts (100 ms duration, 1 ms rise/fall time, 4/s) and a suite

of mouse vocalizations used in a previous study of mouse IC
(Portfors et al., 2009). All stimuli were stored in the com-
puter and were output through a high speed, 16-bit digital-to-
analog converter (Microstar Laboratories, Bellevue, WA, USA;
400,000 samples/s), fed to a programmable attenuator (Tucker
Davis Technologies, Alachua, FL, USA; PA5), a power amplifier
(Parasound), and to a leaf tweeter speaker (Emit) located 10 cm
away from the mouse. We tested the acoustic properties of the
system using a 1/4-inch calibrated microphone (Bruel and Kjaer,
Denmark; model 4135) placed in the position normally occu-
pied by the animal’s ear. There was a smooth, gradual decrease
in sound pressure from 6 to 100 kHz of about 3 dB per 10 kHz.
Distortion components in tonal stimuli were buried in the noise
floor, at least 50 dB below the signal level, as measured by custom-
designed software performing a fast Fourier transform of the
digitized microphone signal.

ELECTROPHYSIOLOGICAL RECORDING AND DRUG APPLICATION
We conducted electrophysiological experiments in a single-walled
sound-attenuating chamber. On experimental days, we placed the
animal securely into a foam body mold and attached the head-
post to a custom-made stereotax apparatus (Muniak et al., 2012).
If at any time during the experiment the animal showed signs of
distress, the experiment was terminated. Experimental sessions
lasted 4–5 h and we used each animal in 1–3 sessions.

We obtained responses of single units to pure tones and mouse
vocalizations before and after the application of GABAAR and
GlyR antagonists. To obtain well isolated single unit responses,
we used a single micropipette electrode mounted on a five-
barreled pipette for microiontophoretic application of drugs
(Havey and Caspary, 1980). The tip of the single electrode
extended 10–25 µm beyond the multibarrel pipette and con-
tained 1 M NaCl. We broke the tip of the multibarrel pipette
to a diameter of approximately 30 µm. We filled the center bar-
rel of the multibarrel pipette with 1 M NaCl and connected
it to a sum channel to balance all currents used to apply or
retain drugs. The rest of the barrels contained the GABAAR
antagonists bicuculline (10 mM, pH 3.0, vehicle 0.9% physiolog-
ical saline; Sigma) and the GlyR antagonist strychnine (10 mM,
pH 3.0, vehicle 0.9% physiological saline; Fluka, Milwaukee,
WI). We used similar iontophoresis currents for drug reten-
tion and ejection to those used in previous studies (Wenstrup
and Leroy, 2001; Ingham and McAlpine, 2005; Sanchez et al.,
2008). Bicuculline and strychnine were retained with negative
current (−15 nA each) and ejected with positive current (range,
+10 nA to +40 nA each). As in previous studies (Razak and
Fuzessery, 2009), our control experiments confirmed that cur-
rent injection as high as 100 nA through pH-adjusted vehi-
cle solutions did not have any effect on neuronal discharge
properties.

We prepared all drugs and recording solutions the day of
the experiment. We inserted separate silver wires into each
barrel of the micropipette electrode and connected them to a
microiontophoresis current generator (model 650, David Kopf
Instruments, Tujunga, CA) to separately control the retention
and ejection currents for each drug. We advanced the elec-
trodes into the IC using a hydraulic micropositioner (David
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Kopf Instruments, Tujunga, CA) located outside the acoustic
chamber. Extracellular action potentials were amplified (Dagan
Corporation, Mineapolis, MN, USA), filtered (bandpass, 500–
6000 Hz; Krohn-Hite, Brockton, MA, USA) and sent through a
spike enhancer (Fredrick Haer, Bowdoin, ME, USA) before being
digitized (Microstar Laboratories, Bellevue, WA, USA; 10,000
samples/s). Neural waveforms were displayed and archived using
custom-written C++ software. Waveforms, raster plots, peri-
stimulus time histograms (PSTHs), and statistics were viewed
on-line and stored for off-line analysis.

We used tone bursts as search stimuli (varying duration, 1 ms
rise/fall time) to obtain well isolated single units. All tests were
first run in the control condition. We obtained characteristic fre-
quency (CF) and minimum threshold (MT) audiovisually. We
defined CF as the frequency that evoked a response to 50% of
the stimulus presentations at the lowest intensity, and MT as the
lowest intensity that evoked a response 50% of the time to the CF.
To obtain excitatory frequency tuning curves, we presented pure
tones (100-ms duration, 1 ms rise/fall time, 4/s, 200 ms recording
window) between 6 and 100 kHz in 2-kHz steps, and varied the
intensity in 10- to 20-dB steps starting at threshold. We presented
each frequency and intensity pair 10–20 times. We then obtained
responses to vocalizations by presenting the suite of 14 vocaliza-
tions (variable duration, 1 ms rise/fall time, 4/s, 200-ms recording
window) 10–40 times at multiple intensities.

Once the stimulus protocol was completed in the control con-
dition, we applied the GABAAR and GlyR antagonists. Drug
ejection times varied depending on the effect of the drug. We
ejected bicuculline and strychnine together because we were
interested in the general effects of inhibition on responses to
vocalizations rather than the separate effects of GABAergic and
glycinergic inhibition. We initially applied low ejection currents
(+10 nA) and then gradually increased the current if there was
no effect. Once the response reached a steady-state, we kept the
ejection currents at this level. We then ran the same protocol as
in the control condition. At the end of the stimulus protocol, we
turned off the ejection current and re-applied the retention cur-
rent. Complete or partial recovery was determined by comparing
response rate to a CF tone in the no-drug, drug and recovery
states.

DATA ANALYSIS
Spike counts and raw waveforms were stored in the computer
during data collection. We examined raw waveforms off-line to
ensure only spikes from well isolated single units were used in
the data analysis. Single units had signal-to-noise ratios of at
least 4:1 and an inter-spike interval of at least 2 ms. Data were
exported from the data collection software and analyzed using
programs written in Matlab (The MathWorks, Inc., Natick, MA,
USA). We generated frequency tuning curves from the pure tone
tests using statistical comparisons between evoked responses and
spontaneous activity (Holmstrom et al., 2007), and determined
sharpness of tuning by calculating Q10dB values. We compared
the bandwidth of the tuning curve at the highest intensity before
and after application of drugs to determine the extent of broad-
ening. We defined broadening as an expansion of the frequency
range of greater than 2 kHz.

We calculated a selectivity index value (SI) for each neuron that
responded to at least one vocalization (criterion of at least 50%
of presentations evoking a time-locked response or an increase
in rate of 20% above spontaneous activity). We defined the SI as:
SI = (Ct − Ce)/Ct, where Ct is the number of calls presented and
Ce is the number of calls that evoked a response (at the high-
est intensity presented). Essentially, the SI value can be thought
of as providing a normalized value to the number of vocaliza-
tions that fail to evoke a response. Thus, a SI value of 0 means
that no vocalizations fail to evoke a response, and the neuron
is defined as un-selective. A high SI value indicates that a large
number of vocalizations do not evoke responses, thus defining
the neuron as selective. The highest SI value that can be calcu-
lated is determined by the number of vocalizations presented.
With our suite of 14 stimuli, the highest SI value (13 vocalizations
failing to evoke a response) was 0.93. We used a standard student
t-test (two-tailed, equal variance) to determine whether there was
a significant difference between the selectivity of neurons under
control and drug conditions.

To test whether changes in selectivity to vocalizations during
application of GABAAR and GlyR antagonists were related to
changes in the excitatory frequency tuning curve of the neuron,
we applied a modeling methodology developed and utilized in
our previous studies of IC (Holmstrom et al., 2007, 2010). For
each neuron, a model was optimized to approximate the rela-
tionship between the pure tone input and the resulting firing rate
of the neuron. The model was a discrete (in both frequency and
time) linear finite impulse response filter. We used this model to
predict how the neuron would respond to each vocalization by
converting each vocalization into a spectrographic representation
and convolving it with the filter. By comparing each predicted
response to the actual response, we could determine how well
each neuron’s excitatory frequency tuning curve explained the
neural responses to each vocalization.

RESULTS
We recorded responses of 73 single units before and after blocking
GABAAR and GlyR. Characteristic frequencies (CFs) of the units
ranged from 6 kHz to 65 kHz (Figure 1).
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INHIBITION SHAPES RESPONSES TO SIMPLE STIMULI IN THE IC OF
AWAKE MICE
We obtained frequency tuning curves before and after blocking
GABAAR and GlyR in 72 single units (1 unit was presented with
vocalization stimuli but not tone stimuli). As has been shown
previously in anesthetized animals (Vater et al., 1992a; Palombi
and Caspary, 1996; LeBeau et al., 2001), we found that the major
effect of blocking GABAAR and GlyR in the IC was to increase
neuronal firing rates. In 3/72 neurons, the increased rate was
only in spontaneous activity; no change occurred in tone-evoked
responses.

We found that 35/72 neurons increased their firing rate to
tones only within the control excitatory frequency tuning curve;
there was no change in shape of the excitatory frequency tuning
curve. Figure 2A illustrates a neuron with this type of response.
The evoked responses are shown as spectral-temporal histograms
in which frequency is plotted vs. time for one intensity level,
and the color of each 4 ms bin represents the average number of
spikes per presentation. This representation allows both spectral
and temporal information to be displayed in one plot (Portfors
and Roberts, 2007). The first plot shows the response under
control conditions, the second plot is with iontophoretic appli-
cation of bicuculline and strychnine, and the third plot is the
difference between the two conditions (control condition minus
drug condition, where the color scale indicates which response
is stronger in each spectral-temporal bin; green indicates no
difference, warm colors indicate response magnitude in control
condition is greater, and cool colors indicate response magnitude
in drug condition is greater). The neuron in Figure 2A had two
discrete regions of excitation and was classified as a multiply-
tuned (Portfors and Felix II, 2005) or type IV (Egorova et al.,
2001; Portfors et al., 2011) unit. As can be seen in the spectral-
temporal histogram, the response rate increased when GABAAR
and GlyR were blocked, increasing by 68% with no broadening
of the excitatory tuning curve. To quantify the changes in rate
between the control and drug conditions, we subtracted the area
under the control frequency tuning curve from the area under
the drug frequency tuning curve for each neuron. On average, the
response rate increased by 114% when GABAAR and GlyR were
blocked.

We found that 23/72 neurons increased their firing rate and
had a broadening of their V-shaped excitatory tuning curve when
inhibition was blocked. Figure 2B illustrates a neuron with this
type of response. The first spectral-temporal histogram shows
that only a narrow range of tones at low frequencies evoked a
response (Q10dB value of 1.43). The second spectral-temporal
histogram shows the broader range of frequencies that evoked
a response when bicuculline and strychnine were applied to the
neuron. The third spectral-temporal histogram shows the dif-
ference between the control and drug conditions and clearly
illustrates the range of frequencies that were suppressed by the
inhibitory inputs in the control condition. The Q10dB value
decreased from 1.43 to 0.78. In this example, a firing pattern
change from a phasic to sustained response can also be seen.

Figure 2C illustrates another way that inhibitory inputs
can shape excitatory frequency tuning curves; by suppressing
responses to particular frequencies at certain intensities. Neurons

affected by inhibition in this way are commonly called O-type
(Ramachandran et al., 1999; Davis et al., 2003) or type II (Egorova
et al., 2001). Under control conditions (first spectral-temporal
histogram), responses to a CF tone were suppressed at high inten-
sities. After GABAAR and GlyR were blocked, the CF tone at high
intensities evoked a strong response (drug and difference spectral-
temporal histograms in Figure 2C). Eleven of the neurons we
recorded from had O-shaped tuning curves, and all of these
changed their tuning to V-shaped when inhibition was blocked.
Overall, 34 neurons showed increases in rate and changes in the
shape of their excitatory tuning curve (broadening of V-shape or
change from O- to V-shape) when inhibition was blocked.

We also found that inhibition can affect timing of tone-evoked
responses. Figure 2D shows an example where blocking GABAAR
and GlyR caused a large shift in latency. The median first spike
latency in the control condition was 115 ms, and it decreased
to 10 ms when bicuculline and strychnine were applied. A shift
in latency occurred in 11 of 72 neurons (five had no change in
tuning curve shape, four had broadening of their tuning curve,
two changed from O- to V-shaped tuning curves). The changes
in latency ranged from 5 to 105 ms. Inhibition can also influ-
ence temporal firing pattern. Figure 2E shows one neuron in
which inhibition created an onset response to a CF tone. Blocking
GABAAR and GlyR converted the onset response to sustained
response. This effect occurred in 10 neurons (eight had no change
in tuning curve shape, one had broadening of its tuning curve,
one changed from O- to V-shaped).

INHIBITION SHAPES RESPONSES TO VOCALIZATIONS IN THE IC OF
AWAKE MICE
We presented vocalization stimuli to 47 single units (Figure 1). All
of the vocalizations were ultrasonic (all energy above 20 kHz), but
they had various spectral ranges, durations, and frequency mod-
ulations. We used this set of stimuli in a previous study of neural
selectivity in the IC of mice (Portfors et al., 2009). Most neurons
we recorded from had excitatory receptive areas that encompassed
the spectral range of at least one of the vocalization stimuli. Forty
neurons responded to at least one vocalization. We found that
blocking GABAAR and GlyR decreased selectivity in most of these
neurons (Figure 3).

SI values significantly decreased when GABAAR and GlyR
were blocked (p < 0.001). The average SI value in the con-
trol condition was 0.76 and 0.58 in the drug condition. Of the
40 neurons that responded to one or more vocalizations, 31
had decreased selectivity when bicuculline and strychnine were
applied (Figure 4). Eleven neurons did not respond to any of the
vocalizations under control (no response, NR, in Figure 4) but
did respond to at least one vocalization during drug application.

We examined whether changes in selectivity to vocalizations
were related to changes in excitatory frequency tuning curves in
39 of the 40 neurons that responded to vocalizations (1 of the
40 neurons did not have a frequency tuning curve). Of those
39 neurons, 29 showed decreases in selectivity to vocalizations.

Seventeen of the neurons with decreased selectivity (59%), had
increased firing rates to tones without broadening of their excita-
tory frequency tuning curves. Figure 5 shows one example of a
neuron with this type of response. The effects of inhibition on
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FIGURE 2 | Spectral-temporal histograms of different effects of blocking

GABAAR and GlyR on IC responses to tones. Each row is a different
IC neuron. The order of the panels left to right is control condition, drug
condition, and control-drug (difference). In the difference plots, cool colors
indicate greater firing rates under drug condition and warm colors indicate
higher firing rates under control conditions. (A) Increased evoked firing rate

to tones without a broadening of the excitatory frequency tuning curve.
(B) Increased rate and broadening of the excitatory frequency tuning curve.
(C) Conversion of an O-shaped to a V-shaped excitatory frequency tuning
curve. (D) Latency shift. (E) Conversion of an onset to a sustained evoked
firing pattern. In all plots, the black horizontal line indicates the sound
stimulus. Bin width is 4 ms.

responses to pure tones for this neuron are shown in Figure 2A.
Figure 5A plots the response rate predicted based on the exci-
tatory frequency tuning curve of the neuron to each of the 14
vocalizations (each vocalization is a different symbol) vs. the

actual response of the neuron under control conditions. This neu-
ron did not respond to 8 of the 14 vocalizations in the control
condition (SI = 0.57). Figure 5B shows the fit of the excita-
tory tuning curve prediction to the actual response for two of
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to only 6 of the 14 presented vocalizations are shown for clarity. SI values
were 0.57 and 0 in the control and drug conditions, respectively. Bin width is
4 ms.
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FIGURE 4 | Blocking GABAAR and GlyR significantly decreased

selectivity to vocalizations in the IC of awake mice. SI values in control
and drug condition for each neuron. Black lines represent one single unit,
red lines represent two single units with the same values, blue lines
represent four units with the same values, and green lines represent five
units with the same values. Neurons in the NR (no-response) category did
not respond to any vocalizations in the control condition but did respond to
at least one vocalization in the drug condition. Thirty-one of forty neurons
had decreased SI values.

the vocalization stimuli. The symbol that is inset in the spec-
trogram matches the symbol in Figure 5A. The neuron did not
respond to the first displayed vocalization (USV10) with enough
spikes to be considered a response (spikes to less than 50% of
presentations). The predicted response based on the excitatory
tuning curve matched the actual response reasonably well; both
the predicted and actual responses were below our threshold for a
response. The neuron responded to the second displayed vocaliza-
tion (USV12) as was predicted based on the excitatory frequency
tuning curve.

Figure 5C shows the predicted responses to vocalizations vs.
the recorded responses in the drug condition. The predicted and
actual response rates were higher for each of the vocalization
stimuli under the drug condition compared to the control con-
dition. Selectivity also decreased. The SI value was 0.36 in the
drug condition compared to 0.57 in the control condition. The
fit of the response rates predicted from the excitatory tuning
curve to the actual response rates to two of the vocalizations are
shown in Figure 5D. In each of the plots, the response rate to the
vocalizations was higher than in the control condition, and the
neuron responded to the USV10 vocalization. Based on the fre-
quency tuning profile of this neuron (Figure 2A), it is clear that
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FIGURE 5 | Decreased selectivity to vocalizations can occur without

a change in the shape of the excitatory tuning curve. (A) Predicted and
actual response rates of one neuron (same as in Figure 2A) to all the
vocalizations in the control condition. (B) Predicted (blue lines) and
actual responses (gray bars) to two vocalizations in the control condition.

(C) Predicted and actual response rates to all the vocalizations in the drug
condition. (D) Predicted (blue lines) and actual responses (gray bars) to two
vocalizations in the drug condition. Symbols inset in spectrograms match
those vocalizations in the scatter plots. Each symbol denotes a different
vocalization.

the change in selectivity was not due to a change in shape of the
excitatory frequency tuning curve.

Blocking GABAAR and GlyR increased response rate and
broadened the V-shaped, excitatory frequency tuning curves of
10 neurons that showed decreases in selectivity (34%). Figure 6

shows this effect for the neuron whose responses to pure tones
are shown in Figure 2B. This neuron did not respond to any of
the vocalizations in the control condition (Figure 6A). Figure 6B
shows the fit of the excitatory frequency tuning curve predic-
tion and the actual response for two of the vocalizations. In both
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FIGURE 6 | Decreased selectivity to vocalizations can occur with a

change in the shape of the excitatory frequency tuning curve. (A)

Predicted and actual response rates of one neuron (same as in Figure 2B)
to all the vocalizations in the control condition. (B) Predicted (blue lines) and
actual responses (gray bars) to two vocalizations in the control condition.

(C) Predicted and actual response rates to all the vocalizations in the drug
condition. (D) Predicted (blue lines) and actual responses (gray bars) to 2
vocalizations in the drug condition. Symbols inset in spectrograms match
those vocalizations in the scatter plots. Each symbol denotes a different
vocalization.

cases, the neuron did not respond to the vocalization because the
spectral content of the vocalization did not fall within the exci-
tatory frequency tuning curve. As shown in Figure 6C, blocking
GABAAR and GlyR decreased the selectivity of the neuron dra-
matically. The neuron responded to 11 of the vocalizations in

the drug condition. Blocking inhibition broadened the excita-
tory frequency tuning curve (Figure 2B) resulting in an increased
number of vocalizations that had spectral content within the exci-
tatory frequency tuning curve. This can be seen for two of the
vocalizations (Figure 6D) where the predicted response based on
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FIGURE 7 | Decreases in selectivity can occur in O-shaped neurons.

(A) Predicted and actual response rates of one neuron (Figure 2C) to all
the vocalizations in the control condition. (B) Predicted (blue lines) and actual
responses (gray bars) to two vocalizations in the control condition.

(C) Predicted and actual response rates to all the vocalizations in the drug
condition. (D) Predicted (blue lines) and actual responses (gray bars) to two
vocalizations in the drug condition. Symbols inset in spectrograms match those
vocalizations in the scatter plots. Each symbol denotes a different vocalization.

the excitatory frequency tuning curve is greater than in the control
condition.

Blocking GABAAR and GlyR increased response rate and
changed O-shaped frequency tuning curves into V-shaped tuning
curves in two of the neurons that showed decreases in selectiv-
ity (7%). Figure 7 shows the responses of one of those O-shaped

neurons (same neuron as Figure 2C) to vocalizations in the
control and drug conditions. In the control condition, this neu-
ron had a SI value of 0.78 (no response to 11 of the vocalizations;
Figure 7A). Figure 7 shows the predicted and actual responses for
two vocalizations. The neuron was not predicted to respond to
either of the displayed vocalizations (USV1 and USV4) with a rate
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greater than the criteria for defining an evoked response, and the
neuron did not respond to these stimuli. Blocking GABAAR and
GlyR decreased the selectivity of the neuron (Figure 2C). The SI
of the neuron decreased to 0.36. With a change from an O-shaped
to a V-shaped tuning curve, the excitatory tuning curve predicted
the neuron would respond to many more vocalizations and the
recorded responses matched these predictions well (Figure 7D).

The modeling techniques we used here help us to understand
how changes in the excitatory frequency tuning curves when
inhibition was blocked were related to changes in selectivity to
vocalizations in the IC. In Figure 8 we compare how well the
excitatory tuning curves predicted the actual responses in the
control and drug conditions for 40 neurons (the set of neurons
presented with vocalization stimuli that had tuning curve data).
In the control condition, the number of vocalizations predicted
to evoke responses was greater than the number of vocalizations
that actually evoked responses in the majority (19/40) of neu-
rons. For example, there were six neurons that were predicted
to respond to four or more vocalizations, but either only one
or none of the vocalizations evoked responses (Figure 8A). For
14 neurons, the predictions matched the recorded responses and
for seven neurons, the number of vocalizations predicted to
evoke responses was less than the actual number that evoked
responses (Figure 8A). The correlation coefficient under control
conditions was r2 = 0.28. Thus, the excitatory frequency tun-
ing curve accurately predicted responses to vocalizations in only
14/40 neurons.

When inhibition was blocked, there was a better match
between the number of vocalizations predicted to evoke responses
and the number that actually evoked responses, as shown by the
higher correlation coefficient (r2 = 0.48). In the drug condition
there were 17 neurons where the predictions matched the

recorded responses (Figure 8B). A big difference was that with
inhibition blocked there was now only one neuron that did not
respond to any vocalizations when it was predicted to respond to
many. It is clear, however, that even when inhibition was blocked,
the predictions for some neurons remained poor. In some cases,
more vocalizations were predicted to evoke responses than actu-
ally did, and in other cases, the neurons responded to one or
more of the vocalizations even though they were not predicted
to respond.

Figure 8 also identifies the neurons that had changes in the
shape of their tuning curve vs. those that only had changes in
rate within the original frequency tuning curve. There was no
obvious difference in the predictions for these groups of neurons.
This suggests that inhibition was acting in multiple ways on these
neurons to create selectivity to vocalizations.

DISCUSSION
In this study we examined how inhibition in the IC modulates
responses to simple and complex sounds in awake mice. We found
that inhibitory inputs modulate responses to simple stimuli by
modulating firing rate, shaping frequency tuning curves in a vari-
ety of ways, and altering temporal firing patterns. We also found
that inhibitory inputs increase selectivity to vocalizations, but in
a diverse manner. Thus, the complex interplay between excitation
and inhibition in the IC is important for creating the diversity of
response properties in the IC.

INHIBITORY INPUTS MODULATE RESPONSES TO SIMPLE STIMULI IN
THE IC OF AWAKE MICE
Many studies have tested the role of inhibition in regulating
response properties in the IC (Faingold et al., 1989, 1991; Vater
et al., 1992a; Yang et al., 1992; Park and Pollak, 1993, 1994;

A B

FIGURE 8 | Predicted responses to vocalizations based on the excitatory

frequency tuning curves were better under drug conditions. (A) Control
condition. The predicted number of vocalizations to evoke a response is plotted
vs. the actual number that evoked a response for each neuron. (B) Same
neurons are plotted under the drug condition. The triangles represent neurons
that showed a change in rate and a change in the shape of their excitatory
frequency tuning curve and circles represent neurons that showed a change

in rate only within the original tuning curve. In some cases, the triagles are
covered by the circles. The shade and size of the circle represent the number
of neurons overlapping at that point (if a triangle is underneath, it is counted
and represented in the size of the circle). The size of the point and the shade
of gray indicates the number of neurons that are represented by the particular
dot in each of the control and drug plots. The dashed line represents equality
in the number of predicted and actual responses.
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Casseday et al., 1994; Klug et al., 1995; Fuzessery and Hall, 1996;
Le Beau et al., 1996; Palombi and Caspary, 1996; Burger and
Pollak, 1998; Koch and Grothe, 1998; LeBeau et al., 2001; Caspary
et al., 2002; Zhang and Kelly, 2003). To our knowledge, ours
is the first study to examine the role of inhibition in modulat-
ing responses to simple and complex stimuli in the IC of awake
mice. We anticipated that our results for simple stimuli would
be the same as previously reported for other mammalian species
under anesthesia and for awake bats, however, it was nonetheless
important to determine this explicitly since mice are becom-
ing an important model for understanding neural mechanisms
of auditory processing disorders due to the benefits of genetic
engineering.

In general, we found that the effects of locally blocking
GABAergic and glycinergic receptors by applying receptor antag-
onists in the IC of mice are the same as have been reported in
other species. We describe these effects here, and also propose
different microcircuits that could contribute to the effects we
observed. Our techniques in this study do not allow us to ascribe
specific circuits to particular effects of blocking inhibition, but
we can use these putative circuits for future testing of specific
hypotheses to provide further insight into the mechanisms of cre-
ating heterogeneous and selective responses in the IC. Although
we propose particular microcircuits to describe particular effects

of blocking inhibition, it is highly likely that multiple circuits con-
tribute to an individual neuron’s responses to simple and complex
sounds. In addition, it is highly likely that the microcircuitry is
different in each neuron, thus contributing to the diversity of
response properties in the IC.

The ubiquitous effect of blocking GABAAR and GlyR in the
IC of awake mice was an increase in response rate. In three of
the neurons, the firing rate increases were only in spontaneous
activity, and not evoked activity. In about half of the neurons, the
increase in tone-evoked response rate was not accompanied by a
change in the shape of the excitatory frequency tuning curve. One
interpretation of this is that the excitatory and inhibitory inputs
in these neurons were co-tuned. A suggested microcircuitry to
create this response is shown in Figure 9A, where the inhibitory
inputs are aligned in frequency with the excitatory inputs (Kelly
and Caspary, 2005) and arrive simultaneously. In this micro-
circuitry, the inhibition only decreases response rate within the
frequency range of the excitatory inputs. In another potential cir-
cuit, the inhibition could be un-tuned in frequency. This circuitry
could explain how spontaneous activity increases when inhibitory
receptors are blocked.

In about 50% of the neurons, blocking inhibitory receptors
changed the shape of their excitatory frequency tuning curve. This
expansion of the tuning curve could occur on both the high and
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FIGURE 9 | Potential microcircuits that could shape responses to simple

and complex stimuli in the IC. (A) Simultaneous co-tuned inhibition. The
excitatory and inhibitory inputs have similar frequency tuning and arrival time
at the IC neuron. (B) Late lateral inhibition. Lateral inhibition results from
inhibitory interneurons (I) with frequency ranges that are lateral (f1 and f3) to
the excitatory input (f1,2,3). Synapsing onto an interneuron could delay the
arrival time of the inhibition relative to the excitatory input. (C) Simultaneous
lateral inhibition. Lateral inhibition results from direct inhibitory inputs (f1 and
f3). (D) Intensity modulated inhibition. Excitatory (black) and inhibitory (red)

inputs are co-tuned in frequency but have different rate-intensity responses.
The rate-intensity function shows that at low and high intensities, the
inhibitory input (red line) has a greater response than the excitatory input
(black line). At middle intensities, the excitatory input has a greater response
than the inhibitory input and the neuron fires (shaded region between the
black and red lines). (E) Late co-tuned inhibition. Excitatory inputs synapse
directly onto the IC neuron and onto an inhibitory interneuron such that the
late arrival time of the inhibitory input creates an onset response. In all
diagrams f, frequency; I, inhibitory interneuron.
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low frequency sides, but more often there was a large expansion
on the low frequency side (Yang et al., 1992; LeBeau et al., 2001).
One interpretation of these results is that GABAergic and/or
glycinergic inputs onto IC neurons create lateral inhibition.
The two circuit diagrams illustrated in Figures 9B,C are poten-
tial ways that inhibitory inputs to IC neurons could narrow
excitatory frequency tuning curves. In both putative circuits,
the inhibitory inputs are aligned with the excitatory input but
have a broader frequency range. In one circuit (Figure 9B),
the inputs coming into the IC are all excitatory and some of
them synapse onto GABAergic interneurons. Considering that
between 20–40% of the neurons in the IC are thought to be
GABAergic (Caspary et al., 1990; Oliver et al., 1994; Winer
et al., 1996), it is likely these interneurons play a role in shap-
ing responses. In the second putative circuit (Figure 9C), the
inhibitory inputs arise from lower brainstem nuclei and synapse
directly on the IC neuron. In the current study, we are unable
to distinguish between these two potential microcircuits but it is
probable that both occur, either in the same neuron or in different
neurons.

Another way that inhibition can modulate the shape of the
tuning curve is to create O-shaped responses, where high inten-
sity stimuli inhibit the neural response. The circuit diagram
in Figure 9D illustrates one way inhibition could do this. In
this case, excitatory and inhibitory inputs to the IC neuron
are co-tuned in frequency and occur simultaneously, but they
have different rate-intensity responses. The rate-intensity plot in
Figure 9D shows that at low and high intensities the inhibitory
input has a greater response (red line) and the neuron does
not fire. At middle intensities (shaded region between the red
and black lines), the excitatory input (black line) has a greater
response and the neuron fires.

Besides shaping response rate and shape of the excitatory
frequency tuning curve, inhibitory inputs to IC neurons can
also affect temporal firing properties. Changes in latencies to
monaural and binaural stimuli have been observed in both the
mustached bat and guinea pig after iontophoretically blocking
inhibitory receptors in IC (Park and Pollak, 1993; Le Beau et al.,
1996). The changes in latency observed in our study (5–105 ms)
agree with those seen in the mustached bat where the reported
changes in latency spanned from 5 to 65 ms. Inhibitory inputs
to IC neurons may lengthen latency by either arriving earlier
or simultaneously with excitatory inputs such that an increased
amount of time is required for the neuron to reach threshold
(Park and Pollak, 1993).

Inhibition can also shape the temporal firing patterns of neu-
rons. Onset responses become more sustained in some IC neu-
rons when GABAAR and GlyR are blocked (Le Beau et al., 1996;
Jen and Zhang, 1999). Figure 9E shows a putative circuit dia-
gram to explain how inhibitory inputs to IC neurons could create
onset responses to tonal stimuli. In this case, the excitatory input
synapses directly on the recorded IC neuron as well as onto an
inhibitory interneuron. The longer delay of the inhibitory input
suppresses the evoked response after the onset thus creating a
phasic response.

It is clear from in vivo studies where inhibitory receptors can be
pharmacologically blocked that inhibition plays a role in shaping

the frequency and temporal responses of IC neurons to simple
stimuli. The sources of input to these neurons however is harder
to determine in these types of studies. Inhibitory projections to
the IC come from various brainstem nuclei such as the nuclei
of the lateral lemniscus (Adams and Mugnaini, 1984; Gonzalez-
Hernandez et al., 1996; Kelly and Li, 1997; Vater et al., 1997;
Zhang et al., 1998), the superior paraolivary nucleus (Helfer et al.,
1989; Kelly and Li, 1997; Kulesza et al., 2003), and the lateral
superior olive (Saint Marie et al., 1989; Glendenning et al., 1992).
Inhibitory inputs to IC also arise from the medial geniculate body
(Vater et al., 1992b) and perhaps the auditory cortex (Adams,
1979; Jen et al., 2001). Moreover, inhibitory interneurons likely
contribute to shaping IC response properties. The various sources
of inhibitory inputs with their own unique response properties
likely contribute to creating many different microcircuits in the
IC that shape heterogeneous responses to simple stimuli.

INHIBITORY CIRCUITS INCREASE SELECTIVITY TO VOCALIZATIONS IN
THE IC OF AWAKE MICE
Whereas the importance of GABAergic and glycinergic inhibi-
tion in shaping responses to simple, binaural and modulated
sounds has been well documented (Faingold et al., 1991; Vater
et al., 1992a; Yang et al., 1992; Park and Pollak, 1993, 1994;
Casseday et al., 1994; Klug et al., 1995; Fuzessery and Hall,
1996; Le Beau et al., 1996; Burger and Pollak, 1998; Koch and
Grothe, 1998; LeBeau et al., 2001; Caspary et al., 2002; Zhang
and Kelly, 2003), the role of inhibitory microcircuitry in shap-
ing responses to behaviorally relevant vocalizations has received
less attention. Only two studies have examined the role of inhi-
bition in shaping selectivity to vocalizations, both done in bats
(Klug et al., 2002; Xie et al., 2005). In these studies, blocking inhi-
bition decreased selectivity to social vocalizations in the IC but
not in the nuclei of the lateral lemniscus suggesting that inhi-
bition plays a role in creating selectivity to vocalizations in the
IC of bats.

Our findings in the IC of awake mice are similar.
Pharmacological blocking of GABAergic and glycinergic
inputs to IC neurons significantly decreased neuronal selectivity
to vocalizations. The magnitude of change varied across neurons.
In the most extreme cases, a highly selective neuron (responding
to 1 or 2 vocalizations) became completely un-selective and
responded to all the vocalizations when GABAAR and GlyR were
blocked. In addition, some neurons did not respond to any of
the vocalizations under control conditions but then responded
to some or all of them when GABAAR and GlyR were blocked.
These results indicate that inhibition is important in shaping
selectivity to vocalizations in the IC.

There are potentially multiple ways that inhibition could affect
selectivity to vocalizations. In this study, we used the effects
of inhibition on frequency tuning curves to predict the effects
of inhibition on selectivity to vocalizations. While the under-
lying inhibitory circuitry that shapes selectivity to vocalizations
cannot be specifically determined by our experimental meth-
ods, the effect of inhibition on response properties to tones and
vocalizations can provide clues and stimulate future studies.

As described above, one effect of inhibition is to decrease firing
rate to tones within the excitatory frequency tuning curve without
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changing its shape. This suggests that the inhibitory inputs (at
least the ones that were pharmacologically blocked) have similar
frequency tuning as the excitatory inputs and possibly keep the
membrane potential at subthreshold levels for some vocalizations
and not others, thereby selectively shaping responses. A limita-
tion of our study is the use of extracellular neural recordings
where subthreshold excitatory and inhibitory responses cannot
be measured. To better understand how inhibitory microcir-
cuitry is operating at subthreshold levels, future work should
include measuring synaptic currents in responses to vocaliza-
tion stimuli with in vivo whole cell recordings. These sorts of
future studies would help tease apart how the thresholds, laten-
cies, durations, and strengths of multiple inhibitory inputs to each
IC neuron likely create the heterogeneous responses to vocaliza-
tions that occur in the IC (Klug et al., 2002; Holmstrom et al.,
2010).

Another way that inhibition could create selectivity to vocal-
izations is by sharpening the excitatory frequency tuning curve so
that fewer vocalizations contain energy that falls within the excita-
tory region. Moreover, by creating neurons with inhibitory side-
bands, selectivity to vocalizations can be enhanced because any
vocalization that contains spectral energy within these inhibitory
bands would not evoke a response. Therefore, in the case where
two vocalizations share spectral content that falls within the exci-
tatory tuning curve but one also has energy that falls within the
inhibitory side-bands, the neuron will not respond to the one that
stimulates the inhibition, thereby being selective. Thus, neurons
with inhibitory side-bands could be more selective to vocalization
stimuli compared to those neurons with just a narrow excitatory
region. This is a mechanism also proposed for creating selec-
tive responses to vocalizations in the mustached bat IC (Portfors,
2004). Less than 40% of the neurons in our study that showed
decreased selectivity to vocalizations had expanded tuning curves
when inhibition was blocked. This could mean that only about
half of the neurons in the IC of awake mice have inhibition
side-bands, that the side-bands of some neurons were narrower
than the 2 kHz resolution that we tested here, or that we did not
completely block the inhibition in some neurons. One study in
anesthetized mice suggested that the majority of neurons in IC
have inhibitory side-bands (Egorova et al., 2001). It is unclear
whether the differences in the two studies is due to anesthesia
or methods. Regardless of the extent of inhibitory side-bands in
IC neurons, it is clear that inhibitory circuitry that creates side-
bands is important for creating selectivity to vocalizations in some
neurons.

Inhibitory microcircuits in IC can modify the shape of exci-
tatory frequency tuning curves in other ways that can shape
responses to vocalizations. For example, neurons with O-shaped
tuning curves, where responses are suppressed to stimuli at high
intensities, show selectivity to vocalizations. In these neurons, a
vocalization would need to have the appropriate spectral content
as well as intensity profile to evoke a response. We found that
15% of neurons in awake mouse IC had O-shaped tuning curves,
and that this type of tuning plays a role in creating selectivity
to vocalizations. The distribution of O-shaped neurons seems to
depend on the species and the recording method. In decerebrate

cats, O-shaped neurons are common, comprising about 50% of
neurons in the central nucleus of the IC (Ramachandran et al.,
1999) but they are less common (5–10%) in non-decerebrated
cats (Ehret and Merzenich, 1988) and mice (Egorova et al.,
2001). Regardless, the inhibitory microcircuitry that creates these
responses is likely important in shaping responses to vocalizations
to, at least, a small extent in mice.

Our modeling results, using the frequency tuning curve to pre-
dict responses to vocalizations, are similar to those obtained by
Klug et al. (2002) in the IC of Mexican free-tailed bats. They also
found that responses to vocalizations are not well predicted from
responses to tones, and that blocking inhibition pharmacologi-
cally as we did here, decreases selectivity and improves predicted
responses based on tones. In both studies, however, predictions
for some neurons remained poor when inhibition was blocked.
In some neurons, more vocalizations were predicted to evoke
responses than actually did, and in other neurons, the model
failed to predict responses to vocalizations that actually evoked
responses. These findings suggest the presence of other mecha-
nisms for creating selectivity to vocalizations. It is well known that
there are multiple non-linearities in the IC as well as in brain-
stem nuclei, and these likely are involved in creating selectivity to
vocalizations. For example, combination sensitivity is important
for creating selectivity to vocalizations in bats (O’Neill and Suga,
1979; Mittmann and Wenstrup, 1995; Portfors and Wenstrup,
1999; Portfors, 2004) and these types of responses have also been
found in mice (Portfors and Felix II, 2005). Other non-linearities
that occur in lower brainstem nuclei (Spirou et al., 1999; Portfors
and Wenstrup, 2001b; Marsh et al., 2006) are also factors that
likely shape selectivity to vocalizations in the IC. In addition, we
have previously shown that neurons in the IC of mice that are
tuned to frequencies much lower than the spectral content of the
vocalization respond to these vocalizations because of cochlear
distortions (Portfors et al., 2009). These neurons may be the ones
that respond to particular vocalizations even though they are not
predicted to based on single tone frequency tuning curves. In
general, multiple mechanisms throughout the ascending auditory
system contribute to creating the diversity of selective responses to
vocalizations in the IC.

The results found here in mice, combined with the findings in
bats (Klug et al., 2002; Xie et al., 2005), provide strong evidence
that inhibitory microcircuits in IC play an important role in shap-
ing selectivity to vocalizations. That these inhibitory microcircuits
are similar in mice and bats suggests that the IC has evolved
common circuitry across mammals. In addition, the finding that
inhibition shapes selectivity to vocalizations in mice provides
further evidence that selectivity to behaviorally relevant sounds
is created at the level of the auditory midbrain (Portfors and
Wenstrup, 2001a; Bauer et al., 2002; Nataraj and Wenstrup, 2005;
Xie et al., 2005) rather than at the auditory cortex.
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This review describes mechanisms and circuitry underlying combination-sensitive
response properties in the auditory brainstem and midbrain. Combination-sensitive
neurons, performing a type of auditory spectro-temporal integration, respond to specific,
properly timed combinations of spectral elements in vocal signals and other acoustic
stimuli. While these neurons are known to occur in the auditory forebrain of many
vertebrate species, the work described here establishes their origin in the auditory
brainstem and midbrain. Focusing on the mustached bat, we review several major
findings: (1) Combination-sensitive responses involve facilitatory interactions, inhibitory
interactions, or both when activated by distinct spectral elements in complex sounds.
(2) Combination-sensitive responses are created in distinct stages: inhibition arises mainly
in lateral lemniscal nuclei of the auditory brainstem, while facilitation arises in the inferior
colliculus (IC) of the midbrain. (3) Spectral integration underlying combination-sensitive
responses requires a low-frequency input tuned well below a neuron’s characteristic
frequency (ChF). Low-ChF neurons in the auditory brainstem project to high-ChF regions in
brainstem or IC to create combination sensitivity. (4) At their sites of origin, both facilitatory
and inhibitory combination-sensitive interactions depend on glycinergic inputs and are
eliminated by glycine receptor blockade. Surprisingly, facilitatory interactions in IC depend
almost exclusively on glycinergic inputs and are largely independent of glutamatergic
and GABAergic inputs. (5) The medial nucleus of the trapezoid body (MNTB), the lateral
lemniscal nuclei, and the IC play critical roles in creating combination-sensitive responses.
We propose that these mechanisms, based on work in the mustached bat, apply to a broad
range of mammals and other vertebrates that depend on temporally sensitive integration
of information across the audible spectrum.

Keywords: combination-sensitive, combination sensitivity, biosonar, echolocation, lateral lemniscus, glycinergic,

medial nucleus of trapezoid body, facilitation

INTRODUCTION
Our ability to perceive the location and identity of sound
sources depends on information distributed across the frequency
and time structure of complex acoustic signals. The peripheral
auditory system performs an initial spectral analysis that sepa-
rates acoustic information into a series of frequency channels.
Subsequent analyses by the central auditory system combine
information obtained from different frequency channels, includ-
ing information about signal elements that have occurred at
different times. The process of comparing information across
frequency and time is termed here “spectro-temporal integra-
tion.” Spectro-temporal integration is essential for localization of
sounds (Hebrank and Wright, 1974; Knudsen and Konishi, 1979;
Middlebrooks, 1992; Populin and Yin, 1998), perception of con-
specific vocalizations in social interactions (Park and Dooling,
1985; Boothroyd et al., 1996; Shannon et al., 2004; Moore, 2008),
and analysis of sonar echoes in bats (Simmons et al., 2004; Genzel
and Wiegrebe, 2008).

This review describes mechanisms in the auditory brainstem
and midbrain that contribute to spectro-temporal integration.
The focus is on studies of the mustached bat (Pteronotus
parnellii). This species displays two highly developed acoustic
behaviors—echolocation and social communication—that
require spectro-temporal integration for the analysis of its com-
plex vocal signals. Spectro-temporal integration is particularly
evident in the specialized responses to the mustached bat’s
echolocation signal (Figure 1), a complex vocalization with
multiple acoustic elements. Work in the mustached bat provides
an in-depth description of one form of spectro-temporal inte-
gration, combination sensitivity, which is characterized by neural
interactions activated by distinct signal elements that occur in
different frequency bands or at different times. Combination
sensitivity creates selective responses to particular features of
biosonar pulse-echo combinations in bats (Feng et al., 1978;
Suga et al., 1978; O’Neill and Suga, 1979; Sullivan, 1982; Schuller
et al., 1991; Fitzpatrick et al., 1993) and to social vocalizations
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FIGURE 1 | Spectral and temporal features of vocalizations. Schematic
sonogram of echolocation signal displays emitted pulse (in red) and a
Doppler (frequency) shifted and time delayed echo (in blue). Each signal
is composed of CF, constant frequency; FM, frequency modulated
components, with several harmonic elements (e.g., FM1, FM2, etc.). Line
thickness indicates relative intensity: the second harmonic of the emitted
pulse, near 60 kHz, is the most intense while the fundamental is usually
less intense than either the second or third harmonics. Ovals indicate sonar
elements to which the neurons in Figure 2 are tuned. Social vocalizations
span the range from approximately 5–100 kHz.

in a broad range of vertebrates, including frogs (Fuzessery and
Feng, 1983), birds (Margoliash and Fortune, 1992; Lewicki and
Konishi, 1995), bats (Ohlemiller et al., 1996; Esser et al., 1997),
and other mammals (Rauschecker et al., 1995; Kadia and Wang,
2003).

Although most studies have described combination sensitiv-
ity in the auditory forebrain, the work reviewed here reveals
a sequence of spectro-temporal integrative events within the
auditory brainstem and midbrain that results in the combination-
sensitive neurons observed in the auditory forebrain. Along
the way, these studies have identified several novel features of
auditory brainstem and midbrain processing: (1) combination-
sensitive response properties observed in midbrain and fore-
brain neurons depend on spectral convergence at distinct sites
within the ascending auditory pathway, (2) spectral integra-
tion in combination sensitivity involves projections of low-
frequency-tuned brainstem auditory neurons onto neurons tuned
to much higher frequencies, and (3) glycinergic neurons are crit-
ically involved in both inhibitory and facilitatory combination-
sensitive interactions. Further, the work identifies three regions
that play key roles in creating combination sensitivity: the
medial nucleus of the trapezoidal body, lateral lemniscal nuclei,
and the inferior colliculus (IC). The integrative mechanisms
described here are expected to apply broadly to vertebrates that
utilize spectro-temporal integration to analyze complex vocal
signals.

This review first considers the auditory response properties of
combination-sensitive neurons and then describes mechanisms
and circuitry underlying these properties.

COMBINATION-SENSITIVE RESPONSE PROPERTIES IN THE
INFERIOR COLLICULUS
Here we describe combination-sensitive response properties in
the IC, the major nucleus of the auditory midbrain. The IC
appears to be the locus of many of the integrative mecha-
nisms underlying combination sensitivity. These mechanisms
involve facilitation, inhibition, or both. Figure 2 shows spec-
tral and temporal features of facilitatory combination sen-
sitivity (Figures 2A,C) and inhibitory combination sensitivity
(Figures 2B,D). The facilitated neuron in Figure 2A responds
weakly to signals at its characteristic frequency (ChF) of 83 kHz,
and is facilitated by low-frequency signals tuned to 27 kHz. The
facilitatory effect of the low-frequency signal is strong only when
it precedes the ChF signal by 0–4 ms, and it peaks at 2 ms
(Figure 2C). The inhibited neuron in Figure 2B responds well
to the ChF signal at 80 kHz, but that response is inhibited by a
simultaneous signal near 27 kHz (Figures 2B,D). This inhibitory
interaction is clearly distinct from the inhibition adjacent to exci-
tatory tuning curves that is termed “sideband inhibition.” In each
of these neurons, the response to the complex signal depends on
distinct and well-timed spectral inputs.

In the mustached bat’s IC, the majority of neurons are
combination-sensitive but estimates vary substantially across
studies. Between 23 and 62% of tested IC neurons display
facilitation, while 24–41% of tested neurons show inhibition
without facilitation (Mittmann and Wenstrup, 1995; Portfors
and Wenstrup, 1999; Leroy and Wenstrup, 2000; Nataraj and
Wenstrup, 2005, 2006; Macías et al., 2012). The numbers reported
in these studies likely vary due to different testing methods
and neuronal populations sampled, and may also differ as a
result of the different sub-species of mustached bats that were
studied. However, each of these studies reveals that combi-
nation sensitivity is a common response feature within the
mustached bat’s IC. Similar findings of combination sensitiv-
ity have not been reported in the IC of other bat species.
However, studies in the big brown bat have shown that a mid-
brain region rostral to the IC contains combination-sensitive
neurons that are tuned to pulse-echo delay (Feng et al., 1978;
Dear and Suga, 1995). In the mouse IC, a smaller number
of combination-sensitive neurons have been reported: approx-
imately 16% of IC neurons are facilitatory, while 12% display
inhibitory combination sensitivity without facilitation (Portfors
and Felix, 2005).

In the sections below, we describe the spectral and temporal
properties of these neurons in greater detail because these prop-
erties are related both to the underlying mechanisms and to the
functional roles in acoustically guided behavior.

FREQUENCY TUNING
Combination-sensitive neurons in the mustached bat IC are
responsive to two distinct frequency bands (Figures 2A,B). These
neurons typically display a clearly identifiable ChF that is almost
always tuned to the higher of the two spectral bands. ChFs
of these neurons range from 30 kHz to nearly 120 kHz, span-
ning most of the mustached bat’s audible range (Figures 3A,B).
Responsiveness to the lower frequency band is sometimes
apparent when single tonal stimuli are presented. In many cases,
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FIGURE 2 | Spectral and temporal tuning of combination sensitivity in

the mustached bat’s IC. Figure shows responses of a facilitated neuron
(A and C) and an inhibited neuron (B and D). (A) Facilitation frequency tuning
curves for high-frequency (red) and low-frequency (blue) tone bursts. These
curves were obtained by fixing the frequency and level of one tone burst
(X) while varying the frequency and level of a second tone burst in the other
frequency band, in order to obtain threshold facilitative responses. Facilitation
was defined as a response to the combination stimulus that was 20%
greater than the sum of responses to the two stimuli presented separately.
The high-frequency tone burst was presented at a delay corresponding to
the neuron’s best delay of facilitation (shown in C). (B) Excitatory (red) and
inhibitory (filled blue) tuning of neuron showing combination-sensitive
inhibition. The low-frequency inhibitory tuning curve was obtained by
presenting a characteristic frequency tone burst at a fixed level (X), then

varying the frequency and level of a low-frequency tone burst to obtain
threshold inhibitory responses. Inhibition was defined as a response to the
combination stimulus that was 20% less than the sum of responses to the
two stimuli presented separately. The two tones were presented at the
neuron’s best delay of inhibition (shown in D). Black bars at top in (A and B)

indicate frequency ranges of fundamental (H1) and third (H3) harmonic
elements of biosonar call. (C) Delay tuning of facilitation for neuron in (A).
Neuron responded poorly to individual tone bursts, but strongly to the
combination of facilitating tones when the high-frequency signal was delayed
by 0–4 ms. Note inhibition of high-frequency response by low-frequency
signal at delay of 10 ms. (D) Delay tuning of inhibition for neuron in (B).
Neuron’s response to the ChF tone was inhibited by low-frequency tones
when the signals were presented simultaneously. Adapted from Portfors and
Wenstrup (1999), with permission.

however, responsiveness to the low-frequency signal is only
revealed by presenting low-frequency tones in combination with
the ChF tone. These tests show that most low-frequency respon-
siveness, whether facilitating or inhibiting, is tuned below 30 kHz
(Figures 3A,B).

Note: In some of the neuroethological literature, including
echolocation, the term “best frequency” is used synonymously
with “ChF.” For this review we use “ChF” as it is used by many
auditory neuroscientists to designate the sound frequency requir-
ing the lowest intensity to evoke an excitatory response. We use
the abbreviation “ChF” because we already use the abbreviation
“CF” to designate the constant frequency (CF) component of bat
sonar signals. For both low and high frequencies that evoke the
strongest facilitation, we use the term “best facilitating frequency.”

The best high facilitating frequency and the ChF were always very
close (Portfors and Wenstrup, 1999).

For the majority of combination-sensitive neurons, facilitatory
or inhibitory interactions are based on frequency combinations
that occur within pulse-echo sequences of the echolocation
call (Figures 3A,B; Portfors and Wenstrup, 1999; Leroy and
Wenstrup, 2000; Nataraj and Wenstrup, 2005, 2006). The echolo-
cation call (Figure 1) is a brief but complex signal consisting of
CF and frequency modulated (FM) elements present in multi-
ple harmonics. The fundamental includes a relatively long (up to
30 ms) CF component near 30 kHz, terminated by a brief (<5 ms)
FM down-sweep to about 23 kHz. The fundamental is attenu-
ated by the vocal tract while the second harmonic, with CF near
60 kHz, is usually the most intense. Echoes of the emitted signal
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FIGURE 3 | Spectral and temporal features of combination-sensitive

neurons in mustached bat IC. (A,B) Spectral tuning of facilitation (A) and
inhibition (B). Black rectangles indicate frequency combinations that are
present in echolocation signals. (C,D) Delay tuning of facilitation and
inhibition. Best delays of facilitation (C) were broadly distributed for FM–FM

neurons but tightly distributed around 0 ms delay for other types of facilitated
neurons. Delay tuning of combination-sensitive inhibition (D) was similar for
neurons showing only inhibition and for those facilitated neurons showing
early inhibition. Data from Portfors and Wenstrup (1999); Leroy and Wenstrup
(2000); Nataraj and Wenstrup (2005, 2006).

are delayed as a function of the distance between the bat and an
echo source, and they are Doppler (frequency)-shifted upward
as the bat approaches the echo source. CF components carry
information underlying the detection and identification of sonar
targets, including the fluttering insects that are the mustached
bat’s prey (Goldman and Henson, 1977). FM components carry
information about the distance of sonar targets (Simmons, 1971,
1973; Simmons and Stein, 1980). Many combination-sensitive
neurons also respond to signal elements in the mustached bat’s
social vocalizations. Mustached bats are highly social animals
(Bateman and Vaughan, 1974) that depend on vocal signals to
communicate within the dark caves that serve as roosts. The
repertoire of social vocalizations spans a broad frequency range
from about 5 kHz to nearly 100 kHz (Figure 1) and is con-
siderably more varied than the stereotyped echolocation signal
(Kanwal et al., 1994).

The fact that most combination-sensitive neurons are tuned
to frequency combinations that occur in echolocation signals
suggests that the majority of these neurons operate during echolo-
cation behavior. Further, in all combination-sensitive IC neurons
tuned to echolocation frequencies, the low-frequency facilitation

or inhibition is tuned to the sonar fundamental (23–30 kHz). This
indicates a special role of the fundamental in biosonar signal pro-
cessing. The general view of this role is that the fundamental
serves as an acoustic marker for the emitted sound: the funda-
mental in the emitted sound is sufficiently intense to activate
auditory neurons but the fundamental in echoes is too faint to
evoke a response (Suga and O’Neill, 1979; Kawasaki et al., 1988;
Wenstrup and Portfors, 2011).

The frequency tuning properties of combination-sensitive
neurons are indicative of their analysis of CF or FM components
of biosonar echoes. Analysis of CF echoes is performed by neu-
rons with extraordinarily sharp tuning to the CF2 (near 60 kHz)
or CF3 (near 90 kHz) echo components. These neurons may be
facilitated or inhibited by signals in the CF1 frequency range near
30 kHz or by signals in the FM1 range (29–23 kHz). These are
designated CF–CF or FM–CF neurons, respectively. Analysis of
FM echoes is performed by FM–FM neurons that are less sharply
tuned to the frequencies in FM2, FM3, or FM4 sonar compo-
nents. As described below, these differences in frequency tuning
are correlated with differences in temporal properties. The neu-
rons illustrated in Figure 2 are of the FM1–FM3 type, responding
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to well-timed combinations of FM1 and FM3 elements of sonar
signals (Figure 1).

While the emphasis here has been on neurons tuned to
biosonar frequency combinations, it is apparent from Figures 3A
and B that many combination-sensitive responses are activated
by frequency combinations that do not occur in sonar signals.
We have speculated that these neurons play roles in the analy-
sis of social vocalizations (Leroy and Wenstrup, 2000). Further,
given the spectral overlap between sonar and social vocalizations,
many combination-sensitive neurons tuned to sonar frequencies
will also be activated by the multi-harmonic signals in social
vocalizations (Ohlemiller et al., 1996; Esser et al., 1997).

A striking feature of the population of inhibitory neurons
in Figure 3B is the large number of neurons that display an
inhibitory effect tuned to signals below 23 kHz. This inhibitory
effect, initially characterized on the basis of frequency tuning,
also differs from inhibition tuned above 23 kHz in the sound lev-
els required to evoke inhibition (Nataraj and Wenstrup, 2006)
and in temporal properties (see section “Temporal features of
low-frequency suppression”). Moreover, inhibition below 23 kHz
is commonly associated with excitatory responses to the low-
frequency stimulus. There is strong evidence that this suppression
is the result of cochlear mechanisms related to the low-frequency
“tails” of tuning curves that generate excitatory responses at
high sound levels (Marsh et al., 2006; Nataraj and Wenstrup,
2006; Gans et al., 2009; Peterson et al., 2009). While not consid-
ered to be an example of combination sensitivity, it nonetheless
contributes to the integrative features of neuronal responses to
complex signals with energy in this <23 kHz band. For example,
there is evidence that these high-ChF neurons respond well to
low-frequency social vocalizations that occur at high sound lev-
els. Furthermore, the suppressive feature of responses in the tail of
the tuning curve “occludes,” or suppresses, any response to signals
near the neuron’s ChF (Kiang and Moxon, 1974; Portfors et al.,
2002; Sheykholeslami et al., 2004). The low-frequency excita-
tion permits these neurons to analyze acoustic signals in multiple
frequency bands.

A final point related to frequency tuning is that combination-
sensitive neurons occur in the IC frequency band representations
that correspond to their higher, ChF response. Thus, the neuron
in Figure 2A, with ChF of 83 kHz, was located within the high-
frequency (>62 kHz) part of the IC. The low-frequency signal
that facilitates this ChF response is tuned to 27 kHz. In order for
these combination-sensitive interactions to occur, low and high-
frequency-tuned inputs must converge onto single neurons where
combination-sensitive response properties are created.

TEMPORAL SENSITIVITY
The temporal features of spectral interactions in combination
sensitivity are revealed in delay tests, in which the relative timing
of the spectrally distinct signals is varied (Figures 2C,D). These
temporal features are typically characterized by the relative timing
that evokes the strongest interaction, either a peak (for facilita-
tion) or a trough (for inhibition) in the delay function, or both
(Figure 4). We refer to these as the best delay of facilitation or the
best delay of inhibition. Positive delays are those for which the
low-frequency signal leads the high-frequency signal. The delay

FIGURE 4 | Delay tuning of neuron showing both facilitation and

inhibition. (A) This neuron’s excitatory response to ChF tones (at 82 kHz) is
inhibited by low frequency tones (24 kHz) at short and long delays, but is
facilitated at intermediate delays. (B) Post-stimulus time histograms
showing temporal features of the neuron’s response to tone combinations.
Adapted from Nataraj and Wenstrup (2005), with permission.

functions, when combined with changes in signal duration, also
reveal the duration of spectral interactions and their relationship
to signal onset or offset.

Temporal features of facilitation
Facilitatory interactions display a broad range of best delays, rang-
ing from −4 ms to +30 ms (Figure 3C; Portfors and Wenstrup,
1999; Nataraj and Wenstrup, 2005). A large number of neu-
rons display the strongest facilitation when the two signals occur
simultaneously (0 ms delay), with a substantial population at pos-
itive delays. Neurons with positive best delays of facilitation (in
which the high-frequency signal is delayed) are likely involved in
coding pulse-echo delays that occur in echolocation. Only a very
few neurons show best facilitation when the high-frequency signal
leads the low-frequency signal.

The distribution of best delays of facilitation differs among
neurons tuned to different frequency bands. Thus, FM–FM neu-
rons are responsible for the broad distribution of best delays.
This broad range of positive delays is thought to encode sonar
pulse-echo delays, in which the FM1 signal serves as a marker for
the emitted pulse and the higher harmonic FM signal serves as
a marker for the subsequent returning echo. A pulse-echo delay
of 34 ms, the maximum best delay of facilitation observed in the
mustached bat, corresponds to a bat-target distance of nearly 6 m.
This corresponds roughly to the maximum distance of detection
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in many bat species (Kick, 1982; Schnitzler and Kalko, 1998;
Holderied and von Helversen, 2003). The range of best facilitatory
delays requires mechanisms that can delay the facilitating effect of
the FM1 signal for up to 30 ms relative to the facilitating effect of
the ChF signal.

For other combination-sensitive neurons, best delays of facil-
itation occur mostly when the different spectral elements are
presented simultaneously (Figure 3C). This is true both for neu-
rons that analyze the CF component of sonar signals (Portfors and
Wenstrup, 1999; Nataraj and Wenstrup, 2005) as well as for neu-
rons facilitated by frequencies that do not occur in sonar but may
occur in social vocalizations (Leroy and Wenstrup, 2000; Nataraj
and Wenstrup, 2005). Functionally, these neurons detect the
coincidence of spectral elements in complex vocal signals. Such
facilitatory interactions appear less mechanistically challenging

than those in FM–FM neurons, since the facilitation only requires
that the high and low-frequency excitations occur simultaneously.

Gans and co-workers (2009) investigated how the timing of
facilitation was related to the duration of the low-frequency
facilitating signal (Figure 5). They found that changes in low-
frequency duration had no significant effect on delay tuning
(Figure 5A). The rising phase of the facilitation peak (FACSTART)
was unaffected by low-frequency duration (Figures 5A,B), indi-
cating that the facilitation is locked to the onset of the low-
frequency signal rather than to its offset. Further, the falling
phase of the delay curve (FACEND) was unrelated to changes in
signal duration, indicating that the facilitation has a fixed dura-
tion unrelated to the low-frequency signal duration (Figure 5C).
Although the duration of the facilitating effect varied for dif-
ferent neurons, it was on average 5.3 ms. These results suggest

FIGURE 5 | Facilitation in combination-sensitive neurons is activated by

the onset of the low-frequency signal and is phasic. (A) Delay sensitivity
of neuron was tested with two durations of low-frequency signal.
(B) FACSTART in scatterplot refers to the shortest delay that evokes facilitation.
Data points fall along the solid line, indicating that the change in
low-frequency duration had no effect on this measure. Thus, facilitation is
locked to the onset of the low-frequency signal. If the facilitation was locked

to low-frequency offset, the delay curve is expected to shift to the right and
data points in this scatter plot would fall along the dashed line. (C) FACEND

refers to the longest delay that evokes facilitation, a measure of the duration
of the facilitating effect of the low-frequency signal. FACEND is invariant with
changes in low-frequency duration, indicating that the facilitating effect is
phasic and independent of low-frequency signal duration. Adapted from Gans
et al. (2009), with permission.
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that the onset of the low frequency signal activates a brief facil-
itating influence that generally cannot be extended by a longer
stimulus. An input neuron with a phasic temporal pattern is con-
sistent with these observations. Macías et al. (2012) showed that
most IC facilitated neurons have delay tuning that is relatively
invariant with level of the high-frequency signal. This suggests
that inputs to delay-tuned neurons have level-invariant response
latencies.

Temporal features of inhibition
For inhibitory combination-sensitive interactions, a low-
frequency signal inhibits the excitatory response to the higher
ChF signal (O’Neill, 1985; Mittmann and Wenstrup, 1995).
Unlike facilitatory interactions, the strongest inhibition usually
occurs when the two signals are presented simultaneously, i.e.,
having a best inhibitory delay of 0 ms (Figure 3D, Mittmann
and Wenstrup, 1995; Portfors and Wenstrup, 1999; Leroy and
Wenstrup, 2000; Nataraj and Wenstrup, 2006). No differences
occur in the timing of inhibition for neurons responsive to differ-
ent FM or CF sonar components or to signals that do not occur in
sonar. In almost all cases, the inhibition is activated by the onset
of the low-frequency signal (Gans et al., 2009). In general, the
inhibition is phasic, lasting under 10 ms, but a smaller percentage
of neurons show an inhibitory effect that could last as long as the
stimulus. This suggests that the low-frequency inputs to neurons
that create combination-sensitive inhibition are predominantly
phasic. Neurons in the intermediate nucleus of the lateral
lemniscus (INLL), which also show combination-sensitive inhi-
bition, display similar temporal features of inhibition (Peterson
et al., 2009). However, the width of inhibitory delay tuning curves
may be larger among INLL neurons.

The majority of neurons (∼75%) that display facilitatory com-
bination sensitivity also show inhibitory combination-sensitive
interactions (Nataraj and Wenstrup, 2005). As indicated in
Figure 4, these interactions may occur at delays shorter than or
longer than the delays that evoke facilitation. “Early inhibition,”
generally occurring when the high and low-frequency signals are
presented simultaneously, was most common, observed in 59% of
facilitated neurons. The features of this early inhibition are indis-
tinguishable from combination-sensitive neurons showing only
inhibition (Figure 3D); there is no difference in the distribution
of inhibitory delays, the strength of inhibition, or the width of
inhibitory delay functions (Nataraj and Wenstrup, 2005, 2006).
In general, early inhibition occurred in most facilitated neurons
with best delays of 6 ms or longer, while early inhibition rarely
occurred in neurons with best delays of facilitation of 4 ms or less.
It was thus observed almost exclusively in FM–FM neurons, since
these have the longest best delays of facilitation. “Late inhibition”
(Figures 2C, 4) occurred in 37% of facilitated neurons. Its prop-
erties are distinct from those of early inhibition and mechanistic
studies suggest a different origin (Nataraj and Wenstrup, 2005).

In general terms, inhibitory combination-sensitive interac-
tions suppress neural responses when two spectral elements have
approximately simultaneous onsets. For neurons tuned to sonar
frequencies, the FM1 or CF1 inhibition suppresses the response to
emitted sonar pulse. However, these neurons may respond well to
echoes because the intensity of echo FM1 or CF1 components are

too weak to activate the inhibition. In sonar, these neurons func-
tion as “echo-only” neurons (Mittmann and Wenstrup, 1995).
For neurons that also show delay-tuned facilitation, the early
inhibition suppresses response during pulse emission while the
facilitation creates a strong response over a narrow range of dis-
tances. Later inhibition enhances the contrast between the strong
response at facilitated delays and the responses at other delays
(Portfors and Wenstrup, 1999; Nataraj and Wenstrup, 2005).

Another function of inhibitory (and facilitatory) combinato-
rial interactions is in analyzing spectral content in social vocaliza-
tions. In several mustached bat social vocalizations, the energy in
the frequency range below 30 kHz is variable (Kanwal et al., 1994).
Neurons tuned to higher frequencies, but with low-frequency
combination sensitivity, may encode the level of low-frequency
formants in social vocalizations (Leroy and Wenstrup, 2000).
Evidence for this appears in responses of neurons with inhibitory
combination sensitivity in the IC of mustached bats (Portfors,
2004) and in the auditory cortex of monkeys (Rauschecker et al.,
1995).

Temporal features of low-frequency suppression
Suppression activated by the lowest frequencies in the mustached
bat audible range, below 23 kHz, has temporal features distinct
from combination-sensitive inhibition described in the preced-
ing paragraphs. For example, the <23 kHz suppressive interac-
tions almost always extend for the duration of the suppressing
signal, rather than for a brief period following signal onset (Gans
et al., 2009). Further, when the <23 kHz signal evokes an exci-
tatory response, this response suppresses spiking responses to
the high-frequency signal. These temporal features are consis-
tent with cochlear suppression (Sachs and Kiang, 1968; Arthur
et al., 1971; Kiang and Moxon, 1974), and contrast with tempo-
ral features of inhibition tuned in the 23–30 kHz range. Thus,
in neurons inhibited by 23–30 kHz, excitatory response to the
23–30 kHz signals can also occur, but such spikes add to spik-
ing evoked by high-frequency signals rather than suppress the
high-frequency response (Nataraj and Wenstrup, 2006). The low-
frequency cochlear-type suppression blocks responses to signals
near the neuron’s ChF while permitting responses to sound
frequencies within the tail of the tuning curve.

MECHANISMS UNDERLYING COMBINATION-SENSITIVE
INHIBITION
As discussed earlier, there are several key response features of neu-
rons that display combination-sensitive inhibition: (1) responses
to ChF signals is inhibited by signals in the low (23–30 kHz)
band; (2) this inhibition is usually phasic, locked to signal onset,
and best when the ChF and low-frequency tones are presented
simultaneously; (3) in many IC neurons, these inhibitory inter-
actions co-occur with facilitatory interactions tuned to the same
frequency bands. What mechanisms and circuitry underlie these
features?

COMBINATION-SENSITIVE INHIBITION ORIGINATES IN LATERAL
LEMNISCAL NUCLEI AND DEPENDS ON GLYCINERGIC INHIBITION
Although inhibitory combination-sensitive interactions have
been observed in thalamic (Olsen and Suga, 1991b; Wenstrup,
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1999) combination-sensitive neurons, their prominence among
neurons in the mustached bat’s IC suggested an origin in the
IC or auditory centers below the IC. Mittmann (1997) and
Portfors and Wenstrup (2001) showed that some inhibitory
combination-sensitive responses occur in the INLL. Recent work
in the mustached bat shows that combination-sensitive inhibition
is a common response property among NLL neurons (Peterson
et al., 2009). This is particularly true for INLL, but low-frequency
inhibitory responses were also observed in the multipolar part of
the ventral nucleus of the lateral lemniscus (VNLLm). Since pre-
vious work suggested that lower auditory brainstem structures do
not display combination-sensitive inhibition (cochlear nucleus,
Marsh et al., 2006), Peterson and colleagues hypothesized that
these responses arise in so-called “monaural” nuclei of the lateral
lemniscus, the INLL and VNLL. Collectively, these nuclei provide
the largest projection to regions of the mustached bat’s IC that
contain combination-sensitive responses (Wenstrup et al., 1999;
Yavuzoglu et al., 2011).

To test whether inhibitory interactions acting within NLL
create combination-sensitive inhibition, Peterson and colleagues
(2009) recorded auditory responses from NLL neurons before
and after inhibitory receptor blockade. Figure 6A illustrates the
effect of inhibitory receptor blockade on low-frequency inhibi-
tion in an INLL neuron. In control tests, this neuron’s response
to tone bursts at its ChF (56 kHz) was inhibited by 28 kHz
tone bursts, and the inhibition was strongest with simultane-
ous presentation (0 ms delay). Blockade of GABAA receptors (via
bicuculline) did not reduce the low-frequency inhibition, but
additional blockade of glycine receptors (via strychnine) elimi-
nated the low-frequency inhibition. Other tests (not shown here,
see Peterson et al., 2009) indicated that the elimination of inhi-
bition is entirely attributable to GlyR blockade. Across the tested
sample of lateral lemniscal neurons, low-frequency inhibition was
either eliminated or greatly reduced by GlyR blockade in all neu-
rons (Figure 6B). In contrast, GABAAR blockade alone was inef-
fective in all neurons (Figure 6B). This asymmetric effect strongly
suggests that low-frequency-tone-evoked inhibition depends on
a low-frequency-tuned glycinergic input to high-ChF neurons in
the lateral lemniscal nuclei.

These results are striking in their contrast to similar tests
conducted on suppressive responses tuned to frequencies below
23 kHz (Figures 6C,D). In the same neuron as in Figure 6A, sup-
pression by an 18 kHz tone was unaffected by either GABAAR
or combined GlyR and GABAAR blockade (Figure 6C). This was
true across the entire sample of NLL neurons (Figure 6D). This
result indicates that the suppressive responses to tones <23 kHz
do not originate in NLL, and it is consistent with the view that
this suppression is of cochlear origin.

COMBINATION-SENSITIVE INHIBITION MAY BE MODIFIED IN IC
Studies of IC neurons support a conclusion that inhibitory
combination-sensitive responses arise at levels below the IC
but may be modified by interactions within the IC (Nataraj
and Wenstrup, 2005, 2006). Figures 6E and F illustrate results
of receptor blockade experiments. For the single neuron
(Figure 6E), neither GlyR blockade nor combined GlyR and
GABAAR blockade eliminated the 26 kHz inhibition of a

high-ChF (86 kHz) response. However, note that some features of
the low-frequency inhibition, especially the inhibition that occurs
at delays of 2–6 ms, are reduced by GlyR blockade. Across the
sample of tested neurons, inhibitory receptor blockade reduced
inhibition in many neurons but eliminated it in only a few neu-
rons (12% of tested neurons). The reduction in inhibition can
occur for several reasons: it may result from blockade of low-
frequency-tuned inhibitory inputs, but it may also result from the
overall increase in excitation to ChF tones that occur when most
inhibitory inputs are blocked.

To test whether IC neurons with high ChFs receive low-
frequency inhibitory input, Peterson and colleagues (2008)
used sharp electrodes to record postsynaptic potentials from
combination-sensitive neurons. In the majority of neurons that
showed combination-sensitive inhibition (57% of 118 neurons),
they observed no low-frequency evoked inhibitory postsynaptic
potentials (IPSPs) even though the high-frequency signal often
evoked IPSPs. For these neurons, their inhibitory combination-
sensitive response is almost certainly inherited from auditory
brainstem nuclei. This is consistent with the major result of the
microiontophoretic studies that inhibitory combination sensi-
tivity in almost all IC neurons persists after local blockade of
inhibitory receptors (Nataraj and Wenstrup, 2006). However,
43% of tested IC neurons show low-frequency-evoked IPSPs,
indicating the presence of 23–30 kHz-tuned inhibitory inputs
onto some of the high-ChF, combination-sensitive neurons.
These results are consistent with the receptor blockade results
showing that low-frequency inhibition is eliminated in a few neu-
rons and is reduced in many more neurons. We believe the data
support a conclusion that most IC neurons with the inhibitory
combination-sensitive response property inherit that response
from neurons in the lateral lemniscal nuclei, but a subset receive
additional low-frequency inhibitory inputs that contribute to the
IC response. In only a few IC neurons, combination-sensitive
inhibition arises de novo through integration of high-frequency
excitatory input and low-frequency inhibition.

These conclusions regarding inhibitory combination sensi-
tivity in the IC also apply to the early inhibition observed in
facilitated neurons. Nataraj and Wenstrup (2005) found that early
inhibition was often reduced but rarely eliminated (8% of tested
neurons) by GlyR or GABAAR blockade. This suggests a com-
mon mechanism or set of mechanisms underlying combination-
sensitive inhibition for IC neurons, whether or not they also
display facilitatory interactions.

CIRCUITRY UNDERLYING COMBINATION-SENSITIVE INHIBITION IN
INLL AND IC
Yavuzoglu et al. (2010) investigated the circuitry underlying
combination-sensitive inhibition. They placed deposits of retro-
grade tracer at INLL recording sites featuring high ChF, inhibitory
combination-sensitive response properties. The major inputs to
these INLL sites are from the anteroventral cochlear nucleus
(AVCN, contralateral) and the medial nucleus of the trapezoid
body (MNTB, ipsilateral) (Figure 7A). Glycine immunochem-
istry, in combination with the retrograde transport, showed that
MNTB provides the vast majority of glycinergic input (84% of
input neurons) and LNTB provides most of the remainder (13%).
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FIGURE 6 | Effects of receptor blockade on low-frequency-evoked

inhibition and suppression. (A) In INLL neuron, blockade of GABAA

receptor (GABAAR) by bicuculline did not eliminate 28 kHz inhibition, but
addition of GlyR blockade by strychnine completely eliminated this inhibition.
(B) Effects of receptor blockade on 23–30 kHz inhibition on population of
tested NLL neurons. While GABAAR blockade alone (at left) did not eliminate
combination-sensitive inhibition in any neuron, GlyR blockade (at right) always
eliminated or greatly reduced inhibition evoked by 23–30 kHz signal. In (B, D,

and F), interaction index expresses the degree of facilitation (positive values)
or inhibition (negative values). The greyed area indicates no significant
interaction. Green dashed lines indicate results from GlyR receptor blockade
alone, compared to black lines that show combined GABAAR and GlyR

blockade. (C) In same INLL neuron as in (A), blockade of GABAAR or both
GABAAR and GlyR failed to eliminate 18 kHz suppression. (D) Effects of
receptor blockade on <23 kHz suppression among NLL neurons. Neither
GABAAR nor GlyR blockade eliminated suppression tuned to frequencies
below 23 kHz. (E) In an IC neuron, blockade of GlyR did not eliminate 26 kHz
inhibition, although the delay function was narrowed. Combination of GlyR
and GABAAR blockade failed to eliminate 26 kHz inhibition. (F) Effects of
receptor blockade on 23–30 kHz inhibition among IC neurons. Data suggest
that many IC neurons inherit combination sensitivity from auditory brainstem
inputs, but that some inhibitory inputs tuned to 23–30 kHz terminate onto
high-ChF neurons in IC. Adapted from Peterson et al. (2009) (A–D) and
Nataraj and Wenstrup (2005, 2006) (E,F), with permission.

It is noteworthy that input from VNLL, including the exclusively
glycinergic columnar region, is very weak and inconsistent across
experiments.

Most inputs to combination-sensitive INLL neurons origi-
nate from regions of the cochlear nucleus or MNTB that are

associated with high frequencies (Yavuzoglu et al., 2010). Thus,
labeled neurons are located in the more caudal regions of AVCN
and more medial part of MNTB, regions known from physiolog-
ical studies and other anatomical studies to be associated with
ChFs above 60 kHz (Zook and Casseday, 1985; Zook and Leake,
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FIGURE 7 | Inputs to INLL neurons that show combination-sensitive

inhibition. (A) Left. Distribution of retrograde labeling after INLL
deposits in five animals. Right. Distribution of double labeled cells
(glycine-immunopositive and retrogradely labeled) after INLL tracer deposits.
The ipsilateral MNTB provides the strongest glycinergic input to INLL
neurons. (B) Comparison of retrograde label in MNTB after INLL deposits at

combination-sensitive site (left) and low-frequency tuned site (right). MNTB
labeling after combination-sensitive deposits is in both medial and lateral
locations, indicating input from both low and high-frequency bands. MNTB
label after low-frequency tuned deposits is located laterally, i.e., in the
low-frequency representation. Adapted from Yavuzoglu et al. (2010), with
permission.

1989). However, Yavuzoglu and colleagues also reported retro-
grade labeling in the lateral part of MNTB, a region known to
represent the lower frequencies in the mustached bat’s audible
range (Figure 7B). This consistent finding indicates that neurons
in the lateral, low-frequency part of MNTB provide a spectrally
unmatched input to high-frequency parts of INLL. This is the
likely anatomical substrate for combination-sensitive inhibition
in INLL (Figure 8).

The response properties in MNTB neurons are mostly con-
sistent with the features of low-frequency inhibition as observed
in IC combination-sensitive neurons (Gans et al., 2009). Gans
and colleagues showed that low-frequency inhibition is typ-
ically but not always phasic, suggesting that low-frequency
inputs to the INLL integrating neuron should be predom-
inantly phasic. Most MNTB neurons are reported to show
phasic-tonic temporal patterns that feature a tightly locked
first spike and a much lower probability of subsequent spikes
(Smith et al., 1998; Kopp-Scheinpflug et al., 2003; Tolnai
et al., 2008). This pattern is consistent with the features of
combination-sensitive inhibition in INLL neurons. Glycinergic
inputs from LNTB neurons, on the other hand, do not pos-
sess the appropriate response properties, since LNTB neurons
receive their primary excitation from the ipsilateral ear and
project to the ipsilateral INLL. This would suggest an ipsilateral

inhibitory input to INLL neurons, whereas Peterson et al.
(2009) show that low-frequency inhibition is activated by the
contralateral ear.

For IC neurons that display combination-sensitive inhibi-
tion, we propose that that the inhibition evoked by 23–30 kHz
tones is the result of a direct excitatory projection from the
inhibitory combination-sensitive neurons in INLL and perhaps
VNLLm (Figure 8). The evidence described above establishes
that the IC response property is, in most cases, inherited from
its inputs, and that the combination-sensitive response is com-
mon in the INLL. INLL neurons project strongly to IC record-
ing sites with combination-sensitive inhibition (Wenstrup et al.,
1999; Yavuzoglu et al., 2011). Further, many and perhaps most
of these INLL inputs are excitatory. This last point requires
emphasis, since it is often presumed that the VNLL/INLL com-
plex provides primarily inhibitory projections to IC. Thus, in
the mustached bat, the majority of neurons in INLL are unla-
beled by glycine or GABA immunocytochemistry, unlike VNLL
and DNLL neurons observed in the same histological sections
(Winer et al., 1995). Regions corresponding to INLL in rat and
cat, sometimes considered to be the most dorsal part of VNLL,
also show significant numbers of presumptive excitatory neu-
rons (Saint Marie et al., 1997; Riquelme et al., 2001). It is
less clear whether neurons in VNLLm are excitatory (Winer
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FIGURE 8 | Schematic diagram of circuitry underlying combination-sensitive inhibition in INLL and IC. The red and blue striped arrow indicates
sensitivity to both low and high-frequency bands.

et al., 1995). While observations do not rule out other sources
from which IC neurons inherit combination sensitivity, no other
brainstem auditory nucleus is known to contain such response
properties.

In a subset of IC neurons with combination-sensitive inhi-
bition, pharmacological or physiological evidence suggests that
low-frequency inhibition acts directly on high-frequency tuned
neurons. Work by Yavuzoglu and colleagues (2011) provide evi-
dence in support of this, showing that the high-frequency IC
receives input from neurons in VNLL that are tuned to low
frequencies and are glycinergic. Although these inputs were exam-
ined primarily in the context of facilitatory combination-sensitive
interactions, the observed connections could also contribute to
the inhibitory interactions observed in combination-sensitive
neurons of the IC.

MECHANISMS UNDERLYING COMBINATION-SENSITIVE
FACILITATION
Facilitated combination-sensitive neurons detect the coincidence
of excitation evoked by acoustic signals in two distinct frequency
bands (Olsen and Suga, 1991a,b; Portfors and Wenstrup, 1999).
Mechanistic explanations must account for several response
features: (1) neuronal integration of high and low-frequency
tuned responses, (2) a range of best delays of facilitation,
from 0 ms (simultaneous low and high-frequency elements) to
more than 30 ms lag in the high-frequency signal, (3) pha-
sic facilitation locked to signal onset; and (4) co-occurrence
of facilitatory and inhibitory interactions within single IC
neurons.

COMBINATION-SENSITIVE FACILITATION ORIGINATES IN IC AND
DEPENDS ON GLYCINERGIC INPUT
Facilitative combination-sensitive responses are abundant in
several areas of the mustached bat’s auditory cortex (Suga and
O’Neill, 1979; Suga et al., 1983; Suga and Horikawa, 1986;
Edamatsu et al., 1989; Fitzpatrick et al., 1998) and thalamus
(Olsen and Suga, 1991a,b; Wenstrup and Grose, 1995; Yan and
Suga, 1996a; Wenstrup, 1999). In IC, these facilitative responses
are commonly observed in frequency representations above
30 kHz (Mittmann and Wenstrup, 1995; Portfors and Wenstrup,
1999; Leroy and Wenstrup, 2000). Comparative physiological
recordings across auditory brainstem and midbrain nuclei suggest
that combination-sensitive facilitation originates in the IC. Thus,
no facilitatory responses occur in the cochlear nuclei (Marsh et al.,
2006) and very few have been recorded in the lateral lemniscal
nuclei (Mittmann, 1997; Portfors and Wenstrup, 2001).

Further support comes from pharmacological studies of
inhibitory receptor blockade. Several studies of IC neurons show
that blockade of the glycine receptor by strychnine eliminates
or greatly reduces facilitation in all combination-sensitive neu-
rons (Wenstrup and Leroy, 2001; Nataraj and Wenstrup, 2005;
Sanchez et al., 2008). Figure 9A shows an example of the gen-
eral trend (Figure 9B): GlyR blockade eliminates facilitation that
is strongest at 4 ms delay, even though the excitatory discharge
to single tones is unaffected. In contrast, blockade of GABAARs
is usually ineffective (Figures 9C,D); in all such cases, addi-
tion of GlyR blockade eliminated combination-sensitive facili-
tation (Figure 9D). Further studies using the GABAAR blocker
gabazine suggest that GABAARs play no role in facilitation
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FIGURE 9 | Glycine receptor blockade eliminates combination-sensitive

facilitation in IC neurons. (A) In IC neuron, blockade of GlyRs eliminates
27 kHz facilitation of 86 kHz ChF response. (B) Effects of GlyR blockade on
low-frequency facilitation among IC neurons. In all neurons, GlyR blockade
eliminated or greatly reduced combination-sensitive facilitation. (C) In an IC

neuron, blockade of GABAARs did not eliminate facilitation, but addition of
GlyR blockade eliminated facilitation. (D) In most IC neurons, facilitation was
not eliminated by GABAAR blockade, but addition of GlyR blockade always
eliminated the facilitation. Adapted from Nataraj and Wenstrup (2005), with
permission.

(Sanchez et al., 2008). The robust effect of GlyR blockade,
seen across three separate studies, argues strongly that facili-
tation originates in the IC. It also suggests an important role
for glycinergic inhibition in the facilitatory mechanism. Since
GlyR blockade eliminates facilitation for both sonar and non-
sonar combinations of spectral elements, and for facilitation
over a broad range of best delays (Nataraj and Wenstrup, 2005;
Sanchez et al., 2008), glycinergic input appears to be a fundamen-
tal contributor to mechanisms underlying combination-sensitive
facilitation.

MECHANISMS OF COMBINATION-SENSITIVE FACILITATION: ROLES OF
EXCITATION AND INHIBITION
In general, facilitation in the central nervous system is thought
to depend on excitatory inputs. Proposed mechanisms of facili-
tation in response to combinations of sensory inputs include the
summation of subthreshold excitatory inputs (Finn et al., 2007),
enhancement through postsynaptic glutamate receptors (Binns,
1999), and combinations of excitatory inputs with inhibitory
inputs that generate post inhibitory rebound (Casseday et al.,
1994). Studies in the mustached bat reveal a novel mechanism

by which distinct inhibitory inputs create facilitation, presumably
through dual post inhibitory rebound.

Sanchez and colleagues (2008) compared the contributions of
excitatory and inhibitory transmission in creating combination-
sensitive facilitation in the IC. Unexpectedly, excitatory neu-
rotransmission by glutamate played no role. They found that
blockade of AMPA receptors (AMPARs) and/or NMDA recep-
tors (NMDARs) had no effect on combination-sensitive facilita-
tion, even though glutamate receptor blockade eliminated spike
discharge in response to single tonal stimuli (Figures 10A,B).
Blockade of GABAA receptors in addition to glutamate recep-
tor blockade generally failed to eliminate the facilitation or even
change the number of spikes evoked by single tonal or combina-
tion stimuli. Only blockade of the glycine receptor was effective in
eliminating response facilitation, and it was successful in all tested
neurons. (Figure 10C).

These results rule out any contribution of ionotropic gluta-
mate receptors to the basic mechanism for combination-sensitive
facilitation in IC. Not only were single tonal responses elim-
inated by glutamate receptor blockade, but application of the
GABAA and glycine receptor blockers did not uncover residual
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FIGURE 10 | Glutamate receptors (iGluRs) play no role in

combination-sensitive facilitation. (A) Responses to ChF and
low-frequency tones are eliminated by iGluR blockade. (B) Blockade of
iGluRs eliminated excitatory responses to single tones, but facilitated
combination-sensitive responses persisted. Only the application of a GlyR
blocker eliminated facilitatory interactions. (C) Effects of receptor blockade
on low-frequency facilitation among IC neurons. In all neurons, iGluR
blockade failed to eliminate facilitation, but GlyR blockade always eliminated
facilitation. Blockade of GABAARs generally did not eliminate facilitation.
Adapted from Sanchez et al. (2008), with permission.

excitation that could result from incomplete glutamate recep-
tor blockade (Figure 11). As a result, glycine modulation of
glutamatergic transmission, as may occur in the auditory brain-
stem (Turecek and Trussell, 2001), or inheritance from auditory
cortico-collicular inputs (Yan and Suga, 1999; Suga et al., 2000)
are not viable mechanisms for combination-sensitive facilitation.
Further, mechanisms that depend on a combination of glutamate
excitation and glycine-evoked post-inhibitory rebound (Casseday
et al., 1994; Wenstrup and Leroy, 2001) are not sufficient to
account for the facilitatory interaction.

Instead, the work by Sanchez and colleagues suggests that com-
bination sensitivity in the mustached bat’s IC depends exclusively
on well-timed glycinergic inputs tuned to different sound fre-
quencies. Sanchez et al. hypothesized that the facilitatory effect
of glycinergic inputs could result either from coincidence of

FIGURE 11 | Primary role of GlyR receptors in the facilitated response

of IC neurons. Graphs show number of spikes evoked by ChF and
combination stimuli at best delay, averaged across the number of neurons
in the sample. iGluR blockade eliminates spikes evoked by ChF tones, but
does not eliminate facilitated spikes evoked by combination stimuli. The
addition of GABAAR blockade to the iGluR blockade (+GABAAR Block) has
little additional effect on the facilitated spikes. Facilitation spikes are only
eliminated by addition of the GlyR blockade (+GlyR Block). Neither +
GABAAR Block nor +GlyR Block revealed additional excitatory response to
the ChF response, suggesting that iGluR blockade successfully eliminated
glutamatergic excitation to the neurons. Adapted from Sanchez et al.
(2008), with permission.

post-inhibitory rebound excitations (Figure 12, inset) or direct
glycine-evoked depolarizations as occurs in birds and developing
mammals (Hyson et al., 1995; Kandler and Friauf, 1995; Lu and
Trussell, 2001). To test these hypotheses and to further explore
the mechanisms underlying combination sensitivity, Peterson and
colleagues (2008) obtained intracellular recordings from facili-
tated combination-sensitive neurons in the mustached bat’s IC.
The surprising result was that in all but one tested neuron, there
was no evidence of low-frequency-evoked transient hyperpolar-
ization OR depolarization that could be related to the inputs
that create response facilitation. In addition, the intracellular
recordings showed no evidence of shunting inhibition that might
conceal inhibitory inputs. Because the facilitatory interactions
originate in IC neurons, the authors concluded that the glyciner-
gic inputs underlying facilitation must be electrically segregated
from the soma, isolated in specific dendritic regions.

The Peterson et al. study (2008) did not resolve the question
of the mechanism underlying combination-sensitive facilitation.
Any mechanism must also explain the delay tuning observed in
many of these neurons, accounting for delays in low-frequency
excitation that can exceed 30 ms. These delays are not present
in the response latencies of auditory brainstem neurons that
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FIGURE 12 | Schematic diagram of mechanisms and circuitry

underlying combination-sensitive facilitation in IC. Inset shows
hypothesized mechanism of post-inhibitory rebound. Neuron receives a
variety of high frequency inputs tuned to its ChF (upper right) that do not

appear to interact with glycinergic inputs related to facilitation (lower left).
Response enhancement refers to hypothesized boost in the glycine
rebound potentials that allows the facilitation signal to reach the spike
trigger zone.

provide input to the IC (Klug et al., 2000; Portfors and Wenstrup,
2001; Marsh et al., 2006). In our view, a post-inhibitory rebound
mechanism is most capable of generating the delayed excitation
necessary for combination-sensitive facilitation. In such a mecha-
nism (Figure 12; Peterson et al., 2008), glycinergic input tuned
to the lower frequency signal may create an extended period
of hyperpolarization with variably timed rebound. When this
excitation coincides and colocalizes with high-frequency, glycine-
evoked excitation, response facilitation occurs. We further pro-
pose that an additional mechanism, such as voltage-gated sodium
channels placed nearer to the soma, is necessary to generate a
sufficient voltage boost to allow the facilitation signal to reach
the neuron’s spike trigger zone. This would explain why the low-
frequency input is hidden from the “view” of somatic intracellular
recording, even while the facilitation signal is clearly detectable
(Peterson et al., 2008).

For whichever mechanism applies, three observations strongly
support a conclusion that the site of facilitation is isolated
from other inputs to IC neurons. First, facilitating interac-
tions are unaffected by glutamatergic and GABAergic inputs
(Figures 10, 11; Sanchez et al., 2008). Second, glycine receptors
inhibit glutamatergic responses to ChF tones while contributing
to facilitation (Wenstrup and Leroy, 2001; Nataraj and Wenstrup,
2005; Sanchez et al., 2008). Third, GABAA- receptors inhibit
glutamatergic responses to best frequency tones in the same neu-
rons that display facilitation dependent on glycine receptors.
The presence, in the same neuron, of inhibitory and facilitatory

chloride-mediated influences suggests that effects of increased
chloride conductance are local within the neuron. Our inter-
pretation of these observations is that facilitatory interactions
are segregated on specific dendrites, away from other sources of
input (Figure 12). Regardless of where the inputs are located on
IC neurons, this facilitatory response—due to differently tuned
glycinergic inputs—violates the segregation of differently tuned
neurons within the tonotopically organized ascending auditory
pathway. How does facilitation arise in the context of the auditory
system’s tonotopic organization?

CIRCUITRY UNDERLYING COMBINATION-SENSITIVE
FACILITATION IN IC
Facilitated combination-sensitive neurons in the mustached bat’s
IC receive a broad range of inputs (Wenstrup et al., 1999;
Yavuzoglu et al., 2011) that activate glutamatergic, GABAergic,
and glycinergic mechanisms (Wenstrup and Leroy, 2001; Nataraj
and Wenstrup, 2005; Sanchez et al., 2008). Of these, only a
subset of the glycinergic inputs contributes to response facili-
tation. Further, IC facilitated neurons must receive glycinergic
inputs tuned to two frequency bands: its ChF and, in most
cases, the 23–30 kHz band that contributes to most combination-
sensitive facilitation. Yavuzoglu et al. (2011) combined glycine
immunohistochemistry with retrograde tract tracing to iden-
tify the sources of these glycinergic inputs (Figure 13). Tracers
deposited at facilitated, combination-sensitive recording sites in
IC resulted in tracer-glycine double-labeled neurons in VNLL and
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FIGURE 13 | Lateral lemniscal nuclei provide key glycinergic inputs

to facilitated combination-sensitive neurons in IC. (A) Left. Average
percentages of neurons double-labeled by tracer (FluoroGold, FG)
deposited at IC combination-sensitive recording sites and by glycine
immunohistochemistry. This represents the distribution of glycinergic
inputs to IC regions containing facilitated combination-sensitive neurons.
Right. Distribution of “proximity-labeled neurons”; these neurons are
retrogradely labeled by the IC tracer deposits and within 50 µm of a labeled
terminal resulting from deposit of a second tracer in a low frequency part of
AVCN. This represents neurons that likely receive input tuned to 23–30 kHz
and project to high-ChF, combination-sensitive recording sites in IC.
(B) Locations of these “proximity labeled” cells in VNLL and INLL from one
experiment. Adapted from Yavuzoglu et al. (2011), with permission.

INLL, and to a lesser extent in the lateral and medial superior
olive (LSO and MSO, respectively). Together, these four auditory
brainstem nuclei accounted for ∼93% of glycine-immunolabeled
neurons that project to facilitate combination-sensitive neurons
in the IC of the mustached bat (Figure 13A). Of these inputs,
the source of facilitating high-frequency glycinergic input almost
certainly arises from the VNLL and INLL. Because ipsilateral
LSO neurons are not excited by contralateral stimuli (Covey
et al., 1991), and only a small number of MSO neurons pro-
vide glycinergic inputs to IC (Winer et al., 1995; Yavuzoglu et al.,
2011), it is unlikely that LSO and MSO contribute significantly to
combination-sensitive responses.

To identify the source(s) of low-frequency input, Yavuzoglu
et al. (2011) placed a deposit of a retrograde tracer at an IC
site displaying combination-sensitive facilitation, and a second,

anterograde tracer at a 23–30 kHz recording site in the AVCN.
Only VNLL and INLL contained neurons retrogradely labeled by
the IC in close proximity to anterogradely labeled boutons from
the low-frequency AVCN deposit (Figure 13B). These experi-
ments confirm that VNLL and INLL are the sources of the low-
frequency, glycinergic inputs that underlie combination-sensitive
facilitation. Of these, it appears that the columnar part of VNLL
(VNLLc), with distinctive morphology and physiological prop-
erties, is the most likely source of these low-frequency inputs
(Figure 13B).

Several features of neurons in VNLLc are particularly well
suited to the functional properties needed for facilitated neurons
in IC. First, all of these neurons are thought to be glyciner-
gic (Winer et al., 1995; Vater et al., 1997). Second, most of
these neurons in bats have onset temporal patterns (Metzner and
Radtke-Schuller, 1987; Covey and Casseday, 1991; Portfors and
Wenstrup, 2001) that correspond closely to the inputs required
to create the transient, onset-type facilitation observed in most
IC neurons (Gans et al., 2009). Third, the level-tolerant response
latencies of most VNLLc neurons (Covey and Casseday, 1991)
are consistent with the observation that delay tuning in most IC
facilitated neurons does not change with increasing sound level
(Macías et al., 2012). These features of VNLLc neurons strengthen
the conclusion that they provide the critical glycinergic inputs
underlying combination-sensitive facilitation in IC (Figure 12).

In other species, VNLL neurons are not segregated so clearly by
functional properties or by transmitters, but some VNLL neurons
display similar onset response properties (Batra and Fitzpatrick,
1999; Zhang and Kelly, 2006) and may be glycinergic (Saint Marie
and Baker, 1990; Saint Marie et al., 1997; Riquelme et al., 2001).
Given the topographically complex organization of frequency in
this nucleus, it seems reasonable to propose that such neurons
could play similar spectral integrative roles in their projections to
the IC.

PROCESSING OF COMBINATION-SENSITIVE RESPONSES
BEYOND THE MIDBRAIN
The spectro-temporal integrating mechanisms that occur in the
auditory brainstem and midbrain appear to explain the basic
elements of combination-sensitive responses observed in the
auditory thalamus and cortex. Thus, in physiological studies
of the mustached bat, auditory midbrain responses show the
full range of frequency interactions, the low-frequency inhibi-
tion at 0 ms, and the range of best delays of facilitation that
have been observed in auditory thalamus or cortex (Portfors and
Wenstrup, 2003; Hagemann et al., 2011; Wenstrup and Portfors,
2011; Macías et al., 2012). Anatomical studies in this species show
that combination-sensitive regions of the IC project to compa-
rable regions of the medial geniculate body (MGB, Frisina et al.,
1989; Wenstrup et al., 1994; Wenstrup and Grose, 1995) and that
the combination-sensitive regions in MGB project to the appro-
priate cortical combination-sensitive areas (Pearson et al., 2007).
There is thus strong but indirect support that cortical responses
could be inherited from their midbrain and thalamic precursors.

Is there additional processing of combination-sensitive
responses beyond the midbrain? The answer appears to be yes
for some features of the combination-sensitive response. Thus,
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there is a greater likelihood, compared to midbrain neurons, that
combination-sensitive neurons in MGB will not respond to sepa-
rate signals, but only respond to the appropriate combination of
signals (Yan and Suga, 1996a; Portfors and Wenstrup, 1999, 2003;
Wenstrup, 1999). FM–FM neurons in auditory cortex are more
likely to respond to FM–FM combinations than to separate ele-
ments, to display preferences for FM sweeps rather than to tonal
stimuli (Taniguchi et al., 1986; Hagemann et al., 2011; Macías
et al., 2012), and to respond to more than one FM harmonic
in the echo (Misawa and Suga, 2001). Among cortical FM–FM
neurons, delay tuning is more dependent on sound level than in
IC (Hagemann et al., 2011; Macías et al., 2012). Finally, cortical
FM–FM neurons are more likely to show longer term changes in
delay tuning as the result of conditioning or other experience (Yan
and Suga, 1996b; Suga et al., 2002; Xiao and Suga, 2004).

The mechanisms underlying these transformations are not
understood. A parsimonious hypothesis is that the additional
features of cortical responses are layered onto the fundamental
response properties established in the brainstem and midbrain.
However, auditory cortical neurons receive multiple inputs that
may eliminate selectivity apparent in some of the inputs. Based on
their work in the pallid bat, Fuzessery and co-workers (Razak and
Fuzessery, 2009; Fuzessery et al., 2011) have proposed that selec-
tivity for the rate and direction of FM sweeps, which exists among
IC neurons, may be at least partially re-created in the auditory
cortex through GABAergic mechanisms. The functional implica-
tion of this re-creation is not understood. In the mustached bat,
the modifications introduced beyond the auditory midbrain may
create response properties that can be modified by experience.
Further work is needed to clarify these issues.

OVERALL VIEW AND IMPLICATIONS
Studies in the mustached bat provide an extensive description
of the mechanisms of spectro-temporal integration acting in
the mammalian auditory brainstem and midbrain. Although the
mechanisms of facilitation and delay tuning are not completely
understood, it is possible to draw several conclusions regard-
ing auditory brainstem mechanisms underlying spectro-temporal
integration. These conclusions point to computational mecha-
nisms operating in the auditory brainstem and midbrain that may
be used for other forms of spectro-temporal integration in other
species.

SEQUENTIAL COMBINATORIAL INTERACTIONS IN THE
MUSTACHED BAT
The inhibitory and facilitatory interactions that create the
response properties observed in IC, MGB, and auditory cor-
tex occur as separate spectro-temporal integrative events within
the auditory brainstem and midbrain (Figure 14). Combination-
sensitive inhibition is mostly created at a lower level, primarily
within the INLL, and depends on integration of high-frequency-
tuned excitatory inputs and low-frequency-tuned inhibitory
inputs. Combination-sensitive facilitation is created in the audi-
tory midbrain and depends on differently tuned glycinergic
inputs. Facilitatory IC neurons appear to receive inputs from
different tonotopic regions of the VNLL and INLL (Figure 14).
While they also receive other inputs, including glutamatergic
inputs, only their glycinergic inputs appear to contribute to
combinatorial response properties.

A subset of facilitatory neurons in IC, MGB, and auditory cor-
tex also display inhibitory combination sensitivity. These likely

FIGURE 14 | Schematic diagram of circuitry underlying combination-sensitive facilitation and inhibition in IC neuron.
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arise in IC as a result of the convergence of a glutamatergic
input from inhibited combination-sensitive INLL neurons with
the glycinergic inputs from VNLL and INLL that create facil-
itation. The irony here is that some glycinergic (“inhibitory”)
inputs participate in response facilitation while the glutamater-
gic (“excitatory”) input conveys inhibitory combination-sensitive
responses from INLL. This irony is a caution to circuit analyses:
sources of “inhibition” and “excitation” to a particular neuron’s
response should be corroborated by mechanistic studies that
establish whether inhibition or excitations are acting at that site.

The interactions that create combination-sensitive responses
in the mustached bat appear more hierarchical and the mech-
anisms appear more unitary than those observed in relation to
some other complex response properties observed in IC, such
as binaural processing or FM sweep selectivity (Fuzessery et al.,
2011; Pollak et al., 2011; Pollak, 2012). One explanation for the
well-defined set of interactions underlying combination sensi-
tivity is that the system appears to be prewired before the first
experience with echolocation. Thus, tuning to pulse-echo delay
occurs in the auditory cortex on the first day after birth, and
many features of mature responses are evident within the first
week (Vater et al., 2010; Kössl et al., 2012). It is not clear whether
this tuning precedes combination sensitivity in the IC, but our
hypothesis is that the brainstem and midbrain mechanisms and
circuitry form during prenatal development.

NEW ROLES FOR BRAINSTEM NUCLEI UNDERLYING SPECTRAL
INTEGRATION
Spectral integration depends on convergence of information from
neurons that are tuned to different frequencies. For many neurons
in the auditory system, these interactions may result from so-
called lateral excitatory or inhibitory effects, in which the inputs
are tuned to adjacent or overlapping frequency bands. However,
many studies in non-echolocating species show that neurons,
particularly in auditory cortex, respond to sounds in distinct fre-
quency bands (Sutter and Schreiner, 1991; Rauschecker et al.,
1995; Brosch et al., 1999; Sadagopan and Wang, 2009). These
interactions are evident in physiological studies but are difficult
to demonstrate anatomically.

As a form of spectral interaction, combination sensitivity
in the mustached bat is noteworthy because it involves widely
separated frequency bands that may be more amenable to exper-
imental study. The work summarized here shows that most
combination-sensitive interactions depend on projections from
neurons tuned to a specific lower frequency band (∼23–30 kHz)
and that these projections occur in specific auditory brain-
stem nuclei. Thus, for combination-sensitive inhibition, low-
frequency neurons in MNTB project to high-ChF neurons
in INLL. For combination-sensitive facilitation, low-frequency-
tuned neurons in VNLL project onto high ChF neurons in IC.
These spectrally unmatched projections in the auditory brain-
stem have not been reported previously, but may underlie a
variety of spectro-temporal integrative responses, from asymmet-
ric inhibitory sidebands (Fuzessery et al., 2011), to facilitation
between adjacent frequency bands within an FM sweep (Razak
and Fuzessery, 2008), to inhibition that may contribute to other
spectral responses (Xie et al., 2007).

The work presented in this review identifies a new role for the
MNTB that involves spectro-temporal integration. The MNTB
is normally associated with binaural comparisons of similarly
tuned inputs (Boudreau and Tsuchitani, 1968; Guinan et al., 1972;
Kuwabara and Zook, 1992; Sanes and Friauf, 2000; Thompson
and Schofield, 2000; Brand et al., 2002; Kim and Kandler, 2003;
Pecka et al., 2008). More recent work shows that MNTB con-
tributes to the offset response of neurons in the superior paraoli-
vary nucleus, a major source of GABAergic inhibition to the IC
(Kadner et al., 2006; Kulesza et al., 2007). The work on mus-
tached bats demonstrates that some MNTB neurons project to
unmatched frequency representations of target nuclei, creating
specific forms of cross-frequency interactions. This is a role that
should be explored further in other mammalian species, due to
the widespread projections of MNTB to superior olivary and
lateral lemniscal nuclei.

This review also describes specific functional roles for neurons
in the ventral and intermediate nuclei of the lateral lemniscus.
VNLL, especially the columnar subdivision, appears to con-
tribute to combination-sensitive facilitation through convergence
of glycinergic low-frequency (23–30 kHz) and high-frequency
neurons onto high-ChF neurons in IC. Projections from VNLL
that are not matched to the ChF of target IC neurons may
underlie the inhibition that contributes to FM sweep selectiv-
ity in other bat species (Voytenko and Galazyuk, 2007; Pollak
et al., 2011; Williams and Fuzessery, 2011). INLL performs an
important spectral integrative function as the initial site where
combination-sensitive inhibition arises. Through its excitatory
projection, the INLL appears to convey a particular response
feature to IC neurons—combination-sensitive inhibition.

CRITICAL ROLES OF GLYCINERGIC NEURONS IN SPECTRAL
INTEGRATION
These studies show a predominant role for brainstem glyciner-
gic neurons in the spectral interactions that underlie combination
sensitivity. Low frequency tuned glycinergic neurons from MNTB
create well timed, predominantly onset inhibition of excitatory
responses tuned to frequency bands 1–3 octaves higher. The
MNTB low-frequency input provides fast inhibition to suppress
the response to a simultaneously delivered high-frequency signal.

The role of glycinergic inputs in combination-sensitive facili-
tation demonstrated in these studies reveals a novel mechanism
of response facilitation/excitation. While it is well known that
glycinergic or GABAergic inputs can create excitation or facili-
tation (Casseday et al., 1994; Wenstrup and Leroy, 2001; Person
and Perkel, 2005), the studies reviewed here show that facilitation
depends entirely upon glycinergic inputs. We have speculated that
these inputs, which appear to result from distinctly tuned glycin-
ergic inputs, create a form of spectral integration that is transient
and locked to signal onset. Further, since glycinergic VNLLc neu-
rons respond well at high repetition rates and are phasic (Covey
and Casseday, 1991), their synapses onto IC neurons may be
more resistant to synaptic fatigue than glutamatergic synapses
at the high stimulation rates that can occur during echolocation
(Sanchez et al., 2008). The fast action of glycinergic synapses and
the phasic release of glycine by VNLL neurons may be optimal for
the form of combination sensitivity displayed by these neurons.
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The glycinergic facilitation mechanism may also underlie the sub
millisecond facilitation reported in the pallid bat IC (Razak and
Fuzessery, 2008).

For many neurons, delay tuning requires a delayed excita-
tion evoked by the low-frequency input, so that facilitation is
strongest when the high-frequency signal occurs several ms later
(e.g., resulting from pulse-echo delay). The mechanism underly-
ing the timing of the facilitation is not understood, but our data
suggest it does not depend on glutamatergic or GABAergic inputs
to the IC facilitated neurons. We have speculated that the glycin-
ergic rebound excitation may follow a variable period of increased
chloride conductance that creates the opportunity for delayed
low-frequency excitation. Further research is needed here, but it
has the potential to reveal interesting postsynaptic mechanisms of
information processing within IC neurons.

SEGREGATED SIGNAL PROCESSING BY IC NEURONS
The nature of facilitatory spectral integration by IC neurons in
the mustached bat has led us to propose that individual neurons
perform different signal processing operations in different cellular
compartments, or processing domains (Figure 14; Peterson et al.,
2008; Sanchez et al., 2008). Specifically, we propose that inputs
onto IC neurons are anatomically and electrically isolated to pre-
clude immediate interactions with other inputs. These different
sites integrate information from different sets of inputs, and may
operate under different conditions. For example, during roost-
ing, bats primarily hear social vocalizations. These generally have
lower repetition rates than those during echolocation in pursuit
of insects. IC neurons would likely respond to these social signals

through activation of their ChF-tuned glutamatergic, GABAergic,
and glycinergic inputs. These inputs would also be influenced
by frequencies within the very low-frequency (<23 kHz) tails
of the high-ChF tuning curves, which activate excitation and/or
suppression (Marsh et al., 2006; Nataraj and Wenstrup, 2006).
During sonar behavior, stimulation rates that exceed 40/s may
result in reduced responsiveness to the glutamatergic inputs.
Under these conditions, the same neuron may be activated pri-
marily by its glycinergic inputs related to combination sensitivity,
and the delay tuning resulting from the glycinergic inputs would
dictate the overall response. Our data suggest that these sets
of inputs do not appear to interact, leading to largely inde-
pendent processing of acoustic stimuli in a context-dependent
fashion.
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Neural responses in the mammalian auditory midbrain (inferior colliculus; IC) arise from
complex interactions of synaptic excitation, inhibition, and intrinsic properties of the
cell. Temporally selective duration-tuned neurons (DTNs) in the IC are hypothesized to
arise through the convergence of excitatory and inhibitory synaptic inputs offset in time.
Synaptic inhibition can be inferred from extracellular recordings by presenting pairs of
pulses (paired tone stimulation) and comparing the evoked responses of the cell to
each pulse. We obtained single unit recordings from the IC of the awake big brown
bat (Eptesicus fuscus) and used paired tone stimulation to measure the recovery cycle
times of DTNs and non-temporally selective auditory neurons. By systematically varying
the interpulse interval (IPI) of the paired tone stimulus, we determined the minimum
IPI required for a neuron’s spike count or its spike latency (first- or last-spike latency) in
response to the second tone to recover to within ≥50% of the cell’s baseline count or
to within 1 SD of it’s baseline latency in response to the first tone. Recovery times of
shortpass DTNs were significantly shorter than those of bandpass DTNs, and recovery
times of bandpass DTNs were longer than allpass neurons not selective for stimulus
duration. Recovery times measured with spike counts were positively correlated with
those measured with spike latencies. Recovery times were also correlated with first-spike
latency (FSL). These findings, combined with previous studies on duration tuning in the IC,
suggest that persistent inhibition is a defining characteristic of DTNs. Herein, we discuss
measuring recovery times of neurons with spike counts and latencies. We also highlight
how persistent inhibition could determine neural recovery times and serve as a potential
mechanism underlying the precedence effect in humans. Finally, we explore implications
of recovery times for DTNs in the context of bat hearing and echolocation.

Keywords: auditory neurophysiology, big brown bat (Eptesicus fuscus), duration-tuned neurons, echolocation,

neuroethology, paired tone stimulation

1. INTRODUCTION
The ability to extract temporal information from an acoustic sig-
nal is important for processing human speech (Denes, 1955),
discriminating species-specific communication calls (Pollack and
Hoy, 1979), localizing sounds (Knudsen and Konishi, 1979; Carr
and Konishi, 1990), and echolocation by bats (Simmons, 1971,
1979; Suga and O’Neill, 1979; O’Neill and Suga, 1982). Neurons
with spiking responses selective for signal duration, known as
duration-tuned neurons (DTNs), provide one neural mechanism
for encoding temporal information. DTNs have been observed
across a variety of vertebrate species and taxa including frogs
(Potter, 1965; Gooler and Feng, 1992; Leary et al., 2008), chin-
chillas (Chen, 1998), guinea pigs (Wang et al., 2006), mice (Brand
et al., 2000; Xia et al., 2000; Tan and Borst, 2007), rats (Pérez-
González et al., 2006), cats (He et al., 1997), and bats (Jen and
Schlegel, 1982; Pinheiro et al., 1991; Casseday et al., 1994; Ehrlich
et al., 1997; Fuzessery and Hall, 1999; Faure et al., 2003; Mora
and Kössl, 2004; Luo et al., 2008). Because DTNs have also
been found in the visual cortex of cats (Duysens et al., 1996),
this suggests that neural mechanisms of duration selectivity may
be similar across sensory modalities. The physiological response

properties and underlying neural mechanisms of auditory DTNs
have been studied most extensively in echolocating bats. The bio-
logical function(s) of DTNs to hearing is(are) unknown; however,
the range of neural best durations (BD) within a species (BD =
stimulus duration that causes maximum spiking) correlates with
the range of vocalization durations of species-specific communi-
cation sounds in non-echolocating vertebrates and with biosonar
pulse durations in echolocating bats (for reviews, see Sayegh et al.,
2011; Jen et al., 2012).

Duration tuning in the mammalian inferior colliculus (IC) is
hypothesized to arise from the convergence and temporal inter-
action of excitatory and inhibitory synaptic inputs arriving at the
neuron (Casseday et al., 1994, 2000; Covey et al., 1996; Faure et al.,
2003; Aubie et al., 2009). Biologically plausible computational
models of DTNs support the hypothesis that neural mechanisms
of duration selectivity may be shared across vertebrates (Aubie
et al., 2012). A number of studies have demonstrated that neural
inhibition is necessary for creating DTNs in the IC. For example,
focal application of GABAA and/or glycine receptor antagonists
have been shown to greatly diminish and/or eliminate the spik-
ing responses of DTNs (Fuzessery and Hall, 1999; Jen and Feng,
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1999), with the blocking of GABAA receptors having the great-
est effect on temporal tuning and duration selectivity (Casseday
et al., 2000). Whole-cell intracellular patch clamp recordings
(Covey et al., 1996; Tan and Borst, 2007; Leary et al., 2008)
and/or single-unit extracellular recordings combined with paired
tone stimulation (Faure et al., 2003) have revealed that inhibitory
inputs to DTNs usually precede excitatory inputs, and that the
inhibition lasts from 5 to 150 ms after stimulus offset. Hence,
DTNs receive inhibition that leads excitation. This inhibition also
persists for as long or longer than the duration of the stimulus
that evoked it. We know that inhibition occurs in some types of IC
neurons that are not tuned to stimulus duration (Faingold et al.,
1991; Pollak and Park, 1993; Torterolo et al., 1995; Kuwada et al.,
1997; Pedemonte et al., 1997; Klug et al., 1999), and in these cells
inhibition can persist for as long as 100 ms after stimulus off-
set (Yin, 1994; Covey et al., 1996; Litovsky and Delgutte, 2002).
Owing to the importance of inhibition in creating the temporal
tuning profile and response properties of DTNs, we hypothesized
that the leading and persistent inhibition evoked by each signal
in a paired tone stimulus could temporally interact and sum,
resulting in DTNs exhibiting longer recovery cycle times than
non-DTNs. Herein we test this hypothesis.

The recovery time of an evoked neural response can be mea-
sured with paired pulse stimulation (Grinnell, 1963). Often the
stimulus is a pair of equal amplitude pure tones set to the cell’s
characteristic or best excitatory frequency (BEF) and presented
at varying interpulse intervals (IPIs). Some studies have used
pairs of acoustic clicks presented at varying interstimulus delays
(Fitzpatrick et al., 1995; Litovsky and Yin, 1998a; Litovsky and
Delgutte, 2002), while others have used pairs of frequency mod-
ulated (FM) sweeps or variable amplitude tones to mimic the
loud outgoing vocalizations and faint returning echoes used for
echolocation by bats (Grinnell, 1963; Suga, 1964; Friend et al.,
1966; Pollak et al., 1977a,b; Lu et al., 1997; Wang et al., 2010). A
cell’s recovery time is measured by determining the minimum IPI
required for the spiking response evoked by the second stimulus
(R2) to recover within a specified level of the spiking response
evoked by the first stimulus (R1). The most common and unbi-
ased criterion for measuring recovery time is to report the IPI
where the R2/R1 ratio is ≥0.5. Note that this measure is normally
based enitrely on spike counts. To the best of our knowledge, no
previous study has measured neural recovery times with a spike
latency criterion.

Previous studies in bats reported that spike count recovery
cycle times of IC neurons are highly variable, ranging anywhere
from 4 to 200 ms (Suga, 1964; Friend et al., 1966; Suga and
Schlegel, 1973; Pollak et al., 1977a; Lu et al., 1997; Tang et al.,
2011). The recovery cycle times of many DTNs are shortest when
the pulse and echo durations are set to the cell’s BD and pre-
sented at biologically relevant pulse-echo amplitude differences
(Wang et al., 2008, 2010). The frequency selectivity of DTNs has
also been reported to sharpen when the pulse and echo are pre-
sented at BD (Wu and Jen, 2008b). These findings suggest that the
responses of DTNs may be specialized for processing loud out-
going echolocation pulses and fainter returning echos. Because
DTNs are found in both echolocating and non-echolocating
mammals, the ability to echolocate cannot be a prerequisite for

the evolution of auditory duration selectivity (Sayegh et al., 2011).
Nevertheless, this does not preclude a more specialized functional
role for DTNs in hearing and echolocation by bats.

Recovery cycle times also provide a way to observe the effects
of synaptic inhibition to a neuron. Application of bicucculine,
a GABAA receptor antagonist, has been shown to shorten the
recovery times of IC neurons (Lu et al., 1997; Zhou and Jen,
2003), suggesting that inhibitory inputs control the minimum
time needed for response recovery. In this study, we measured and
compared the recovery cycle times of DTNs and non-DTNs using
both spike count and spike latency measures as a way to further
our understanding about the strength and time course of the lead-
ing and persistent inhibition that is responsible for the creation
of auditory midbrain microcircuits sensitive to temporal acoustic
features.

2. METHODS
2.1. SURGICAL PROCEDURES
Electrophysiological data were obtained from 33 adult big brown
bats (Eptesicus fuscus) of both sexes that were housed in a hus-
bandry facility where colony temperature and lighting varied
according to ambient conditions (Faure et al., 2009). To facili-
tate multiple recordings and to precisely replicate the position of
the bat’s head between sessions, a stainless steel post was glued
to the skull. Prior to the head-posting surgery, bats were given a
subcutaneous injection of buprenorphine (0.03 mL; 1:9 mixture
of 0.3 mg/mL Temgesic and sterile water; 0.045 mg/kg). For the
surgery, bats were first placed in an anesthesia induction chamber
(12 × 10 × 10 cm) where they inhaled a 1–5% isofluorane:oxygen
gaseous mixture (flow rate: 1 L/min). Anesthetized bats were then
placed in a foam-lined body restraint within a stereotaxic align-
ment system (David Kopf Instruments Model 1900) fitted with
a custom mask for gas inhalation. The hair covering the skull
was shaved and the underlying skin was swabbed with Betadine®
disinfectant. Local anesthetic (0.2 mL bupivicaine; 5 mg/mL) was
injected subcutaneously prior to making a midline incision in
the scalp. The temporal muscles were reflected, the skull was
scraped clean and swabbed with 70% ethanol, and a post was
glued to the skull overlying the cortex with cyanoacrylate adhesive
(Henkel Loctite Corporation) cured with liquid acrylic hardener
(Zipkicker; Pacer Technology®). A chlorided silver wire, attached
to the head post, was placed under the temporal muscles and
served as the reference electrode. Recordings began 1–4 days after
surgery. Each bat was used in 1–8 sessions lasting ca. 4–8 h each
on separate days. Recordings were terminated if a bat showed
signs of discomfort (e.g., struggling body movements). Between
sessions, the electrode penetration site was covered with a piece
of contact lens and Gelfoam® coated in Polysporin®. Bats were
housed individually in a temperature- and humidity-controlled
room and were given ad libitum access to food and water. All
procedures were approved by the McMaster University Animal
Research Ethics Board and were in accordance with the Canadian
Council on Animal Care.

2.2. ELECTROPHYSIOLOGICAL RECORDINGS
Recordings were conducted inside a double-walled, sound atten-
uating booth with electrical shielding (Industrial Acoustics
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Co., Inc.). Prior to recording, each bat was given a subcutaneous
injection of a neuroleptic (0.3 mL; 1:1 mixture of 0.05 mg/mL fen-
tanyl citrate and 2.5 mg/mL Inapsine [droperidol]; 19.1 mg/kg).
Bats were then placed in a foam-lined body restraint that was
suspended by springs within a small animal stereotaxic frame
that was customized for bats (ASI Instruments) and mounted
atop of an air vibration table (TMC Micro-G). The bat’s head
was immobilized by securing the headpost to a stainless steel rod
attached to a manipulator (ASI Instruments) mounted on the
stereotaxic frame. The dorsal surface of the IC was exposed for
recording by making a small hole in the skull and dura mater
with a scalpel. Single-unit extracellular recordings were made
with thin-wall borosilicate glass microelectrodes with a capillary
filament (o.d. = 1.2 mm; A-M Systems, Inc.) and filled with 3 M
NaCl. Typical electrode resistances ranged from 10 to 30 M�.
Electrodes were positioned over the dorsal surface of the IC with
manual manipulators (ASI Instruments), and advanced into the
brain with a stepping hydraulic micropositioner (David Kopf
Instruments Model 2650). Action potentials were recorded with
a Neuroprobe amplifier (A-M Systems Model 1600) whose 10×
output was bandpass filtered and further amplified (500–1000×)
by a Tucker Davis Technologies spike pre-conditioner (TDT PC1;
lowpass fc = 7 kHz; high-pass fc = 300 Hz). Spike times were
logged on a computer by passing the PC1 output to a spike
discriminator (TDT SD1) and then an event timer (TDT ET1)
synchronized to a timing generator (TDT TG6). Electrodes were
visually aimed at the dorsal surface of the IC and all recordings
are assumed to be from the central nucleus of the IC (ICc).

2.3. STIMULUS GENERATION AND DATA COLLECTION
Stimulus generation and on-line data collection were controlled
with custom software that displayed spike times as dot raster dis-
plays ordered by the acoustic parameter that was randomized
during unit testing (see Faure et al., 2003). Briefly, pure tone
pulses were digitally generated with a two-channel array proces-
sor (TDT Apos II; 357 kHz sampling rate) optically interfaced to
two digital-to-analog (D/A) converters (TDT DA3-2) whose indi-
vidual outputs were fed to a low-pass anti-aliasing filter (TDT
FT6-2; fc = 120 kHz), two programmable attenuators (TDT PA5)
and two signal mixers (TDT SM5) with equal weighting. The
output of each mixer was fed to a manual attenuator (Leader
LAT-45) before final amplification (Krohn-Hite Model 7500). All
stimuli were presented monaurally, contralateral to the IC being
recorded, using a Brüel & Kjær (B&K) 1

4 inch condenser micro-
phone (Type 4939; protective grid on) modified for use as a
loudspeaker with a transmitting adaptor (B&K Type UA-9020) to
correct for non-linearities in the transfer function (Frederiksen,
1977). The loudspeaker was positioned ca. 1 mm in front of the
external auditory meatus. The output of each speaker, measured
with a B&K Type 4138 1

8 inch condenser microphone (90◦ inci-
dence; grid off) connected to a measuring amplifier (B&K Type
2606) and bandpass filter (K-H Model 3500), was quantified with
a sound calibrator (B&K Type 4231) and expressed in decibels
sound pressure level (dB SPL re 20 µPa) equivalent to the peak
amplitude of continuous tones of the same frequency (Stapells
et al., 1982). The loudspeaker transfer functions were flat ±6 dB
from 28–118 kHz, and there was at least 30 dB attenuation at

the ear opposite the source (Ehrlich et al., 1997). All stimuli
had rise/fall times of 0.4 or 0.5 ms shaped with a square cosine
function and were presented at a trial stimulation rate of 3 Hz.

Single units were found by searching with short duration pure
tones and/or downward FM sweeps. Upon unit isolation, we
determined the cell’s BEF, acoustic threshold, first-spike latency
(FSL) and last-spike latency (LSL) re signal onset, and for DTNs
we also determined the BD and duration-selective response class
(i.e., shortpass, bandpass or longpass DTNs; see Faure et al., 2003;
Fremouw et al., 2005). In all cases, neural response parameters
were determined by systematically varying the frequency, attenu-
ation, or duration of the stimulus in blocks, with 10–20 stimulus
repetitions per randomized step in each block. Following the
paired tone stimulation paradigm of Faure et al. (2003), we pre-
sented cells with pairs of BEF tone pulses. The onset of the first
pulse (P1) was fixed in time relative to the onset of recording;
the onset of the second pulse (P2) was systematically varied. The
stimulus IPI was defined as the time between the onset of P1 and
the onset of P2. For DTNs the durations of P1 and P2 were set to
the cell’s BD, whereas for non-DTNs the paired tone duration was
randomly chosen from 1–9 ms. Because P1 and P2 were matched
in stimulus frequency, duration, amplitude, and phase at all IPIs
presented, whenever the two tones temporally overlapped they
summed to form a single composite tone with a +6 dB amplitude
pedestal, the duration of which was determined by the amount of
overlap.

2.4. MEASURING RECOVERY TIMES
We tested 73 IC neurons with paired tone stimulation and gener-
ated 132 data files: 59 cells were tested at both +10 dB and +20 dB
above threshold (118 files), and 14 cells were tested at only +10 dB
above threshold. The IPI between P1 and P2 was randomly var-
ied, typically in 2 ms steps (115 of 132 files; 87%); however, two
files used 1 ms steps, 1 file used 2.5 ms steps, 1 file used 4 ms steps,
and 13 files used 5 ms steps.

2.4.1. Baseline data and windowing responses
For each file, we measured the baseline FSL and baseline LSL in
response to tone P1 for the 10 trials with the longest IPIs. We
did this to minimize the influence of tone P2 on the measure-
ment of the Baseline Response R1 re P1 (see Figure 1A). We used
20 stimulus repetitions at each IPI to calculate a mean ± stan-
dard deviation (SD) FSL and LSL (re P1). We then averaged the
10 means and 10 SDs to calculate a grand mean ± average SD
baseline FSL and baseline LSL (re P1) for each file. The baseline
FSL and baseline LSL were used to define the P1 and P2 anal-
ysis windows. The P1 analysis window started at the onset of
P1 + baseline FSL −2 SDs and ended at the onset of P1 + base-
line LSL +2 SDs. The P2 analysis window started at the onset of
P2 + baseline FSL −2 SDs and ended at the onset of P2 + baseline
LSL +2 SDs. Spikes were assumed to be evoked by P1 if they
fell into the P1 analysis window, and spikes were assumed to
be evoked by P2 if they fell into the P2 analysis window. For
trials where the IPI was small and the P1 and P2 analysis win-
dows overlapped—when the onset of P1 + baseline LSL +2 SDs
was > the onset of P2 + baseline FSL −2 SDs, thus making it
difficult to confidently assign spikes as being evoked by either P1
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A B

C D

FIGURE 1 | Measuring recovery cycle times of IC neurons. (A) Dot raster
display of an in vivo shortpass DTN in response to paired tone stimulation at
varying IPIs. The red bars represent the onset, duration, and offset of the first
tone pulse (P1), and the blue bars represent the onset, duration, and offset of
the second tone pulse (P2). Stimuli P1 and P2 were set to the cell’s BEF and,
if duration-tuned, BD. The timing of action potentials are illustrated as black
dots. We calculated the mean ± SD baseline FSL and baseline LSL in
response to P1 over the 10 longest IPIs from the onset of P1 to the onset of
P2. Baseline latencies were used to define the P1 and P2 analysis windows
(gray regions) used for assigning spikes as being evoked by stimulus P1 or
P2, and for calculating the Baseline Response R1. The P1 analysis window
began at the onset of P1 + baseline FSL − 2 SDs and ended at the onset of
P1 + mean LSL + 2 SDs (re P1). The P2 analysis window began at the onset
of P2 + baseline FSL − 2 SDs and ended at the onset of P2 + mean LSL +
2 SDs (re P2), and was used to measure the responses evoked by P2
(Response R2). For trials where the P1 and P2 analysis windows overlapped,
a single analysis window was defined starting from the onset of P1 +
baseline FSL − 2 SDs and ending at the onset of P2 + baseline LSL + 2 SDs.
(B) Recovery times measured with spike count. The ordinate shows the

spike count ratio of response (R2/Baseline R1) as a function of stimulus IPI.
The dotted line at 0.5 represents the 50% spike count recovery threshold.
The asterisk (*) at 12 ms illustrates the recovery time of the cell determined
with the short-to-long method, and the dagger (†) at 40 ms represents the
recovery time of the same cell determined with the long-to-short method.
(C,D) Recovery times measured with spike latency. The red line with closed
symbols represents spike latency (re P1), and the blue line with open
symbols represents spike latency (re P2). The dotted lines represent ± 1 SD
relative to the mean baseline FSL or baseline LSL (see A). (C) Mean FSL
(re P1 and P2) as a function of IPI. The asterisk (*) at 70 ms illustrates the FSL
recovery time measured with the short-to-long method, and the dagger (†) at
70 ms represents the FSL recovery time of the same cell determined with
the long-to-short method. (D) Mean LSL (re P1 and P2) as a function of IPI.
The asterisk (*) at 16 ms illustrates the LSL recovery time of the cell
measured with the short-to-long method, and the dagger (†) at 40 ms
represents the LSL recovery time of the same cell determined with the
long-to-short method. In this example, FSL took longer to recover than LSL.
MU044.04.09: BEF, 47 kHz; BD, 2 ms; threshold, 33.5 dB SPL; amplitude
+20 dB re threshold; 20 repetitions per IPI step.

or P2—we used a single, combined analysis window to measure
the evoked response. The combined analysis window started from
the onset of P1 + baseline FSL −2 SDs and ended at the onset of
P2 + baseline LSL +2 SDs.

2.4.2. Spike count recovery
We used the P1 and P2 analysis windows (described above) to
count spikes and measure spike latencies evoked by tones P1 and
P2, respectively, and to calculate the response criteria for measur-
ing recovery cycle times. We did this so that evoked responses were

compared with equal duration analysis windows. Assuming spike
latencies are normally distributed, then at 2 SDs wide the P1 and
P2 analysis windows should capture ≥95% of evoked responses.
The P1 analysis window was used to measure the Baseline spik-
ing Response R1 evoked by tone P1. The P2 analysis window
was used to measure the spiking Response R2 evoked by tone
P2 (Figure 1A). At each IPI, we calculated a R2/Baseline R1 ratio
of response (Figure 1B). The R2 spike count was defined as hav-
ing “recovered” when this ratio was ≥0.5—that is, when the spike
count evoked by P2 recovered to within 50% of the baseline spike
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count evoked by P1. For trials where the IPI was small and the
P1 and P2 analysis windows overlapped, the spike count ratio of
response was calculated by first counting the number of spikes
that fell into the combined P1 + P2 analysis window and then
subtracting the Baseline Response R1 spike count before divid-
ing this value by the Baseline Response R1 spike count, which is
similar to the method used by Suga (1964) to deal with response
overlap.

Some cells showed variation (ringing) in their spike count
ratio of response function, so we developed two algorithms to
measure recovery times from the functions. The algorithms assess
response recovery starting from different ends of the function
(Figure 1B). The short-to-long method assesses the function start-
ing from the shortest IPIs on the left and moving toward the
longest IPIs on the right. Using this technique, the recovery time
of a cell was defined as the smallest IPI where the ratio of response
function crossed and remained ≥0.5 for at least two consecutive
IPIs (see ∗ in Figure 1B). In a small subset of files (9/132, 6.8%),
we observed a brief facilitation in the ratio of response function at
short IPIs, followed by a decrease below 0.5 at intermediate IPIs,
and then an increase above 0.5 at longer IPIs (e.g., Figures 6C,D).
For these files, the recovery time was defined as the smallest IPI
where the spike count ratio of response function remained ≥0.5
for most of the remaining points at longer IPIs (based on visual
inspection by 2 observers), which is similar to the method used
by Fitzpatrick et al. (1995). The long-to-short method assesses the
spike count recovery function starting from the longest IPIs on
the right and moving toward the shortest IPIs on the left. With
this technique the recovery time of a cell was defined as the largest
IPI where the spike count ratio of response function was ≥0.5 if
at least two consecutive data points at smaller IPIs were <0.5 (see
† in Figure 1B), or if most data points at shorter IPIs remained
below 0.5 (based on visual inspection by 2 observers).

2.4.3. Spike latency recovery
In most data files we noticed an increase in the FSL or LSL (or
both) of the evoked response (re P2) at short IPIs, and then a
return to baseline R1 latencies at longer IPIs (e.g., Figures 1C,D).
We used this latency change as an alternative method for deter-
mining the recovery times of IC neurons. Using the Baseline
Response R1 FSL and LSL data (re P1) for each file, we measured
response recovery with spike latencies using a ±1 SD criterion. We
then employed similar short-to-long and long-to-short analysis
algorithms to measure spike latency recovery times. The short-to-
long method starts with the shortest IPI on the left where the R2
latency had increased to >1 SD above the Baseline Response R1
latency, and moving right it selects the shortest subsequent IPI
where the R2 latency returns and remains within 1 SD of base-
line for at least two consecutive IPIs (see ∗ in Figures 1C,D).
The long-to-short method starts from the longest IPI on the right
and moving left it determines the shortest subsequent IPI where
the R2 latency falls within 1 SD of baseline if at least two con-
secutive points at shorter IPIs were >1 SD of baseline (see † in
Figures 1C,D). A number of data files did not show a ±1 SD
change in FSL (8/132, 6.1%) or LSL (56/132, 42.4%), and for
these cases it was not possible to measure a spike latency recovery
time.

2.5. DATA ANALYSIS
Unless stated otherwise, all data are reported as the mean ± stan-
dard error (SE). Parameter correlations were calculated with
linear regression in Python (SciPy module) and relationships are
reported as the coefficient of determination (R2 and p-values).
Unless explicitly testing for factor effects, we grouped recov-
ery time values across cell types (bandpass, shortpass, allpass)
at both +10 dB and +20 dB (re threshold). We used the lin-
ear and non-linear mixed-effects models analysis-of-variance
(ANOVA) package written in R to test for effects of cell type,
analysis method, and relative amplitude on recovery cycle times,
FSLs, and LSLs, with cell type and relative amplitude as fixed
factors and cell ID as a random factor (Pinheiro and Bates,
2000).

3. RESULTS
3.1. RESPONSE PROPERTIES
DTNs can be categorized into one of three response classes based
on the shape of the duration tuning function (Sayegh et al., 2011).
Bandpass DTNs respond maximally at BD, with spike counts that
eventually fall to ≤50% of the maximum at durations both longer
and shorter than BD. Shortpass DTNs also respond maximally at
BD, with spike counts that eventually fall to ≤50% of the max-
imum at durations longer than BD but not shorter. The spiking
responses of shortpass and bandpass DTNs are typically transient
and offset-evoked, with FSL (re stimulus onset) increasing with
stimulus duration (Faure et al., 2003). Longpass DTNs do not
have a BD; instead, they respond only when the stimulus dura-
tion exceeds some minimum duration (Faure et al., 2003; Aubie
et al., 2009; Sayegh et al., 2011). Longpass DTNs differ from typ-
ical sensory neurons in that they do not show a decrease in FSL
with increasing stimulus amplitude that is typical of neurons that
integrate stimulus energy (Brand et al., 2000; Faure et al., 2003;
Pérez-González et al., 2006). Longpass DTNs were not used in this
report. By definition, allpass neurons are not duration-selective
and therefore do not have a BD. Allpass neurons spike in response
to all signal durations that contain sufficient stimulus energy. The
response pattern of allpass neurons can be transient or sustained,
with spikes typically occurring at a constant (onset-evoked) FSL
re stimulus onset.

We obtained single unit extracellular recordings from 73 IC
neurons. Of these, 16 (22%) were shortpass DTNs, 18 (25%) were
bandpass DTNs, and 39 (53%) were not duration-selective (i.e.,
allpass neurons). Recovery times were determined at +10 dB for
all cells and at +20 dB re threshold for 59 cells (14 shortpass, 13
bandpass, and 32 allpass).

Traveling dorsal to ventral in direction, the BEF of cells sys-
tematically increased as the depth of the recording electrode
was advanced into the IC (R2 = 0.57, p � 0.001; data not
shown). This tonotopic relationship held true within all cell
types and response classes (allpass R2 = 0.65, p � 0.001; short-
pass R2 = 0.56, p � 0.001; and bandpass R2 = 0.41, p < 0.001).
There was no correlation between neuronal BD and elec-
trode depth (Figure 2A), but there was a significant nega-
tive correlation between BD and BEF (Figure 2B). There was
also no correlation between BEF and the mean baseline spike
count at +10 dB (R2 = 0.030, p = 0.15), but at +20 dB (re
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A
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FIGURE 2 | Temporal tuning and spatial topography or tonotopy in the

IC. (A) There was no correlation between neuronal BD and the depth of the
recording electrode (R2 = 0.070, p = 0.13). Note the broken abscissa.
(B) There was a negative correlation between neuronal BD and BEF
(R2 = 0.20, p = 0.0081).

threshold) there was a weak, positive correlation (R2 = 0.068,
p = 0.046).

We measured the average spike latency (re stimulus onset)
at each level above threshold (Table 1) and found that FSL
(F = 2.12, p = 0.13) and LSL (F = 0.17, p = 0.84) did not vary
as a function of response class. Mean FSLs decreased with a
+10 dB increase in stimulus amplitude (F = 7.46, p = 0.0084),
but there was no change in LSL (F = 0.0016, p = 0.97). Neurons
with higher BEFs had shorter FSLs (Figures 3A,B). There was
also a negative correlation between BEF and LSL (Figures 3C,D).
Neurons with longer FSLs (but not LSLs) were distributed more
dorsally in the IC at shallower electrode depths (data not shown).

3.2. RECOVERY CYCLE TIMES
Figure 4 illustrates the response characteristics of a band-
pass DTN to presentations of variable duration BEF tones
(Figures 4A,B) and to pairs of BEF and BD tones varied in IPI
(Figures 4C,D). This cell responded to 24 kHz tone durations
between 1 and 8 ms, with a maximum of ca. 2 spikes per stimulus

Table 1 | Mean ± SE first- and last-spike latency as a function of cell

type and level above threshold.

Cell type n Spike latency n Spike latency

(ms) +10 dB (ms) +20 dB

FIRST-SPIKE LATENCY

Allpass 39 15.42 ± 0.98 32 13.20 ± 0.96

Bandpass 18 18.33 ± 1.30 13 16.86 ± 1.28

Shortpass 16 14.32 ± 1.57 14 12.76 ± 1.24

LAST-SPIKE LATENCY

Allpass 39 20.37 ± 1.43 32 18.42 ± 1.58

Bandpass 18 21.34 ± 1.75 13 20.71 ± 1.79

Shortpass 16 19.57 ± 2.49 14 16.00 ± 2.08

The average baseline R1 latency at +10 and +20 dB (re threshold) was used as

the input for each cell.

at a BD of 4 ms. Because the cell’s FSL increased with stim-
ulus duration it was characterized as offset responding. When
stimulated with pairs of BD tones that were randomly varied
in IPI, spike counts in response to tone P2 became suppressed
(Figure 4D) and the spike latency (both FSL and LSL) was delayed
at short IPIs (Figures 4E,F). Evidence that neural inhibition alters
the responses can be seen in Figure 4C during and following the
period of response overlap. At an IPI of 2 ms, the leading inhibi-
tion evoked by each stimulus sums and this appears to lengthen
the cell’s FSL without drastically altering its spike count. At IPIs
from 4 to ca. 36 ms, the persistent inhibition evoked by P1 appears
to interact with the leading inhibition evoked by P2 and this sup-
presses the spike count and delays the FSL of the response evoked
by P2. Eventually, the spike count and latencies recover to within
baseline values, although subtle effects of persistent inhibition can
still be observed at long IPIs because the mean FSL (re P2) does
not begin to overlap the mean FSL (re P1) until an IPI of 76 ms.
Indeed, for this cell it is clear that FSL takes longer to recover
than LSL. The recovery time of the cell, as determined from the
spike count ratio of response function, was similar for the short-
to-long (42 ms) and long-to-short (38 ms) analysis methods. The
recovery time of the cell, as determined from the FSL function
(re P2), returned to within 1 SD of baseline at 56 ms using both
the short-to-long and long-to-short methods (Figure 4E). The
recovery time of the cell, as determined from LSL function (re P2),
returned to within 1 SD of baseline at 20 ms using both methods
(Figure 4F).

Figure 5 illustrates the response characteristics of a short-
pass DTN to presentations of variable duration BEF tones
(Figures 5A,B) and to pairs of BEF and BD tones varied in IPI
(Figures 5C,D). This cell responded to 38 kHz tone durations
between 1 and 4 ms, with a maximum of ca. 1.9 spikes per stim-
ulus at a BD of 2 ms. The FSL of the cell also increased with
stimulus duration and followed stimulus offset. When stimulated
with pairs of BD tones that were randomly varied in IPI, the spike
count in response to tone P2 became suppressed (Figure 5D) and
both the FSL and LSL were delayed at short IPIs (Figures 5E,F).
Eventually, the spike count and latencies recovered to within
baseline values. The effect of neural inhibition can be seen in
Figure 5C during and following the period of response overlap.
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FIGURE 3 | Spike latency and tonotopy in the IC. (A,B) First-spike latency
as a function of BEF. Neurons with lower BEFs had longer average FSLs at
both (A) +10 dB (R2 = 0.18, p = 0.00019) and (B) +20 dB (R2 = 0.21,

p = 0.00031) re threshold. (C,D) Last-spike Latency as a function of BEF.
Neurons with lower BEFs had longer average LSLs at both (C) +10 dB
(R2 = 0.087, p = 0.011) and (D) +20 dB (R2 = 0.070, p = 0.044) re threshold.

At an IPI of 2 ms, when the paired BD stimulus was effectively a
single 4 ms tone with a brief amplitude modulation at its mid-
point (caused by the fall-and-rise times of each stimulus), the
leading inhibition evoked by each stimulus sums and this appears
to decrease the spike count and lengthen the FSL (re P2). At
IPIs from 4 to ca. 40 ms, the persistent inhibition evoked by P1
appears to interact with the leading inhibition evoked by P2 and
this suppresses the spike count and delays the FSL of the response
evoked by P2. The recovery time of the cell, as determined from
the spike count ratio of response function, was 46 ms for both
the short-to-long and long-to-short analysis methods. The recov-
ery time of the cell, as determined from the FSL function (re P2),
returned to within 1 SD of baseline at an IPI of 20 ms for both
analysis methods (Figure 5E). The recovery time of the cell, as
determined from the LSL function (re P2), returned to within
1 SD of baseline at an IPI of 14 ms with the short-to-long method,
and we were unable to measure a recovery time with the long-
to-short method because LSL did not deviate by >1 SD for two
consecutive IPIs (Figure 5F). Notice again that subtle effects of
persistent inhibition can be observed in the paired tone responses
because the mean FSL and mean LSL (re P2) do not begin to over-
lap the mean FSL and mean LSL (re P1) until IPIs longer than

the measured recovery times. Again, FSL takes longer to recover
than LSL.

Figure 6 illustrates the response characteristics of an allpass
neuron to presentations of 28 kHz BEF tones that were randomly
varied in duration (Figures 6A,B) and to pairs of BEF tones varied
in IPI (Figures 6C,D). For this cell, spike counts remained within
50% of the maximum response at all durations tested. Because
FSL did not change with stimulus duration, the cell was character-
ized as onset responding. When the cell was stimulated with 3 ms
tone pairs that were randomly varied in IPI (Figure 6C), a brief
facilitatory response was observed at IPIs from 2 to 10 ms before
the spike count (re P2) became suppressed at intermediate IPIs
(Figure 6D). Paired tone stimulation only slightly delayed FSLs
re P2 (Figure 6E), and LSLs re P2 were unaffected (Figure 6F).
The recovery time of the cell, as determined from the spike count
ratio of response function, was 54 ms using both the short-to-
long and long-to-short analysis methods. The recovery time of
the cell, as determined from the FSL function (re P2), returned
to within 1 SD of baseline at an IPI of 14 ms using the short-
to-long method, and at 22 ms using the long-to-short method
(Figure 6E). We were unable to measure a recovery time with LSL
because it did not deviate by >1 SD at any IPI tested (Figure 6F).
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FIGURE 4 | Response and recovery in a bandpass DTN. (A) Dot raster
display of spiking in a bandpass DTN in response to variable duration BEF
tones. (B) Mean ± SE spikes per stimulus as a function of stimulus duration.
This cell had a BD of 4 ms. (C) Dot raster display illustrating spiking in
response to pairs of BD tones presented at variable IPIs. The shaded gray
regions illustrate the customized P1 and P2 analysis windows bounded by
±2 SDs from the baseline FSL and baseline LSL of the cell (see Figure 1).
(D) Spike count ratio of response as a function of IPI. Evoked spiking in
response to P2 recovers to within 50% of baseline (dotted line) in response
to P1 at 42 ms using the short-to-long method (*), and at 38 ms using the
long-to-short method (†). (E) Mean FSL and (F) mean LSL as a function of IPI

for responses evoked by P1 (red closed symbols) and P2 (blue open
symbols). (E) The cell’s FSL (re P2) returns to within 1 SD of baseline at 56 ms
using both the short-to-long and long-to-short methods, whereas (F) the LSL
(re P2) returns to within 1 SD of baseline at 20 ms using both the short-to-long
and long-to-short methods. Latencies determined after windowing responses
with the cell-specific P1 and P2 analysis windows. Dotted lines represent
±1 SD relative to baseline latency (re P1). Missing values represent IPIs
where no spikes fell into the analysis window. (A,B) MU036.01.06: BEF,
24 kHz; threshold, 27 dB SPL; amplitude +20 dB re threshold; 15 repetitions
per stimulus. (C–F) MU036.01.31: BEF, 24 kHz; threshold, 27 dB SPL;
amplitude +20 dB re threshold; 20 repetitions per IPI step.

3.3. RECOVERY CYCLES MEASURED WITH SPIKE COUNTS AND
LATENCIES

For the majority of cells and data files (92 of 132 files;
70%), recovery cycle times measured with the short-to-long

and long-to-short analysis algorithms yielded identical val-
ues. Indeed, recovery times determined with the two algo-
rithms were highly correlated at both +10 dB (Figure 7) and
+20 dB (data not shown) above threshold for spike counts
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FIGURE 5 | Response and recovery in a shortpass DTN. (A) Dot raster
display of spiking in a shortpass DTN in response to variable duration BEF
tones. (B) Mean ± SE spikes per stimulus as a function of stimulus duration.
This cell had a BD of 2 ms. (C) Dot raster display illustrating spiking in
response to pairs of BD tones presented at variable IPIs. The shaded gray
regions illustrate the customized P1 and P2 analysis windows bounded by
±2 SDs from the baseline FSL and baseline LSL of the cell (see Figure 1).
(D) Spike count ratio of response as a function of IPI. Spiking in response to
tone P2 recovers to within 50% of baseline (dotted line) in response to P1 at
46 ms using both the short-to-long (*) and long-to-short (†) method. (E) Mean
FSL and (F) mean LSL as a function of IPI for responses evoked by tone P1
(red closed symbols) and tone P2 (blue open symbols). (E) The cell’s FSL (re

P2) returns to within 1 SD of baseline at 20 ms using both the short-to-long
and long-to-short methods, whereas (F) the LSL (re P2) returns to within 1 SD
of baseline at 14 ms using the short-to-long method. No recovery time value
was obtained with the long-to-short method because there was not two
consecutive IPIs where the function deviated by >1 SD from the baseline
LSL. Latencies determined after windowing spikes with the cell-specific P1
and P2 analysis windows. Dotted lines represent ±1 SD relative to baseline
latency (re P1). Missing values represent IPIs where no spikes fell into the
analysis window. (A,B) MU036.02.06: BEF, 38 kHz; threshold, 48 dB SPL;
amplitude +20 dB re threshold; 15 repetitions per stimulus. (C–F)

MU036.02.12: BEF, 38 kHz; threshold, 48 dB SPL; amplitude +20 dB re
threshold; 20 repetitions per IPI step.

(Figure 7A), FSL (Figure 7B) and LSL measures (Figure 7C).
Of the remaining 40 files that were not in agreement, 15
had recovery times that differed by ≤4 ms (absolute value).
When the two methods for determining recovery times

did not agree, the long-to-short method generally yielded
longer values than the short-to-long method, as evidenced
by the number of points falling above the unity lines in
Figure 7.
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FIGURE 6 | Response and recovery in a non-DTN. (A) Dot raster display of
spiking in an allpass neuron in response to variable duration BEF tones.
(B) Mean ± SE spikes per stimulus as a function of stimulus duration. By
definition, allpass neurons do not have a BD. (C) Dot raster display illustrating
spiking in response to pairs of 3 ms tones presented at variable IPIs. The
shaded gray regions illustrate the customized P1 and P2 analysis windows
bounded by ±2 SDs from the baseline FSL and baseline LSL of the cell (see
Figure 1). (D) Spike count ratio of response as a function of IPI. Spiking in
response to tone P2 recovers to within 50% of baseline (dotted line) in
response to P1 at 54 ms using both the short-to-long (*) and long-to-short (†)
method. (E) Mean FSL and (F) mean LSL as a function of IPI for responses

evoked by tone P1 (red closed symbols) and tone P2 (blue open symbols).
(E) The cell’s FSL (re P2) returns to within 1 SD of baseline at 14 ms using
the short-to-long method and at 22 ms using the long-to-short method,
whereas (F) the LSL (re P2) function did not deviate by >1 SD from baseline
at any IPI, hence no recovery time value was obtained. Latencies determined
after windowing spikes with the cell-specific P1 and P2 analysis windows.
Dotted lines represent ±1 SD relative to baseline latency (re P1). (A,B)

MU036.02.06: BEF, 38 kHz; threshold, 48 dB SPL; amplitude +20 dB re
threshold; 15 repetitions per stimulus. (C–F) MU036.02.12: BEF, 38 kHz;
threshold, 48 dB SPL; amplitude +20 dB re threshold; 20 repetitions per IPI
step.

Table 2 lists the mean ± SE 50% spike count recovery times
determined with both analysis algorithms as a function of neural
response class and level above threshold. Using the short-to-long
method, non-duration-selective neurons and shortpass DTNs

had the shortest recovery times, and bandpass DTNs had sig-
nificantly longer recovery times (short-to-long spike recovery
time: F = 4.31, p = 0.017). When we analyzed the data measured
with the long-to-short technique, the differences in recovery cycle
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A
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C

FIGURE 7 | Comparison of recovery time measures. Each panel shows
recovery times of IC neurons at +10 dB (re threshold) measured with the
short-to-long (abscissa) and long-to-short (ordinate) analysis methods based
on (A) spike count, (B) FSL and (C) LSL criteria. The two methods are in
agreement when points fall along the dotted unity line y = x. Recovery
times were positively correlated at +10 dB (A: R2 = 0.77, p � 0.001; B:
R2 = 0.30, p � 0.001; C: R2 = 0.22, p = 0.0089) and at +20 dB (data not
shown) above threshold. The sample size (n) and number of points that fall
above, below (but not on) the unity line are: (A) n = 73, 14 above, 9 below;
(B) n = 57, 19 above, 7 below; and (C) n = 30, 6 above, 7 below.

times across neural response classes were no longer significant
(long-to-short spike recovery time: F = 1.68, p = 0.1942); how-
ever, a statistically significant difference in recovery cycle times
between neural response classes re-emerged when the data were

Table 2 | Mean ± SE spike count recovery time (and range) as a

function of cell type and level above threshold measured with the

short-to-long and long-to-short analysis methods.

Cell type n Recovery time n Recovery time

(ms) +10 dB (ms) +20 dB

SHORT-TO-LONG METHOD

Allpass 39 20.13 ± 2.93 (2–100) 32 17.50 ± 2.14 (0–54)

Bandpass 18 34.83 ± 5.82 (10–105) 13 23.54 ± 3.23 (6–42)

Shortpass 16 23.00 ± 3.81 (2–54) 14 18.79 ± 3.87 (2–54)

LONG-TO-SHORT METHOD

Allpass 39 25.97 ± 4.05 (0–148) 32 20.91 ± 3.17 (0–76)

Bandpass 18 36.94 ± 5.64 (10–105) 13 26.15 ± 3.70 (6–44)

Shortpass 16 25.75 ± 4.49 (2–68) 14 20.21 ± 4.00 (2–50)

Recovery measured as the IPI where the spike count in response to P2 was

≥50% of the baseline spike count (re P1).

Table 3 | Mean ± SE first-spike latency (FSL) recovery time (and

range) as a function of cell type and level above threshold, measured

with the short-to-long and long-to-short analysis methods.

Cell type n Recovery time n Recovery time

(ms) +10 dB (ms) +20 dB

SHORT-TO-LONG METHOD

Allpass 36 20.64 ± 2.35 (4–58) 28 17.50 ± 2.05 (5–42)

Bandpass 17 23.65 ± 4.26 (2–66) 13 23.08 ± 5.36 (4–68)

Shortpass 16 21.56 ± 3.85 (4–50) 14 26.71 ± 6.40 (4–80)

LONG-TO-SHORT METHOD

Allpass 29 23.52 ± 2.76 (8–60) 21 23.48 ± 2.52 (8–52)

Bandpass 14 41.14 ± 7.35 (10–110) 11 26.00 ± 5.67 (8–64)

Shortpass 14 34.50 ± 5.62 (10–70) 12 33.83 ± 6.76 (6–72)

Recovery time measured as the IPI where the FSL in response to P2 returned

to within 1 SD of the baseline FSL (re P1).

Table 4 | Mean ± SE last-spike latency (LSL) recovery time (and

range) as a function of cell type and level above threshold, measured

with the short-to-long and long-to-short analysis methods.

Cell type n Recovery time n Recovery time

(ms) +10 dB (ms) +20 dB

SHORT-TO-LONG METHOD

Allpass 20 13.65 ± 1.90 (4–45) 15 11.33 ± 2.09 (2–34)

Bandpass 13 18.08 ± 3.29 (2–45) 9 17.33 ± 3.46 (4–40)

Shortpass 9 15.33 ± 3.74 (4–42) 9 13.11 ± 1.74 (6–20)

LONG-TO-SHORT METHOD

Allpass 15 18.40 ± 4.29 (6–58) 7 21.29 ± 5.45 (10–52)

Bandpass 6 42.67 ± 14.82 (12–110) 7 20.57 ± 4.31 (4–40)

Shortpass 9 16.44 ± 3.75 (6–42) 7 14.29 ± 4.52 (6–40)

Recovery time measured as the IPI where the LSL in response to P2 returned

to within 1 SD of the baseline LSL (re P1).

re-analyzed using the average recovery cycle time of the short-
to-long and long-to-short algorithms (average spike recovery
time: F = 3.23, p = 0.046). There was no effect of tone ampli-
tude (level above threshold) on recovery times measured with
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either spike count algorithm (short-to-long: F = 0.063, p = 0.80;
long-to-short: F = 0.20 p = 0.65).

Tables 3 and 4 list the mean ± SE spike latency recovery
times as a function of neural response class and level above
threshold using the short-to-long and the long-to-short analy-
sis methods. Overall, there was no main effect of response class
or tone amplitude on FSL (Table 3) or LSL (Table 4) recov-
ery times. Bandpass DTNs had significantly longer FSL recov-
ery times with the long-to-short method (long-to-short FSL
recovery: F = 3.90 p = 0.026). For the remainder of this paper,
we present recovery times as the average of the short-to-long
and long-to-short analysis algorithms for both spike counts
and spike latencies unless we were unable to obtain an aver-
age, in which case the algorithm that provided a value was
used.

Previous studies on the recovery cycle times of auditory neu-
rons have used only spike counts as the dependent measure
(Suga, 1964; Friend et al., 1966; Suga and Schlegel, 1973; Pollak
et al., 1977b; Lu et al., 1997). In our dataset, we were able to
measure recovery times with a 50% change in spike count for
all 132 data files at +10 dB and +20 dB (re threshold). And
for a majority of cells we were able to measure recovery time
with a 1 SD change in FSL (n = 124 files) and LSL (n = 75
files). Recovery times measured with a spike count criterion
were positively correlated with recovery times measured with a
FSL (Figures 8A,B) and LSL (Figures 8C,D) criterion at both
+10 dB and +20 dB (re threshold). There was also a positive
correlation between recovery times measured with a FSL and
LSL criterion at +10 dB (Figure 8E) and +20 dB above threshold
(Figure 8F). Upon closer inspection, we found no obvious bias
for recovery times measured with spike counts and FSLs because
similar numbers of points fell above and below the unity lines
at both levels above threshold (Figures 8A,B); however, recov-
ery times measured with spike counts and FSLs tended to be
longer than those measured with LSLs, as evidenced by a greater
number of points falling below the unity lines in the scatterplots
(Figures 8C–E).

In a further analysis we compared recovery times measured
with spike counts, FSLs and LSLs but only in cells that pro-
vided values for all three measures (Table 5). Using this subset of
data, the positive correlation between spike count and FSL recov-
ery times remained and became stronger (R2 = 0.27, p < 0.001,
n = 42). Measuring recovery times with a LSL criterion was a lim-
iting factor for inclusion in this restricted subset of data, hence
the correlations between spike count and LSL recovery times and
between LSL and FSL recovery times were identical to those in
Figures 8C–F. Using a repeated measures ANOVA, we found a
significant main effect of the response parameter used to measure
neural recovery (spike count, FSL, LSL: F = 15.02, p � 0.001).
Recovery times determined with a 1 SD change in LSL were signif-
icantly shorter than recovery times measured with a 50% change
in spike count or with a 1 SD change in FSL (Table 5). Moreover,
there was now a significant main effect of stimulus amplitude,
with recovery times decreasing at the higher stimulus level above
threshold (+10 dB and +20 dB: F = 5.28, p = 0.024). There was
no significant interaction between any main effects (analyses not
shown).

3.4. RECOVERY CYCLES AND RESPONSE PROPERTIES
At +10 dB (re threshold), stimulus duration was not correlated
with recovery cycle time, regardless of cell type (data not shown),
but at +20 dB there was a positive correlation between stimulus
duration and the spike count recovery time (Figure 9A). There
was no correlation between stimulus duration and FSL recov-
ery time (Figure 9B) or LSL recovery time (Figure 9C) at either
level above threshold. When allpass neurons were removed from
the analysis there was still no correlation between BD and the
spike count recovery cycle time at +10 dB (R2 = 0.023, p = 0.39,
n = 34), and the positive correlation at +20 dB became stronger
(R2 = 0.16, p = 0.044, n = 26). Neural BEFs did not correlate
with spike count recovery times at either +10 dB (R2 = 0.0019,
p = 0.72) or +20 dB (R2 = 0.0095, p = 0.46) above threshold
(data not shown). There was also no correlation between the
spike count recovery time of a cell and its baseline spike count at
both +10 dB (R2 = 0.019, p = 0.25) and +20 dB (R2 = 0.00024,
p = 0.91) above threshold (data not shown).

Neurons with short FSLs typically had short spike count recov-
ery times, and this result held true at both +10 dB (Figure 10A)
and +20 dB above threshold (data not shown). At +10 dB
(re threshold), neurons with short FSLs also had short FSL
(Figure 10B) and LSL recovery times (Figure 10C), but at +20 dB
(re threshold) the correlations were no longer significant (data
not shown).

4. DISCUSSION
4.1. RECOVERY CYCLES AND SPIKE LATENCIES
Spike counts and latencies are basic response properties com-
monly reported in electrophysiological papers. And while changes
in both can be used to assess response features, such as the
onset and duration of synaptic inhibition in DTNs (Faure et al.,
2003) or the presence of neuromodulators in midbrain micro-
circuits (Hurley and Pollak, 2005), often studies report only a
change in spike count even though numerous electrophysiolog-
ical and computational papers have shown that spike latency is
as (if not more) important at encoding stimulus specific and
related information at all levels of the central auditory system
(Middlebrooks et al., 1994; Klug et al., 2000; Brugge et al., 2001;
Furukawa and Middlebrooks, 2002; Heil, 2004; Nelken et al.,
2005). Fontaine and Peremans (2009) argue that a spike-timing
code (as opposed to a spike rate or count code) is more appro-
priate for processing the short duration echolocation signals
emitted by bats. Neural FSLs may also be used as an alter-
native to spike counts/rates when rapid responses are required
(Grothe and Klump, 2000; VanRullen et al., 2005), and are crit-
ical to mechanisms underlying sound localization (Joris et al.,
1998).

In this study, we compared recovery cycle times measured
with spike counts and spike latencies. We do not know which
measures are more pertinent for assessing neural response recov-
ery and/or its relevance to perception because both spike count
and timing codes can be used independently to represent stim-
ulus features (VanRullen et al., 2005). The relative importance,
if any, will depend on which parameter(s) is(are) most impor-
tant for encoding and transmitting stimulus specific information
in the central nervous system. Because our analyses employed
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FIGURE 8 | Comparison of mean recovery times measured with spike

counts and spike latencies. Each panel shows the average recovery times
of IC neurons at +10 dB (left) and +20 dB (right) re threshold. Recovery times
are in agreement when points fall along the dotted unity line y = x.
(A,B) There was a positive correlation between the mean 50% spike count
and mean FSL recovery time in DTNs and non-DTNs at (A) +10 dB
(R2 = 0.17, p < 0.001) and (B) +20 dB (R2 = 0.21, p < 0.001) re threshold.
(C,D) There was a positive correlation between the mean spike count and

mean LSL recovery time at (C) +10 dB (R2 = 0.28, p < 0.001) and (D) +20 dB
(R2 = 0.35, p < 0.001) re threshold. (E,F) There was a positive correlation
between FSL and LSL recovery times at (E) +10 dB (R2 = 0.32, p � 0.001)
and (F) +20 dB (R2 = 0.41, p � 0.001) re threshold. The sample size (n) and
number of points that fall above, below (but not on) the unity line are:
(A) n = 69, 28 above, 39 below; (B) n = 55, 26 above, 24 below; (C) n = 42,
6 above, 35 below; (D) n = 34, 8 above, 25 below; (E) n = 42, 4 above,
25 below; and (F) n = 34, 4 above, 17 below.

dissimilar criteria for assessing response recovery (50% spike
count versus 1 SD latency change), the sets of results may not
be directly comparable. Despite this caveat, recovery times mea-
sured with spike counts were reasonably well correlated with
those measured with spike latencies (Figure 8). Nevertheless,
some neurons with small spike count recovery times had large
spike latency recovery times (and vice versa), suggesting that some

factors governing spike count recovery differ from those gov-
erning spike latency recovery. When we restricted our analysis
and examined only those cells that provided recovery times with
spike count, FSL and LSL, the correlations between the recov-
ery times remained (or strengthened). Recovery times measured
with LSL were significantly shorter than those measured with
spike counts and FSL in the same cells (Table 5). Altogether, the
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Table 5 | Mean ± SE recovery times as a function of the measured

recovery parameter and level above threshold.

Recovery parameter Recovery time Recovery time

(ms) +10 dB (ms) +20 dB

Spike count 33.38 ± 3.83 22.88 ± 2.30

FSL 25.14 ± 2.64 21.74 ± 2.82

LSL 17.99 ± 2.05 13.91 ± 1.61

Only cells with recovery times measured with all three parameters were

included (n = 42: +10 dB; n = 34: +20 dB).

results suggest that spike latencies can be employed as an alter-
native measure of response recovery. We encourage researchers to
continue developing additional analyses that exploit changes in
spike latency.

Inhibition is thought to play a role in determining FSL and
the duration of recovery times of central auditory neurons.
Bicucculine (GABAA receptor antagonist) application shortens
the recovery times of most IC neurons (Lu et al., 1997; Zhou and
Jen, 2003) and also shorten FSLs (Park and Pollak, 1993; Lu et al.,
1997). The effect of inhibition on FSL has been disputed. It has
been suggested that a reduction in FSL can be attributed to off-
set responding neurons changing to onset responding neurons
when inhibition is removed or its effects are blocked because this
causes FSL to shorten by the duration of the stimulus (Fuzessery
et al., 2003). Intracellular recordings from the IC of the big brown
bat reveal the presence of an onset-evoked hyperpolarization in
the majority of units studied (Covey et al., 1996; Voytenko and
Galazyuk, 2008), suggesting that onset-evoked inhibition plays a
role in governing first-spike timing. In this study we found that
neurons with shorter FSLs had shorter recovery times, a relation-
ship that also exists for sound localizing neurons in the IC of the
awake rabbit (Fitzpatrick et al., 1995). Together, these findings
support the hypothesis that factors influencing the duration of
recovery cycles and the timing of FSLs are related.

4.2. EFFECT OF STIMULUS AMPLITUDE AND BEF ON FSL AND
RECOVERY TIMES

As in previous studies, we found that FSLs of DTNs and non-
DTNs in the IC of the bat decreased with increasing electrode
depth (Park and Pollak, 1993; Fuzessery et al., 2003) and increas-
ing BEFs (Haplea et al., 1994; Fuzessery et al., 2003). Neural FSLs
also decreased with increasing stimulus amplitude (Table 3; Heil,
2004; Tan et al., 2008). We found no correlation between neu-
ronal BEFs and spike count recovery times at either +10 dB or
+20 dB (re threshold). This result differs from a previous study
that found a strong negative correlation between these variables
in the IC of the bat (Zhou and Jen, 2003). Gross electrode record-
ings from the bat’s auditory brainstem revealed that stimulation
with higher acoustic frequencies resulted in faster response recov-
ery (Grinnell, 1963). Given that FSL is also negatively correlated
with BEF (Figure 3; Haplea et al., 1994; Fuzessery et al., 2003), if a
negative correlation exists between BEF and spike count recovery
time then we might expect a similar correlation between FSL and
spike count recovery time. In the present study, we were unable
to detect a correlation between BEF and the spike count recovery

A

B

C

FIGURE 9 | Mean recovery time as a function of stimulus duration at

+20 dB above threshold. (A) Average 50% spike count recovery times as
a function of paired tone stimulus duration. Spike count recovery times
were positively correlated with stimulus duration (R2 = 0.081, p = 0.029).
(B) Average FSL and (C) average LSL recovery times as a function of paired
tone stimulus duration. Stimulus duration was not correlated with FSL
(R2 = 0.030, p = 0.20) or LSL recovery times (R2 = 0.012, p = 0.54). Spike
count, FSL and LSL recovery times were also not correlated with stimulus
duration at +10 dB (re threshold). For DTNs stimulus duration was set to
BD, whereas for allpass neurons stimulus duration was randomly chosen
between 1 and 9 ms.

time at either level above threshold. Therefore, the positive rela-
tionship that we observed between spike count recovery time and
FSL cannot be explained by a covariance with BEF.

Some studies have used pairs of unequal amplitude tones to
determine the recovery cycle characteristics of IC neurons. For
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FIGURE 10 | Mean recovery time as a function of FSL at +10 dB above

threshold. (A) Average 50% spike count recovery times as a function of
FSL. Neurons with longer FSLs had longer spike count recovery times
(R2 = 0.16, p < 0.001, n = 73). (B) Average FSL and (C) average LSL
recovery times as a function of FSL. Neurons with longer FSLs had longer
FSL (R2 = 0.089, p = 0.013, n = 69) and LSL recovery times (R2 = 0.28,
p < 0.001, n = 42). Spike count recovery times were also correlated with
mean FSL at +20 dB (re threshold), but there was no correlation with FSL
or LSL recovery times and mean FSL at +20 dB (re threhsold).

example, Friend et al. (1966) found that recovery times short-
ened as the intensity of stimulus P1 was decreased relative to
P2. This result is consistent with the hypothesis that inhibition
evoked by P1 was easier to overcome by increased excitation
evoked by the relatively higher intensity P2 stimulus. Moreover,
the effect of stimulus amplitude on spike count recovery times

co-varies with stimulus duration (Wang et al., 2008, 2010). Using
gross electrode recordings in the bat brainstem in response to
equal amplitude tones, Grinnell (1963) reported more rapid neu-
ral recovery for stimuli of reduced intensity—a finding that is
opposite to our results. In the present study, recovery times in
the population of DTNs and non-DTNs remained stable over
a 10 dB change in SPL in response to pairs of equal amplitude
tones (Tables 2–4); however, when we restricted our analysis to
look only at those cells with recovery times measured with spike
count and latency criteria, recovery times shortened from +10
to +20 dB (re threshold) regardless of the recovery parameter
examined (Table 5). This suggests that neural excitation may have
increased relative to inhibition at higher levels above threshold.
Additional studies employing a wider range of stimulus ampli-
tudes are needed to determine if the recovery times of DTNs are
tolerant over the same dynamic range (40–50 dB) as the ampli-
tude tolerance of duration tuning (Zhou and Jen, 2001; Fremouw
et al., 2005).

4.3. SPATIAL MAPPING OF BEST DURATION
We found no correlation between neuronal BD and the depth
of the recording electrode in the population of DTNs tested
(Figure 2). This result agrees with a number of previous stud-
ies that found no spatial organization of DTNs in the ICc of the
bat (Pinheiro et al., 1991; Ehrlich et al., 1997; Faure et al., 2003;
Luo et al., 2008). In contrast, other studies have reported a sig-
nificant positive correlation between BD and BEF (Jen and Wu,
2006; Wu and Jen, 2006, 2008b), suggesting the possibility that
the ICc of the bat contains a spatial map of duration tuning. In the
present study, we found a significant negative correlation between
BD and BEF (Figure 2)—a relationship in the opposite direction
of three previous reports. Given the inconsistency of the result
within and across laboratories, we conclude there is no strong
evidence to support the hypothesis that a spatial map of duration
tuning exists in the IC of the bat.

4.4. BIOLOGICAL SIGNIFICANCE OF RECOVERY TIMES
Recovery cycle times of IC neurons in the cat (Yin, 1994; Litovsky
and Yin, 1998a,b), rabbit (Fitzpatrick et al., 1995, 1999) and
barn owl (Keller and Takahashi, 1996) have been suggested as a
potential neural mechanism underlying the precedence effect for
humans listening in reverberant environments (for review, see
Litovsky et al., 1999). The precedence effect is a binaural psy-
choacoustical phenomenon that describes the sound localization
performance of participants listening to pairs of sounds separated
by an interval (e.g., pulse and reflected echo). When two sounds
have a brief IPI (<1 ms; Wallach et al., 1949), participants detect
a single sound located in a position midway between the sources
(i.e., summing localization). When two sounds are presented
with a longer delay (1–5 ms IPI for single clicks; ≤35–70 ms IPI
for other complex sounds; Wallach et al., 1949), participants
localize the source in the direction of the first sound. Because
the first arriving wavefront takes precedence in sound localiza-
tion, the precedence effect is also known as the law of the first
wavefront. Recovery cycle times measured from auditory neu-
rons in the ICc of the bat (Tables 2–4) broadly correlate with
the range of IPIs over which the precedence effect occurs in
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humans. A behavioural correlate of the precedence effect has been
studied in cats (3–16 ms; Cranford and Oberholtzer, 1976), rats
(0.25–16 ms; Kelly, 1974), and crickets (4–75 ms; Wyttenbach and
Hoy, 1993). While it seems reasonable to assume that echolo-
cating bats also experience a precedence effect during acoustic
orientation and prey detection, psychoacoustical experiments on
two species of gleaning bats suggest they may not (Schuchmann
et al., 2006).

Our results demonstrate that recovery cycle times of midbrain
auditory neurons in the bat, which have been explored mainly
in the context of echolocation (for review, see Jen et al., 2012),
are quite similar to those measured from the IC of other verte-
brates (Yin, 1994; Fitzpatrick et al., 1995; Keller and Takahashi,
1996). This suggests that factors governing the recovery cycle
times of central auditory neurons are similar in echolocating and
non-echolocating species. It also reinforces the utility of bats as
an animal model for understanding general principles of mam-
malian hearing and auditory physiology despite the fact that
bats echolocate and are “hearing specialists.” The function(s) of
DTNs to hearing and echolocation is(are) still unknown; how-
ever, the range of neural BDs and the temporal bandwidth of
duration tuning are generally matched to the range of vocal-
ization durations in echolocating bats (Sayegh et al., 2011). If
DTNs play a direct role in echolocation, then one might pre-
dict they should exhibit short recovery times so that the same
neuron could respond to both loud outgoing vocalizations and
later returning echoes. Alternatively, owing to the importance
of leading and persistent inhibition in creating temporally selec-
tive neural responses, one could also predict that the inhibition
evoked by each pulse in a paired tone stimulus would temporally
interact and sum, resulting in DTNs exhibiting longer recovery
cycle times than non-DTNs. Our results support the latter pre-
diction: bandpass DTNs had significantly longer recovery times
than shortpass DTNs and allpass neurons. In contrast, a recent
study examining auditory neurons in the IC of the echolocat-
ing bat Pipistrellus abramus found no significant difference in
the recovery times of DTNs and allpass neurons (Wang et al.,
2010).

If DTNs function in echo ranging, then the recovery cycle
time would play an important role in determining the mini-
mum target distance over which a neuron could respond. The
recovery time can be viewed as equivalent to the two-way travel
time of the bat’s outgoing sound and returning echo. Assuming
a recovery cycle time for a DTN of 36 ms, this would be equiva-
lent to a one-way travel time of 18 ms (speed of sound in air =
344 mm/ms) and would correspond to a target distance of 6.19 m
(344 mm/ms*18 ms). Neurons with shorter (longer) recovery
cycles would have shorter (longer) minimum target detection dis-
tances because these cells could respond more rapidly (slowly)
to successive sound presentations such as pulse-echo pairs. For
example, a neuron with a recovery time of 2 ms could fire action
potentials in response to both the pulse and echo at a minimum
distance of 34.4 cm (344 mm/ms*1 ms), whereas a neuron with a
recovery time of 100 ms could encode a minimum target distance
of 17.2 m (344 mm/ms*50 ms).

In theory, the recovery time of a DTN, in combination with
BD, could determine perceptual integration time and cause a

cell to be tuned to detect small pulse-echo delays and short tar-
get distances. For example, assume a bandpass DTN with a BD
of 5 ms is stimulated with pulse and echo biosonar sounds last-
ing 2 ms each. Although the cell may not spike in response to
either the pulse (P1) or the echo (P2) when presented alone, sim-
ply because the durations of both signals are shorter than the
cell’s BD, the neuron might respond to the stimulus pair if pre-
sented at a short gap of 1 ms representing a target at 17.2 cm
(344 mm/ms*0.5 ms). In this case, the DTN may respond to the
pulse-echo pair as a single, unified (i.e., fused) stimulus because
the combined 2 ms pulse + 1 ms gap + 2 ms echo duration is close
to the neuronal BD (Sayegh et al., 2011). By extending this line of
reasoning we would predict that neurons with short BDs would
be tuned to short target distances, and neurons with longer BDs
would be tuned to longer target distances. This is because cells
with long BDs may be able to tolerate a wider range of silence
between pulse-echo pairs at sub-optimal durations. In support of
this novel hypothesis, which is distinct but not mutually exclusive
from the idea that DTNs are tuned to the duration of single rel-
evant sounds, we found a weak but positive correlation between
stimulus duration and spike count recovery time at +20 dB above
threshold (Figure 9B), but there was no correlation between stim-
ulus duration and spike latency recovery times. Grinnell (1963)
observed an increase in recovery time as the duration of the P1
(but not P2) stimulus increased. Jen et al. (2012) reported that
spike count recovery times of DTNs increased with the duration
of the pulse-echo stimulus; however, this effect does not hold for
equal amplitude stimulus pairs and occurs only in some neu-
rons at specific pulse-echo amplitude differences (Wang et al.,
2008). In contrast, Pollak et al. (1977a) found recovery times of IC
auditory neurons increased at short (<2 ms) stimulus durations.
These conflicting reports point to the need for future studies to
test the hypothesis that DTNs can respond to pairs of tones pre-
sented at sub-optimal durations (i.e., not at BD) and separated by
relatively short gaps of silence.

In a small subset of cells we observed a brief facilita-
tion in the spike count ratio of recovery function at short
IPIs (Figures 6C,D). These neurons could be delay-tuned
combination-sensitive cells that respond best at short echo delays
(O’Neill and Suga, 1982; Portfors and Wenstrup, 1999). The range
of recovery times that we observed for both DTNs and non-
DTNs in the ICc of E. fuscus nicely corresponds to the range of
pulse-to-pulse intervals (repetition rates) used by foraging bats
during the search (50–100 ms), approach (10–50 ms) and ter-
minal feeding buzz (4–7 ms) phases of hunting (Griffin et al.,
1960). The subset of DTNs with facilitatory responses at short
IPIs may be especially well-suited for echolocation at short target
distances.

4.5. RECOVERY CYCLES AND NEURAL INHIBITION
Faure et al. (2003) used paired tone stimulation to measure
the onset and duration of the leading and persistent inhibi-
tion that creates DTNs in the IC of the bat. In that study,
P1 was set to the neuron’s BD and P2 was set to a longer,
non-excitatory duration. In the present study, we used pairs
of excitatory tones to measure and compare the recovery cycle
times of DTNs with non-DTNs, and found that bandpass DTNs
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had significantly longer recovery times than non-DTNs using
spike count recovery and one measure of spike latency recovery.
These results also highlight the importance of neural inhibi-
tion to duration tuning. Previous studies have suggested that the
strength and time course of GABAergic inhibition can account
for some variation in the recovery cycles of DTNs. Blocking
GABAergic inhibition with bicucculine shortened recovery times
in a majority of IC cells (Lu et al., 1997; Zhou and Jen,
2003). Presenting stimuli that mimicked pulse-echo pairs at
short IPIs also sharpened duration-selectivity (Wu and Jen,
2006; Jen and Wu, 2008) and frequency-selectivity (Wu and
Jen, 2008a,b); in the latter two examples, the sharpening of
the response evoked by the “echo” was thought to have arisen
from the recruitment and persistence of inhibition evoked by the
“pulse.”

During paired tone stimulation, if the inhibition evoked by
stimulus P1 encroaches upon the excitation evoked by stimu-
lus P2 then recovery times of cells with persistent inhibition are
expected to be longer than in cells with less or no persistent inhi-
bition. We might also expect FSLs (re signal onset) to increase
because spikes evoked by P2 could be delayed by persistent inhibi-
tion evoked by P1. Meanwhile, neuronal LSLs (re P2) may largely
be unaffected. In general, our results support the hypothesis that
recovery cycle times are determined, at least in part, by the inhi-
bition evoked by tone P1 that persists and influences the spiking
responses evoked by tone P2. We also found that FSLs (re P2)
were more likely to deviate by >1 SD from baseline than LSLs
(re P2), a finding that is consistent with the effects of persistent
inhibition.

Recovery times measured in IC neurons are on the order of
tens of milliseconds and therefore cannot be due to a neuron’s
absolute and/or relative refractory periods caused by post-spiking
increases in potassium permeability and inactivation of sodium
channels because these effects typically last only a few millisec-
onds (Hodgkin, 1951; Hodgkin and Huxley, 1952). Stimulus
repetition rate can also affect the measurement of recovery times.
In the ICc of the bat, increasing stimulus repetition rate increases
the observed FSL and minimum threshold (Jen and Chen, 1998),
increases directional selectivity (Zhou and Jen, 2004), and alters
duration selectivity (Jen and Feng, 1999; Jen and Wu, 2005; Zhou
and Jen, 2006). In theory, increasing the stimulus repetition rate
increases the recovery cycle time of a neuron because persis-
tent inhibition evoked by one stimulus trial influences responses
evoked on the subsequent trial. In our study, stimulus repeti-
tion rate cannot explain differences in the recovery cycle times
between DTNs and non-DTNs because all of the data were col-
lected at the same rate (3 Hz). We believe that differences in the
recovery times between DTNs and non-DTNs were caused, in
part, by inhibition lasting longer than the duration of the P1
tone that evoked it. This persistent inhibition would sum with
the leading inhibition evoked by tone P2, resulting in DTNs
exhibiting longer recovery times than a random selection of other
types of IC neurons not tuned to stimulus duration. Other fac-
tors can also affect neural recovery times, including the length
of the axons that provide synaptic input (axonal delay; Smith
et al., 1993), the time course of temporal facilitation and depres-
sion of excitatory and inhibitory synapses (e.g., neurotransmitter

depletion; Zucker and Regehr, 2002), receptor desensitization
(Raman and Trussell, 1992; Raman et al., 1994), presynaptic mod-
ulation of inhibition via intracellular calcium accumulation (Lu
and Trussell, 2000) and/or GABAB receptors (Ma et al., 2002),
and intrinsic cellular properties such as subthreshold sound-
evoked oscillations (Hechavarra et al., 2011). Additional studies
are needed to shed light on the mechanisms that shape and
govern the recovery cycle times of mammalian central auditory
neurons.

5. SUMMARY
1. Spike counts are traditionally used to measure the recovery

cycle times of neurons. Herein we demonstrate that spike
latencies may also be used to measure response recovery. In
general, recovery times measured with spike counts were pos-
itively correlated with recovery times measured with spike
latencies, although recovery times measured with a 1 SD
change in LSL (re baseline latency) were significantly shorter
than recovery times measured with a 50% change in spike
count (re baseline count) or with a 1 SD change in FSL (re
baseline latency).

2. Previous studies have shown that neural inhibition is neces-
sary for creating DTNs in the IC of the bat. Because DTNs
are known to have inhibition that persists for as long or
longer than the duration of the stimulus evoking the inhi-
bition, we predicted that DTNs would have longer recovery
times than non-DTNs. Recovery times of bandpass DTNs
obtained with spike counts and one measure of FSL recov-
ery were longer than recovery times of shortpass DTNs and
non-DTNs.

3. Increasing the amplitude of the paired tone stimulus from
+10 to +20 dB (re threshold) did not shorten recovery times
in the population of cells tested, indicating that recovery
kinetics of IC neurons in the bat are tolerant to a +10 dB
change in stimulus amplitude. When we restricted our analysis
to the subset of neurons that provided recovery time val-
ues measured with spike counts, FSLs, and LSLs, we found
that increasing stimulus amplitude shortened recovery times
in the same cells. Additional studies employing a wider
range of stimulus levels are needed to fully characterize the
effect of stimulus amplitude on the recovery times of IC
neurons.

4. Neurons with short FSLs had shorter recovery times than
cells with longer FSLs. Inhibition is an important deter-
minant of the recovery cycle time and FSL of DTNs and
non-DTNs. Our results demonstrate that the neural mech-
anisms controlling FSL and recovery cycle kinetics may be
related.
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In nature, communication sounds among animal species including humans are typical
complex sounds that occur in sequence and vary with time in several parameters
including amplitude, frequency, duration as well as separation, and order of individual
sounds. Among these multiple parameters, sound duration is a simple but important
one that contributes to the distinct spectral and temporal attributes of individual
biological sounds. Likewise, the separation of individual sounds is an important temporal
attribute that determines an animal’s ability in distinguishing individual sounds. Whereas
duration selectivity of auditory neurons underlies an animal’s ability in recognition of
sound duration, the recovery cycle of auditory neurons determines a neuron’s ability
in responding to closely spaced sound pulses and therefore, it underlies the animal’s
ability in analyzing the order of individual sounds. Since the multiple parameters of
naturally occurring communication sounds vary with time, the analysis of a specific
sound parameter by an animal would be inevitably affected by other co-varying sound
parameters. This is particularly obvious in insectivorous bats, which rely on analysis
of returning echoes for prey capture when they systematically vary the multiple pulse
parameters throughout a target approach sequence. In this review article, we present our
studies of dynamic variation of duration selectivity and recovery cycle of neurons in the
central nucleus of the inferior colliculus of the frequency-modulated bats to highlight the
dynamic temporal signal processing of central auditory neurons. These studies use single
pulses and three biologically relevant pulse-echo (P-E) pairs with varied duration, gap, and
amplitude difference similar to that occurring during search, approach, and terminal phases
of hunting by bats. These studies show that most collicular neurons respond maximally
to a best tuned sound duration (BD). The sound duration to which these neurons are
tuned correspond closely to the behaviorally relevant sounds occurring at different phases
of hunting. The duration selectivity of these collicular neurons progressively increases
with decrease in the duration of pulse and echo, P-E gap, and P-E amplitude difference.
GABAergic inhibition plays an important role in shaping the duration selectivity of these
collicular neurons. The duration selectivity of these neurons is systematically organized
along the tonotopic axis of the inferior colliculus and is closely correlated with the graded
spatial distribution of GABAA receptors. Duration-selective collicular neurons have a wide
range of recovery cycle covering the P-E intervals occurring throughout the entire target
approaching sequences. Collicular neurons with low best frequency and short BD recover
rapidly when stimulated with P-E pairs with short duration and small P-E amplitude
difference, whereas neurons with high best frequency and long BD recover rapidly when
stimulated with P-E pairs with long duration and large P-E amplitude difference. This
dynamic variation of echo duration selectivity and recovery cycle of collicular neurons may
serve as the neural basis underlying successful hunting by bats. Conceivably, high best
frequency neurons with long BD would be suitable for echo recognition during search and
approach phases of hunting when the returning echoes are high in frequency, large in
P-E amplitude difference, long in duration but low in repetition rate. Conversely, low best
frequency neurons with shorter BD and sharper duration selectivity would be suitable for
echo recognition during the terminal phase of hunting when the highly repetitive echoes
are low in frequency, small in P-E amplitude difference, and short in duration. Furthermore,
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the tonotopically organized duration selectivity would make it possible to facilitate the
recruitment of different groups of collicular neurons along the tonotopic axis for effective
processing of the returning echoes throughout the entire course of hunting.

Keywords: duration selectivity, echolocation, inferior colliculus, pulse-echo pairs, recovery cycle, temporal signal

processing

INTRODUCTION
In nature, communication sounds among animal species includ-
ing humans are typical complex sounds that vary with time in
several parameters including amplitude, frequency, duration as
well as separation, and order of individual sounds (Popper and
Fay, 1995; Shannon et al., 1995). Among these parameters, sound
duration is a simple but important one that contributes to the
distinct spectral and temporal attributes of individual biologi-
cal sounds. Previous studies of selectivity of auditory neurons to
sound duration show that most auditory neurons respond maxi-
mally to a specific duration or a range of durations (frogs, Narins
and Capranica, 1980; Feng et al., 1990; Gooler and Feng, 1992),
(bats, Jen and Schlegel, 1982; Pinheiro et al., 1991; Casseday
et al., 1994, 2000; Ehrlich et al., 1997; Galazyuk and Feng, 1997;
Fuzessery and Hall, 1999; Jen and Feng, 1999; Jen and Zhou, 1999;
Zhou and Jen, 2001, 2006; Faure et al., 2003; Fremouw et al.,
2005; Jen and Wu, 2005, 2006, 2008; Wu and Jen, 2006, 2010),
(cats, He et al., 1997), (chinchillas, Chen, 1998), (mice, Brand
et al., 2000) and (rats, Perez-Gonzalez et al., 2006). The sound
duration to which these neurons are tuned correspond closely to
the behaviorally relevant sounds in these animal species. As such,
duration-selective auditory neurons play an important role for
sound recognition particularly in human speech, animal commu-
nication, and bat echolocation (Popper and Fay, 1995; Shannon
et al., 1995; Covey and Casseday, 1999).

On the other hand, natural sounds such as vocal communica-
tion sounds of many animal species typically occur as temporally
patterned trains of sound pulses. When stimulated with these
sound pulses, the response of auditory neurons to an individual
sound pulse is inevitably affected by the preceding and succeed-
ing sounds (i.e., forward and backward masking). For example,
the inferior collicular neurons show larger responses to single
pulses presented in temporal isolation than to the same pulse pre-
sented in temporally patterned trains of sound pulses (Moriyama
et al., 1994). Furthermore, the response size of collicular neu-
rons progressively decreases with sequentially presented sound
pulses (Pinheiro et al., 1991; Moriyama et al., 1994; Brosch and
Schreiner, 1997; Lu et al., 1997, 1998; Litovsky and Yin, 1998;
Jen and Zhou, 1999; Jen et al., 2001; Zhou and Jen, 2002a,b;
Jen and Wu, 2005). These neurophysiological findings have been
corroborated by behavioral studies, which show a human sub-
ject or an animal only perceives the leading source when two
spatially separated clicks are presented with a brief delay within
5 ms (Wallach et al., 1949; Zurek, 1980; Freyman et al., 1991).
When the delay between the two sounds is larger than 8–10 ms
range, both the leading and lagging sounds are perceived as indi-
vidual one (Freyman et al., 1991). However, longer delay of sev-
eral milliseconds is required for perception of individual sounds
when tested with trains of paired sounds or when each leading
sound is succeeded by several echoes of various time delays

(Yost and Soderquist, 1984; Yost and Guzman, 1996). All these
studies indicate that when encountered with temporally patterned
trains of sequential sound pulses, the separation of individual
sounds is an important temporal attribute that determines an
animal’s ability in perceiving individual sounds.

The neural basis underlying an animal’s ability in perception of
individual sounds is the recovery cycle of auditory neurons, which
determines a neuron’s ability in responding to closely spaced
sound pulses. Many studies have shown that neurons in the infe-
rior colliculus of various animal species have a wide range of
recovery cycle (cats, Litovsky and Yin, 1998; rabbits, Fitzpatrick
et al., 1995; barn owls, Keller and Takahashi, 1996; bats, Grinnell,
1963; Suga, 1964, 1970; Friend et al., 1966; Suga and Schlegel,
1973; Pollak et al., 1977; Lu et al., 1997; Zhou and Jen, 2003; Wang
et al., 2008, 2010). The recovery cycle of auditory neurons is par-
ticularly important for bats, which rely on this neuronal property
to determine the target distance.

During hunting, insectivorous bats emit intense ultrasonic
pulses and analyse multiple parameters of the returning echoes
to extract information about their prey (Griffn, 1958). They pro-
gressively shorten the duration, decrease the amplitude, lower the
frequency, and increase the repetition rate of emitted pulses as
they search, approach, and finally intercept insects or negotiate
obstacles (Griffn, 1958; Simmons et al., 1979; Jen and Kamada,
1982; Surlykke and Moss, 2000). Because bats typically hunt
together with conspecifics, a bat has to be able to differentiate
the echoes of its own emitted pulses from the echoes of pulses
emitted by other bats for successful prey capture. Therefore, in
the real world the bat’s ear is bombarded by the pulse-echo
(P-E) pairs not only produced by the bat itself but also by oth-
ers during hunting. Since the gap, duration, amplitude of the
P-E pairs vary throughout the entire course of hunting, analy-
sis of an echo parameter by the bat would be inevitably affected
by other co-varying echo parameters produced by the bat itself
and conspecifics. For example, previous studies have shown that
increasing pulse repetition rate improves multiple-parametric
selectivity of inferior collicular neurons (Pinheiro et al., 1991;
Wu and Jen, 1996; Galazyuk et al., 2000; Jen et al., 2001; Zhou
and Jen, 2002a). The increase in pulse repetition rate also ele-
vates the minimum threshold and lengthens the response latency
of most collicular and cortical neurons (Phillips et al., 1989; Chen
and Jen, 1994; Jen and Chen, 1998). Furthermore, pulse duration
and repetition rate profoundly influence the best delay of audi-
tory cortical neurons of the bat in which delay tuning typically
narrows and eventually disappears at higher pulse repetition rate
and shorter pulse duration (Tanaka et al., 1992; Wong et al., 1992;
Tanaka and Wong, 1993). For all these reasons, the important
temporal attributes of sound duration and separation of individ-
ual sounds are even more obvious for bats which rely on duration
selectivity for recognition of echo duration and recovery cycle for
echo ranging.
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In this review article, we present our studies of duration selec-
tivity and recovery cycle of inferior collicular neurons of the
frequency-modulated (FM) bat, Eptesicus fuscus and Pipistrellus
abramus, to highlight the dynamic variation of temporal signal
processing of central auditory neurons. These studies use single
pulses and three biologically relevant P-E pairs of combinations
of three pulse durations (1.5, 4, and 10 ms) at varied P-E gaps
that are comparable to that occurring during the search, approach
and terminal phases of hunting by bats (Griffn, 1958; Simmons
et al., 1979; Jen and Kamada, 1982; Surlykke and Moss, 2000). A
detailed description of materials and methods can be found in
these studies (Jen and Wu, 2006, 2008; Wu and Jen, 2006; Wang
et al., 2008, 2010).

DYNAMIC VARIATION OF ECHO DURATION SELECTIVITY
OF COLLICULAR NEURONS WITH OTHER CO-VARYING
PARAMETERS
The echo duration selectivity of a collicular neuron is stud-
ied by plotting its duration tuning curves using the num-
ber of impulses in response to eight durations (1, 1.5, 2, 4,
6, 8, 10, and 20 ms) of the echo pulses of three P-E pairs.
The echo duration tuning curves of collicular neurons can be
described as band-, short-, long-, and all-pass using the same
criterion adopted in previous studies (Figure 1, Jen and Feng,
1999; Jen and Zhou, 1999; Wu and Jen, 2006). The collicular
neurons with band-, short-, and long-pass echo duration tun-
ing curves show a maximal number of impulses to the best
duration (BD) and are, therefore, duration-selective neurons
(Figures 1A–C). Neurons with all-pass echo duration tuning
curves are non-duration-selective neurons because their number
of impulses never varies more than 50% with sound duration
(Figure 1D).

FIGURE 1 | (A) band-pass, (B) short-pass, (C) long-pass, and (D) all-pass
duration tuning curves of collicular neurons of the FM bat, Eptesicus
fuscus. Each horizontal dashed line indicates the 50% maximal response.
The selectivity of each echo duration curve is expressed with a best
duration (BD, indicated with an arrowhead) and a normalized duration width
(nDW indicated with a double-arrowheads). NA: a BD is not available
[Adapted from Wu and Jen (2006)].

Because the maximal number of impulses in response to
the BD varied greatly among individual collicular neurons, a
normalized duration-width (nDW) is used to express the broad-
ness of a duration tuning curve for consistent comparison of
duration selectivity of collicular neurons obtained under differ-
ent stimulation conditions. An nDW is obtained by dividing the
maximum by the width of a duration tuning curve at 75% of
the maximum (Figure 1, DW indicated by a double-head arrow).
Thus, neurons with a large nDW have narrower duration tuning
curve than neurons with a small nDW.

Collicular neurons have sharper duration tuning curves when
determined with the echo pulses of P-E pairs than with sin-
gle pulses (Figure 2). The duration tuning curves of collicu-
lar neurons becomes progressively broader with lengthening of
pulse duration and P-E gap (progressive decrease in the nDW).
Collicular neurons have the broadest duration tuning curves
when measured with single pulses (the smallest nDW). Also, a
neuron’s duration tuning curves may change from one type into
another when measured with different P-E pairs and single pulses
(Figures 2D,G,H). These observations indicate that a bat’s echo
duration selectivity in the real world is sharper than what is shown
by earlier studies using single pulses (Jen and Schlegel, 1982;
Pinheiro et al., 1991; Casseday et al., 1994, 2000; Ehrlich et al.,
1997; Galazyuk and Feng, 1997; Fuzessery and Hall, 1999; Jen and
Feng, 1999; Zhou and Jen, 2001).

FIGURE 2 | (A–H) The echo duration tuning curves of two collicular neurons
determined with the echo pulses of three pulse-echo (P-E) pairs and with
single pulses. The type of duration tuning curve, the BD and the nDW are
shown within each plot. Note that the nDW progressively decreases with
lengthening of PD and P-E gap of three P-E pairs [Adapted from
Wu and Jen (2006)].
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Echo duration selectivity of collicular neurons also varies with
P-E amplitude difference. When studied with three biologically
relevant P-E pairs at two different P-E amplitude differences, the
echo duration selectivity is greater (larger nDW) when determined
with 4 ms or 10 ms pulse duration at 4 ms or 8 ms P-E gap at 20-dB
than at 10-dB amplitude difference (Figures 3Ab, Ac vs. Bb, Bc).
However, the echo duration selectivity is greater when determined
with 1.5 ms pulse duration and 2 ms P-E gap at 10-dB than at 20-dB
amplitude difference (Figures 3Ba vs. Aa). These data indicate that
echo duration selectivity of collicular neurons becomes sharper
when echo duration progressively shortens and P-E amplitude
difference decreases throughout a target approach sequence.

Collicular neurons are tonotopically organized along the
dorso-ventral axis of the inferior colliculus. Their BDs are
between 1.5 and 10 ms covering the duration of pulses emitted by
the FM bat during three phases of hunting. The BD and nDW of
collicular neurons, respectively, increases and decreases with BF
and recording depth. As such, collicular neurons at upper inferior
colliculus with low BF have short BD and large nDW while those
at deeper inferior colliculus with high BF have long BD and small
nDW (Jen and Wu, 2006; Wu and Jen, 2006).

ECHO DURATION SELECTIVITY IS SHAPED BY
GABA-MEDIATED INHIBITION
One of the major inhibitory inputs in the inferior colliculus
is mediated by GABA (Roberts and Ribak, 1987; Fubara et al.,
1996). By means of application of GABA or bicuculline, which
is an antagonist for GABAA receptors (Cooper et al., 1982;
Bormann, 1988), many studies have shown that interaction of
excitation and GABAergic inhibition contributes to auditory tem-
poral processing and shapes multiple-parametric selectivity (e.g.,
duration, frequency, amplitude, direction, etc.) of collicular neu-
rons using single repetitive sound pulses or temporally patterned
trains of sound pulses (Faingold et al., 1991; Vater et al., 1992;
Yang et al., 1992; Park and Pollak, 1993; Casseday et al., 1994,
2000; Klug et al., 1995; LeBeau et al., 1996; Lu et al., 1997, 1998;
Koch and Grothe, 1998; Jen and Feng, 1999; Jen and Zhang, 2000;
Lu and Jen, 2001; Jen et al., 2002; Zhou and Jen, 2002a,b). To
study the contribution of GABAergic inhibition to echo duration
selectivity of collicular neurons, echo duration tuning curves are
measured before and during bicuculline and GABA application.

In agreement with previous studies (Casseday et al., 1994,
2000; Jen and Feng, 1999), bicuculline application broadens the
echo duration tuning curves of collicular neurons obtained with
three P-E pairs by producing a greater increase in the number of
impulses for shorter and longer non-BD echo pulses than for the
BD echo pulse (Figures 4A vs. B). As a result, bicuculline appli-
cation changes a neuron’s band-pass echo duration tuning curve
into all-pass echo duration tuning curve with greatly decreased
nDW (Figures 4A vs. B). Conversely, GABA application narrows
the echo duration tuning curves of collicular neurons by produc-
ing a greater decrease in the number of impulses for non-BD echo
pulses than for BD echo pulse (Figures 4C vs. D).

Although bicuculline and GABA application, respectively,
broadens and narrows the duration tuning curves of collicular
neurons, drug application does not change the depth-dependent
duration selectivity of these neurons. The nDW of these neurons

FIGURE 3 | (A,B) The echo duration tuning curves of a collicular neuron
determined with three P-E pairs with varied pulse duration and P-E gap at
20-dB (unfilled) and 10-dB (filled) P-E amplitude differences [Adapted from
Jen and Wu (2008)].

significantly decreases with recording depth both before and dur-
ing drug application (Figures 5Aa,Ba). The change in nDW is
significantly larger for neurons at upper than at deeper infe-
rior colliculus during bicuculline application but the opposite is
observed during GABA application (Figures 5Ab vs. Bb). These
observations are likely due to the fact that neurons with GABAA

receptors are mostly distributed in the dorso-medial region but
are sparsely distributed in the ventro-lateral region of the infe-
rior colliculus (Fubara et al., 1996). As such, high BF neurons
at deeper inferior colliculus would conceivably receive fewer
GABAergic inhibitory inputs than low BF neurons at upper infe-
rior colliculus. For this reason, bicuculline application would
produce greater change and GABA application would produce
lesser change in nDW of duration tuning curves of low BF neu-
rons at upper inferior colliculus than high BF neurons at deeper
inferior colliculus. In sum, these data suggest that echo duration
selectivity of collicular neurons shaped by GABAergic inhibition
is systematically organized along the dorso-ventral axis of the
inferior colliculus.

Previous studies show that glycine-mediated inhibition also
shapes the duration selectivity of collicular neurons and neurons
with glycine receptors are mostly distributed at the ventro-lateral
region of the inferior colliculus but are sparsely distributed at
dorso-medial region (Fubara et al., 1996; Ehrlich et al., 1997).

Frontiers in Neural Circuits www.frontiersin.org May 2012 | Volume 6 | Article 27 | 465

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Jen et al. Collicular temporal signal processing

FIGURE 4 | (A,B) Echo duration tuning curves of two collicular neurons determined with three P-E pairs of varied pulse duration and P-E gap before
(predrug, A,C) and during bicuculline (B) or GABA (D) application [Adapted from Wu and Jen (2006)].

Therefore, it is conceivable that glycine-mediated duration selec-
tivity of collicular neurons may also be systematically organized
along the dorso-ventral axis of the inferior colliculus. Future work
is needed to determine whether GABA- and glycine-mediated
duration selectivity of collicular neurons is organized systemat-
ically but oppositely along the distribution gradients of GABAA

and glycine receptors.

DYNAMIC VARIATION OF THE RECOVERY CYCLE OF
DURATION-SELECTIVE COLLICULAR NEURONS WITH
P-E AMPLITUDE DIFFERENCE
A neuron’s recovery cycle is measured by calculating the percent
ratio of the neuron’s number of impulses in response to the echo
relative to the pulse at different P-E intervals and amplitude dif-
ference. The bat’s collicular neurons have a wide range of recovery
cycle covering the P-E intervals occurring throughout the entire
sequence of hunting (Suga, 1964; Friend et al., 1966; Suga and
Schlegel, 1973; Pollak et al., 1977; Lu et al., 1997; Wang et al.,
2008, 2010). In general, a neuron’s recovery cycle increases with
P-E duration and P-E amplitude difference.

To study the dynamic temporal processing of sound dura-
tion and separation of individual sounds, the dynamic variation
of the recovery cycle of 30 duration-selective collicular neurons
has been studied using biologically relevant P-E pairs. While the

recovery cycle of 10 neurons varies unpredictably with three P-E
pairs, the recovery cycle of 20 neurons varies predictably with
P-E pairs in relation to the BD and P-E amplitude difference
(Figures 6A,B). Specifically, neurons with 1–2 ms BD recover
rapidly when stimulated with P-E pairs at 10 dB amplitude differ-
ence and the duration of both P and E matches the BD (i.e., P-E
pairs in the terminal phase, Figure 6A-2, filled arrow, solid cir-
cles). Conversely, neurons with 8–20 ms BD recover rapidly when
stimulated with P-E pairs at 20 dB amplitude difference and the
duration of both P and E matches the BD (i.e., P-E pairs at the
search phase, Figure 6B-3, filled arrow, unfilled circles). However,
neurons with 4–6 ms BD recover rapidly when stimulated with
4 ms of P and E at both 10 and 20 dB amplitude differences (i.e.,
P-E pairs at the approach phase). These observations indicate that
duration selectivity and recovery cycle of most collicular neurons
of the bat co-vary when the echo duration and P-E amplitude
difference progressively decrease throughout the entire course of
hunting.

POSSIBLE NEURAL MECHANISM UNDERLYING DYNAMIC
TEMPORAL SIGNAL PROCESSING
A previous study examines the interaction of excitation and inhi-
bition in collicular neurons using a probe (excitatory pulse) and
a masker (inhibitory pulse) (Lu and Jen, 2002). This study shows
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FIGURE 5 | (Aa,Ba) The distribution of nDW of collicular neurons obtained
before (filled circles and triangles) and during (unfilled circles and triangles)
bicuculline (Aa) and GABA (Ba) application in relation to the recording depth.

(Ab,Bb) The distribution of percent change in nDW in relation to the recording
depth. The linear regression line and correlation coefficient for each plot are
shown by a solid line and r [From Jen and Wu (2006)].

FIGURE 6 | (A) The recovery cycle of two duration-selective collicular
neurons measured with P-E pairs that vary in P-E gap, duration, and
amplitude differences (PA-EA = 0, 10, and 20 dB). The BDs of these two
neurons are 1.5 ms (A) and 10 ms (B). Note that neuron A has the shortest

50% recovery time (dashed line) when stimulated with 1.5 ms of P and E at
10-dB P-E amplitude difference (A-2, arrow) while neuron B recovers rapidly
when stimulated with 10 ms of P and E at 20-dB P-E amplitude difference
(B-3, arrow) [Adapted from Wang et al. (2008)].
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that masking of probe-elicited responses of collicular neurons
occurs when a masker is presented within a certain inter-pulse
intervals (the temporal window) in relation to the probe. Within
the temporal window, the strength of this forward masking
increases with shortening of inter-pulse interval. Other stud-
ies have also shown that temporal interaction of excitation and
GABAergic inhibition shapes the duration selectivity and recov-
ery cycle of collicular neurons (Casseday et al., 1994; Ehrlich et al.,
1997; Lu et al., 1997; Wu and Jen, 1998, 2006; Lu and Jen, 2002;
Faure et al., 2003; Zhou and Jen, 2003; Jen and Wu, 2005, 2006,
2008).

It is conceivable that when stimulated with P-E pairs, a neu-
ron’s recovery cycle is shaped by the GABA-mediated forward
masking, in which the P serves as the masker and the E serves
as the probe. As such, the probe-elicited response is dependent
on the duration of P and E, the gap and amplitude difference
between P and E. The forward masking and the recovery cycle
may be the two predominant factors to shape a neuron’s echo
duration selectivity. Conceivably, when stimulated with the BD
and P-E amplitude difference, integration of excitation and inhi-
bition must result in an optimal time window within which
neurons respond maximally and recover rapidly. This forward
masking may also account for the sharper echo duration selec-
tivity of collicular neurons obtained with echo pulses of P-E pairs
than with single echo pulses.

BIOLOGICAL RELEVANCE OF DYNAMIC TEMPORAL
SIGNAL PROCESSING
Insectivorous bats emit ultrasonic signals and analyse the return-
ing echoes to extract information about the target range, shape,
and location (Griffn, 1958). The highly successful hunting sug-
gests that the bat’s auditory system must be able to encode the
changes in echo parameters produced by the bat and its con-
specifics during a target approaching sequence. Whereas duration
selectivity of auditory neurons underlies a bat’s ability in recogni-
tion of sound duration, the recovery cycle of auditory neurons
determines a neuron’s ability in responding to closely spaced
sound pulses. Therefore, the recovery cycle of neurons under-
lies the bat’s ability in encoding the pulse repetition rate so as to
analyse the order of individual sound pulses.

To perform effective recognition of echo duration and echo
ranging, a bat must be able to encode progressive variation of

duration and repetition rate of emitted pulses and returning
echoes throughout the entire course of hunting. Our studies show
that the bat’s collicular neurons have a wide range of BD and
recovery cycle covering pulse durations and P-E intervals occur-
ring during different phases of hunting. In addition, a neuron’s
duration selectivity is closely correlated with its recovery cycle
such that the recovery cycle of most duration-selective neurons
varies predictably with biologically relevant P-E duration, inter-
val and amplitude difference. Conceivably, high best frequency
neurons with long BD would be suitable for echo recognition dur-
ing search and approach phases of hunting when the returning
echoes are high in frequency, large in P-E amplitude difference,
long in duration but low in repetition rate. Conversely, low best
frequency neurons with shorter BD and sharper duration selec-
tivity would be suitable for echo recognition during the terminal
phase of hunting when the highly repetitive echoes are low in fre-
quency, small in P-E amplitude difference and short in duration.
This dynamic variation of echo duration selectivity and recovery
cycle of collicular neurons may serve as the neural basis underly-
ing successful prey capture by bats. Since these duration-selective
collicular neurons are tonotopically organized, this organization
would conceivably facilitate the recruitment of different groups of
collicular neurons for effective processing of the returning echoes
throughout a target approaching sequence.

In our studies we use insectivorous bats as the mammalian
model to examine the dynamic temporal processing in the infe-
rior colliculus. Because the layout of the auditory pathway of a bat
is fundamentally similar to that of other mammals, the dynamic
variation of duration selectivity and recovery cycle of collicu-
lar neurons observed in these studies conceivably also occurs in
other mammalian species. Future work is necessary to test this
contention.
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Auditory neurons in the inferior colliculus (IC) of the pallid bat have highly rate
selective responses to downward frequency modulated (FM) sweeps attributable to the
spectrotemporal pattern of their echolocation call (a brief FM pulse). Several mechanisms
are known to shape FM rate selectivity within the pallid bat IC. Here we explore how two
mechanisms, stimulus duration and high-frequency inhibition (HFI), can interact to shape
FM rate selectivity within the same neuron. Results from extracellular recordings indicated
that a derived duration-rate function (based on tonal response) was highly predictive of the
shape of the FM rate response. Longpass duration selectivity for tones was predictive of
slowpass rate selectivity for FM sweeps, both of which required long stimulus durations
and remained intact following iontophoretic blockade of inhibitory input. Bandpass duration
selectivity for tones, sensitive to only a narrow range of tone durations, was predictive of
bandpass rate selectivity for FM sweeps. Conversion of the tone duration response from
bandpass to longpass after blocking inhibition was coincident with a change in FM rate
selectivity from bandpass to slowpass indicating an active inhibitory component to the
formation of bandpass selectivity. Independent of the effect of duration tuning on FM rate
selectivity, the presence of HFI acted as a fastpass FM rate filter by suppressing slow FM
sweep rates. In cases where both mechanisms were present, both had to be eliminated,
by removing inhibition, before bandpass FM rate selectivity was affected. It is unknown
why the auditory system utilizes multiple mechanisms capable of shaping identical
forms of FM rate selectivity though it may represent distinct but convergent modes of
neural signaling directed at shaping response selectivity for important biologically relevant
sounds.

Keywords: duration tuning, sideband inhibition, inferior colliculus

INTRODUCTION
The breakdown of complex sensory input into simpler compo-
nents for extraction of specific cues that guide behavior is a
common strategy utilized across sensory modalities. For the audi-
tory system, this involves a reduction of complex sounds into their
individual spectrotemporal components (Brugge, 1992). Many
species exhibit a strong selectivity for the rate and direction of
frequency modulations (FMs), which are common components
of complex sounds (Pollak and Park, 1995; Andoni and Pollak,
2011). Several underlying mechanisms have been identified that
shape FM selectivity involving the spectrotemporal integration of
excitatory and inhibitory inputs across the receptive field of an
auditory neuron (Suga, 1968; Britt and Starr, 1976; Heil et al.,
1992; Shannon-Hartman et al., 1992; Gordon and O’Neill, 1998;
Gittelman et al., 2009; Fuzessery et al., 2010). In the current study,
we focus on how more than one mechanism can interact to shape
the selectivity for FM sweep rate. The high-frequency region of
the pallid bat inferior colliculus (IC) is ideal for this type of
analysis due to a high degree of rate selectivity for the down-
ward FM sweeps of their echolocation call (Brown, 1976; Bell,
1982; Fuzessery et al., 1993) and because the mechanisms driving
FM rate selectivity have been identified (Fuzessery et al., 2010).

Specifically, we focus on how duration tuning and sidebands of
high-frequency inhibition (HFI) interact to shape rate selectiv-
ity for downward FM sweeps, and the neural circuitry that might
shape these underlying mechanisms.

The IC is a highly integrative midbrain region of the audi-
tory system that combines excitatory and inhibitory input from
at least a dozen lower level nuclei (Pollak and Park, 1995; Oliver,
2005) and is also the first level of the auditory system where dura-
tion tuned neurons appear (Sayegh et al., 2011). The mechanisms
driving duration tuning have typically been studied using sim-
ple stimuli such as pure tones (Ehrlich et al., 1997; Galazyuk and
Feng, 1997; Chen, 1998; Fuzessery and Hall, 1999; Brand et al.,
2000; Mora and Kossl, 2004; Jen and Wu, 2006; Perez-Gonzalez
et al., 2006; Luo et al., 2008; Macias et al., 2011). Tone dura-
tion selectivity can be used to predict a neuron’s best FM sweep
rate, and it is likely that both forms of selectivity share the same
underlying mechanisms (Fuzessery et al., 2006). Duration tuning
has been described as the temporal integration of excitatory and
inhibitory input using a variety of models, based on the results
of both extra- and intracellular recording (Casseday et al., 1994;
Fuzessery and Hall, 1999; Leary et al., 2008; Aubie et al., 2009;
Sayegh et al., 2011).
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Auditory neurons within the IC typically have a narrow exci-
tatory receptive field bounded by sideband inhibition (Covey and
Casseday, 1995; Ramachandran et al., 1999) that is responsible
for much of the observed FM selectivity (Britt and Starr, 1976;
Shannon-Hartman et al., 1992; Gordon and O’Neill, 1998; Koch
and Grothe, 1998; Brimijoin and O’Neill, 2005; Williams and
Fuzessery, 2011). In the pallid bat, many neurons exhibit an early-
arriving (relative to excitation) band of low-frequency inhibition
(LFI) that can shut down the response to an upward FM sweep
and create selectivity for downward FM sweeps (Fuzessery et al.,
2006; Razak and Fuzessery, 2006). The presence of a late-arriving
band of HFI acts to suppress responses to slower sweep rates
(Fuzessery et al., 2006; Razak and Fuzessery, 2006). It has also
been shown that elimination of HFI, either through removing the
high-frequency region from the FM sweep or by pharmacologi-
cal blockade of inhibitory input, is associated with a subsequent
loss of FM rate selectivity (Razak and Fuzessery, 2009; Williams
and Fuzessery, 2011). However, given the complex integrative
nature of the IC, many neurons exhibit more than one mech-
anism that can shape FM rate selectivity (Gordon and O’Neill,
1998; Fuzessery et al., 2010; Gittelman and Li, 2011). The focus
of the current study was to evaluate the predictive value of
duration tuning and HFI on FM rate selectivity, and how the
two mechanisms interact to shape a neuron’s selectivity for FM
sweep rate.

MATERIALS AND METHODS
Extracellular single-unit recordings were obtained from the IC
of 44 adult pallid bats. Bats were captured in New Mexico and
housed in a free-flight environmental chamber (85–90◦F) main-
tained on a reverse 12:12 h light:dark cycle at the University
of Wyoming Biological Sciences animal facility. The bats were
fed mealworms raised on ground Purina rat chow. All surgical
procedures, animal welfare assurances, and experimental manip-
ulations were approved by an Institutional Animal Care and
Use Committee based on guidelines required by the National
Institutes of Health for animal research.

SURGICAL PROCEDURES
Each bat was isolated from the main colony room and allowed 2–3
days to acclimate to their home cage prior to surgery. All surgi-
cal procedures were performed as previously described (Fuzessery
et al., 2006) in a designated surgical suite. In brief, bats were
initially sedated with an inhalation anesthetic (Isoflurane, USP)
followed by an intraperitoneal injection of pentobarbital sodium
(30 mg/kg of body weight) and acepromazine (2 mg/kg of body
weight). Upon loss of reflexive responses to a toe pinch, animals
were placed in a bite bar and a midline incision made in the scalp.
The superficial muscles over the dorsal surface of the skull were
carefully separated and reflected by blunt dissection. The anterior
region of the skull was gently scraped clean and a thin layer of
glass microbeads was applied and secured with cyanoacrylate for
placement of a head pin. A 1 mm2 exposure was made over the
left or right IC by carefully excising the skull with a microscalpel.
Exposed muscle was covered with petroleum jelly (Vaseline®)
and the skull was kept moist with periodic applications of phys-
iological saline throughout the course of the recording session.

Following surgery, the animals were taken to the recording
chamber (see below) and secured in a Plexiglas restraining device.
A cylindrical aluminum head pin was mounted to a cross bar
and secured to the anterior skull using dental cement to prevent
movement of the head.

RECORDING AND DATA ACQUISITION PROCEDURES
Bats were isolated in a heated (85–90◦F), sound-proofed cham-
ber lined with anechoic foam during the 6–8 h recording session.
Auditory stimuli were generated by digital hardware (Modular
Instruments and Tucker Davis Technologies) controlled by
a custom-written software program (Fuzessery et al., 1991).
Modulated waveforms were amplified with a stereo amplifier and
presented as monaural closed-field stimuli through Infinity emit-
K ribbon tweeters fitted with funnels attached for insertion into
the pinnae. Speaker output was calibrated with a Bruel and Kjaer
1/8 inch microphone placed at the tip of funnel (±15 dB response
from 20 to 70 kHz).

In vivo single-unit recordings of extracellular neuronal activ-
ity were obtained with glass microelectrodes (1 M NaCl, 2–5 M�

resistance) mounted diagonally in a “piggy-back” configuration
(Havey and Caspary, 1980) to a five-barrel glass pipette (WPI)
used for iontophoresis of inhibitory receptor antagonists (see
below). All data were recorded from the high-frequency region
of the pallid bat IC (best frequency = 30–60 kHz) at penetra-
tion depths of 1000–2000 µm from the surface of the brain using
a similar recording protocol as described previously (Razak and
Fuzessery, 2009; Williams and Fuzessery, 2011).

The best frequency and excitatory tuning curve were deter-
mined with single tones over a range of intensity levels. Rise/fall
times were 1 ms unless signals were shorter than 1 ms, in which
case they were each one half of the signal. All subsequent record-
ings were performed at a single intensity level 5–10 dB above
the intensity threshold for the best frequency. Pairs of tones,
offset in time, from within and outside the excitatory band-
width, were used to determine the extent of sideband inhibition,
using the two-tone inhibition protocol described below. FM
sweeps (30 kHz bandwidth) and best frequency tones were then
presented over a range of durations (0.1–100 ms) to establish,
respectively, selectivity for FM rate and tone duration. Response
magnitudes for stimuli are defined as the total number of spikes in
response to 30 stimulus presentations presented at an interpulse
interval of 400 ms. Single-unit output was identified audiovi-
sually, and based on the consistency of the action potential
waveform, and on high signal-to-noise ratio.

PREDICTED RATE FUNCTIONS
The predicted rate function of a neuron was derived from its
response to a single tone presented over a range of tone durations
(Figure 2). We have previously (Fuzessery et al., 2006) predicted
the best sweep rate of neurons with bandpass duration selectivity
by dividing the bandwidth (kHz) of the excitatory tuning curve
by the best duration (ms). This is the sweep rate at which an FM
sweep will traverse the excitatory tuning curve in a time equal to
the neuron’s best duration. In the present study, we predict the
entire rate function of a neuron using the responses to a single
excitatory tone over a range of durations to predict the response
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at a given sweep rate. Sweep rate selectivity was predicted from
the tone by dividing the bandwidth of the tuning curve by the
duration of the tone. The response to that tone duration was then
used to construct the sweep rate function. For example, the neu-
ron in Figure 2 had an excitatory bandwidth of 13 kHz. Therefore,
a 15 ms tone duration (Figure 2A, arrow) would correspond to
a 0.87 kHz/ms sweep rate. The response at this duration was 35
spikes, and was used to predicted the response at 0.87 kHz/ms
(Figure 2B, arrow). This process was repeated for each data point
in the duration function (Figure 2A) to construct the entire pre-
dicted sweep rate function, which was then compared with the
actual rate function (Figure 2B).

TWO-TONE INHIBITION
The spectral width and relative arrival time of inhibitory side-
bands were determined using a two-tone inhibition over time
protocol as previously described (Fuzessery et al., 2006). The
focus of the present study is HFI, which if present in this popula-
tion of neurons, always arrives later than excitation, and serves to
determine the slowest sweep rate to which a neuron will respond.

In brief, inhibitory tones from the high-frequency region
(if present) were paired with an excitatory tone of the same
intensity level to audiovisually map out the frequency range of
sideband inhibition. Excitatory tones were always shorter than
inhibitory tones, with excitatory tones of 1–2 ms duration, and
inhibitory tones of 5–10 ms duration. The delay between an
excitatory and inhibitory tone was then varied to determine
the relative arrival time of inhibition for each sideband region.
Specifically, the delay between the onsets of the two tones was
varied to determine the delay-frequency combination resulting
in at least a 90% reduction in the response. If the inhibitory
tone had to be presented before the excitatory tone for sup-
pression to occur (i.e., positive delay) then excitatory input
was assumed to arrive before inhibition. If the inhibitory tone
could suppress the excitatory tone even when presented after
the excitatory tone (i.e., negative delay) then inhibitory input
was assumed to arrive before excitation. A predicted FM cutoff
rate (i.e., the slowest rate to which the neuron would respond)
was calculated from the bandwidth and arrival time of HFI as
previously described (Fuzessery et al., 2006) using the follow-
ing formula: predicted FM cutoff rate (kHz/ms) = HFI band-
width (kHz)/HFI arrival time (ms). FM sweeps presented at
a rate slower than the predicted FM cutoff rate would cause
HFI to arrive before excitation, and the response would be sup-
pressed.

MICROIONTOPHORESIS
Microiontophoretic applications of inhibitory receptor block-
ers were delivered using a previously described protocol (Razak
and Fuzessery, 2009; Williams and Fuzessery, 2011). Immediately
before a recording session, individual iontophoresis barrels were
loaded with gabazine (GBZ, 10 mM, pH 4.0, Sigma) or strych-
nine (STRYCH, 3 mM, pH 4.0, Sigma) dissolved in physiolog-
ical saline. The center barrel was used as a balance electrode
(1 M sodium chloride). A retaining current (−15 nA) was used
to retain the drugs during the search phase and pre-drug (con-
trol) recording phase. Escalating iontophoretic ejection currents

of +10 to +60 nA were used to apply the drug. Three types
of tests were performed following drug application to confirm
the effectiveness of inhibitory receptor blockade, as previously
described (Razak and Fuzessery, 2009; Williams and Fuzessery,
2011) (1) Recovery data, quantified as number of spikes, were
obtained in 25 neurons at 5 min intervals after the ejection cur-
rent was turned off to monitor the return to pre-drug response
levels, which took 10–30 min. (2) Current was passed through the
balance barrel in 18 neurons to verify that the ejection current
did not affect the response. (3) In all neurons, ejection currents
were gradually increased from +10 to +60 nA, with responses
monitored at each interval, to avoid possible response saturation.
When both drugs were tested on a neuron, the response of the
neuron returned to pre-drug levels before the second drug was
tested.

DATA ANALYSIS
A Pearson correlation test was used to compare predicted versus
actual FM rate responses. A Fisher Exact Test was used to evalu-
ate the proportion of neurons affected by the application of GBZ
or STRYCH on duration tuning or FM rate selectivity. All data
are presented as the mean ± S.D. P-values <0.05 were considered
significant.

RESULTS
Selectivity for downward FM sweep rates between 0.3–
300 kHz/ms (30 kHz bandwidth, 0.1–100 ms duration) were mea-
sured in 79 IC neurons, and the roles of duration tuning and HFI
in shaping their selectivity were evaluated (Table 1). The major-
ity of neurons evaluated (72%, 57/79) were tuned to a limited
range of FM sweep rates, and exhibited bandpass rate selectiv-
ity (Figure 1A). The remaining neurons (28%, 22/79) were not
tuned to sweep rates, and instead exhibited slowpass rate selectiv-
ity (Figure 1B). This percentage of rate-tuned neurons is similar
to that reported in previous studies of the pallid bat IC (Fuzessery
et al., 2010). We have previously reported the presence of fastpass
rate selectivity (Fuzessery et al., 2006), but because, in the present
study, we extended the range of sweep rates to include faster rates
(300 kHz/ms), all neurons eventually ceased to respond as sweep
rates were increased.

Table 1 summarizes the four possible conditions in terms
of the mechanisms shaping sweep rate selectivity. If neither
duration tuning or HFI was present, the neurons all had
slowpass rate functions (Figure 1B). If either or both dura-
tion tuning were present, the neurons had bandpass rate

Table 1 | Comparison of FM and tonal stimulus selectivity to presence

or absence of HFI.

FM rate Bandpass duration HFI Percent

Slowpass (n = 22) No No 100% (22/22)

Bandpass (n = 57) No Yes 62% (35/57)

Yes No 14% (8/57)

Yes Yes 24% (14/57)

Numbers in parentheses indicate the number of neurons in each group/total

number of either slowpass or bandpass FM selective neurons.

Frontiers in Neural Circuits www.frontiersin.org August 2012 | Volume 6 | Article 54 | 473

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Williams and Fuzessery Shaping FM sweep rate selectivity

functions (Figure 1A). When both mechanisms were present,
their relative contributions to shaping rate selectivity were deter-
mined by either eliminating HFI by starting the downward
FM sweep at a frequency just lower than the high-frequency
inhibitory sideband, or by eliminating duration selectivity or
HFI through the iontophoresis of inhibitory receptor blockade
(Table 2).

FIGURE 1 | Single-unit responses from the high-frequency region of

the pallid bat IC were recorded for downward FM sweep rates ranging

from 0.3 to 300 kHz/ms and classified as either bandpass (A) or

slowpass (B).

PREDICTING SWEEP RATE SELECTIVITY FROM DURATION TUNING
We have previously (Fuzessery et al., 2006) predicted only the
best sweep rates of neurons with bandpass rate selectivity from
their duration functions, by dividing the bandwidth of their exci-
tatory tuning curves (kHz) by their best durations (ms). This
gives the sweep rate at which an FM sweep will pass through
the excitatory tuning curve in a time equal to the best duration.
Here we construct the entire predicted rate function for each
neuron from its duration function. Figure 2 demonstrates how
the duration function was used to predict the FM rate response.
This neuron exhibited a longpass duration selectivity, respond-
ing to tones longer than 3 ms (Figure 2A). It lacked HFI, so,
as expected, it exhibited a slowpass rate selectivity, responding
to sweep rates slower than 6 kHz/ms (Figure 2B). Its predicted
rate function was constructed from the duration function by
dividing the width of the excitatory tuning curve by the tone
duration, and using the response magnitude at that calculated
rate to create a predicted sweep rate function. This neuron had
a tuning curve width of 13 kHz. To illustrate the construction
of one point in the predicted function (arrows, Figures 2A,B),
a 15 ms tone duration is equivalent to the time taken for a
sweep rate of 0.87 kHz/ms (13 kHz/15 ms) to traverse the tun-
ing curve. The response at this tone duration was 36 spikes
(Figure 2A), and when normalized in the predicted rate func-
tion, was 100% maximum response (Figure 2B). The predicted
rate function (Figure 2B) of this neuron was strongly predic-
tive of the actual FM rate function (Figure 2C). Overall, there
was a positive correlation observed between predicted and actual
FM rates of all slowpass neurons evaluated (mean r2 = 0.936 ±
0.065, n = 22).

An example of a predicted rate function for a neuron with
a bandpass duration function, and lacking HFI, is shown in
Figure 3. This neuron had an excitatory tuning curve band-
width of 5 kHz, so the maximum response to a 2 ms tone
(Figure 3A, arrow) predicts the response to a 2.5 kHz/ms sweep
rate (Figure 3B, arrow), with a high correlation between pre-
dicted and actual FM rates (Figure 3C, r2 = 0.952, p < 0.05).
Overall, a positive correlation between predicted and actual rate
functions was observed for all 8 bandpass FM rate selective neu-
rons tested that did not exhibit HFI (Table 1, mean r2 = 0.878 ±
0.178, n = 8).

Table 2 | Effect of eliminating the underlying mechanisms (duration tuning/HFI) on bandpass FM rate selectivity.

Bandpass duration tuning HFI Bandpass FM rate selectivity n Test

Eliminated Absent Eliminated 2 Iontophoresis (2 STRYCH)

Intact Absent Intact 3 Iontophoresis (2 STRYCH, 1 GBZ)

Eliminated Intact Intact 4 Iontophoresis (2 STRYCH, 2 GBZ)

Eliminated Eliminated Eliminated 1 Iontophoresis (1 STRYCH)

Intact Intact Intact 5 Iontophoresis (1 STRYCH, 4 GBZ)

Intact Eliminated Intact 5 Removal of HFI from FM Sweep

Two types of tests were used (right column) to evaluate the removal of duration tuning and HFI: (1) iontophoresis of GBZ or STRYCH to block inhibitory input or (2)

directly removing HFI by excluding the high-frequency region from the FM sweep. “Absent” indicates that HFI was not present. “Eliminated” responses indicate a

conversion of duration tuning from bandpass to longpass or conversion of FM rate tuning from bandpass to slowpass. “Intact” responses indicate that bandpass

selectivity did not change.
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FIGURE 2 | A slowpass FM rate selective neuron (B) exhibiting

longpass duration tuning for tones (A). The duration function, based on
longpass duration tuning (see Methods), predicted the slowpass FM rate
response (B) with a significant correlation between predicted and actual
FM rates (C). The dashed line indicates perfect predictions, and the solid
line indicates the actual correlation.

However, while the correlations were high, the absolute values
for actual and predicted functions were off in a consistent man-
ner. Note the shift in the predicted function toward slower sweep
rates, relative to the actual FM rate response (Figure 3B). This is
reflected in the shallower slope of the prediction line (Figure 3C,
slope = 0.476). This was a typical pattern observed between the
predicted and actual rate functions across the entire population
of neurons tested, both slowpass and bandpass. Although some
neurons did exhibit both high correlation and slope values (e.g.,
Figure 2C), the average difference in slopes between predicted

FIGURE 3 | The duration function of a bandpass duration-tuned neuron

(A) that was predictive of a bandpass FM rate response (B) with a

significant correlation (C) between predicted and actual FM rates (B).

and actual FM rates = 0.617 ± 0.373 (n = 48), indicating a 1.6
fold (1/slope) underestimation of actual FM responses on aver-
age. As will be discussed, this shift in the predicted rate function
toward slower rates is likely due to an underestimation of the
excitatory bandwidth, which is broader when measured with FM
sweeps as opposed to tones.

INTERACTION OF DURATION TUNING AND HFI ON FM RATE
SELECTIVITY
While the entire sweep rate function of a neuron can be predicted
from its tone duration function, HFI can be used to predict only
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the slowest sweep to which a neuron will respond, which is the
bandwidth of HFI (kHz) divided by the arrival time (ms) of HFI
relative to the arrival of excitation (Fuzessery et al., 2006). This is
the cutoff rate, i.e., the sweep rate at which the delayed HFI will
arrive at the same time as the excitatory input, and suppress the
response.

The majority of bandpass FM rate-selective neurons exhib-
ited HFI (86%) and either longpass (62%) or bandpass (38%)
duration tuning for tones (Table 1). It is predicted that those
with longpass duration functions will have bandpass rate selec-
tivity shaped entirely by HFI, while those with bandpass duration
functions will have bandpass rate selectivity shaped by either
mechanism, or a combination of the two.

The majority of bandpass FM rate selective neurons exhib-
ited longpass duration tuning and HFI (Table 1). It would be
expected that the removal of HFI, by starting a downward sweep
at a frequency just below this inhibitory domain, would elim-
inate their bandpass selectivity. This was tested in 13 of these
neurons. An example is shown in Figure 4. This neuron exhib-
ited longpass duration tuning for tones with a strong response to
tone durations >1 ms (Figure 4A). A tone (35 kHz) from within
high-frequency inhibitory sideband (Figure 4C) completely sup-
pressed the response to a best-frequency tone (33 kHz) when the
higher frequency tone was presented 5 ms before the excitatory
tone (Figure 4B). Elimination of HFI in the downward 33–20 kHz
sweep (Figure 4C) sweep converted the FM rate response from
bandpass to slowpass (Figure 4D) demonstrating that HFI acts as
a fastpass filter for FM rate selectivity by suppressing slow FM
sweep rates. In this neuron, the predicted FM cutoff rate was
0.8 kHz/ms (4 kHz/5 ms), which was close to the actual FM cutoff
rate of 0.67 kHz/ms (Figure 4D).

Overall, there was a positive correlation between predicted and
actual FM cutoff rates (Figure 4E, r2 = 0.781, n = 17, P < 0.05).
Moreover, the predicted slowpass rate functions from duration
tuning were accurate when the HFI was removed from the sweep,
as demonstrated in Figure 4F (r2 = 0.975 between actual and
predicted rates, p < 0.05). Thus, when bandpass rate selective
neurons had longpass duration functions and HFI, their rate
selectivity was shaped entirely by HFI.

Fourteen neurons (24%) expressed both bandpass duration
tuning for tones and HFI. The effect of removing HFI from a
downward FM sweep was tested in five of these neurons. Effects
ranged from a minimal change in FM selectivity (Figure 5A) to
a broadening of the bandpass rate selectivity to include slower
FM sweep rates (Figure 5C). In the first case (Figure 5A), this can
be interpreted as HFI setting a cutoff rate that was the same or
lower than that shaped by the bandpass duration function; hence
eliminating HFI had little effect on the rate function. Moreover,
the predicted rate function accurately predicted the actual rate
function, with or without HFI in the FM sweep. In contrast,
in the second case (Figure 5C), the cutoff rate shaped by HFI
occurred at a faster rate than that shaped by bandpass duration
tuning. Therefore, the bandpass rate function broadened when
HFI was removed, and was then accurately predicted by the dura-
tion function. In all cases, bandpass FM rate selectivity remained
intact and a high correlation was observed between predicted and
actual FM rate responses, when HFI was excluded from the FM

sweep (Figures 5B,D, mean r2 = 0.948 ± 0.068, n = 5). Thus,
when both HFI and bandpass duration tuning were present, dura-
tion tuning could either shape the entire rate function, or HFI
could determine the cutoff rate, and duration tuning determine
the reminder of the rate function.

Despite the fact that FM sweep rates were tested over a
broad range of 0.3–300 kHz/ms, three neurons were responsive
to even slower rates, and their bandpass duration functions pre-
dicted that, if slower rates had been tested, these neurons would
have exhibited bandpass rate selectivity. Because it was not clear
whether their predicted and actual rate functions were similar,
these neurons were excluded from the study.

INHIBITORY MECHANISMS SHAPING FM RATE SELECTIVITY
A previous study demonstrated that, in the majority of neu-
rons tested, bandpass duration tuning is created at the level
of the IC in the pallid bat by an on-best frequency inhibition
and can be eliminated by blocking GABAergic input with bicu-
culline (Fuzessery and Hall, 1999). In the present study, bandpass
duration tuning was eliminated following application of either
STRYCH (Figure 6A, 5/7 neurons) or GBZ (Figure 7A, 3/8 neu-
rons), indicating that either inhibitory pathway (glycinergic or
GABAergic) is involved in sculpting this form of selectivity.

The iontophoretic blockade of inhibitory inputs was used as
a second test of the roles of duration tuning and HFI in shap-
ing rate selectivity. Table 2 summarizes the effects of inhibitory
receptor blockade on 15 bandpass duration tuned neurons, some
of which also had HFI, and its subsequent effect on bandpass rate
tuning. In the first two rows, the neurons lacked HFI. If receptor
blockade eliminated duration tuning, rate tuning was also elim-
inated. In the next three rows, neurons possessed both HFI and
duration tuning. Both mechanisms had to be eliminated by recep-
tor blockade to eliminate rate tuning. If one mechanism was not
eliminated, rate tuning remained intact. For neurons in the bot-
tom row, HFI was eliminated not by iontophoresis, but rather
by eliminating HFI by starting the downward sweep at a fre-
quency lower than the inhibitory sideband (e.g., Figure 4C). Since
duration tuning remained intact, so did the rate tuning.

Overall, when both underlying mechanisms were absent or
eliminated, bandpass rate selectivity was lost (3/20 neurons),
but if either of the mechanisms remained intact, bandpass FM
rate selectivity also remained intact (17/20 neurons) (P < 0.05
between groups, Fisher’s Exact Test).

An example of a bandpass rate-selective neuron expressing
only bandpass duration tuning is shown in Figure 6. Blocking
GABAergic input had only a minor effect on its bandpass dura-
tion tuning (Figure 6A) and consequently a minor effect on rate
selectivity, which remained bandpass (Figure 6B). In contrast,
blocking glycinergic input changed its duration function from
bandpass to longpass (Figure 6A), and its rate function from
bandpass to slowpass (Figure 6B).

An example of bandpass rate-selective neuron expressing both
duration tuning and HFI is show in Figure 7. As in the previ-
ous neuron, blocking inhibition, in this case GABAergic inhi-
bition, eliminated bandpass duration tuning (Figure 7A). This
neuron’s HFI inhibition was examined by delaying an excitatory
tone (42 kHz) with respect to a high-frequency inhibitory tone

Frontiers in Neural Circuits www.frontiersin.org August 2012 | Volume 6 | Article 54 | 476

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Williams and Fuzessery Shaping FM sweep rate selectivity

FIGURE 4 | HFI acts as a fastpass FM rate filter. Neuron exhibiting longpass
duration tuning for tones (A) and a delayed HFI (B). FM sweep responses
were compared both with and without the contribution of HFI (C). Removal
of HFI converted the FM rate response from bandpass to slowpass (D).

A positive correlation was observed between predicted and actual FM
cutoff rates (E) as derived from the bandwidth and arrival time of HFI (see
Methods). The duration function was only predictive of the FM rate response
when HFI was removed from the sweep (F).

(46 kHz), and showed that the arrival of inhibition was delayed
by about 3 ms (Figure 7B). Blocking inhibition had little effect
on the two-tone inhibition function. Since HFI remained intact
after blocking GABAergic inhibition, the neuron’s bandpass rate
selectivity also showed little change before and during receptor
blockade (Figure 7C).

A third example shows the result of eliminating both under-
lying mechanisms (Figure 8). Blocking glycinergic input elimi-
nated both bandpass duration tuning (Figures 8A,D) and HFI
(Figures 8B,E). Following the elimination of HFI, the bandwidth
of the excitatory tuning curve expands to well beyond the fre-
quencies in the inhibitory sideband (Figure 8E). Prior to blocking
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FIGURE 5 | In neurons expressing HFI, predicted responses were

compared to FM sweeps both in the presence and absence of HFI

by eliminating the high-frequency region from the sweep.

The effect of removing HFI ranged from a minimal change in the FM

rate response (A), a broadening of the FM rate response to include
slower FM sweep rates (C). In each case, predicted and actual
FM rates were significantly correlated but only in the absence of
HFI (B,D).

inhibition (Figure 8C), the elimination of HFI with a downward
sweep (49–30 kHz) had no effect on the rate function, indicat-
ing that the neuron’s duration tuning played the dominant role
in shaping rate tuning. When STRYCH was applied, this band-
pass duration tuning was eliminated, and, as expected, so was the
bandpass rate selectivity. Moreover, the duration function during
disinhibition predicted the rate selectivity (Figure 8F).

In 5 of 15 bandpass rate-selective neurons tested, blocking
inhibition had little effect on duration tuning. The example in
Figure 10 shows that blocking GABAergic inhibition elevated
response magnitude but did not eliminate bandpass duration
tuning (Figure 9A). Similarly, it had little effect on the arrival
time of HFI (Figure 9B). Consequently, blocking inhibition did
not eliminate bandpass rate selectivity in this neuron (Figure 9C).

Finally, we have emphasized the mechanisms that shape band-
pass selectivity and the slowest sweep rates to which a neuron
will respond. Regarding the fastest sweeps to which these neu-
rons respond, it is important to note that blocking inhibition had
little or no effect on this response property. All neurons stopped
responding at increasingly short tone durations, or increasingly
fast sweep rates, and this is likely due to the intrinsic properties of

neurons in the circuits projecting to these IC neurons, rather than
the inhibitory inputs they receive.

DISCUSSION
Present results demonstrate that similar expressions of bandpass
FM sweep rate selectivity can be created by either bandpass dura-
tion tuning, or a delayed HFI that determines the slowest sweep
rate to which a neuron will respond. The elimination of HFI by
starting an FM sweep at a frequency lower than the HFI will elimi-
nate bandpass rate selectivity. The elimination of duration tuning
or HFI in these neurons through the blockade of inhibitory recep-
tors will also eliminate rate selectivity. If a neuron possessed both
duration tuning and HFI, both mechanisms had to be eliminated
in order to eliminate a neuron’s bandpass rate selectivity.

COMPLEMENTARY OR REDUNDANT?
That two mechanisms can create the same sweep rate selectiv-
ity begs the question of whether these mechanisms are redun-
dant or complementary. Both are true in that both mechanisms
can contribute to the rate selectivity of a given neuron, or
either can act alone. As shown in the hypothetical neuron in
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FIGURE 6 | Conversion of duration tuning (A) and FM rate selectivity

(B) from bandpass to slowpass following application of STRYCH. GBZ
had no effect on either parameter.

Figure 10, duration tuning alone can create bandpass rate tun-
ing (Figure 10A, solid line). This type of duration tuning has
been modeled as a coincidence mechanism in which an excita-
tory rebound from the IPSP combined with the excitatory input
to drive the neuron (Casseday et al., 1994; Covey et al., 1996;
review, Sayegh et al., 2011). Alternatively, we have modeled the
mechanism underlying duration tuning as an early inhibition that
persists the duration of a tone, and a delayed excitatory input that
has a fixed latency (Figure 10B). The neuron will respond to a
tone of increasing duration until the inhibition overlaps with the
delayed excitation, and suppresses the response, and has thus been
termed an anti-coincidence model (Fuzessery and Hall, 1999).
The best duration, and the range of excitatory durations, of a neu-
ron will be determined by the arrival time of the excitatory input
(Figure 10B). If the excitatory input is delayed further, the neu-
ron will respond to longer tone durations. Conversely, if it arrives
earlier, the neuron can respond only to shorter durations before
it is inhibited. It is not clear what determines the arrival time of
the excitatory input; we have previously reported (Fuzessery et al.,
2002) that blocking inhibitory inputs to IC neurons in the pallid
bat have little effect on their response latency.

If HFI is also present, it can directly or indirectly contribute to
the sculpting of rate selectivity. The arrival time of HFI is influ-
enced by two factors. The cutoff sweep rate can be predicted by the
inhibitory bandwidth (kHz) divided by the arrival time (ms). The

FIGURE 7 | Application of GBZ converted duration tuning from

bandpass to longpass (A) but did not eliminate HFI (B) or bandpass

FM rate selectivity (C) in this neuron.

broader the bandwidth of the inhibitory sideband (Figure 10C,1),
the sooner a downward sweep will encounter the sideband and
trigger inhibitory input. Also, if HFI simply arrives sooner relative
to excitation (Figure 10C,3), the cutoff rate will be faster. If the
cutoff rate shaped by HFI is faster than that shaped by the dura-
tion function (Figure 10A,3), it will directly contribute to shaping
the slow-rate flank of the bandpass rate function (e.g., Figure 5C).
If it is not faster (Figure 10A,1), it will not contribute, and the rate
function will be shaped entirely by the duration function.

Even if HFI does not directly shape rate selectivity, it can have
an indirect influence. If a neuron’s rate selectivity is shaped by
duration tuning, its best rate can be predicted by the bandwidth
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FIGURE 8 | If more than one mechanism was present both had to be

eliminated before FM rate selectivity was affected. In this neuron,
exhibiting both bandpass duration tuning (A) and HFI (B), the elimination of

HFI from the FM sweep did not eliminate bandpass FM rate selectivity (C).
In comparison, application of STRYCH eliminated bandpass duration tuning
(D), HFI (E), and bandpass FM rate selectivity (F).

of its excitatory tuning curve (kHz) divided by its best dura-
tion (ms). Inhibitory sidebands can shape this excitatory band-
width (Yang et al., 1992; Fuzessery and Hall, 1996; LeBeau
et al., 2001), as shown in Figures 8B,E, where disinhibition elim-
inates inhibitory sidebands and expands the excitatory tuning
curve. If strong inhibitory flanks narrow the excitatory bandwidth

(e.g., Figure 10C,2,4), the best rate will decrease, assuming that
the best duration remains constant. Conversely, if the excitatory
bandwidth increases (Figure 10C,5), the best rate will increase
because an FM sweep now has to traverse the broader excitatory
tuning curve more rapidly. For example, if a neuron’s best dura-
tion is 1 ms, and the excitatory bandwidth was to increase from 3
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FIGURE 9 | Application of GBZ was ineffective at eliminating bandpass

duration tuning (A), HFI (B), or band-pass FM rate selectivity (C) in this

neuron.

to 6 kHz, the best rate would increase from 3 to 6 kHz. There are
thus multiple ways in which duration tuning and HFI can interact
directly and indirectly, in a redundant or complementary fashion,
to shape selectivity for FM sweep rate.

Asymmetrical facilitation is a third mechanism that is known
to shape sweep rate selectivity in the pallid bat IC (Williams and
Fuzessery, 2010). It has been most thoroughly documented in the
FM specialists because the weak response to single tones makes
the two-tone facilitation readily apparent. FM specialists were not
included in the present study because strong responses to tones
were required to predict sweep rate functions. The extent to which
asymmetrical facilitation contributed to rate selectivity in this

FIGURE 10 | (A) A hypothetical neuron showing how duration tuning and
HFI could potentially affect sweep rate selectivity. (B) The anti-coincidence
mechanism thought to underlie bandpass duration tuning. (C) A diagram of
the multiple ways that changes in the properties of a neuron’s inhibitory and
excitatory frequency domains could influence sweep rate selectivity.
See text.

study is not clear, but our ability to predict rate selectivity, and to
also eliminate it by eliminating duration tuning or HFI, suggests
that this third mechanism did not play a major role in shaping the
selectivity of the neurons tested in the present study.

CIRCUITRY UNDERLYING THE CREATION OF SWEEP RATE SELECTIVITY
Inhibitory circuits play a significant role in shaping duration tun-
ing, HFI, and FM sweep selectivity in the pallid bat IC (Fuzessery
and Hall, 1996, 1999), so the present finding (Table 2) that
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duration tuning persists in 8 of 15 neurons, and HFI persists in
12 of 15 neurons in which inhibitory inputs were blocked sug-
gests that the pallid bat IC may be inheriting some of this response
selectivity from lower levels of the system, rather than creating it
within the IC. There was not a significant difference in the per-
centage neurons in which duration tuning was eliminated by GBZ
or STRYCH, suggesting that both inhibitory circuits play a similar
role in shaping this form of selectivity. HFI was eliminated in only
3 of 15 neurons, suggesting that this response property is largely
inherited from lower levels. The issue of where this selectivity is
created was more thoroughly addressed in a recent study of the
pallid bat IC (Williams and Fuzessery, 2011) that focused on the
creation of HFI and LFI, the latter shaping sweep direction selec-
tivity. The application of GBZ or STRYCH eliminated LFI in the
majority of neurons, suggesting that both inhibitory circuits can
shape LFI. When both drugs were applied, LFI was eliminated in
86% of neurons, suggesting that much of the LFI, and therefore
sweep direction selectivity, is created through intrinsic IC pro-
cessing. In contrast, only STRYCH application eliminated HFI,
and this occurred in only 33% of neurons. Even when both GBZ
and STRYCH were applied, HFI was lost in only 38% of neurons.
These results, along with those of the present study, are consis-
tent in that they both suggest that the HFI inhibition shaping
rate selectivity is largely inherited from lower levels of the system.
These results also suggest that GABA- and glycinergic circuits
may play differential roles in shaping various forms of response
properties in the auditory system.

UNDERESTIMATION OF SWEEP RATE SELECTIVITY
When predicting a neuron’s sweep rate function from its duration
function, there was an overall underestimation of rate selectiv-
ity by a factor of 1.6. In other words, although the shape of
the predicted rate function closely approximated the actual func-
tion, it was shifted toward lower sweep rates. This is likely due
to an underestimation of the bandwidth of the excitatory fre-
quency domains. Auditory neurons have been found to respond
to frequencies outside of the excitatory tuning curve, which is
typically described using tones, if those frequencies are presented
as part of a spectrotemporally more complex sound. This has
been referred to as their “extraclassical” tuning curve (Xie et al.,
2007; Schneider and Woolley, 2011). The pallid bat IC con-
tains neurons termed FM specialists that respond preferentially
or exclusively to downward FM sweeps that mimic its biosonar
signal (Fuzessery, 1994). A large percentage of these exhibit an
asymmetrical facilitation when presented with two tones delayed
in time, as they would occur within a downward (but not upward)
FM sweep (Williams and Fuzessery, 2010). When the excitatory
domains of these FM specialists were measured with a series of
narrowband downward FM sweeps, the bandwidths of the excita-
tory domains were broader than when measured with tones. We
therefore suggest that some predicted rate functions were under-
estimated because we used tones to measure the excitatory tuning
curve, but obtained sweep rate functions using FM sweeps. The
FM sweeps excited the broader extraclassical tuning curve, but the
tones did not. Since the predicted rates equal the excitatory band-
width divided by the best duration, this would result in a lower
predicted sweep rate.

BEHAVIORAL RELEVANCE OF DURATION AND RATE TUNING
Duration selectivity has been found in both echolocating mam-
mals (Ehrlich et al., 1997; Galazyuk and Feng, 1997; Fuzessery
and Hall, 1999; Casseday et al., 2000; Faure et al., 2003; Mora
and Kossl, 2004; Fremouw et al., 2005; Jen and Wu, 2006; Luo
et al., 2008; Macias et al., 2011) and non-echolocating mammals
(Chen, 1998; Brand et al., 2000; Xia et al., 2000; He, 2002; Perez-
Gonzalez et al., 2006; Wang et al., 2006), and in anurans (Potter,
1965; Narins and Capranica, 1980; Gooler and Feng, 1992; Leary
et al., 2008; Xia et al., unpublished data). These neurons likely play
important roles in the selective detection and analysis of com-
munication signals and biosonar echoes (review, Sayegh et al.,
2011). Several forms of duration tuning have been reported in
the IC, including allpass, shortpass, longpass, bandpass, and even
band-reject. In the present study, we reported only bandpass and
longpass because we sampled responses over a broad range of
durations, including the microsecond range. This eliminated the
allpass and shortpass categories, since there is a minimum sound
duration required by all neurons to elicit a response.

To our knowledge, it is only in the pallid bat where the
idea has been suggested that bandpass duration tuning serves
to create FM sweep selectivity, and not to detect signal dura-
tion per se (Fuzessery et al., 2006; review, Sayegh et al., 2011).
Indeed, such neurons are sweep-rate selective, because even when
an FM sweep’s bandwidth or duration is changed, these neu-
rons continue to maintain the same best sweep rate (Fuzessery
et al., 2006). It is axiomatic that a neuron that has bandpass
duration tuning will also have bandpass sweep-rate selectivity. In
other words, what is a purely temporal filter when presented with
a tone becomes a spectrotemporal filter when presented with a
spectrotemporally dynamic sound.

Although we initially reported (Fuzessery and Hall, 1999) that
the durations of echolocation pulses (1.5–6 ms) roughly matched
the range of best durations (0.5–7 ms), the match between the
best sweep rates and echolocation pulse sweep rates is closer.
Pallid bat echolocation pulses have bandwidths of 20–30 kHz
(Brown, 1976; Fuzessery et al., 1993), which over the range of
pulse durations would yield sweep rates of 3–20 kHz/ms. The best
sweep rates of IC neurons range from 1 to 10 kHz, with a mean
of 4 kHz/ms (Fuzessery et al., 2006). Although the distributions
do not overlap perfectly, most rate-tuned neurons will respond to
the range of sweep rates. If durations are considered, the mean
best duration of IC neurons is 1.6 ms, which means almost half
of the population is tuned to durations shorter than the min-
imum 1.5 ms pulse duration. We therefore suggest that, during
development, the system tunes itself to the sweep rate of the
echolocation pulse (and not its duration), since this is the primary
signal that it is responsible for processing. This may also apply to
other bat species, but interestingly, most of the other bat species
that have been studied have constant-frequency (CF) or quasi-CF
biosonar pulses (Casseday et al., 1994; Luo et al., 2008; Macias
et al., 2011). Since these signals are essentially tones or shallow
FM sweeps, a neuronal tuning to duration rather than sweep rate
has greater behavior relevance. Perhaps the common denomina-
tor among these bat species is the need for the selective detection
of echoes. In the pallid bat, we have suggested (Fuzessery, 1994)
that neuronal selectivity for sweep rate is one of several filters,
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along with sweep direction and spectrum selectivity, that serve the
selective detection of biosonar echoes by eliminating responses
to other sounds in the environment. This function may be par-
ticularly important in a gleaner like the pallid bat, which uses
echolocation primarily for general orientation, while passively lis-
tening for prey-generated sounds. Strong spectrotemporal filters
may facilitate the segregation of these two auditory streams while
the bat is hunting (Fuzessery, 1994; Barber et al., 2003).

Similar bandpass selectivity for short signal durations is also
present in the lateral IC of the pallid bat (Fuzessery, 1997;
Fuzessery and Hall, 1999). This region is tuned to frequencies
below the echolocation pulse, and its neurons respond preferen-
tially to noise transients used in the passive sound localization
of prey (Bell, 1982; Fuzessery et al., 1993). This raises the inter-
esting possibility that, while the duration tuning in the two
neuronal populations is similar, one population may be tuned to
the sweep rate of biosonar echoes, while the other is selective for
the duration of short noise bursts.

To conclude, the ecological niche ocuppied by the pallid
bat appears to necessitate the participation of neurons that
respond selectively to biologically relevant signals, one of them
being biosonar echoes. Selective pressure has apparently acted
to produce multiple mechanisms that act separately or in con-
cert to create the required degree of selectivity. Within this
context, it is of interest that the two mechanisms discussed
here appear to be the result of different inhibitory circuits
within the auditory brainstem. The on-best frequency inhibi-
tion shaping duration tuning is either GABA- or glycinergic,
while HFI is primarily the result of only glycinergic input
(Williams and Fuzessery, 2011), suggesting that selective pres-
sure has acted upon the two inhibitory pathways in a differential
manner.

ACKNOWLEDGMENTS
We thank Terri Zumsteg for comments of this manuscript.
Research funded by NIDCD grant DC5202.

REFERENCES
Andoni, S., and Pollak, G. D. (2011).

Selectivity for spectral motion as
a neural computation for encoding
natural communication signals in
bat inferior colliculus. J. Neurosci.
31, 16529–16540.

Aubie, B., Becker, S., and Faure, P.
A. (2009). Computational models
of millisecond level duration tun-
ing in neural circuits. J. Neurosci. 29,
9255–9270.

Barber, J. R., Razak, K. A., and
Fuzessery, Z. M. (2003). Can two
streams of auditory information
be processed simultaneously?
Evidence from the gleaning bat
Antrozous pallidus. J. Comp. Physiol.
A Neuroethol. Sens. Neural Behav.
Physiol. 189, 843–855.

Bell, G. (1982). Behavioral and ecolog-
ical aspects of gleaning by the desert
insectivorous bat, Antrozous pallidus
(Chiroptera: Vestpertilionidae).
Behav. Ecol. Sociobiol. 10, 217–223.

Brand, A., Urban, R., and Grothe,
B. (2000). Duration tuning in
the mouse auditory midbrain. J.
Neurophysiol. 84, 1790–1799.

Brimijoin, W. O., and O’Neill, W. E.
(2005). On the prediction of sweep
rate and directional selectivity for
FM sounds from two-tone interac-
tions in the inferior colliculus. Hear.
Res. 210, 63–79.

Britt, R., and Starr, A. (1976). Synaptic
events and discharge patterns
of cochlear nucleus cells. II.
Frequency-modulated tones. J.
Neurophysiol. 39, 179–194.

Brown, P. (1976). Vocal communica-
tion in the pallid bat, Antrozous pal-
lidus. Z. Tierpsychol. 41, 34–54.

Brugge, J. F. (1992). “An overview
of central auditory processing,” in

The Mammalian Auditory Pathway:
Neurophysiology, eds R. Fay and
A. Popper (New York, NY: Springer-
Verlag), 1–33.

Casseday, J. H., Ehrlich, D., and Covey,
E. (1994). Neural tuning for sound
duration: role of inhibitory mech-
anisms in the inferior colliculus.
Science 264, 847–850.

Casseday, J. H., Ehrlich, D., and Covey,
E. (2000). Neural measurement
of sound duration: control by
excitatory-inhibitory interac-
tions in the inferior colliculus.
J. Neurophysiol. 84, 1475–1487.

Chen, G. D. (1998). Effects of stimulus
duration on responses of neurons
in the chinchilla inferior colliculus.
Hear. Res. 122, 142–150.

Covey, E., and Casseday, J. H. (1995).
“The lower brainstem auditory
pathways,” in Hearing by Bats, eds
A. Popper and R. Fay (New York,
NY: Springer-Verlag), 235–295.

Covey, E., Kauer, J. A., and Casseday, J.
H. (1996). Whole-cell patch-clamp
recording reveals subthreshold
sound-evoked postsynaptic cur-
rents in the inferior colliculus
of awake bats. J. Neurosci. 16,
3009–3018.

Ehrlich, D., Casseday, J. H., and Covey,
E. (1997). Neural tuning to sound
duration in the inferior colliculus of
the big brown bat, Eptesicus fuscus.
J. Neurophysiol. 77, 2360–2372.

Faure, P. A., Fremouw, T., Casseday,
J. H., and Covey, E. (2003).
Temporal masking reveals prop-
erties of sound-evoked inhibition
in duration-tuned neurons of the
inferior colliculus. J. Neurosci. 23,
3052–3065.

Fremouw, T., Faure, P. A., Casseday, J.
H., and Covey, E. (2005). Duration

selectivity of neurons in the infe-
rior colliculus of the big brown bat:
tolerance to changes in sound level.
J. Neurophysiol. 94, 1869–1878.

Fuzessery, Z. M. (1994). Response
selectivity for multiple dimensions
of frequency sweeps in the pallid bat
inferior colliculus. J. Neurophysiol.
72, 1061–1079.

Fuzessery, Z. M. (1997). Acute sensitiv-
ity to interaural time differences in
the inferior colliculus of a bat that
relies on passive sound localization.
Hear. Res. 109, 46–62.

Fuzessery, Z. M., Buttenhoff, P.,
Andrews, B., and Kennedy, J. M.
(1993). Passive sound localization
of prey by the pallid bat (Antrozous
p. pallidus). J. Comp. Physiol. A 171,
767–777.

Fuzessery, Z. M., Gumtow, R. G., and
Lane, R. (1991). A microcomputer-
controlled system for use in audi-
tory physiology. J. Neurosci. Methods
36, 45–52.

Fuzessery, Z. M., and Hall, J. C.
(1996). Role of GABA in shap-
ing frequency tuning and creating
FM sweep selectivity in the infe-
rior colliculus. J. Neurophysiol. 76,
1059–1073.

Fuzessery, Z. M., and Hall, J. C. (1999).
Sound duration selectivity in the
pallid bat inferior colliculus. Hear.
Res. 137, 137–154.

Fuzessery, Z. M., Razak, K. A., and
Williams, A. J. (2010). Multiple
mechanisms shape selectivity for
FM sweep rate and direction in
the pallid bat inferior colliculus and
auditory cortex. J. Comp. Physiol.
A Neuroethol. Sens. Neural Behav.
Physiol. 197, 615–623.

Fuzessery, Z. M., Richardson, M. D.,
and Coburn, M. S. (2006). Neural

mechanisms underlying selectiv-
ity for the rate and direction of
frequency-modulated sweeps in the
inferior colliculus of the pallid bat.
J. Neurophysiol. 96, 1320–1336.

Fuzessery, Z. M., Wenstrup, J. J., Hall, J.
C., and Leroy, S. (2002). Inhibition
has little effect on response latencies
in the inferior colliculus. J. Assoc.
Res. Otolaryngol. 4, 60–73.

Galazyuk, A. V., and Feng, A. S. (1997).
Encoding of sound duration by neu-
rons in the auditory cortex of the
little brown bat, Myotis lucifugus.
J. Comp. Physiol. A 180, 301–311.

Gittelman, J. X., and Li, N. (2011). FM
velocity selectivity in the inferior
colliculus is inherited from velocity-
selective inputs and enhanced by
spike threshold. J. Neurophysiol.
106, 2399–2414.

Gittelman, J. X., Li, N., and Pollak, G.
D. (2009). Mechanisms underlying
directional selectivity for frequency-
modulated sweeps in the inferior
colliculus revealed by in vivo whole-
cell recordings. J. Neurosci. 29,
13030–13041.

Gooler, D. M., and Feng, A. S. (1992).
Temporal coding the frog auditory
midbrain: the influence of duration
and rise-fall time on the processing
of complex amplitude-modulated
stimuli. J. Neurophysiol. 67, 1–22.

Gordon, M., and O’Neill, W. E. (1998).
Temporal processing across fre-
quency channels by FM selective
auditory neurons can account for
FM rate selectivity. Hear. Res. 122,
97–108.

Hall, J. C. (1999). GABAergic inhibition
shapes frequency tuning and modi-
fies response properties in the audi-
tory midbrain of the leopard frog.
J. Comp. Physiol. A 185, 479–491.

Frontiers in Neural Circuits www.frontiersin.org August 2012 | Volume 6 | Article 54 | 483

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Williams and Fuzessery Shaping FM sweep rate selectivity

Havey, D. C., and Caspary, D. M.
(1980). A simple technique for con-
structing ‘piggy-back’ multibarrel
microelectrodes. Electroencephalogr.
Clin. Neurophysiol. 48,
249–251.

He, J. (2002). OFF responses in the
auditory thalamus of the guinea pig.
J. Neurophysiol. 88, 2377–2386.

Heil, P., Langner, G., and Scheich, H.
(1992). Processing of frequency-
modulated stimuli in the chick
auditory cortex analogue: evidence
for topographic representations
and possible mechanisms of rate
and directional sensitivity. J. Comp.
Physiol. A 171, 583–600.

Jen, P. H., and Wu, C. H. (2006).
Duration selectivity organization in
the inferior colliculus of the big
brown bat, Eptesicus fuscus. Brain
Res. 1108, 76–87.

Koch, U., and Grothe, B. (1998).
GABAergic and glycinergic inhibi-
tion sharpens tuning for frequency
modulations in the inferior col-
liculus of the big brown bat. J.
Neurophysiol. 80, 71–82.

Leary, C. J., Edwards, C. J., and Rose, G.
J. (2008). Midbrain auditory neu-
rons integrate excitation and inhibi-
tion to generate duration selectivity:
an in vivo whole-cell patch study in
anurans. J. Neurosci. 28, 5481–5493.

LeBeau, F. E., Malmierca, M. S., and
Rees, A. (2001). Iontophoresis in
vivo demonstrates a key role for
GABA(A) and glycinergic inhibition
in shaping frequency response areas
in the inferior colliculus of guinea
pig. J. Neurosci. 21, 7303–7312.

Luo, F., Metzner, W., Wu, F., Zhang,
S., and Chen, Q. (2008). Duration-
sensitive neurons in the inferior col-
liculus of horseshoe bats: adapta-
tions for using CF-FM echolocation
pulses. J. Neurophysiol. 99, 284–296.

Macias, S., Mora, E. C., Hechavarria, J.
C., and Kossl, M. (2011). Duration
tuning in the inferior colliculus of
the mustached bat. J. Neurophysiol.
106, 3119–3128.

Mora, E. C., and Kossl, M. (2004).
Ambiguities in sound-duration
selectivity by neurons in the inferior
colliculus of the bat Molossus molos-
sus from Cuba. J. Neurophysiol. 91,
2215–2226.

Narins, P. M., and Capranica, R.
R. (1980). Neural adaptations
for processing the two-note call
of the Puerto Rican treefrog,
Eleutherodactylus coqui. Brain
Behav. Evol. 17, 48–66.

Oliver, D. L. (2005). “Neuronal
organization in the inferior collicu-
lus,” in The Inferior Colliculus,
eds J. A. Winer and C. E.
Schreiner (New York, NY: Springer
Science+Business Media, Inc.),
69–114.

Perez-Gonzalez, D., Malmierca, M.
S., Moore, J. M., Hernandez, O.,
and Covey, E. (2006). Duration
selective neurons in the inferior
colliculus of the rat: topographic
distribution and relation of dura-
tion sensitivity to other response
properties. J. Neurophysiol. 95,
823–836.

Pollak, G., and Park, T. (1995). “The
inferior colliculus,” in Hearing by
Bats, eds A. Popper and R. Fay
(New York, NY: Springer-Verlag),
296–367.

Potter, H. D. (1965). Patterns of
acoustically evoked discharges of
neurons in the mesencephalon
of the bullfrog. J. Neurophysiol. 28,
1155–1184.

Ramachandran, R., Davis, K. A.,
and May, B. J. (1999). Single-unit
responses in the inferior colliculus
of decerebrate cats. I. Classification

based on frequency response maps.
J. Neurophysiol. 82, 152–163.

Razak, K. A., and Fuzessery, Z. M.
(2006). Neural mechanisms under-
lying selectivity for the rate and
direction of frequency-modulated
sweeps in the auditory cortex of
the pallid bat. J. Neurophysiol. 96,
1303–1319.

Razak, K. A., and Fuzessery, Z. M.
(2009). GABA shapes selectivity for
the rate and direction of frequency-
modulated sweeps in the audi-
tory cortex. J. Neurophysiol. 102,
1366–1378.

Sayegh, R., Aubie, B., and Faure, P.
A. (2011). Duration tuning in the
auditory midbrain of echolocating
and non-echolocating vertebrates. J.
Comp. Physiol. A Neuroethol. Sens.
Neural Behav. Physiol. 197, 571–583.

Schneider, D. M., and Woolley, S.
M. (2011). Extra-classical tuning
predicts stimulus-dependent recep-
tive fields in auditory neurons.
J. Neurosci. 31, 11867–11878.

Shannon-Hartman, S., Wong, D., and
Maekawa, M. (1992). Processing
of pure-tone and FM stimuli in
the auditory cortex of the FM
bat, Myotis lucifugus. Hear. Res. 61,
179–188.

Suga, N. (1968). Analysis of frequency-
modulated and complex sounds by
single auditory neurones of bats.
J. Physiol. 198, 51–80.

Wang, J., van Wijhe, R., Chen, Z., and
Yin, S. (2006) Is duration tuning a
trnsient process in the inferior col-
liculus of guinea pigs? Brain Res.
1114, 63–74.

Williams, A. J., and Fuzessery, Z.
M. (2010). Facilitatory mechanisms
shape selectivity for the rate and
direction of FM sweeps in the infe-
rior colliculus of the pallid bat.
J. Neurophysiol. 104, 1456–1471.

Williams, A. J., and Fuzessery, Z.
M. (2011). Differential roles of
GABAergic and glycinergic input
on FM selectivity in the infe-
rior colliculus of the pallid bat.
J. Neurophysiol. 106, 2523–2535.

Xia, Y. F., Qi, Z. H., and Shen, J.
X. (2000). Neural representation
of sound duration in the infe-
rior colliculus of the mouse. Acta
Otolaryngol. 120, 638–643.

Xie, R., Gittelman, J. X., and Pollak,
G. D. (2007). Rethinking tuning:
in vivo whole-cell recordings
of the inferior colliculus in
awake bats. J. Neurosci. 27,
9469–9481.

Yang, L., Pollak, G. D., and Resler, C.
(1992). GABAergic circuits sharpen
tuning curves and modify response
properties in the mustache bat
inferior colliculus. J. Neurophysiol.
68, 1760–1774.

Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 04 June 2012; accepted: 30 July
2012; published online: 17 August 2012.
Citation: Williams AJ and Fuzessery ZM
(2012) Multiple mechanisms shape FM
sweep rate selectivity: complementary or
redundant? Front. Neural Circuits 6:54.
doi: 10.3389/fncir.2012.00054
Copyright © 2012 Williams and
Fuzessery. This is an open-access article
distributed under the terms of the
Creative Commons Attribution License,
which permits use, distribution and
reproduction in other forums, provided
the original authors and source are cred-
ited and subject to any copyright notices
concerning any third-party graphics etc.

Frontiers in Neural Circuits www.frontiersin.org August 2012 | Volume 6 | Article 54 | 484

http://dx.doi.org/10.3389/fncir.2012.00054
http://dx.doi.org/10.3389/fncir.2012.00054
http://dx.doi.org/10.3389/fncir.2012.00054
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive

	Cover
	Frontiers Copyright Statement
	Inferior Colliculus Microcircuits
	Table of Contents
	Inferior colliculus microcircuits
	Patterns of convergence in the central nucleus of the inferior colliculus of the Mongolian gerbil: organization of inputs from the superior olivary complex in the low frequency representation
	Introduction
	Materials and Methods
	Animals and Tracer Injections
	Animals
	Tracer injections in the IC or SOC and histological procedures

	Acquisition and Manipulation of Images
	Digital photography
	Procedures for relating the sections from the experimental brains to a standard atlas
	Reconstructions from the horizontal to the transverse plane based on "Photoshop drawings"


	Results
	Note on Nomenclature
	Patterns Formed by Commissural Connections in the Gerbil IC
	Case 460 (Figures 1A–E, 2)
	Case 462 (Figures 1F–J, 3)
	Case 430 (Figure 4)

	Projections into the IC from the Lateral and Medial Superior Olivary Nuclei
	Case 644 (Figures 5, 6, 7A,B)
	Cases 618 and 652 (Figures 7C–F, 8A–F, and K–M, 9–12)
	Case 631 (Figures 8G–J,N, 13, 14)
	Comparisons among cases


	Discussion
	Interpretation of the Injection Sites
	Comparison of the IC in Gerbil to the IC in Rat and Cat
	Pars Lateralis of the Central Nucleus is a Major Target of Low-Frequency, Binaural Inputs
	Input from the superior olivary complex
	Input from the cochlear nuclei
	Directions for further study: synaptic organization within pars lateralis


	Acknowledgments
	References

	The representation of sound localization cues in the barn owl's inferior colliculus
	Introduction
	The Auditory Pathway
	The Morphology of the Inferior Colliculus
	The Core of the Central Nucleus of the Inferior Colliculus (ICCc)
	Tuning Properties of ICCc Neurons
	Connectivity of ICCc and Further Physiological Properties

	The Lateral Shell of the Central Nucleus of the Inferior Colliculus (ICCls)
	Tuning Properties of ICCls Neurons
	Output Projections of ICCls

	The External Nucleus of the Inferior Colliculus (ICX)
	The Computation of Auditory Space—Elimination of Phase Ambiguities
	Space-Specific Neurons and the Map of Auditory Space
	Sound Localization in Echoic Environments—a Possible Role of Space-Specific Neurons

	Plasticity in the Barn Owl's Inferior Colliculus
	Correlates of Response Adaptation in the Barn Owl's Inferior Colliculus
	Outlook
	References

	The basic circuit of the IC: tectothalamic neurons with different patterns of synaptic organization send different messages to the thalamus
	Introduction
	Neuron Types in the IC
	Identification of Axosomatic Inputs on Large GABAergic Neurons
	Distribution of LG Neurons

	Inputs to the IC
	Origins of Excitatory Inputs to the IC
	Putative Sources of Excitatory Axosomatic Inputs on LG Neurons

	Outputs of the IC
	Tectothalamic Inhibitory Neurons
	LG Neurons with Axosomatic Endings are Tectothalamic Cells
	Targets of Tectothalamic Inhibitory Cells

	Basic Circuit of the IC
	Materials and Methods
	Statistical Analysis
	Distribution of GABAergic cells
	L function
	Monte-Carlo simulation
	Stereological estimate of GABAergic cells


	Acknowledgments
	References

	The level and distribution of the GABABR1 and GABABR2 receptor subunits in the rat's inferior colliculus
	Introduction
	Experimental Procedures
	Animal Preparation
	Western Blotting
	Immunohistochemistry
	Antibodies and Control Experiments
	Data Analysis
	Analyses of western blotting results
	Analyses of immunohistochemical images


	Results
	Levels of the GABABR1 and GABABR2 Subunits in the IC: Western Blotting
	Localization of the GABABR1 and GABABR2 Subunits: Immunohistochemistry

	Discussion
	Technical Considerations
	Level and Distribution of the GABABR1 and GABABR2 Subunits Over the IC
	Expression of GABAB Receptor Subunits and Synaptic Inputs
	Area Differences in Receptor Expression and Synaptic Functions
	Auditory Functions of the GABAB Receptor

	Acknowledgments
	References

	Functional architecture of the inferior colliculus revealed with voltage-sensitive dyes
	Introduction
	Materials and methods
	Preparation of laminar and transverse slices
	Electrical stimulation of the lateral lemniscal tract
	Measurement of voltage-sensitive dye signals in IC brain slices
	Data-acquisition and analysis

	Results
	Activity in the inter-laminar plane of the IC
	Synaptically evoked activity within the ipsilateral colliculus
	Response properties within frequency regions of the IC
	Propagation of activity across the commissure

	Activity in the intra-laminar plane of the ICC
	Responses to a single shock
	Responses to a shock train

	Stimulus-and cell type-specific microcircuits in the ICC

	Discussion
	Focal versus global activity and the concept of independent response areas in the ICC
	Circuitry within and across frequency laminae
	Microdomains of local circuits in the ICC

	Conclusion
	Acknowledgments
	Supplementary material
	References

	Morphological and physiological characteristics of laminar cells in the central nucleus of the inferior colliculus
	Introduction
	Materials and methods
	Animal Preparation
	Stimulation, Recording, and Juxtacellular Labeling
	Histology
	Anatomical Reconstructions

	Results
	Dendritic morphology of laminar cells
	Spatial extent of intrinsic axons
	Physiological responses of laminar cells

	Discussion
	Definition of cell types based on dendritic morphology
	Significance of the intrinsic axons
	Correlation of morphology and physiological responses

	Acknowledgments
	References

	Spectrotemporal sound preferences of neighboring inferior colliculus neurons: implications for local circuitry and processing
	Introduction
	Materials and Methods
	Experiment Procedure and Acoustic Stimuli
	Electrophysiology
	Spectro-Temporal Analysis
	Sample Selection and Statistical Analysis
	Spike Train Crosscovariance
	Receptive Field Crosscovariance

	Results
	Spectrotemporal Response Properties of Neighboring Neurons
	Clustering of Best Frequencies between Neighboring Neurons
	Spectral Response Preferences are More Similar for Neighboring Neurons than for those at Distant Sites
	Temporal Response Preferences are More Similar for Neighboring Neurons than for those at Distant Sites
	Receptive Field and Spike Train Correlation of Neighboring Neurons

	Discussion
	Relationship between Micro and Global Organization
	BF Difference and Laminar Organization
	Receptive Field Correlation and Correlated Firing: Implications for Downstream Signaling
	Comparison to Previous Studies

	Acknowledgments
	References

	Neural interactions in unilateral colliculus and between bilateral colliculi modulate auditory signal processing
	Introduction
	Effect of interactions between neurons in one IC in the auditory signal processing
	Bilateral collicular interaction in auditory signal processing
	Prospects
	Acknowledgments
	References

	Cortical modulation of auditory processing in the midbrain
	Cortical Cells that Project to the Inferior Colliculus
	Segregation of the corticofugal input: Do subcortical auditory neurons receive a common input?
	Terminal fields in the Inferior colliculus: different IC subdivisions
	Topographic Organization of Corticocollicular Inputs
	Corticofugal Modulation of Auditory Processing in the Inferior Colliculus
	Corticofugal Modulation and Auditory Plasticity
	Concluding Remarks
	Acknowledgments
	References

	Deactivation of the inferior colliculus by cooling demonstrates intercollicular modulation of neuronal activity
	Introduction
	Material and Methods
	Animals: Maintenance and Surgical Preparation
	Electrophysiological Recording
	Sound Stimulation
	IC Cooling

	Results
	Temperature Measurements in the Cooled IC
	Temperature Measurements in the Contralateral IC, Cochlear Nucleus and Cochlea
	Histological Analysis of Cooled Tissue
	Neural Activity in the Cooled IC
	Changes in Neural Activity as a Function of Temperature
	Neural Deactivation by Cooling as a Function of Depth in IC
	CF was Unchanged by Direct Cooling
	Effects of Cooling the IC on Neural Responses in the Contralateral IC

	Discussion
	Acknowledgments
	References

	The selective neurotoxin DSP-4 impairs the noradrenergic projections from the locus coeruleus to the inferior colliculus in rats
	Introduction
	Materials and Methods
	Animals and Experimental Design
	Injection of Neuronal Tracers
	Visualization of Neurotracers
	TH and DBH Immunohistochemistry for LM
	Colocalization Experiments
	Neurotoxic Lesion with DSP-4
	Image Analysis

	Results
	LC Sends Projections to the IC
	Neurochemical Identity of LC Terminal Fibers in the IC
	DSP-4 Administration Impaired Projections from the LC to the IC

	Discussion
	The LC-IC Noradrenergic Innervation and the Effects of DSP-4 Administration
	Functional Implications

	Acknowledgments
	References

	Three-dimensional brain reconstruction of in vivo electrode tracks for neuroscience and neural prosthetic applications
	Introduction
	Methods
	Animal Surgery and Electrode Array Placement
	Histological Slice Preparation
	Imaging of Sections
	Tracing Images
	Aligning Slices
	Creation of Best Fit Lines for Electrode Tracks
	Construction of 3D Mesh
	Identifying the Location of Electrode Sites
	Normalizing Across Multiple Midbrains
	Correlating Location with Function

	Results
	Alignment Error: Analysis of Electrode Shank Best Fit Lines
	Single Slice Error: Selection of Electrode and Reference Points
	Single Midbrain Error: Identifying Electrode Tracks
	Normalizing Across Midbrains: Isofrequency Laminae Analysis

	Discussion
	Acknowledgments
	References

	A computational model of inferior colliculus responses to amplitude modulated sounds in young and aged rats
	Introduction
	Materials and methods
	Single unit recordings
	Surgical procedures
	Stimulus description and recording procedures
	Stimulus generation, data acquisition, and recording
	Data analysis and response type classification

	Single compartment IC model
	Intrinsic properties
	Synaptic inputs
	User-defined inputs
	Model data analysis

	Immunohistochemistry
	Image analysis


	Results
	Responses of neurons in the IC of young animals to AM stimuli
	Single compartment IC model – membrane and synaptic properties
	Rate and temporal characteristics of model inputs
	Comparison of model input and output rate and synchrony
	Simulation of example in vivo response types using single compartment model
	Low-pass rate responses
	Band-pass rate tuning
	All-pass, band-reject, and other rate responses

	Determinants of output tMTF
	Anatomic changes in synaptic markers in aged IC
	Comparison of in vivo responses from the IC of young and aged animals
	Modeling of aged units based on in vivo responses

	Discussion
	Summary of results
	Consideration of model parameters
	Comparison of the model with previous models
	Comparison of in vivo responses with previous studies
	Mechanisms determining AM processing characteristics in young
	Manipulations in models that produce aging-like responses and comparison with other aged IC studies
	Model predictions and gaps in necessary experimental data revealed by model
	Concluding remarks

	Acknowledgments
	References
	Appendix
	Fast, transient Na+ current (Traub et al., 2003)
	Potassium delayed rectifier current (Traub et al., 2003)
	Potassium current (TEA-sensitive; Sivaramakrishnan and Oliver, 2001; Traub et al., 2003)
	Ih channel (Koch and Grothe, 2003)
	Ih channel, onset (Koch and Grothe, 2003)
	Low-threshold Ca2+ current (IT; Huguenard and McCormick, 1992)
	High-threshold Ca2+ current (IL; McCormick and Huguenard, 1992)
	Ca-dependent potassium channels (BK/SK; Aradi and Holmes, 1999; Sivaramakrishnan and Oliver, 2001)
	Low threshold potassium channel (Rothman and Manis, 2003; Zhou et al., 2005)
	High threshold potassium channel (Rothman and Manis, 2003; Zhou et al., 2005)
	Rapidly inactivating potassium channel (Rothman and Manis, 2003)
	IC adapting model
	IC sustained model
	IC pause-build, rebound-sustained, rebound-transient, onset models
	Generation of input spike times
	Generation of synaptic currents
	Generation of band-pass and band-reject responses

	References

	Intracellular responses to frequency modulated tones in the dorsal cortex of the mouse inferior colliculus
	Introduction
	Materials and Methods
	Surgery
	Auditory Stimulation
	Electrophysiology
	Analysis
	Reconstruction

	Results
	Direction Selective Neurons in the Dorsal Cortex of the Inferior Colliculus
	Rate Selective Neurons in the Dorsal Cortex of the Inferior Colliculus
	Correlation Between Supra- and Subthreshold Selectivity Indices
	FM Responses can Often be Predicted by Tone Responses
	Use of Three Methods to Predict FM Responses from Simple Tone Responses
	Reconstruction of Direction Selective FM Responses from Simple Tone Responses
	Reconstruction of Rate Selective FM Responses from Simple Tone Responses

	Discussion
	Direction Selectivity in the Dorsal Inferior Colliculus
	Rate Selectivity in the Dorsal Inferior Colliculus
	Spike Threshold Effects on FM Selectivity
	Generation of FM Selectivity in the Dorsal Inferior Colliculus
	Comparison of the Three Reconstruction Methods
	Limitations of the Present Reconstruction Methods

	Acknowledgments
	References

	Low-threshold potassium currents stabilize IID-sensitivity in the inferior colliculus
	Introduction
	Methods
	Surgical Preparation
	Data Collection
	Acoustic Stimulation
	Statistical Analyses
	Verification of Recording Sites

	Results
	IID-Sensitivity in IC Neurons Covers the Whole Range of Physiological Relevant IIDs
	In the IC, Low-Threshold Potassium Currents Prevent Integration of Inputs Raised by Non-Physiological IIDs

	Discussion
	Kv1.1 currents control the neurons' synaptic and intrinsic firing pattern
	Origin of IID Sensitivity in IC Neurons

	Acknowledgments
	References

	From behavioral context to receptors: serotonergic modulatory pathways in the IC
	Introduction
	Sources of Serotonin are Extrinsic to the IC
	The Serotonergic System Provides Information on External Events and Internal State to the IC
	Serotonin Strongly Modulates Auditory Responses in the IC

	Serotonin Receptor Types Define Parallel Pathways for Regulation of IC Circuitry
	Serotonergic Modulation of Inhibition
	Anatomical association between 5-HT receptors and inhibitory interneurons
	Modulation of GABAergic inhibition

	Suppression of Responses by Serotonin
	Short-Term Plasticity and the 5-HT3 Receptor
	Interactions of Receptors Create Novel Combinations of Effects
	Conclusions

	Context-Dependence of Serotonergic Regulation
	Serotonin-Auditory Plasticity; a Channel for Past Experience
	General Conclusions
	Acknowledgments
	References

	Immunocytochemical profiles of inferior colliculus neurons in the rat and their changes with aging
	Introduction
	Histochemical Profiles of the Inferior Colliculus in Young Rats
	Total Number of Neurons in the IC
	Glutamate Decarboxylase
	Calcium Binding Proteins
	Parvalbumin
	Calbindin
	Calretinin

	Influence of Aging on the Expression of Immunocytochemical Markers
	Glutamate Decarboxylase
	Calcium Binding Proteins
	Changes in the Total Number of Neurons
	The Link to Electrophysiological and Behavioral Data
	The Reversibility of Changes and Functional Implications

	Conclusions
	Acknowledgments
	References

	Cortical auditory deafferentation induces long-term plasticity in the inferior colliculus of adult rats: microarray and qPCR analysis
	Introduction
	Materials and methods
	Experimental animals
	Surgery and auditory cortex lesion localization
	RNA isolation
	Microarray, data, and ontological analysis
	Quantitative reverse transcription real-time PCR

	Results
	Control vs. 15 days post-lesion in the ipsilateral IC and control vs. 15 days post-lesion in the contralateral IC
	Control vs. 90 days post-lesion in the ipsilateral IC and control vs. 90 days post-lesion in the contralateral IC
	Ipsi- vs. contralateral changes at 15 and 90 days post-lesion
	RT-qPCR analysis

	Discussion
	The ipsi- and contralateral IC 15 days after the lesion to the cortex
	The Ipsi- and contralateral IC 90 days after the lesion to the cortex
	Comparing ipsi- and contralateral changes at 15 and 90 days post-lesion

	Author contribution
	Acknowledgments
	Supplementary material
	References
	Appendix

	Approaches to the study of neural coding of sound source location and sound envelope in real environments
	Introduction
	Materials and Methods
	Surgical Procedures
	Recording Procedures and Data Collection
	Measurements of HRTFs/BRTFs
	Generation of Virtual Auditory Space (VAS) Stimuli

	Results
	Azimuth Tuning in an Anechoic Environment
	Coding of Azimuth and Envelope in Reverberant Environments

	Discussion
	Are IC Neurons Specialized to Process what and where Auditory Information?
	How does Reverberation and Distance of the Sound Source Affect Neural Processing of Envelope and Azimuth?
	How do IC Neurons Represent Sound Source Distance?
	Are Neural Mechanisms Underlying Envelope Processing Binaural or Monaural?

	Acknowledgments
	References

	Frequency response areas in the inferior colliculus: nonlinearity and binaural interaction
	Introduction
	Materials and Methods
	Animal Preparation and Recording
	Response Types
	Random-Spectral-Shape (RSS) and Virtual-Space (VS) Stimuli
	Weight-Function Model
	Prediction
	Second-Order Filters

	Results
	Response Maps
	Type I tuning
	Type O tuning
	Type V tuning

	Level Tolerance
	Quality of Model Predictions and the Importance of 2nd-Order Terms
	Importance of the Contralateral Ear
	Effect of Sound Level on Spectral Representations

	Discussion
	The Weight-Function Model
	Importance of Second-Order Filters
	Binaural Interaction
	Level-Tolerant Tuning
	Response Types in the CNIC

	Acknowledgments
	References

	Distribution of visual and saccade related information in the monkey inferior colliculus
	Introduction
	Materials and Methods
	Surgical Preparation, Recording Procedures, and Inclusion Criteria
	Stimulus Presentation and Behavioral Task
	Data Analysis

	Results
	Anatomical Distribution of Visually Evoked Changes within the IC
	Spatial Sensitivity

	Discussion
	References

	Sounds and beyond: multisensory and other non-auditory signals in the inferior colliculus
	Introduction
	Non-Auditory Influences on Neural Activity in IC
	Vision and Oculomotor Influences
	Eye Position
	Somatosensation
	Behavioral Context
	Communication

	Considerations for Past Results and Future Research
	Concluding Remarks
	Acknowledgments
	References

	Variability of the time course of stimulus-specific adaptation in the inferior colliculus
	Introduction
	Materials and Methods
	Data Set and Data Collection
	Data Analysis

	Results
	PSTH of the Population
	Duration of the Difference Signal
	Area of the Parts of the Difference Signal
	Peak Rate of the Difference Signal
	Timing of the Difference Signal
	Probability of Significant Difference Signal

	Discussion
	Comparison to Other Studies
	Effect of Gabazine

	Acknowledgments
	References

	Stimulus-specific adaptation and deviance detection in the inferior colliculus
	The Auditory System is Highly Sensitive to Deviant Stimuli
	Stimulus-Specific Adaptation: a Neural Mechanism for Detection of Deviant Stimuli
	Stimulus-Specific Adaptation in Single-Neuron Response
	Stimulus-Specific Adaptation and its Relationship to Stimulation Parameters
	Corticofugal Modulation
	Role of Inhibitory Inputs in Shaping SSA and Possible Mechanisms Underlying SSA in the IC
	Concluding Remarks and Future Directions
	Acknowledgments
	References

	Frequency discrimination and stimulus deviance in the inferior colliculus and cochlear nucleus
	Introduction
	Materials and Methods
	Surgical Procedures
	Acoustic Stimuli and Electrophysiological Recording
	Stimulus Presentation Paradigms
	Data Analysis

	Results
	Neurons in the IC Show Different Degrees of SSA and Stimulus Discriminability
	Frequency Discriminability Depends on Stimulus Context in the IC
	IC Neurons with High SSA Showed a Greater Discriminability Enhancement Under Oddball Conditions
	Relation Between the Width of Frequency Tuning and the SSA or Discriminability Exhibited by IC Neurons
	CN Neurons do not Exhibit SSA and Their Frequency Discriminability is not Sensitive to a Probability Context

	Discussion
	Strong SSA is Exhibited by IC Neurons but not by CN Neurons
	Neuronal Sensitivity of IC
	Frequency Discriminability Enhancement Reflects the Degree of SSA
	Functional Significance

	Author Contributions
	Acknowledgments
	References

	Inhibition shapes response selectivity in the inferior colliculus by gain modulation
	Introduction
	Materials and Methods
	In vivo
	Cell Modeling
	Average responses
	Individual cells
	Conductance waveforms


	Results
	Model Cells Match Intrinsic Firing Properties Measured In vivo
	Changes in Spike Counts after Inhibitory Block do Not Distinguish Among Five Synaptic Mechanisms in the Model Cells
	Blocking Inhibition Reduces Spike Selectivity for FM Direction by Adjusting the Gain
	Summary Data

	Discussion
	Summary
	Simple Model
	Gain and Gain Control
	How Modulating Gain Affects Spike Selectivity
	Synaptic Selectivity vs. Gain Control

	Acknowledgments
	References

	Inhibition shapes selectivity to vocalizations in the inferior colliculus of awake mice
	Introduction
	Materials and Methods
	Surgical Procedures
	Acoustic Stimulation
	Electrophysiological Recording and Drug Application
	Data Analysis

	Results
	Inhibition Shapes Responses to Simple Stimuli in the IC of Awake Mice
	Inhibition Shapes Responses to Vocalizations in the IC of Awake Mice

	Discussion
	Inhibitory Inputs Modulate Responses to Simple Stimuli in the IC of Awake Mice
	Inhibitory Circuits Increase Selectivity to Vocalizations in the IC of Awake Mice

	Acknowledgments
	References

	Mechanisms of spectral and temporal integration in the mustached bat inferior colliculus
	Introduction
	Combination-Sensitive Response Properties in the Inferior Colliculus
	Frequency Tuning
	Temporal Sensitivity
	Temporal features of facilitation
	Temporal features of inhibition
	Temporal features of low-frequency suppression


	Mechanisms Underlying Combination-Sensitive Inhibition
	Combination-Sensitive Inhibition Originates in Lateral Lemniscal Nuclei and Depends on Glycinergic Inhibition
	Combination-Sensitive Inhibition may be Modified in IC
	Circuitry Underlying Combination-Sensitive Inhibition in INLL and IC

	Mechanisms Underlying Combination-Sensitive Facilitation
	Combination-Sensitive Facilitation Originates in IC and Depends on Glycinergic Input
	Mechanisms of Combination-Sensitive Facilitation: Roles of Excitation and Inhibition
	Circuitry Underlying Combination-Sensitive Facilitation in IC

	Processing of Combination-Sensitive Responses Beyond the Midbrain
	Overall view and Implications
	Sequential Combinatorial Interactions in the Mustached Bat
	New Roles for Brainstem Nuclei Underlying Spectral Integration
	Critical Roles of Glycinergic Neurons in Spectral Integration
	Segregated Signal Processing by IC Neurons

	Acknowledgments
	References

	Recovery cycle times of inferior colliculus neurons in the awake bat measured with spike counts and latencies
	Introduction
	Methods
	Surgical Procedures
	Electrophysiological Recordings
	Stimulus Generation and Data Collection
	Measuring Recovery Times
	Baseline data and windowing responses
	Spike count recovery
	Spike latency recovery

	Data Analysis

	Results
	Response Properties
	Recovery Cycle Times
	Recovery Cycles Measured with Spike Counts and Latencies
	Recovery Cycles and Response Properties

	Discussion
	Recovery Cycles and Spike Latencies
	Effect of Stimulus Amplitude and BEF on FSL and Recovery Times
	Spatial Mapping of Best Duration
	Biological Significance of Recovery Times
	Recovery Cycles and Neural Inhibition

	Summary
	Acknowledgments
	References

	Dynamic temporal signal processing in the inferior colliculus of echolocating bats
	Introduction
	Dynamic Variation of Echo Duration Selectivity of Collicular Neurons with other Co-Varying Parameters
	Echo Duration Selectivity is Shaped by Gaba-Mediated Inhibition
	Dynamic Variation of the Recovery Cycle of Duration-Selective Collicular Neurons with P-E Amplitude Difference
	Possible Neural Mechanism Underlying Dynamic Temporal Signal Processing
	Biological Relevance of Dynamic Temporal Signal Processing
	Acknowledgments
	References

	Multiple mechanisms shape FM sweep rate selectivity: complementary or redundant?
	Introduction
	Materials and Methods
	Surgical Procedures
	Recording and Data Acquisition Procedures
	Predicted Rate Functions
	Two-Tone Inhibition
	Microiontophoresis
	Data Analysis

	Results
	Predicting Sweep Rate Selectivity From Duration Tuning
	Interaction of Duration Tuning and HFI on FM Rate Selectivity
	Inhibitory Mechanisms Shaping FM Rate Selectivity

	Discussion
	Complementary or Redundant?
	Circuitry Underlying the Creation of Sweep Rate Selectivity
	Underestimation of Sweep Rate Selectivity
	Behavioral Relevance of Duration and Rate Tuning

	Acknowledgments
	References




