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Editorial on the Research Topic

Atmosphere—Cryosphere Interaction in the Arctic, at High Latitudes and Mountains With

Focus on Transport, Deposition, and Effects of Dust, Black Carbon, and Other Aerosols

Atmosphere and cryosphere are closely linked and therefore need to be investigated as an
interdisciplinary subject. Most of the cryospheric areas have undergone severe changes in recent
decades, while such areas have been more fragile and less adaptable to global climate change (Boy
et al., 2019). Atmospheric air pollutants, in particular black carbon (BC) and dust, are deposited on
clean snow, land ice or sea ice surfaces, and decrease their albedo. Due to albedo-feedback, snow
and ice are melting faster and seasonal snow cover earlier. Impacts of ice loss include reduction in
the Earth’s albedo and, as a positive feedback, this leads to further warming (Flanner et al., 2007), as
for example in the Arctic region. Albedo is wavelength dependent and typically very high for clean
snow, and decreases as a function of snow age, snow grain size, and impurity content (e.g., Warren
and Wiscombe, 1980; Aoki et al., 2000; Gardner and Sharp, 2010). It is estimated that Arctic snow
albedo is reduced primarily due to BC, but other impurities can also contribute to absorption, such
as organic or brown carbon (Doherty et al., 2010). Surface albedo feedback has been found as the
second main contributor to Arctic amplification (Pithan and Mauritsen, 2014), and BC deposition
to snow and ice can strongly contribute to the darkening via black-carbon-on-snow forcing (Bond
et al., 2013). The role of BC in snow and ice has been widely investigated, and detailed scientific
assessments have been presented in Bond et al. (2013), Intergovernmental Panel on Climate Change
(IPCC) (2013), and AMAP (2015). Seemingly small amounts of BC in snow, of the order of 10–100
parts per billion bymass (ppb), have shown to decrease its albedo by 1–5% (Hadley andKirchstetter,
2012). A reduction in snow-surface density due to light absorbing impurities has been documented
(Meinander et al., 2014; Skiles and Painter, 2017), and BC has also been suggested as disturbing the
water holding capacity of snow (Meinander et al., 2014).

Dust has been identified as reducing snow albedo in many parts of the world, for example
the Chilean Andes, European Alps, Greenland, Himalaya, Iceland, Caucasus Mountains, North
America, and Antarctica (e.g., Painter et al., 2007; Kutuzov et al., 2013; Meinander et al., 2016;
Svensson et al., 2018; Bergstrom et al., 2019; Di Mauro et al., 2019; Rowe et al., 2019). In
Iceland, dust events have been observed to decrease snow and ice albedo on average by 0.18,
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and dust deposition has been estimated to cause an additional
1.1m w.e. (water equivalent) of snowmelt (or 42% of the 2.8m
w.e. total melt) compared to a hypothetical clean glacier surface
(Wittmann et al., 2017). Extreme snow dust storms (Dagsson-
Waldhauserova et al., 2015) can lead to insulation effect instead
of snow melting (Dragosics et al., 2016; Möller et al., 2016) or to
albedo decrease via a clumping mechanism, where small particles
form larger particles in snow (Dagsson-Waldhauserova et al.,
2015; Peltoniemi et al., 2015; Möller et al., 2019). Experiments
have shown that volcanic dust (Iceland) can reduce albedo of
snow similarly to BC (Peltoniemi et al., 2015; Zubko et al., 2019).
Albedo changes on snow surface can also be caused by pigmented
algae (Benning et al., 2014; Lutz et al., 2016), or cryoconite, a
mixture of dust, pebbles, soot, and microbes (Di Mauro et al.,
2017). All LAI have an important role in enhanced warming via
feedbackmechanisms. They reduce the albedo of highly reflective
surfaces and increase absorption of solar radiation.

The atmosphere, such as over the Arctic, is influenced by
air pollution from distant anthropogenic sources, but not all
local and foremost natural sources of air pollution are well-
known or monitored. For example, anthropogenic pollutants
from residential heating (domestic combustion), land transport,
industrial production, and biomass burning, accumulate during
the winter and spring in the stable Arctic atmosphere resulting in
a local phenomenon, Arctic haze. Arctic haze is predominantly
caused by sulfate and organic carbon particles and, to a lesser
extent, by ammonium, nitrate, BC, and dust (Hyslop, 2009).
There are also local anthropogenic sources of air pollution in
the Arctic such as shipping, smelters, flaring in the oil and gas
industry, air traffic and radioactive waste disposal. BC is the
most powerful light absorbing aerosol with climate warming
potential of all aerosol types. Significant natural air pollution
sources, such as dry riverbeds, volcanoes, high latitude deserts
and dust sources, biogenic sources, and oceans, are located at
high latitudes. For example, high latitude dust (HLD) sources
are estimated to contribute about 3–5% of the global dust budget
(Bullard et al., 2016; Groot Zwaaftink et al., 2016). Mineral dust is
considered mainly a light-scattering particle in the atmosphere,
but a light-absorbing particle when deposited on snow or ice
[Intergovernmental Panel on Climate Change (IPCC), 2013].
Volcanic dust is, contrarily, a strongly absorbing particle with a
spectral reflectance of 0.03 (Ovadnevaite et al., 2009; Peltoniemi
et al., 2015; Zubko et al., 2019). In the Arctic, volcanic dust
can reach altitudes of several kilometers and travel distances
over 1,000 km (Arnalds et al., 2016; Dagsson-Waldhauserova
et al., 2019). Aerosols in cold regions have direct impacts on
climate, but their forcing effects can rapidly increase via indirect
forcing when aerosols interact with the cryosphere, such as via
deposition on snow, ice, sea ice, and other bright surfaces. Dust
has been recognized as an important climate driver, causing snow
darkening andmelting in polar regions [Intergovernmental Panel
on Climate Change (IPCC), 2019].

In this Research Topic, the main objective was to fill some of
the gaps in our understanding of HLD sources, local sources of
BC and other air pollutants in high latitudes, as well as long-range
transport of air pollution from lower latitudes. The impacts of
air pollutants on the cryosphere and the identification of LAI in

snow pack are crucial to understand the atmosphere—cryosphere
interaction and climate.

WHAT DID WE NOT KNOW BEFORE THIS

RESEARCH TOPIC AND WHAT DO WE

KNOW NOW?

The main findings of the papers published in this Research
Topic include:

BC from cropland burning is entering Arctic snow areas from
latitudes as low as 40◦N in the spring. Some of these emissions
can be deposited beyond 80◦N despite the low injection heights
associated with cropland burning (Hall and Loboda).

Local emission of BC have been identified from the snow
samples in Antarctica. Antarctic BC originates from human
activities such as local combustion of fossil fuels as well as
regional wildfires from the South American continent (Khan
et al.).

A 31-year study of Alpine snow pack showed an occurrence of
about 0.75 dust on snow deposition events on average. Saharan
dust layers can be defined by snow pH> 5.6 together with a Ca2+

concentration>10 µeq/l, with increased Mg2+ by 25% and Ca2+

by 35% (Greilinger et al.).
What are the light absorbing impurities (LAI)? The story of

LAI in snow as a journey of one science field and the remarkable
scientist behind it. What was the past and what are the needs in
the future? (Warren).

Radon concentrations on the Antarctic Plateau have increased
due to subsidence of terrestrially influenced tropospheric air
(long distance air pollution) while radon concentrations at
coastal Antarctic sites have increased from local radon sources
in summer and tropospheric subsidence. An Antarctic and
Southern Ocean radon overview is provided by Chambers et al.

Dust storms are frequently occurring in Antarctica’s ice-free
area where the mean PM10 concentrations are similar to those
reported from background North-European stations (Kavan
et al.).

First study provides an evidence of long range transport of
Icelandic volcanic dust toward the High Arctic, >2,000 km. This
is also the first documented study on long range transport of HLD
inside the Arctic (Moroni et al.).

HLD can be transported toward Europe, traveling over
3,000 km (Dordevic et al.).

There are 128 dust days annually reported in Iceland
based on the 60 years SYNOP data analysis (Nakashima
and Dagsson-Waldhauserova).

Nepal experiences heavy spring dust loads from north-west
reflected in high AOD observations, which can be estimated
using linear regression model (Bhattarai et al.).

This Research Topic offers new findings on aerosols and
air pollutants such as BC, dust, radon, and ozone. These air
constituents were identified as having different origins: BC from
low latitude crop burning, combustion of fossil fuels in Antarctica
and wild fires in South America; dust from the Sahara and
high latitudes such as volcanic dust from Iceland and Antarctic
dust. Light absorbing impurities, aerosols and air pollutants were
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reported from the Russian Arctic, the European Alps, Svalbard,
Antarctica, South America, Southern Ocean, and Himalaya, as
well as Icelandic dust detected in Balkan Peninsula in Europe.

The long-range transport of air pollutants toward fragile
pristine areas of our planet is the main link between most
of the studies in this Research Topic. Transport of HLD as
an air pollutant toward inhabited areas of Europe is another
transport pathway which needs to be considered. Local sources
of air pollution inside the polar and mountain regions as well
as their long-range travel capabilities inside such regions need
to be taken into account in assessing their various impacts.
These studies provide evidence of the presence of BC, dust,
radon in previously not known remote locations. Great interest
has arisen and a large amount of work has been done to
understand the direct and indirect impacts of BC on climate as
well as BC source identification. There are, however, great gaps
in current understanding of BC, for example in wet and dry
deposition rates as well as seasonal and temporal variability of
BC in the cryosphere, and of dust (crustal desert dust as well as
HLD) sources, (re)suspension/deposition processes, and climate
impacts (albedo changes/snow melt, atmospheric chemistry,
cloud microphysics, etc.) currently missing in climate models.

Scientific research is a long journey for individuals,
institutions, and worldwide networks for better understanding
of our planet. Such a scientific journey is full of surprises of great
importance and following two sentences from Professor Steve
Warren’s life and contribution to this Research Topic (Warren),
dated decades ago, perfectly describe the meaning of it: “I could
hardly imagine anything more boring than atmospheric dust,”

and “What’s that light-absorber you’re finding in the atmospheric

aerosol? Bob revealed his not-yet-published secret, whispering in
our ears: ‘It’s carbon!”’
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Short lived aerosols and pollutants transported from northern mid-latitudes have

amplified the short term warming in the Arctic region. Among those black carbon

is recognized as the second most important human emission in regards to climate

forcing, behind carbon dioxide, with a total climate forcing of +1.1 Wm−2. Studies

have suggested that cropland burning may be a large contributor to the black carbon

emissions which are directly deposited on the snow in the Arctic. However, commonly

applied atmospheric transport models rely on estimates of black carbon emissions

from cropland burning which are known to be highly inaccurate in both the amount

and the timing of release. Instead, this study quantifies the potential for the deposition

of hypothetical black carbon emissions from known cropland burning in Russia,

identified by the Moderate Resolution Imaging Spectroradiometer (MODIS) active fire

detections, through low-level transport to the snow in the Arctic using wind vectors from

the European Centre for Medium-Range Weather Forecasts’ ERA-Interim Reanalysis

product. Our results confirm that Russian cropland burning is a potentially significant

source of black carbon deposition on the Arctic snow in the spring despite the low

injection heights associated with cropland burning. Approximately 10% of the observed

spring (March–May) cropland active fires (7% annual) likely contribute to black carbon

deposition on the Arctic snow from as far south as at least 40◦N. Furthermore, our results

show that potential spring black carbon emissions from cropland burning in Russia can

be deposited beyond 80◦N, however, the majority (∼90%-depending on injection height)

of all potential spring deposition occurs below 75◦N.

Keywords: low-level atmospheric transport, black carbon, cropland burning, Russia, Moderate Resolution

Imaging Spectroradiometer (MODIS)

INTRODUCTION

Over the past 30 years, the Arctic surface air temperature has risen at rates more than double
of those anywhere else on Earth (NOAA, 2017). This has resulted in the drastic loss of sea ice,
increased release of stored carbon and methane from melting permafrost, and substantial impacts
on migratory patterns of birds and animals among many other environmental changes (EPA, 2016;
NOAA, 2017; NSIDC, 20171). However, arguably one of the most important consequences of the

1https://nsidc.org/cryosphere/arctic-meteorology/index.html (Accessed Mar 11, 2017).
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amplified warming of the Arctic is its impact on the Earth’s
radiation budget through the decrease in snow and ice
albedo which further drives increases in regional and global
temperatures via a positive feedback loop within the climate
system (Wexler, 1953; Chapin et al., 2005). While the reported
increases in annual and especially cold-season temperatures
(NOAA, 2017) are large enough to directly result in the loss of
surface snow and sea ice, atmospheric pollutants—and especially
black carbon (BC) deposition on the snow and ice surface—have
contributed to the changes in snow/ice albedo and the subsequent
accelerated rate of melting (Ramanathan and Carmichael, 2008;
Dou and Xiao, 2016).

While remote and largely inaccessible, the Arctic is a
known pollutant receptor region as the majority of pollution
is transported via oceanic and atmospheric circulation from
outside source regions, yet there are also important local sources
including pollution from gas and oil exploration, shipping, and
emissions from boreal forest fires (Law and Stohl, 2007; Arnold
et al., 2016). The release of long-lived greenhouses gases, such as
carbon dioxide, are responsible for the longer-term warming of
the Earth, however, emitted short-lived aerosols and pollutants
are key drivers impacting the Arctic climate. Specifically, short-
lived pollutants, for example methane and BC, primarily emitted
from open-source biomass burning have a large influence on
regional warming (EPA, 2016). BC—the absorptive byproduct of
the incomplete combustion of carbonaceous fuels—has received
a great deal of attention due to its absorptive efficiency (Quinn
et al., 2011) and its fairly complex influence on the climate with
both direct (increased absorption of shortwave radiation in the
atmosphere) and indirect (changes in the surface albedo; changes
in emissivity; and impacts on the distribution and properties
of clouds) effects. The short atmospheric lifetime of BC, on
average approximately 1 week (Koch and Hansen, 2005; Cape
et al., 2012), fluctuates with variations related to the type of
deposition (wet or dry) and atmospheric processes, for instance,
mixing with other aerosol compounds. Atmospheric removal
of BC occurs within several days to weeks and the mixing of
BC with other substances occurs within 1–5 days (Jacobson,
2001; Bond et al., 2013). Although air pollution in the Arctic
is comprised of several other components, including, ozone,
sulfate aerosols, and methane, BC is of particular importance
primarily due to the effectiveness of its absorptive properties. A
new international initiative PACES (air Pollution in the Arctic:
Climate Environment and Societies) under the partnership
of the International Global Atmospheric Chemistry Project
and the International Arctic Science Committee emphasizes
the importance of studying processes controlling Arctic air
pollution with a focus on accurately identifying the potential BC
source locations and the relative contributions to the potential
deposition on the Arctic snow (Arnold et al., 2016).

Biomass burning (forests, grasslands, and croplands), gas
flaring, and transportation emissions within East- and South
Asia and Russia have been identified as the dominant sources
of BC within the Arctic (e.g., Klonecki et al., 2003; Stohl et al.,
2006; AMAP, 2015; Evangeliou et al., 2016; Winiger et al., 2017).
Specifically, several studies have indicated that biomass burning
sources as far south as 40◦N are assumed to significantly impact

the Arctic region (e.g., Warneke et al., 2010; Quinn et al., 2011;
Sharma et al., 2013; Cheng, 2014; Liu et al., 2015). However,
the relative importance of these various sources is dependent on
their seasonal patterns as the timing of the burning plays a key
role in determining the efficacy of BC in the Arctic (Doherty
et al., 2015). The largest impact on the snow/ice albedo in the
Arctic from BC deposition occurs during spring when the solar
energy is increasing while still retaining the maximum snow
cover extent (Quinn et al., 2011). Despite the vast circumpolar
extent of the boreal forest, themajority of forest fires occur during
the summer months (Groisman et al., 2007); whereas cropland
burning in Russia predominantly occurs within spring and fall
months–related to the harvest cycles (Figure 1).

Russia is the world’s fifth-largest wheat exporter with a
cropland area of approximately 215× 104 km2, primarily located
between 40 and 55◦N (FAOSTAT, 2015)2. Although federal laws
banning open-source burning are established in Russia it is still
a common practice often used to clear, predominantly wheat,
residue after harvest and before the next planting (Hall J. V. et al.,
2016). Grains, specifically spring and winter wheat, are the major
crop types in Russia and account for the majority of crop residue
burning (USDA FAS, 2016). Typically, winter wheat is sown in
fall, while spring wheat is sown in April and the burning of crop
residue stubble usually occurs before planting to remove excess
waste and pests from the field (McCarty et al., 2012).

Unlike forest fires, crop residue fires are typically low
intensity, short-lived events with low injection heights ranging
between 500 and 1,500m (Ichoku and Kaufman, 2005; Martin
et al., 2010; Soja et al., 2012). Although forest fires produce
substantially more emissions than cropland fires due to higher
biomass loading, Russian cropland burning occurs during the
crucial time period for impacts on the Arctic snow/ice albedo.
Despite the ongoing scientific progress, major challenges lie in
the inability to accurately simulate the temporal and spatial
variations in Arctic air pollution and to accurately quantify
the contribution of air pollution from these source regions
(Shindell et al., 2008; Hirdman et al., 2010; Monks et al.,
2015). For example, a recent study focused on Siberian Arctic
BC sources (Winiger et al., 2017) found gas flaring and
biomass burning to be far less significant than transportation
and domestic emissions—findings which are in contrast to
other BC source contribution studies (e.g., AMAP, 2015).
The majority of previous studies have utilized atmospheric
chemical-transport models to quantify the contribution of BC
emissions from northern mid-latitude source locations to the
Arctic (e.g., Qi et al., 2017). Some have focused on modeled
trajectories from atmospheric trajectory model outputs, such as
NOAA’s Hybrid Single Particle Lagrangian Integrated Trajectory
(HYSPLIT)model, to identify potential source regions (e.g., Stohl
et al., 2007; Larkin et al., 2012). Both atmospheric chemical-
transport models (e.g., GEOS-Chem) and trajectory models (e.g.,
HYSPLIT) incorporate cropland burning emissions estimates,
which are quite uncertain in the amount and timing of emissions.
At present, crop residue emission estimates are notoriously
difficult to quantify accurately. Typically, emission estimates are

2http://faostat3.fao.org/browse/T/TP/E (Accessed Aug 22, 2015).
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FIGURE 1 | Average monthly MODIS active fire counts (2003–2015) within Russian grasslands, shrublands, forest and croplands as defined by the International

Geosphere-Biosphere Programme (IGBP) land cover type data layer (MCD12Q1; Friedl et al., 2010).

calculated following the equation originally developed by Seiler
and Crutzen (1980):

Emissions = A ∗ B ∗ CE ∗ ei (1)

Here, A represents the extent of burned area, B is the fuel load
estimate, CE is the combustion efficiency, and ei is the emission
factor for the specific species of interest. Cropland burned area
(A) is a key requirement in the calculation; however, as shown in
Hall J. V. et al. (2016), global publicly available and regionally-
adjusted coarse resolution burned area products are unable to
map burned area even within comparatively large and contiguous
Russian croplands. Cropland burns differ dramatically from
other types of natural and managed fire events and require
a high frequency of observation which currently can only be
met by coarse resolution satellite systems. Furthermore, the
relatively small scale of individual burns (0.005–4 km2) and the
low pre-fire biomass accumulations lead to comparatively minor
changes in surface reflectance within coarse resolution pixels
following a fire event, which are easily masked by bidirectional
reflectance-induced changes in the recorded signal (Hall J.
V. et al., 2016). In addition, all satellite-derived burned area
maps carry an uncertainty of several days around the date
of mapping resulting from missed observations due to cloud
cover and high concentrations of atmospheric aerosols (Roy
et al., 2008; Giglio et al., 2009; Hall J. V. et al., 2016). This
inability to map cropland burned area accurately has large
implications in both the magnitude and timing of calculated
emissions.

Fuel loads (B) are typically derived from yield statistics using
a yield-to-residue coefficient factor. The accuracy of these data
are dependent on both the data source and the spatial resolution.
For Russia, the yield data are typically produced at the oblast
(administrative regions) level; however, variations between state
official statistics and local expert data (compiled by USDA
Foreign Agricultural Service, Mark Lindeman pers.comm.) has
been identified in the yield tables. Finally, the values for the
combustion efficiency (CE) and the emission factor for species
i (ei) are usually based on laboratory and experimental analyses
with a number of emission based studies (e.g., Wiedinmyer et al.,
2011; McCarty et al., 2012) using the value quoted in a study by
Andreae and Merlet (2001) which is defined by the authors as
“best guess.”

Atmospheric chemical-transport models (e.g., GEOS-Chem)
utilize biomass burning emission estimates from sources such
as the Global Fire Emissions Database (GFED; Giglio et al.,
2013). The updated GFEDv4 has been released to include
small fires (detailed in Randerson et al., 2012) and crop
residue coefficient factors from Akagi et al. (2011); however,
the underlying cropland burned area and emission coefficients
are still plagued with the previously addressed uncertainties.
Atmospheric trajectory models (e.g., HYSPLIT) are the other
main type of model used in studies identifying potential BC
emission transport to the Arctic through simulating atmospheric
trajectories, primarily back trajectories, and dispersions (Stein
et al., 2015). However, these models also rely on emission
estimates to monitor air pollutant concentration information
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over the course of the trajectory and require accurate estimates
of the timings of those emissions to allow for proper transport
and dispersion patterns within rapidly changing atmospheric
conditions.

This inability to accurately quantify crop residue emissions or
determine their spatial and temporal variability is a key weakness
in these atmospheric transport models. The added complexity
produces a sense of precision and accuracy which cannot be easily
verified at any level. Furthermore, although numerous estimates
of BC emissions from cropland burning in Russia have appeared
in the scientific literature (e.g., McCarty et al., 2012; Hao et al.,
2016), the inaccuracies within the current emission estimates
inputs (e.g., burned area) lead to an imprecise representation of
the timing and amount of cropland burning emissions. Given
the combination of uncertainty surrounding the cropland burned
area estimates, the yield values, and the coefficient factors,
this study does not attempt to include any quantification of
the magnitude of successfully transported cropland emission
estimates to the Arctic. Instead, the purpose of this study is
to quantify the fraction of cropland burning in Russia that
potentially contributes to the deposition of BC on the Arctic snow
with a particular focus on the spatial and temporal variability
of the transport patterns. Here we present a simple transport
model based on wind fields and the precipitation estimates of
the European Centre for Medium-Range Weather Forecasts’
ERA-Interim Reanalysis product (Berrisford et al., 2011). The
model ingests the locations of known flaming cropland burning
events and transports the “potential” BC emissions of unspecified
amount following established wind patterns at varying injection
heights. Using the developed transport trajectories, we are able
to quantify the potential for contribution of BC generated by
cropland burning in Russia observed between 2003 and 2015
to deposition on snow and ice above 60◦N taking into account
the spatio-temporal dynamics of both fire occurrence and snow
cover.

STUDY AREA

This study focuses on the contribution of cropland burning in
Russia to the snow in the Eastern Hemisphere of the circumpolar
region between 0–180◦E and 60–90◦N. The Russian croplands
are defined by the MODIS land cover classification dataset
(MCD12Q1; Friedl et al., 2010) cropland and cropland/natural
vegetation mosaic classes (IGBP legend classes 12 and 14,
respectively). While cropped areas are found across Russia,
including regions above 60◦N, the majority of croplands (∼70%)
are distributed along the southern boundary of the country
roughly between ∼40 and 55◦ N (Figure 2). In this study, Arctic
snow and ice are defined as any permanent or seasonal snow and
ice cover over land above 60◦N.

DATA AND METHODS

Our main research objective is to evaluate whether large-scale
wind patterns in the low levels of the troposphere coupled with
observed precipitation patterns can support the transport and

eventual deposition of a hypothetical parcel of BC emissions,
which originates from cropland fires, to the snow above
60◦N. This approach combines satellite-derived observations
of cropped areas (0.5 km grid cell), fire occurrence (∼1 km
grid cell), and snow cover (0.05◦ grid cell) and climatological
ERA-Interim reanalysis (0.75◦ grid cell) data between 2003
and 2015. The transport model is driven by ERA-Interim
meteorology and operates at a 0.75◦ resolution between 0–
180◦E and 30–90◦N. Other components are incorporated into
the model at their native resolution (fire and cropped areas)
or as a fractional representation within the 0.75◦ grid (snow
cover). Sections Cropland Burning Source Locations, Arctic
Snow Cover Extent, and Transport Algorithm Development
below detail the development of the modeling framework and its
components.

Cropland Burning Source Locations
The active fire (MCD14ML; Giglio et al., 2003) collection 6
product was used to identify ongoing burning within the
Russian croplands between 2003 and 2015. As discussed in the
introduction, current burned area products provide very poor
estimates of the magnitude and timing of cropland burning
(Hall J. V. et al., 2016). While active fire detections offer no
improvement over the burned area products in the amount of
area burned, they accurately estimate the timing of burning as
the flaming front is detected during the satellite overpass. In
this study, the MODIS active fire dataset represents a fraction
of burning within the Russian croplands observable by satellites.
The MODIS orbital overlap provides the opportunity for much
more frequent observations of fire activity on the land surface
than the nominal twice daily (from each of the two MODIS
instruments) temporal scales. The date and time of fire detections
were utilized to create hourly depictions of cropland burning
between 30–90◦N and 0–180◦E within the 0.75◦ grid. Each
1 km MODIS active fire detection that intersected the 500m
cropland layer was considered a “cropland fire event.” The
specific time of each detection was rounded to the nearest full
hour. Finally, the number of active fire detections within the
0.75◦ grid was recorded in hourly layers depicting both binary
fire/no fire and number of events attributes. These source regions
represent the starting burn locations and times for the transport
algorithm.

Arctic Snow Cover Extent
The goal of this assessment is to quantify the potential deposition
over snow and ice covered ground in the Arctic (here defined as
above 60◦N). Therefore, daily Arctic snow layers were developed
for the period between January 1, 2003 and December 31,
2015 using the standard daily, MOD/MYD10C1 collection 6
MODIS snow cover product at climate modeling grid (0.05◦)
resolution (Hall D. et al., 2016). Primarily the Terra-based
product (MOD10C1) was used in the construction of the snow
layers while the Aqua-based product (MYD10C1), impacted by
the non-functional detectors in band 6 (Riggs and Hall, 2015),
was used to supplement any missing dates.

The Arctic region remains snow-covered during a large
portion of the year with a relatively short snow-free season,
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FIGURE 2 | Russian cropland area as defined by the IGBP cropland/ natural vegetation mosaic.

except for regions surrounding the pole where permanent ice
and snow cover are present. The spectral signature of snow
and ice is distinct and allows for strong differentiation from
other land surface covers (Dozier, 1989; Satterwhite et al., 2003).
However, the daily MODIS snow cover estimates are strongly
impacted by gaps in observations: amongst the most substantial
is the absence of solar irradiance during the polar nights and
the substantial cloud cover in the Arctic regions during the
sunlit period (Schiffer and Rossow, 1983). In this analysis, snow
cover is considered absent until five consecutive clear (i.e., not
impacted by cloud cover) land surface observations within a
given grid cell remain snow-free. A 5 day window was chosen
based on the observed persistent cloud cover patterns with the
need to avoid late spring and early fall snow events which do not
represent established seasonal snow cover. Similarly, snow cover
is considered present until five consecutive clear land surface
observations within a given grid cell show the presence of snow.
These two periods are subsequently referred to as “snow cover
melt” and “snow cover establishment” with the details of the
methodology developed to extract these values described below.

Creation of the snow cover extent required the snow cover
percentage (DayCMGSnowCover), cloud cover percentage
(DayCMGCloudObscured) and the quality assessment
(SnowSpatialQA) layers from the MOD/MYD10C1 datasets. The
daily snow cover percentage layer was filtered using the quality
assessment layer to retain only values of “best” and “good” quality
(QA ≤ 2). All grid cells impacted by polar night conditions were

considered snow covered. All grid cells not impacted by the lack
of solar irradiance were subsequently classified as:

• Snow (1): filtered snow layer value ≥50% (majority snow
cover).

• Cloud (2): filtered snow layer value <50% and cloud
percentage≥50%.

• Water (3): values in any of the 3 original layers that were
flagged as ocean, cloud obscured water, inland water, or lake
ice.

• Fill (4): QA > 2 or any of the layers that were flagged as fill, no
retrieval, or not mapped.

• No Snow/Clear (5): filtered snow layer value < 50% and cloud
percentage < 50%.

Snow melt date is recorded within each 0.05◦ grid cell as the
first date of a five consecutive clear (not cloud impacted) period
of observations where land surface is reported as snow-free. A
grid cell is considered permanently covered by snow if it does
not reach the snow melt criteria by October 1 (Day of Year
274 or 275 for leap year) after the sea ice extent in the Arctic
reaches its lowest annual extent in mid-September and begins to
grow (NSIDC, 2017)3. The snow establishment date must follow
the snow melt date and is recorded as the first date of a five
consecutive clear period of observations where land surface is
reported as snow covered. If the algorithm fails to determine the

3http://nsidc.org/arcticseaicenews/sea-ice-tools/ (Accessed July 9, 2017).
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snow establishment date by Day of Year 360, it is automatically
assigned a snow establishment date of 365 (or 366 for leap year).
The output contains values for each grid cell that represent either
a Day of Year or a reserved value indicating water or permanent
snow cover. The values of 0.05◦ grids are scaled up to 0.75◦ to
match the resolution of the meteorological variables from ERA-
Interim Reanalysis product where the median Day of Year value
for the date of snow melt and establishment of the 15 × 15 0.05◦

snow layer grid cells is recorded into the corresponding 0.75◦

grid cell.

Transport Algorithm Development
Our simplified transport algorithm takes into consideration a
variety of potential injection heights, wind speed, wind direction,
and precipitation provided within the European Centre for
Medium-Range Weather Forecasts’ daily, 0.75◦ resolution ERA-
Interim Reanalysis product (Berrisford et al., 2011). Specifically,
we ingest U- and V-Wind layers at the following five pressure
levels: 1,000mb (∼110m altitude), 975mb (∼323m altitude),
950mb (∼540m altitude), 925mb (∼762m altitude), and
900mb (∼914m altitude) to account for the reported variability
of cropland burning emission injection heights (Ichoku and
Kaufman, 2005; Martin et al., 2010; Soja et al., 2012). Total
Precipitation (mm) was evaluated at the surface level only. Daily
averages of wind direction (d, units: rad) and speed (s, units:
ms−1) were computed using the U- and V-Wind vectors.

The transport algorithm was designed to quantify potential
low-level, long distance transport within 96 h. This 96 h cut off
reflects the atmospheric lifetime of BC used in a previous study
(Larkin et al., 2012) focused on transport of BC from Russia
to the Arctic. The algorithm records the transport time (hours)
from each cropland burning source grid cell to the first instance
of reaching snow-covered ground in the Arctic. Furthermore,
the algorithm records the trajectory of the parcel, estimated by
connecting the center points of the 0.75◦ grid cells, beyond
the first instance of arriving on snow-covered ground above
60◦N. The trajectory is tracked until either 96 h has elapsed
or if the parcel encounters precipitation. For all analyses, we
assume a total washout of BC from the atmospheric column if
precipitation of any amount is encountered. If the precipitation
is encountered over snow-covered ground above 60◦N, the
transport will be terminated; however, the mapped output will
indicate a successful event (assumedwet deposition on snow) and
the time to that snow-covered grid cell will be recorded in the
source cell.

The time of travel is calculated using the daily average,
computed from 6 h ERA-Interim data, wind speed (ms−1) and
the great circle distance (m) between the center longitude
and latitude values of the starting grid cell and the next
grid cell. The longitude and latitude values of the next
grid cell were determined through the wind direction using
the following directional criteria: north (>337.5 to ≤22.5◦);
north-east (>22.5 to ≤67.5◦); east (>67.5 to ≤112.5◦); south-
east (>112.5 to ≤157.5); south (>157.5 to ≤202.5◦); south-
west (>202.5 to ≤247.5◦); west (>247.5 to ≤292.5◦); north-west
(>292.5 to ≤337.5◦). The time (distance/speed) is then added to
the starting UTC time taken from the hourly cropland burning

source locations, which continues until the cumulative time
has crossed the following day’s threshold when meteorological
parameters and snow date are extracted from the following date.
This process continues until the parcel reaches snow-covered
ground beyond 60◦N (within the allowed 96 h period). The time
at this point would be recorded in the starting source grid
cell in the mapped output. If no precipitation was encountered
or if the time had not exceeded 96 h, then the trajectory will
be continuously tracked until the 96 h threshold is reached. If
precipitation was encountered or if the parcel did not reach
snow above 60◦N within 96 h, then it is assigned a fill value and
considered a “failed” transporting event.

This analysis was carried out at the hourly time step between
2003 and 2015 for each of the five pressure levels (1,000, 975,
950, 925, and 900mb). The final outputs of the transport model
include: (1) a binary successful/failed transport event for each
cropland burning source grid cell, (2) time (up to 96 h) from each
cropland burning source grid cell to the first instance of reaching
snow-covered ground in the Arctic; (3) 96 h transport trajectories
from the cropland burning source grid cells.

RESULTS

Our results show that a substantial fraction of individual
cropland burning events can be deposited on the Arctic
snow. As expected, this fraction is the greatest (7.2%-
annual average over 13 years) at higher injection heights
(900mb) and diminishes gradually from 7.0% (925mb), to 6.4%
(950mb), to 5.3% (975mb) to 2.9% at the lowest injection
height (1,000mb). Our analysis on the seasonal fractions of
successful cropland burning events illustrates the importance
of spring (March, April, and May) burning contributions to
deposition on the Arctic snow. Table 1 summarizes the total
cropland active fires and the successful active fire counts per
atmospheric pressure level averaged between 2003 and 2015.
Annual tables are available in the Supplementary Material
(Table S1).

Based on these values, on average between 2003 and 2015,
approximately 4–10% of the March, April, and May observed fire
occurrences (depending on injection height) are within regions
with successful transport to the Arctic. These results represent a
unique quantification of the fraction of observed burning within
Russian croplands which are potentially able to contribute to the
deposition of BC on the Arctic snow. The observed decrease
in successful transport events is likely the result of increased
interaction with the surface layer at 1,000mb as compared to
900mb, causing lower horizontal wind speeds, and therefore
increased likelihood of trajectories failing to reach the snow
in the Arctic within 96 h. Figure 3 illustrates the change in
density of the successful trajectories at varying assumed injection
heights.

Seasonal Patterns of Successful Transport
Potential
Our analysis reveals a large inter-annual and seasonal variability
in the success rate of transport of hypothetical BC emission
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TABLE 1 | Monthly average (2003–2015) successfully transported and total active

fire counts within the Russian croplands.

All active fires Successful active fire counts

Total 900 925 950 975 1,000
mb mb mb mb mb

Jan 109 5 4 3 1 0

Feb 763 79 85 74 52 32

Mar 11,840 962 843 774 668 389

Apr 66,335 7,840 7,966 7,395 6,285 3,677

May 44,994 4,076 3,953 3,493 2,735 1,154

Jun 5,545 49 48 28 11 5

Jul 10,621 0 0 0 0 0

Aug 16,564 3 3 1 0 0

Sep 13,623 28 14 9 0 0

Oct 16,027 296 300 238 209 119

Nov 2,385 30 29 25 28 17

Dec 189 4 2 2 1 1

parcels to the Arctic. The largest overall number of successful
trajectories (4,645 at 925mb) were recorded in 2008 and the
least (107 at 1,000mb) in 2013 with the largest (2,246 at 900mb)
monthly contribution of successful trajectories recorded in April
2010 (Table S2). This variability is driven by the confluence of
respective variabilities in atmospheric conditions, fire activity,
and snow cover extent (Figure S1). In this part of the analysis
we assess generalized monthly patterns of transport potential
through trajectory densities at various injection heights over the
13 year time frame (Figure 4 and Figures S2–S5). The general
temporal pattern of successful transport events is stable across all
injection heights, therefore, in this section we discuss findings for
trajectory patterns only at 925mb. Monthly snow extent maps
are also produced to help interpret these successful transport
patterns (Figure S1).

Generally, in December, January and February the few
(on average 1, 2, and 19, respectively) successful events
predominantly originate in the south-western regions of Russia
in the Northern Caucasus (∼45◦N, 40◦E). The few fires that
occurred in the winter months are unlikely to represent crop
residue burning in preparation for planting; however, they may
be associated with other types of burning, including bonfires or
pile burning of agricultural waste. March, April and May saw the
largest number of successful transport events (on average 198,
1,197, and 839, respectively), often several orders of magnitude
higher than other months. The very large number of successful
trajectories in the spring result from not only the overall large
amount of residue management fires (on average ∼12,000,
∼66,000, and ∼45,000 for March, April, and May, respectively)
but also largely from the coincidental maximal extent of snow
cover above 60◦N. In contrast, while the total monthly cropland
burning activity in August (monthly average ∼17,000 per year
between 2003 and 2015) begins to increase in response to
the wheat harvest cycles, snow extent in the Arctic is at its
minimum (Figure S1), hence, substantially limiting the potential
for cropland burning-resultant BC deposition on snow.

While in general, spring cropland burning appears to have
the greatest potential to result in BC deposition on the Arctic
snow, there is a considerable difference in the amount and spatial
patterns of trajectory densities among March, April and May. In
March, the hotspot in the density of overlapping trajectories is
typically located along the western edge of Russia. This hotspot
migrates east with time and reaches 80◦E by May. By June,
the number of successful transport trajectories is substantially
reduced (on average 18 year−1) with the highest density located
around 90◦E. July and August on average have very few successful
transport events, depending on the pressure level and year (on
average <1 successful event per year). The number of successful
events gradually increases in September (on average 5 year−1)
and has a minor peak in October (on average 77 year−1), which
is mostly associated with a rapid establishment of snow cover
in the Arctic. The total number of successful trajectories quickly
drops in November (on average 15 year−1) driven by the overall
decrease in crop residue burning.

Further analysis of the full extent of the transport trajectories
within the 96 h window show that BC emissions from cropland
burning in Russia can be transported beyond 80◦N. This
potential for reaching far into the Arctic indicates that cropland
burning has an impact not only on snow-covered land but also on
sea ice. To determine how far north these successful trajectories
can reach, the northern most latitude for each trajectory was
recorded and summed over several latitude bands (60–65◦N,
65–70◦N, 70–75◦N, 75–80◦N, and 80–90◦N) for every month
between 2003 and 2015. The starting latitude was also recorded
to help identify how far south within Russia a potential cropland
burning emission source could be located to potentially deposit
BC within each of these latitude bands (Figure 5). In this
section we discuss only the results for March, April, and May–
months with the larger number of successful transport events as
compared with other months.

The results show that BC emissions from as far south as
45◦N (in March at the highest injection height) and 50◦N (April
and May at almost all injection heights) can potentially be
transported as far north as 80–90◦N. Deposition of BC this far
north has important implications for the permanent sea ice cover
in the Arctic. Furthermore, the trajectories indicate that cropland
burning BC from as far south as 40–45◦N can be transported
and deposited on the Arctic snow (in some cases up to 70–75◦N)
during March, April and May and for nearly all injection heights.

Spatial Patterns of BC Transport to the
Arctic Snow
Quantifying the transport time is an important element in
identifying the relative importance of the burning source regions
to their potential contribution to the BC deposition on snow
in the Arctic. The exact impact of deposited BC on Arctic
snow relies on the microphysical properties of the BC particle
and the various chemical and turbulent processes within the
atmosphere; however, as a general rule, the longer a molecule
remains in the atmosphere the more mixing and alterations
it will undergo before it is ultimately removed via wet or dry
deposition.
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FIGURE 3 | Transport trajectory line maps for successful events for October 2007 at five different pressure levels: 900mb (A); 925mb (B); 950mb (C); 975mb (D);

1,000mb (E). For illustration purposes only October 2007 is shown, but the pattern is representative of the generally observed decrease in the number of successful

events with shallower injection heights across all months and years.

We analyzed the average transport time (hours), the success
(%) of each starting location, and the number of active fires
within each grid cell of origin for a successful transport event
to quantify the fraction of the potential contributions of BC
deposition and to characterize the cropland burning source
regions. While we discuss the findings of this analysis for all
months (Figures S6–S14), we graphically show only results from
March, April, and May (2003–2015) at 900mb and 1,000mb as
the majority of the successful fires occur during these months
(Figures 6–8). The 900 and 1,000mb results are shown to
illustrate the two extremes of the injection height range used in
this study.

On average, fire occurrence in January and February is
very low with only 1 active fire per grid cell per year on
average between 2003 and 2015 predominantly located in the
south-western region of European Russia (45◦N, 50◦E). The
few locations with successful transport were able to reach

the snow-covered Arctic on average within approximately 50 h
(January) and 40 h (February), depending on the injection height.
By March, the total number of cropland fires increased to
approximately 5–15 active fires per successful grid cell, while also
increasing in spatial extent (Figure 6). As expected the success
rate of potential crop residue emission transport decreases while
transport time increases with lower injection heights; however,
an interesting anomalous pattern occurs in March in the north-
west region (centered on 55◦N, 45◦E) of the transport map.
Instead of the transport time increasing with lower injection
heights, the transport time actually decreases from approximately
40–50 h to approximately 10–30 h on average to the Arctic.
Analysis of the transport pathways found this anomalous pattern
resulted from longer trajectories at higher injection heights
seemingly associated with a more circular pattern as compared
to more straight northerly trajectories at lower injection
heights.
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FIGURE 4 | The cumulative number of successful trajectories between 2003 and 2015 monthly at 925mb. See Figures S2–S5 for accompanying maps for cumulative

trajectories at other injection heights examined within this study.
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FIGURE 5 | Total number of successful events (monthly) between 2003 and 2015 that reach snow cover between 60–65◦N (A), 65–70◦N (B), 70–75◦N (C), 75–80◦N

(D), 80–90◦N (E) as their northern-most extent per injection height. The inset table represents the contribution from the lower latitude bands (40–45◦N, 45–50◦N,

50–55◦N, 55–60◦N) for March, April and May.

In April, the successfully transported fire load reached a peak
(100–130 active fires per grid cell–Figure 7) between 70 and
80◦E. Although this area has low success rates, the transport
time to the Arctic remains relatively low in comparison to the
surrounding regions even at low injection heights. A slightly
smaller peak in fire occurrence is located in the north-west
corner (approximately 55◦N, 35◦E) with a coincidental increase
in success rate. Transport times for both clusters vary between
<10 and 50 h, therefore the emissions from these higher fire
loads will likely encounter less mixing and fall out than emissions
with longer atmospheric residence times. Furthermore, at higher

injection heights, successful transport of potential emissions can
originate at least as far south as approximately 40◦N, which is the
limit of the Russian croplands.

In May, the success rate along the southern edge of the
Russian croplands, particularly at lower injection heights, drops
significantly except for the region located between 70 and 80◦E
(Figure 8). As with April, this same area has slightly lower
transport times to the Arctic as compared to the surrounding
regions. Analysis of the transport pathways does not explain the
decrease in transport time in that region. A possible explanation
lies in the higher number of successful burning locations (see
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FIGURE 6 | 900 and 1,000mb March 2003–2015 average transport (hours), percent successful and active fires potentially contributing to BC deposition on snow in

the Arctic. The dark gray color in the percent successful maps (middle) represents the starting fire locations which were unsuccessful at reaching the snow in the

Arctic within 96 h.

bottom map in Figures 7, 8) in that area as compared to other
areas in the Russian croplands. These maps show the average
transport times which are more likely to be influenced by outliers
within the regions with fewer successful fires as compared to the
region located between 70◦ and 80◦E.

The highest density of cropland fires occurs in the spring in the
southern portion of the cropland in the Far East (approximately
between 40–55◦N and 110–130◦E); however, there are very
few fires with successfully transported emissions within this
region. Specifically, the success rate of fires east of 95◦E are
severely reduced with lower injection heights in comparison to
the cropland fires within European Russia at similar latitudes.
Analysis of the trajectories originating in the Far East croplands
reveal short pathways often flowing toward the east over the Sea
of Okhotsk (away from the snow extent), whereas the European
Russian trajectories are much longer and tend to flow north.
These differences are likely due to the varying atmospheric
circulation patterns observed across Russia.

DISCUSSION

Sources of Uncertainty
Quantifying the fraction of BC emitted from cropland burning
in Russia that is deposited on snow in the Arctic is a difficult
task due to the inherent challenges associated with the underlying
input datasets. As previously mentioned, existing satellite-based
estimates of area burned in croplands are very poor (Hall J.
V. et al., 2016) which results in highly inaccurate cropland
burning emissions inventories. This study assumes emissions of
a hypothetical parcel of BC of unknown amount from cropland
burning using the MODIS active fire detections. The orbital
overlap that is achieved at the latitude of Russian croplands allows
for more frequent observations of fire activity than the nominal
twice daily from each of the two MODIS-carrying satellites.
While it has not been established quantitatively (because there
are currently no accurate estimates of cropland area burned), we
assume active fire observations to be generally representative of
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FIGURE 7 | 900 and 1,000mb April 2003–2015 average transport (hours), percent successful and active fires potentially contributing to BC deposition on snow in the

Arctic. The dark gray color in the percent successful maps (middle) represents the starting fire locations which were unsuccessful at reaching the snow in the Arctic

within 96 h.

the spatio-temporal patterns of biomass burning within Russian
croplands.

The spatial scale of the meteorological data used in this
transport model determines the spatial granularity of resultant
trajectories which were restricted to tracking the centers of
the individual grid cells rather than the actual locations of the
active fires. While very coarse compared to the 1 km MODIS
active fire pixels, ERA-Interim meteorological data (at 0.75◦)
records parameters at a finer scale than the more commonly
used, in previous studies, 2.5◦ resolution NCEP/NCAR (National
Centers for Environmental Prediction–National Center for
Atmospheric Research Global Reanalysis; Kalnay et al., 1996)
dataset. For example, the coarser NCEP/NCAR meteorological
data is frequently used to drive HYSPLIT trajectory models
(e.g., Treffeisen et al., 2007; Huang et al., 2010; Larkin et al.,
2012). Additionally, 6 h ERA-Interim wind and precipitation
data fields were aggregated to daily values. While ideally, hourly

wind and precipitation data would more accurately represent
the actual meteorological conditions throughout the transport
pathway, it is difficult to quantify how much actual precision
is lost in using daily vs. 6 hourly data within a 0.75◦ grid cell.
The general weather patterns across Russia’s mid-latitudes are
primarily influenced by cyclonic and anticyclonic activity which
most frequently last more than 1 day (Lebedeva et al., 2015).
It is likely that the aggregation of meteorological parameters to
a daily temporal scale has impacted trajectories for fire events
that occurred during the stages when the weather patterns
were shifting between cyclones and anticyclones. However, it is
expected that most of the burning occurs during anticyclonic
weather patterns when the meteorological conditions produce
drier fuels (a particularly limiting parameter for fire spread
during post snow-melt conditions in the spring) that can support
fire spread more readily. Furthermore, this simplified transport
model assumes the only vertical transport occurs at the point
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FIGURE 8 | 900 and 1,000mb May 2003–2015 average transport (hours), percent successful and active fires potentially contributing to BC deposition on snow in the

Arctic. The dark gray color in the percent successful maps (middle) represents the starting fire locations which were unsuccessful at reaching the snow in the Arctic

within 96 h.

of BC injection from cropland burning and all subsequent
transport occurs via horizontal wind vectors. Due to the vertical
atmospheric stratification and dominant horizontal advection
motions, this assumption is not a severe constraint on the model;
however, future work focusing on the variability within the
planetary boundary layer could be undertaken to improve the
understanding of how BC is transported from cropland burning
in Russia to the Arctic snow.

An additional source of uncertainty is related to the satellite-
based estimates of snow cover extent used in this study. The
high northern latitudes are plagued with persistent cloud cover
during the sunlit period and an absence of solar irradiance
during the polar nights. Therefore, several assumptions had
to be defined in order to create snow melt and snow
establishment layers. The inability to observe surface conditions
due to cloud presence introduces a considerable amount of
uncertainty in identifying the exact date of snow melt and
snow establishment. Quantifying the difference between the
0.75◦ aggregated snow establishment and snow melt dates

(calculated as the median of the 0.05◦ grid cells–see section
Arctic Snow Cover Extent) and the dates of the individual 0.05◦

grid cells found that on average (2003–2015) the difference
was <1 day for both the snow melt and snow establishment
periods with a standard deviation of 6 and 7 days, respectively,
with the majority of the variability stemming from grid cells
below 65◦N.

Finally, transport trajectories and the resultant outputs
generated by this methodology are consistent (although not
directly comparable) with those produced within previously
published studies. Several previous studies have indicated
that biomass burning sources from northern mid-latitudes
significantly impact the Arctic region (e.g., Warneke et al.,
2010; Quinn et al., 2011; Larkin et al., 2012; Sharma et al.,
2013; Cheng, 2014; Liu et al., 2015). Comparison of this study’s
results with previous studies (focused on air pollution transport
from northern mid-latitudes to the Arctic) has demonstrated
that the simple form of the transport model, developed within
this study, has represented the key meteorological drivers
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appropriately and that the interpretation of the results is
meaningful.

Significance of BC Deposition from
Cropland Burning on the Arctic Snow
A key attribute of this study is focused on BC deposition on the
snow in the Arctic. This nuance has important implications for
the timing of burning. Although forest fires produce substantially
more emissions than cropland fires due to higher biomass
loading (e.g., Hao et al., 2016), the timing of the burning largely
determines the relative importance of these source emissions to
BC deposition on Arctic snow. Forest fires typically occur in
the summer, when high temperatures, low humidity, and little
precipitation drive the increase in forest flammability. On the
other hand, crop residue burning in Russia usually follows the
crop planting and harvest cycles. Analysis of the active fire dataset
between 2003 and 2015 found two peaks in cropland fires – one
in April/May and another smaller peak in August/September
(Hall J. V. et al., 2016) consistent with winter and spring
planting and harvesting dates in Russia (USDA FAS, 2016).
Despite the peak in summer cropland fires, the contribution to
BC deposition on the Arctic snow is negligible. Based on this
analysis, it seems the coincidental timing of burning and snow
cover extent is a linking factor in determining the importance
of crop residue-related BC emissions and their impact on Arctic
albedo.

This study confirmed the importance of springtime cropland
burning in relation to the deposition on the Arctic snow. Based
on the analysis of the transport time and the success percentage,
it is clear that despite the low injection heights, potential
BC emissions from cropland burning can be transported and
deposited onto Arctic snow in the spring from at least 40◦N. This
study also identified that the cropland regions within European
Russia contained the highest percentage of successful transport
to the Arctic snow. Although this study makes no attempt
to quantify emissions, these regions contain the highest wheat
yields within Russia (yield data compiled by USDA Foreign
Agricultural Service, Mark Lindeman pers.comm.), therefore
they are likely to also contain the highest volumes of crop
residues and larger BC emissions. A recent interest in expanding
arable land through reclaiming Post-Soviet abandoned cropland
(e.g., Schierhorn et al., 2014; Meyfroidt et al., 2016) and
in particular, a large concentration of cropland in European
Russia is located along the fertile Chernozem soil belt which
stretches from the southern tip of Russia (43◦N, 44◦E) toward
Moscow (55◦N, 37◦E)-a region with higher wheat yields, raises
concerns for associated increase in BC deposition onArctic snow.
Although an expansion of cropped area does not necessarily
lead to an increase in fire activity, it does give rise to an
increased opportunity for burning crop residue in the regions
of higher transport potential. Moreover, if this increase in
cropland area expands further north toward 50◦N and leads
to additional fire activity then based on the results of the
northern extent analysis, there could also be an increase in BC
deposition from cropland burning emissions on the permanent
sea ice.

CONCLUSION

Crop residue burning has been reported to constitute a
considerable source of BC deposited in the Arctic. However,
previous studies relied on highly inaccurate estimates in terms of
the amount and timing of cropland burning emissions resulting
from uncertainties in estimates of burned area, biomass loads,
and emission factors. This study introduces a simple approach
to assess the potential for BC deposition in the Arctic based
on reanalysis data of observed meteorological conditions and
confirmed cropland burning. In addition, we specifically assess
the impact of BC deposition on snow when the impact on
surface albedo from deposition is the highest with considerable
consequences for snow melt and establishment. Although our
approach does not allow for quantifying the amount of BC
deposited on the snow surface, it provides the baseline estimate
of the spatio-temporal patterns of BC transport resulting from
confirmed cropland burning and the potential for BC deposition
on the snow.

It is clear based on the results of this study that cropland
burning has the potential to significantly impact the Arctic
via BC deposition. We estimate that approximately 10% of
the observed cropland burning in March, April and May (7%
annual) has the potential to contribute to the BC deposition
on the Arctic snow. Despite the low injection heights, this
study has shown that potential BC emissions from at least
40◦N can be deposited on the Arctic snow. Furthermore, during
the spring, which is the most vulnerable period for sea ice
melt, potential cropland burning emissions can reach areas
beyond 80◦N. Analysis of the successful transport pathways
identified areas containing concentrated trajectories particularly
over European and Central Russia. These clusters of trajectories
may be influenced by persistent wind patterns over these areas.
The magnitude of this impact, however, cannot be quantified
well due to current inaccuracies surrounding cropland emission
inventory calculations.

Complex chemical-transport model outputs should be applied
with caution, particularly when considering impacts from
cropland burning. Additional improvements are needed to
accurately represent the spatial and temporal cropland emission
fluxes. Future work should be focused on improving the
deficiencies associated with current cropland burning emission
inventories. Improvements to all components of emission
inventories, including area burned, the precise timing of burning
(at least to the date), biomass loading, and emission factors,
are absolutely essential to deriving meaningful estimates of
the amount of BC deposited on the snow. Future studies
should also investigate the causes behind these concentrated
pollution pathways to the Arctic, revealed in this study,
with a focus on large-scale atmospheric patterns that can act
to enhance atmospheric transport of pollutants from lower
mid-latitudes.
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We investigate the influence of Saharan dust on the chemical composition and
deposition loads of a 31-year long snow chemistry data set (1987–2017) of high
alpine snow packs situated close to the Sonnblick Observatory, a global GAW (Global
Atmospheric Watch) station, in the National Park Hohe Tauern in the Austrian Alps.
Based on the snow pack of the winter accumulation period 2015/2016, when two
Saharan dust events were visible by a reddish color of the snow, we define a pH > 5.6
together with a Ca2+ concentration > 10 µeq/l as thresholds to identify Saharan dust
affected snow layers. This criterion is checked with an intercomparison with trajectories
and on-line aerosol data determined at the Sonnblick Observatory. This check was
extended to the accumulation periods 2014/2015 and 2016/2017 before the whole time
series is investigated regarding the contribution of Saharan dust to ion deposition loads.
Especially Mg2+, Ca2+, and H+ depositions are strongly affected by Saharan dust input
causing, as average values across the 30 years period, increased Mg2+ (25%) and
Ca2+ (35%) contributions of affected snow layers, while the contribution to the snow
water equivalent was only 11%. For H+ Saharan dust affected snow layers show a
much lower contribution (2%) while the contribution of other ions is well comparable
to the deposition amount expected according to the snow water equivalent of affected
snow layers. The pH range of Saharan dust affected snow layers covers 5.58–7.17,
while the median value of all samples is 5.40. The long term trends of ion deposition are
not affected by the deposition of Saharan dust.

Keywords: mineral dust, Saharan dust, snow chemistry, high alpine snow pack, deposition loads

INTRODUCTION

Deserts serve as a major source for aerosols in the atmosphere with mineral dust as a main
contributor to primary aerosol mass. Especially the Sahara, the largest desert in the world,
contributes roughly half of the primarily emitted aerosol mass found in the atmosphere and is
thus the world’s largest source for Aeolian soil dust (Prospero, 1996; Goudie and Middleton, 2001
and references therein). Once in the atmosphere, desert dust can be transported over thousands of
kilometers via synoptic wind patterns to regions far beyond (e.g., Prospero, 1996; Moulin et al.,
1997). Online aerosol measurements conducted since 2013 at Austria’s high alpine Sonnblick
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Observatory, listed as a global station within the Global
Atmospheric Watch Program of the World Meteorological
Organization, suggest up to 30 days per year with the influence
of mineral dust. Due to the predominant contribution of dust
origination from the Sahara the term Saharan dust will be used
within this paper. Transported dust can be removed from the
atmosphere through wet and dry deposition processes.

If dust is deposited on mountain snow packs it causes several
direct and indirect effects. Firstly, Saharan dust deposited onto
snow surfaces decreases the albedo due to a darkening of the
surface and consequently higher absorption of solar radiation,
leading to an earlier removal of the snow cover or increased
glacier melt-off (Goudie and Middleton, 2001; Field et al., 2010).
This triggering of faster and earlier melt-off due to the dust
deposition can potentially result in a lower total and less late-
season water supply (Field et al., 2010) due to melt-off already
during the season. This is especially important in areas where
water supply is scarce. A more recent study of Gabbi et al. (2015)
investigated the long-term effect of snow impurities, mainly
Saharan dust and Black Carbon, on albedo and glacier mass
balance and found that their presence lowered the albedo by
0.04–0.06, thereby increasing melt by 15–19% and reducing the
mean annual mass balance.

Secondly, dust plays an important role in the control of
global and regional biogeochemical cycles. These effects have
been studied mostly in seawater or the Amazonas basin. For
seawater especially P and Fe are supposed to be the main actors
to estimate the contribution of atmospheric inputs stimulating
the productivity of oceanic plankton, thus accelerating CO2
uptake and stimulating N2-fixation (Gruber and Sarmiento,
1997; Field et al., 2010; Schulz et al., 2012). For the Amazonas
basin, Swap et al. (1992) and Rizzolo et al. (2017) showed
that especially Fe3+, Na+, Ca2+, K+, and Mg2+ are the main
constituents introduced via Saharan dust, acting as fertilizer
or micronutrients essential for plant growth by offsetting the
losses of nutrients due to leaching or weathering of the soil.
Many other studies propose the significant influence of Saharan
dust on microbiology, nutrient supply, acid neutralization and
geochemistry in Europe as well. Avila et al. (1998) for example
found that red rains, indicating Saharan dust influence, are
important for biogeochemical consequences of a Holm oak forest
in Catalonia, Spain, due to addition of nutrient elements such
as K+, Ca2+, and Mg2+ and input adding to the neutralizing
capacity of the soils in the catchment. The effect of Saharan dust
on high alpine snow biogeochemistry is still poorly investigated
although many studies propose that the ionic composition and
deposition load of snow is of high biogeochemical interest
because snow serves as interface where the water and nutrient
cycle interact (De Angelis and Gaudichet, 1991; Kuhn, 2001).
Marchetto et al. (1995) just showed that for alpine lakes in areas
of low weathering rocks, such as silicate rocks also present at the
site investigated in this study, lake chemistry, including acidity
and alkalinity, is mainly determined by atmospheric deposition.
Additionally it is well known that Saharan dust alters the chemical
composition and neutralizing capacity of precipitation and, if
deposited, also of snow packs and thus influences surface water
chemistry (De Angelis and Gaudichet, 1991; Rogora et al., 2004).

If the chemical composition of high alpine snow packs is
investigated the main ions analyzed generally are Cl−, SO2−

4 ,
NO−3 , NH+4 , Na+, K+, Mg2+, Ca2+ as well as the pH and
conductivity. Their origin can be assigned to different sources
like anthropogenic sources, sea salt or mineral dust (Maupetit
and Delmas, 1994). Greilinger et al. (2016) who analyzed the
long-term series of snow chemistry data used in this study found
three different clusters of ions representing different types of
origin. Thereby one cluster representing mineral dust sources
was found, positively correlated with Ca2+ and Mg2+ together
with a negative correlation for H+, representing the alkaline
characteristics of mineral dust. Findings are comparable to results
from Maupetit and Delmas (1994). It can be proposed that
increased Ca2+ and Mg2+ concentrations change the chemical
characteristics of the samples, especially the pH value.

Thirdly, Aeolian dust and as such also Saharan dust, is used
by microorganisms to disperse and colonize new habitats. It
is assumed, that microorganisms that are able to survive in
the harsh conditions of the Sahara and the atmosphere during
transport may also be able to colonize other sites with comparably
challenging conditions such as the high Alps (Chuvochina et al.,
2011) or the Himalaya (Zhang et al., 2008). It has been shown
in a recent study of Weil et al. (2017) that those microbial dust
passengers introduced to high alpine snow packs via Saharan dust
can favor a rapid microbial contamination of sensitive habitats
after snowmelt.

Due to the described effects of Saharan dust on mountain
snow packs, the main purpose of this paper is to investigate the
intensity and frequency of Saharan dust deposited in high alpine
snow packs via a retrospective evaluation of a unique high alpine
snow chemistry data set of 31 years (1987–2017) and to quantify
the impact of these events on the deposition load.

According to Psenner (1999), who investigated the relevance
of airborne dust like Saharan dust for the ecology of alpine lakes,
an interdisciplinary research is necessary to elucidate the impact
of dust on ecological issues. An estimation of the contribution
of Saharan dust to the chemical variability of the ecosystems is
not easy due to lack of quantitative studies in remote areas but
cannot be neglected when dealing with acidification and recovery
processes. Thus, our study provides relevant input for further
investigations and conclusions, and indicates that the stochastic
occurrence of Saharan dust deposition is on the long run a
constant factor influencing the terrestrial and aquatic ecosystem
of the Alpine region.

MEASUREMENTS AND METHODS

The study area, sampling, and measurement techniques as well
as data quality issues are thoroughly described in Greilinger et al.
(2016) and are only summarized shortly in this section.

Study Area
Snow profiles were sampled at the Goldbergkees (GOK), a
remote glacier field, part of the Goldberggruppe at an elevation
of more than 3,000 m.a.s.l. (Figure 1) close to the Sonnblick
Observatory, listed as a global station within the Global
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FIGURE 1 | Location of the Goldberggruppe in Austria, the sampling site Goldbergkees (GOK) on a glacier field in the Eastern Alps and of the mountain summit
Hoher Sonnblick where the meteorological observatory is situated.

Atmospheric Watch Program of the World Meteorological
Organization. The site is not exposed to any local anthropogenic
influence.

Snow Sampling and Chemical Analysis
Snow samples representing the whole winter accumulation
period are taken annually in a vertical resolution of 10 cm
increments just prior to the start of significant snowmelt
(usually at the end of April or the beginning of May). Just
in 1997 the size of the increments was 40 cm. Note that the
respective increments could either represent a portion of a single
precipitation event or include mixed information of several
events, depending on precipitation amount and settling of the
snow cover. After digging a snow pit until the horizon when
winter accumulation had started snow samples were taken
with a stainless steel cylinder and stored in polyethylene bags.
To avoid contamination of the samples gloves and a mask
were used during sampling. Samples were taken to the lab
frozen and were analyzed immediately after thawing. Analytical
protocols changed slightly during the period of observation,
but quality assurance was maintained by regular participation
in the laboratory intercomparison of the World Data Center
for Precipitation Chemistry (Global Atmosphere Watch).
Conductivity and pH were determined electrochemically using
a conductivity cell and a glass electrode, respectively. Anion
(chloride, nitrate and sulfate) and monovalent cation (sodium,

potassium, ammonium) concentrations were determined by
suppressed ion chromatography. Bivalent cation (calcium,
magnesium) concentrations were determined by atomic
absorption spectroscopy until 1993, and only later by ion
chromatography. Limits of detections (LODs) changed slightly
during the years but were in the range of 0.01 and 0.015 mg/L for
all ions and years, aside from sulfate and the time period until
1993, when a LOD of 0.029 mg/L was obtained. More details
are given in Winiwarter et al. (1998) and Greilinger et al. (2016)
including data quality control, outlier discussion and general
presentation of the data.

Trajectory Analysis
In meteorology trajectories are defined as the paths of
infinitesimally small particles of air. Such an air parcel, ‘marked’
at a certain point in space at a given time, can be traced forward
or backward in time along its trajectory. In this study, air
mass trajectories are calculated using the Flextra model (Stohl
et al., 2001) based on meteorological data provided by ECMWF
(European Centre for Medium Range Weather Forecast) with a
horizontal resolution of 0.2◦. The trajectories are starting from
Sonnblick Observatory eight times per day (00UTC, 03UTC,
06UTC, 09UTC, 12UTC, 15UTC, 18UTC, and 21UTC) and trace
the path of the air parcel backward in time for the previous 96 h,
giving an indication where the major part of the air mass came
from.
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Aerosol Measurements
Aerosol sampling is performed via a heated (+20◦C) whole air
inlet designed according to GAW guidelines, with an upper size
cut of 20 µm at a wind speed of 20 m/s. Details about the setup
are given in Schauer et al. (2016). Episodes with a dominant
influence of dust are continuously identified via the optical
properties of the aerosol and the corresponding calculation of
the wavelength dependence of the Single Scattering Albedo (SSA)
according to Coen et al. (2003). Therefore a three-wavelength
polar Nephelometer (Aurora 4000, Ecotech) was used for the
determination of the light scattering coefficients at 450, 525,
and 635 nm. Absorption coefficients were determined with an
Aethalometer (AE33, Magee Scientific) at seven wavelengths, i.e.,
370, 470, 525, 590, 660, 880, and 940 nm. A detailed description of
the respective calculations can be found in Schauer et al. (2016).
Based on this identification and on particulate matter (PM)
concentrations a “dust index” is calculated on a routine base.
A positive DI is reported when an influence of dust is identified
for at least eight half hourly means during the day with a PM
concentration above 5 µg/m3. Mass concentrations of particulate
matter are determined via a combination of nephelometry and
β-attenuation (Sharp 5030, Thermo Scientific).

RESULTS

Several studies (e.g., Maupetit and Delmas, 1994; Greilinger et al.,
2016) investigated the qualitative source assignments of high
alpine snow packs using principal component analysis (PCA)
and identified a factor related to Ca2+, Mg2+ and the pH, being
indicative for a marked contribution of Saharan dust. However, to
get quantitative information on the contribution of Saharan dust
to the respective ion composition or annual deposition loads the
investigation of single snow layers is essential.

Identification of Saharan Dust Affected
Snow in the Snowpack of the Winter
Accumulation Period 2015/2016
Chemistry of the Snow Pack GOK2016
In the snowpack representing the winter accumulation period
from September 2015 to April 2016 (=GOK2016), reddish
colored snow layers where observed during sampling in about
120–160 cm depth (compare picture of the snow pack in
Figure 2). Still, this depth has to be regarded as an approximate
value and can be inaccurate by about 10–15 cm. This is because
sampling is performed in an up to 2 m wide snow pit and the
actual sampling of the 10 cm increments might be 0.5–1 m off
the position where the depth, the snow morphology and also the
color were determined. This “red snow,” along the lines of “red
rain” as used by Avila et al. (1998), is interpreted as an indicator
of long-range transport of mineral dust, most likely originating
from the Sahara. Although the color can vary from yellowish to
brownish and up to now reddish, we stick to the term “red snow”
throughout the paper.

To identify potential Saharan dust affected snow by
chemical analysis, we build on a 2-step approach based on

Rogora et al. (2004). They investigated a 15- to 20-year long
time series of rain water chemistry data of Northwest Italy and
grouped rain events in acid and alkaline events with a pH of 5.6
as the threshold, representing the pH of pure water equilibrated
with atmospheric CO2. Although a pH of 5.6 still represents acid
conditions, the samples denoted as “alkaline” feature comparable
high pH. Within this work we will use the same notation as
Rogora et al. (2004) and denote “alkaline increments” to 10 cm
sample increments featuring pH > 5.6. After the identification
of the alkaline events, Rogora et al. (2004) characterized Saharan
dust episodes, as a subgroup of the alkaline events, via a high
Ca2+ and alkalinity content, but no strict values are given for this
classification.

Using the pH > 5.6 threshold we identified five alkaline
increments of 10 cm (Table 1). This is one more (350–360 cm)
than visually identified as “red snow.” These alkaline increments
can be further distinguished via their chemical composition.
Either an elevated Ca2+ concentration often accompanied by
increased concentration of the other ions, representing a Saharan
dust influence, or an increased NH+4 concentration most likely
associated to anthropogenic sources in agriculture (Greilinger
et al., 2016) was noted. Both, Ca2+ and NH+4 act as important
neutralizing agents for the anions SO2−

4 and NO−3 (Das et al.,
2005). The chemical composition of all 10 cm increments is given
in Table 1 and Figure 2 (right).

Ca2+ and Mg2+ concentrations of the increments
130–140 cm, 140–150 cm, and 350–360 cm were all above
the 87th percentile. The 160–170 cm increment showed elevated
concentrations as well, but concentrations of NH+4 and NO−3
were much more pronounced than Ca2+ and are the highest
observed for the whole snow pack. The pH was actually just
slightly above the threshold of 5.6. The 150–160 cm increment
showed markedly elevated concentrations of NH+4 , NO−3 and
SO2−

4 , and just slightly elevated Ca2+ concentrations. Based
on these results we can separate the alkaline increments in
one fraction dominated by increased Ca2+ concentrations
(increments from 130 to 140 cm, 140 to 150 cm, and 350
to 360 cm) and one fraction dominated by increased NH+4
concentrations (150–160 cm). As the 160–170 cm increment is
featuring both characteristics highest concentrations for NH+4
and NO−3 , but also elevated concentrations of Ca2+, it cannot be
clearly assigned to one of the two categories.

Taking 10 µeq/l as threshold (higher than the 85th percentile,
close to the arithmetic mean of 8.9 µeq/l and below the
concentrations of the six samples showing the upper and
detached range of the frequency distribution) four 10 cm
increments (130–140 cm, 140–150 cm, 160–170 cm, and
350–360 cm) can be classified as affected by Saharan dust in
the 2015/2016 snow pack. This fits nicely to the classification
of the alkaline increments given above as it does not include
the one from 150 to 160 cm, dominated by increased NH+4
concentration. Furthermore the increment at the bottom of the
snow pack (350–360 cm) is identified, although it was not visible
as ‘red snow.’ For completeness we want to point out that two
increments show Ca2+ concentrations higher than 10 µeq/l but
a pH less than 5.6. Thus the combination of the pH criterion and
the Ca2+ threshold is mandatory.
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TABLE 1 | Ion concentrations, pH, conductivity, and ion sum of every single 10 cm increments of the snow pack from the accumulation period September 2015 to April
2016.

Snow depth (cm) Ion concentration (µeq/l) 6 ions (µeq/l) pH Conductivity (µS/cm)

Na+ NH+4 K+ Mg2+ Ca2+ Cl− NO−3 SO2−
4 H+

0–10 5.96 16.38 2.25 1.46 5.63 5.20 14.09 6.02 2.67 59.66 5.39 9.19

10–20 1.43 39.19 0.72 0.81 5.20 1.53 21.44 14.24 3.77 88.33 5.24 13.36

20–30 1.28 42.99 0.87 0.74 4.21 1.70 22.49 21.31 4.32 99.91 5.17 17.63

30–40 1.56 3.29 0.59 0.16 0.64 1.46 2.00 2.74 5.08 17.52 5.10 4.02

40–50 0.62 0.83 0.22 0.05 0.27 0.45 0.28 0.74 2.43 5.89 5.21 1.91

50–60 0.63 0.76 0.22 0.10 0.53 0.57 0.69 0.68 2.43 6.61 5.21 2.23

60–70 0.85 0.38 0.31 0.07 0.38 1.01 0.63 1.35 4.16 9.14 5.18 1.94

70–80 0.99 1.99 0.34 0.62 1.98 1.01 2.26 1.51 3.23 13.93 5.29 2.13

80–90 0.88 7.39 0.21 0.40 0.73 1.15 5.86 2.08 4.68 23.38 5.24 3.36

90–100 0.50 12.89 0.15 0.27 0.73 0.60 9.07 2.95 4.79 31.95 5.23 4.56

100–110 0.58 11.55 0.22 0.26 0.55 0.95 6.09 1.75 4.03 25.98 5.29 3.66

110–120 0.41 12.60 0.34 0.65 1.26 0.44 7.02 1.82 2.92 27.46 5.43 3.55

120–130 3.54 14.53 1.24 2.21 6.29 3.56 6.47 2.87 3.69 44.40 5.43 4.91

130–140 16.89 22.94 2.92 13.40 171.51 19.64 28.23 33.70 0.07 309.30 7.17 28.80

140–150 2.77 17.11 0.56 3.44 40.87 3.32 14.01 6.43 0.32 88.83 6.49 8.38

150–160 1.82 29.59 0.38 1.15 5.17 1.91 19.40 5.00 1.86 66.28 5.73 6.27

160–170 5.20 47.98 1.10 3.90 24.42 3.72 41.33 16.67 2.05 146.37 5.74 13.02

170–180 0.74 10.50 0.37 0.28 1.35 0.89 8.09 4.09 6.34 32.65 5.25 3.07

180–190 2.83 4.25 0.77 1.43 11.72 2.30 8.06 7.40 5.44 44.20 5.33 3.87

190–200 0.66 4.96 0.08 0.29 0.52 0.92 3.28 0.60 4.96 16.27 5.37 1.04

200–210 2.06 8.16 0.47 0.97 4.18 1.88 5.91 3.27 4.28 31.18 5.40 2.64

210–220 2.29 4.71 0.38 0.97 11.75 2.03 5.81 3.00 7.61 38.55 5.15 3.84

220–230 0.36 2.92 0.18 0.14 0.96 0.27 5.95 2.27 10.92 23.97 5.04 3.80

230–240 0.47 2.46 0.18 0.49 2.93 0.61 7.53 2.05 9.30 26.02 5.11 3.31

240–250 0.37 3.75 0.16 0.44 3.17 1.03 6.57 1.21 6.05 22.75 5.25 2.31

250–260 0.37 7.21 0.22 0.12 1.02 0.49 9.64 1.75 7.79 28.61 5.14 3.70

260–270 0.32 1.08 0.08 0.30 2.38 0.45 2.77 0.46 12.20 20.04 5.00 3.73

270–280 4.41 1.89 1.34 1.31 6.15 4.61 5.57 1.42 8.84 35.54 5.14 3.64

280–290 3.42 3.41 0.67 1.29 3.53 3.55 8.27 2.51 12.81 39.46 5.01 5.10

290–300 1.03 1.16 0.37 0.32 1.96 1.81 3.66 1.17 6.72 18.20 5.29 1.45

300–310 1.12 1.73 0.42 0.56 2.51 1.73 4.71 1.70 12.69 27.17 5.03 3.74

310–320 0.65 1.36 0.24 0.67 4.41 0.96 4.78 1.76 5.41 20.24 5.40 1.32

320–330 0.49 1.59 0.07 0.67 2.45 0.63 5.79 1.04 6.45 19.18 5.20 2.45

330–340 0.80 3.74 0.16 0.59 2.30 0.98 7.01 1.41 6.45 23.44 5.20 2.70

340–350 0.30 4.47 0.08 1.52 7.20 0.42 5.06 1.25 4.19 24.49 5.44 1.28

350–360 0.35 2.75 0.08 1.90 11.57 0.49 3.89 2.09 0.70 23.82 6.22 1.12

360–370 0.51 2.08 0.19 0.12 1.07 0.73 2.39 1.41 7.97 16.47 5.13 2.37

370–380 0.28 1.01 0.07 0.12 0.48 0.33 3.38 0.20 5.39 11.26 5.30 0.99

380–390 0.46 2.98 0.34 0.32 0.92 0.70 1.92 1.17 8.08 16.89 5.21 1.71

390–400 0.46 4.65 0.09 0.15 0.79 0.67 2.35 1.12 7.21 17.49 5.26 1.55

Min 0.28 0.38 0.07 0.05 0.27 0.27 0.28 0.20 0.07 5.89 5.00 0.99

1st quantile 0.47 1.97 0.18 0.27 0.89 0.61 3.36 1.24 3.58 18.03 5.17 2.08

2nd quantile 0.77 4.00 0.33 0.58 2.42 1.00 5.89 1.79 5.02 25.24 5.25 3.46

Mean 1.77 9.13 0.49 1.12 8.89 1.92 8.09 4.16 5.51 41.07 5.36 4.74

3rd quantile 1.88 11.81 0.57 1.19 5.31 1.89 8.14 3.07 7.31 38.78 5.39 4.16

Max 16.89 47.98 2.29 13.40 171.51 19.64 41.33 33.70 12.81 309.30 7.17 28.80

Bold values represent the alkaline increments using a pH > 5.6 for identification.

Comparison With Backward Trajectories and Aerosol
Measurements
Based on the recording of precipitation events and snow height
measurements the increments affected by Saharan dust can

roughly be assigned to respective time periods. To confirm
the influence of Saharan dust during these time periods
backward trajectories and on-line aerosol measurements are
used.
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FIGURE 2 | (Left) Picture of the snow pack where the reddish Saharan dust snow layer in a depth of 120–140 cm is clearly visible. (Right) Chemical composition of
every 10 cm increment of the whole snow pack showing Saharan dust layers from 120 to 180 cm with increased ion concentrations of especially Ca2+.

FIGURE 3 | Ninety-six hours backward trajectories starting from the Sonnblick Observatory every 3 h between 31 March 2016 00UTC and 8 April 2016 21UTC.
Trajectories from the South reveal that Saharan dust occurrence at the sampling site during that time is very likely.

The 10 cm increments from 130 to 150 cm and 160 to
170 cm represent precipitation events occurring in spring and
can be assigned to a strong Saharan dust event in April, which
is documented by backward trajectories for the period from 31
March 2016 00UTC until 8 April 2016 21UTC given in Figure 3.
The frame of the image includes only the coastal area of Egypt and
Tunisia and not the Sahara as such because the high resolution
meteorological data of the ECMWF (horizontal resolution of
0.2◦) is not available further south. Backward trajectories running
southward out of the frame and descending from high altitudes

are highly likely to come from the Sahara. On-line aerosol
measurements at Sonnblick Observatory indicate that this event
can be separated in two episodes. The first episode lasts from 31
March until 3 April 2016 and the second one, which was three
times stronger regarding the mass concentration of particulate
matter starting at 4 April 2016. Due to wind drift accumulation
and precipitation, causing a slight increase in snow height in-
between the episodes (measured by an automatic ultrasonic
sensor next to the sampling site and shown in Supplementary
Figure 1) it is plausible that they are separated in the snow
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TABLE 2 | Years and depth where visible red snow was recorded in handwritten protocols and photographs during sampling and associated snow sample increments
featuring a pH > 5.6 and a Ca2+ concentration of >10 µeq/l.

Year Depth recorded in protocols (cm) Depth of snow sample increments (cm) Ca2+ > 10 µeq/l

1 1987 80–84 75–85 +

2 1987 130 115–125 +

3 1987 370 365–375 +

4 1991 106–109 100–110 +

5 1992 210–220 +

6 1993 Snow surface –

7 1994 27–32 20–30 and 30–40 +

8 1995 290–292 280–290 +

9 1995 351–351.5∗ – –

10 1996 9–10 10–20 +

11 1996 130–140 130–140 +

12 1996 220–230 210–220 +

13 1997 368–370∗∗ – −

14 1997 377–381∗∗ – −

15 1997 520–527 500–540 +

16 2000 234–240 230–240 +

17 2003 240–241 240–250 +

18 2007 200 210–220 +

19 2012 150 150–160 +

20 2014 95–100 90–100 +

21 2014 184–189 180–190 +

22 2016 120–130 130–140 +

23 2016 130–140 140–150 +

∗ Indicates that there is a note in the metadata that Saharan dust was not continuously present. ∗∗ Indicates that in 1997 the height of the sampling increments was 40 cm,
leading to a loss of information due to dilution. The pH of these layers was 5.48, hence they slightly missed the pH-criterion.

cover by one 10 cm increment. The 350–360 cm increment,
showing an increased pH and a slight increase in the ion sum
and Ca2+ concentration, represent snow samples from autumn
(November and possibly also December 2015), which were
concentrated in this depth due to an almost stable snow cover
height during this time. Backward trajectories as well as on-
line aerosol measurements indicate an influence of Saharan dust,
though much lower than in spring 2016, during several days in
November and December 2015 (Supplementary Figures 2–4)
and thus justify the chemical identification of this increment.

Concluding, reasonable agreement of the identification of
Saharan dust episodes between backward trajectories, aerosol
measurements and the snow pack was obtained. This allows
to extend the presented approach to the entire data set to
retrospectively identify Saharan dust affected samples of snow
packs back until 1987.

Retrospective Identification of Saharan
Dust Layers
For 12 years (1987, 1991–1997, 2000, 2003, 2014, and 2016)
hand written records reveal the presence of visible red snow
in the respective snow pack. Besides, photographs of the snow
packs are available since 2004, except for 2015. They show red
snow for the years 2007, 2012, 2014, and 2016. Thus in total 23
layers within 14 years feature visually present red snow (listed
in Table 2). Their position within the snow pack is reported in

the column named “depth recorded in protocols.” The respective
depth of affected increments identified via the pH and Ca2+

criterion is also reported in Table 2 in the column “depth of snow
sample increments.” Thereby it is important to mention that the
recorded snow depth need not correspond exactly to the sample
increments of the same layer due to variations in the snow pit as
described earlier. Additionally it is possible, that the Saharan dust
layer (SDL) is split into two 10 cm sample increments or that it is
much thinner than the sample increment, both leads to a dilution
of the concentration in the affected layer.

Table 2 shows that 19 out of the 23 layers with red dust
identified by visual inspection are identified using the pH > 5.6
and Ca2+ > 10 µeq/l thresholds. Reasons for this mismatch
can be easily given. In 1995 it was recorded that the colored
layer was not continuously present across the width of the snow
pit. Hence it is not contradicting that Ca2+ concentrations were
not markedly elevated. In 1997 sample increments were 40 cm
instead of 10 cm, leading to a dilution and thus to a poorer
sensitivity of the analytical approach. The respective increment
showed a pH value of 5.48 which is only slightly lower than the
used threshold of 5.6. In 1993 Saharan dust was visible on the
snow surface but the respective increment only matched the Ca2+

criterion but, with a pH of 4.78, not the pH criterion. Maybe other
influences on the surface (e.g., snow surface–air interactions) do
play a role for the pH. Excluding those layers from the evaluation
all recorded red dust layers could be verified by the chemical
analysis.
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The total data set covers 28 years of snow pack data (1987–
2017, except 1988, 1989, and 1990 due to missing values
for bivalent cations) and comprises 1,163 chemically analyzed
10 cm increments. Increments which were identified to feature
Saharan dust input are here named as “SDLs,” although they do
not necessarily represent different stratigraphic layers or single
events. Based on the chemical information we find 394 alkaline
layers (equal to 34% of the whole data set) using the pH criterion
only. For comparison, the mean pH of all samples is 5.44 with
75th percentile and 90th percentile values of 5.70 and 6.15,
respectively. Including the Ca2+ criterion this number of layers
decreases to 104 (equal to 9% of the whole data set or 26% of the
alkaline layers) with pH values ranging from 5.58 to 7.17. As it
was the case for the GOK2016 snow pack there are more sample
increments chemically identified as SDLs than samples showing a
visible appearance of red snow. More precisely we find five times
more based on chemistry compared to the visual identification.

Some validation can be given for the accumulation periods
2014/2015 and 2016/2017, as back trajectories and on-line aerosol
data are available for these years as well. In both years, no
red snow was visible, but in case of the 2016/2017 period
(GOK2017) one SDL was chemically identified in the lower part
of the snow pack. Backward trajectories indicate the influence
of Saharan dust in October 2016 and also two much weaker
episodes in spring 2017 (compare Supplementary Figures 5
and 6). Complementary on-line aerosol measurements yielded
a positive dust index during the respective time periods. Thus
the SDL identified in the bottom part of the snow pack much
likely represents the event in October 2016. The spring events
in February and March 2017 are, using the present methods, not
identified in the snow pack. Still sample increments which can
be assigned to the relevant time period meet the pH criterion
and show a Ca2+ concentration of 9.72 µeq/l, i.e., only slightly
below the threshold of 10 µeq/l. Within the snow pack of
the 2014/2015 accumulation period (GOK2015) no SDLs were
chemically identified. Again backward trajectories and on-line
aerosol data shows some influence during early winter at the end
of November and beginning of December 2014 (Supplementary
Figure 7), which is not reflected in the lowest part of the snow
pack. This seems surprising, but snow height measurements
revealed the absence of wet deposition during these events.
During spring time the situation was similar to the conditions
described for the GOK2017 and the GOK2016 snow pack.
A Saharan dust influence occurred in March 2015 (backward
trajectories given in Supplementary Figure 8) and the respective
sample increments again meet the pH criterion, but were slightly
below the 10 µeq/l Ca2+ threshold (Ca2+ concentration of
9.48 µeq/l). This intercomparison suggests that it is most likely
that no overestimation of SDLs occurs when the criteria defined
within this paper are used. Weak events might even be missed.
Furthermore the influence of Saharan dust, and not just a general
influence of mineral dust, is likely for all identified events.

In literature markedly higher Ca2+ values can be found to
identify Saharan dust affected samples. Maupetit and Delmas
(1994) report a value of 23.8 µeq/l for alkaline snow samples
collected in the French Alps. A Ca2+ threshold of 20 µeq/l
was also used by Schwikowski et al. (1999) to classify ice

TABLE 3 | Overview and seasonality of the number of Saharan dust layers (SDLs)
using different Ca2+ thresholds of 28 years of snow pack data (1987–2017,
missing data in 1988, 1989, and 1990).

Ca2+ > 10 µeq/l Ca2+ > 20 µeq/l

Total years investigated 28 28

Total amount of analyzed increments 1,163 1,163

Total amount of alkaline layers
(pH > 5.6)

394 394

Years with minimum one SDL 26 16

Years without SDLs 2 12

Years with more than one SDL 19 8

SDLs via pH > 5.5 and Ca2+ threshold 104 45

SDLs in fall (September to November) 32 17

SDLs in winter (December to February) 48 19

SDLs in spring (March to April) 24 9

core data from an Alpine ice core (Colle Gnifetti). Of course
these concentrations are strongly driven by the respective
accumulation rates and thus can vary from site to site. Still we
want to elucidate how sensitive the classification is to respective
thresholds. If we would use a threshold of 20 µeq/l, the recovery
in the chemical analysis of the visually identified reddish SDLs
would decrease. Consequently the number of identified SDLs
of the whole data set including all increments (not only the
visually noticeable ones) decreases as shown in Table 3. Despite
this decreasing trend the snow pack still experiences an impact
of Saharan dust during more than half of the years when the
20 µeq/l criterion is used. Regarding only years with more
than one identified layer (reflecting a repeated or longer lasting
Saharan dust influence) more than two-thirds of the years are
affected when the 10 µeq/l Ca2+ threshold is used. This number
decreases to about one-third for the higher threshold. Obviously
the level of the threshold influences the number of detected SDLs
as well as years affected, but, as will be shown later, the respective
deposition loads are affected much less.

If the snowpack is subdivided into the different seasons of
fall (September to November), winter (December to February)
and spring (March and April) according to Greilinger et al.
(2016), it seems as if the most Saharan dust events occur during
winter (Table 3). This result seems surprising, since a clear fall
and spring maximum can be found for Saharan dust in the
atmosphere (Coen et al., 2003). Possible explanations are that
potential events occurring in September might have been melted
away or that they occurred without snowfall, remained airborne
and were thus not deposited in or on the snow pack. Besides,
during September rain is still very likely at the sampling site
which might wash away already deposited Saharan dust on the
snow or glacier surface or enables a deposition with rain due
to rain water run-off. Events occurring in May, still accounting
to the spring maximum given in Coen et al. (2003), were not
captured in the snow pack analysis due to sampling end of April,
latest beginning of May. Also the snow water equivalent is on
average much higher for the winter period (mean over the period
1987–2017 of 663 mm) compared to fall or spring (mean over
the period 1987–2017 of 491 mm and 447 mm, respectively).
Thus, a Saharan dust deposition during snowfall is more likely
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TABLE 4 | Mean relative ion composition of the mean overall annual depositions (MOAD) including all layers, as well as for SDLs and non-SDLs separately using the
10 µeq/l Ca2+ threshold.

Cl− NO−3 SO2−
4 Na+ NH+4 K+ Mg2+ Ca2+ H+

All 8.5% 18.1% 13.9% 9.6% 16.5% 2.6% 2.7% 15.6% 12.9%

SDLs 7.2% 13.3% 11.0% 7.6% 12.7% 2.4% 4.1% 39.6% 2.1%

Non-SDLs 9.1% 18.7% 14.3% 10.3% 16.5% 2.8% 1.9% 11.9% 14.4%

TABLE 5 | Mean overall annual depositions (MOAD) in meq/m2 and snow water equivalent (SWE) in mm of all years (1987–2017) and all layers, SDLs and non-SDLs as
well as the absolute and relative contribution of the respective ions.

MOAD (meq/m2) SWE (mm) Cl− NO−3 SO2−
4 Na+ NH+4 K+ Mg2+ Ca2+ H+

All 70.2 1579 6.0 12.7 9.8 6.7 11.6 1.8 1.6 10.9 9.0

Ca > 10 µeq/l SDLs 10.0 172 0.7 1.3 1.1 0.8 1.3 0.2 0.4 3.9 0.2

(14%) (11%) (11%) (10%) (11%) (11%) (12%) (11%) (25%) (35%) (2%)

Non-SDLs 60.5 1420 5.5 11.3 8.6 6.2 10.0 1.7 1.2 7.2 8.7

(86%) (89%) (89%) (90%) (89%) (89%) (88%) (89%) (75%) (65%) (98%)

Ca > 20 µeq/l SDLs 8.7 125 0.5 1.0 0.9 0.5 0.9 0.1 0.3 4.4 0.1

(11%) (8%) (7%) (7%) (8%) (7%) (8%) (5%) (16%) (32%) (1%)

Non-SDLs 70.9 1508 6.3 13.0 10.9 6.8 11.0 1.8 1.6 9.3 10.3

(89%) (92%) (93%) (93%) (92%) (93%) (92%) (95%) (84%) (68%) (99%)

in winter than in fall or spring. The increased number of SDLs in
winter is also biased by single years (e.g., 1996 and 2014) where a
huge number of layers were identified, all occurring in the winter
period.

Influence of Saharan Dust Layers on the
Relative Ion Composition
The mean relative ion composition was calculated for all layers
together as well as for SDLs and non-SDLs separately. Results are
presented in Table 4. Note that non-SDLs account for 89% of the
snow water equivalent (Table 5) and hence also for the majority
of the analyzed snow layers and the water deposited.

The relative ion composition of non-SDLs is almost identic
to the ion composition if all layers are considered. The ratio
between the relative contributions of most of the single ions
within non-SDLs to those of the entire snow pack is slightly
above 1 aside from Mg2+ and Ca2+ showing ratios of 0.7 and 0.8,
respectively.

For SDLs, the relative ion composition is different to the ion
composition of the entire snow pack. Mg2+ is slightly increased
with a ratio between the relative contributions of SDLs to those
of all layers of 1.4, whereas Ca2+ is much more increased with a
ratio of 2.5. H+ is markedly lower in SDLs with a ratio of only
0.1 between the relative contributions of non-SDLs to those of
all layers. Contributions of all other ions are slightly decreased in
SDLs, compared to the contributions if all layers are considered,
with ratios between 0.7 and 0.9.

Influence of Saharan Dust Layers on
Mean Annual Ion Deposition Loads
Table 5 lists the mean overall annual deposition (MOAD, sum of
all ions analyzed) as well as the mean annual deposition loads of
the respective ions and the snow water equivalent of the complete

data set (1987–2017), calculated via averaging the respective
annual values. The same was performed for the contribution
of the SDLs and the non-SDLs, calculated as sum over all SDL
or non-SDL layers of the respective years and averaging these
annual values. In addition to the absolute values the relative
contributions of SDLs and non-SDLs to the overall “MOAD,”
to the snow water equivalent and to the deposition loads of the
single ions are listed as percentage values given in parenthesis.
Note that the sums of SDL and non-SDL deposition loads need
not match the overall annual loads. This is due to the fact that
years without any SDL were not considered when splitting annual
averages into SDL and non-SDL contributions. This approach
was taken to base the averages of SDL and non-SDL contributions
on the same data set, i.e., the same years. This accounts for the
year to year variability, which has to be expected and which is
discussed later.

For most of the single ions the contribution of SDLs and
non-SDLs to the mean annual deposition load is similar to the
respective contribution of the snow water equivalent, ranging
between 10–12% and 88–90%, respectively. This indicates, that
the concentrations of these ions is almost similar between
SDLs and non-SDLs. Only Mg2+ and Ca2+ show much higher
contributions of SDLs (25% and 35%, respectively), whereas H+
shows a much lower contribution of only 2% compared to the
snow water equivalent.

Interestingly, the contributions of the deposition loads of
single ions but also of MOAD to the entire data set do not
vary a lot when the Ca2+ threshold is increased from 10 to
20 µeq/l (Table 5). At first this seems surprising as the number of
identified increments did go down by a factor of three when the
threshold was increased. Still the deposition load is very much
driven by the maximum concentrations which usually largely
exceed 20 µeq/l. Thus annual deposition loads are not very much
affected by the different thresholds.
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FIGURE 4 | Interannual variability of the overall annual deposition load including all ions (OAD) in meq/m2 as well as of the snow water equivalent (SWE) in mm
separated in the contribution of Saharan dust layers (SDLs) in gray and non-SDLs in black.

Interannual Variabilities of the Influence
of Saharan Dust Layers on Ion
Deposition
The interannual variability of the overall annual deposition load
including all ions (OAD) as well as of the snow water equivalent
is displayed in Figure 4.

The interannual variability of the OAD results for 9 of
the 26 years with SD influence in a 13–19% contribution of
SDLs whereas 2 years (1996 and 2016) show much higher
contribution up to 55% and 36%, respectively (compare
Figure 4). Likewise, also the annual depositions of the single
ions show a high interannual variability with different trends.
A detailed investigation of these annual trends, not quantifying
the influence of deposited dust, can be found in Greilinger
et al. (2016). Here results are exemplarily shown for Ca2+ and
SO2−

4 in Figure 5. SO2−
4 depositions show a declining trend

caused by decreasing emissions of sulfur dioxide (Greilinger
et al., 2016). This trend is not altered if the deposition loads
related to the deposition of SD would be deducted. Regarding the

deposition of Ca2+ no significant time trend can be observed
using the Mann-Kendall Test with a two-sided p-value below
5% for level of significance when the overall depositions are
considered (Kendall’s tau = 0.246 and 2-sided-p = 0.06). Also the
contribution of SDLs to the annual Ca2+ deposition does not
show any statistical trend (Kendall’s tau = −0.119 and 2-sided-
p = 0.38).

A boxplot shown in Figure 6, displaying the contribution of
SDLs to the annual deposition of the single ions, reflects the
interannual variability. The first box represents the interannual
variability of the contribution of the SDLs to the annual snow
water equivalent, showing a less than 10% for most of the years
whereas outliers outside the upper whisker in the boxplot show
3 years where contributions were higher (1996, 2009, and 2011).
In 1996 it was highest with 53%. Two years (1996 and 2006) were
observed where all ions show a more than 25% contribution, for
1996 even more than 45%. For Ca2+ and Mg2+ more years were
found with contributions of SDLs to the annual ion deposition
load higher than 25%. For Ca2+ 16 years (1987, 1991, 1992,
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FIGURE 5 | Deposition of Ca2+ and SO2−
4 for all years of observation in meq/m2 separated in the contribution of Saharan dust layers (SDLs) in gray and non-SDLs

in black.

1994, 1996, 1998, 2000, 2002, 2003, 2004, 2006, 2007 2009, 2011,
2014, and 2016) where identified and five of these years (1987,
1992, 1996, 2009, and 2016) show contributions of more than
45%, in 1992, 1996, and 2016 even more than 60%. For Mg2+

10 years (1987, 1991, 1996, 2001, 2002, 2003, 2007, 2011, 2014,
and 2016) showed contributions above 25%, in 1987 and 2016
even more than 50%. Contributions for H+ are always very low
with maximum values of 5%. Contributions of single years (1996,
2004, 2009, and 2010) marked as outliers in Figure 6 were higher
with contributions of 33%, 18%, 14%, and 8%, respectively.

From these results we find 2 years, 1996 and 2016, which show
remarkable high contributions of SDLs to the OAD as well as
to the annual ion deposition. For both years red colored snow
layers were already visually observed during sampling of the snow
pack (Table 2) but the contribution of the SDLs to the annual
snow water equivalent differ strongly with a contribution of 57%
in 1996 but only 11% in 2016. This reveals, that in 1996 the
contributions of SDLs to the annual ion deposition is high due to
a high number of SDLs (12 layers) whereby the deposition load
of these SDLs was not very high (Ca2+ concentrations between
15.0 and 42.7 µeq/l). In contrast to this, the high contributions

of SDLs to the annual ion deposition in 2016 is associated
to only three SDLs with very high Saharan dust input (Ca2+

concentrations of 24.4 µeq/l, 40.9 µeq/l, and 171.5 µeq/l).
The boxplot also underlines the main findings discussed

before that the contribution of SDLs to the annual deposition
loads is markedly different to the contribution of the snow water
equivalent for Mg2+, Ca2+, and H+ because these ions are
most affected by Saharan dust. Regarding Cl−, Na+, and K+,
ions which are related to Saharan dust too but most likely have
additional sources as well, the distributions are shifted to elevated
contributions, but the differences to snow water equivalent are
much less pronounced. The smallest influence can be seen for
NO−3 , SO2−

4 , and NH+4 , but still 75th percentiles and whiskers
reach up to markedly higher contributions of SDLs than can be
expected due to the snow water equivalent of those layers.

DISCUSSION

In the following our results about the contribution of SDLs
to the mean annual deposition loads are compared to those
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FIGURE 6 | Boxplot of the annual contributions of Saharan dust layers (SDLs) to the snow water equivalent (SWE) and the annual depositions of the single ions. The
box represents the 25th and 75th percentile, the bold black line shows the median and whiskers extend to the most extreme data point which is no more than 1.5
times the interquartile range of the box. Dashed lines mark 25% and 45% contributions of SDLs.

of (Avila and Rodà, 1991), analyzing the dissolved nutrient
amounts during red rains in Montseny Mountains, Spain from
1983 to 1988. They found that red rains are responsible for
46% Ca2+ input, between 20 and 25% for Na+, K+, Cl−, and
Mg2+ input and between 7 and 16% for SO2−

4 , NO−3 , and NH+4
input featuring high interannual variability with coefficients of
variations between 26 and 68% for the single ions. Still red rains
contribute only 5% of the total annual precipitation for the study
period, pointing to a higher relative influence of single events of
red rains in Spain than in the present study. Rogora et al. (2004)
report results on the impact of Saharan dust deposition on the
long-term trends of atmospheric deposition in Italy from 1984
to 2002. They found that contribution of Saharan dust events
to the annual precipitation amount was in average 10% whereas
the mean contribution of the respective ions during these events
where 43% Ca2+, 20–24% of Mg2+, Na+, and Cl− and 11–16% of
NO−3 , SO2−

4 , NH+4 , and K+, what is more similar to our results.
Maupetit and Delmas (1994), investigating the snow chemistry
of glaciers in the French Alps from 1989 to 1991, found alkaline

samples to contribute 19% on average over all years, representing
between 22 and 52% of the ionic load, with the highest amount
for Ca2+. Values of Maupetit and Delmas (1994) are highest,
most likely due to the fact that they did not distinguish between
alkaline samples originating from Saharan dust or from increased
NH+4 concentrations, both acting as buffering agents. If no Ca2+

criterion would have been used in the present study the number
of affected increments would have been more than threefold.

Regarding the nutrient input via Saharan dust the importance
of Ca2+, Mg2+, and K+ is mentioned in literature (e.g., Avila
et al., 1998). Our data set shows that the input of Ca2+ and
Mg2+ definitely is driven by long-range transport of mineral
dust, while no marked effect becomes visible for K+. In this case
other sources, e.g., the more regional influence of combustion
processes, are more important. The same is the case for Na+,
another ion, whose input could have been driven by mineral dust
(e.g., Swap et al., 1992; Rizzolo et al., 2017).

Additionally to the influence of Saharan dust on ion
deposition loads we suggest that Saharan dust in snow may

Frontiers in Earth Science | www.frontiersin.org 12 August 2018 | Volume 6 | Article 12635

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-06-00126 September 7, 2018 Time: 16:3 # 13

Greilinger et al. Saharan Dust Deposition in Snow

not only directly influence microbiology by acting as fertilizer
and additional nutrient input to increase biomass but rather
influences the metabolism, respiration, and productivity of
microbes (Pulido-Villena et al., 2008; Reche et al., 2009;
Schulz et al., 2012). In this respect, the changed acidity
could be an important parameter as well. We found the pH
to be distinctly different in SDLs compared to unaffected
snow layers, providing distinctly different habitat conditions
for microorganisms surviving within high alpine snow packs.
Also the community diversity in high alpine snow is changed
due to Saharan dust input (Zhang et al., 2008; Chuvochina
et al., 2011). Due to the fact that Saharan dust introduces
a variety of bacteria and microbial species to areas far away
from their origin, it can be assumed that, especially in
remote alpine snow, the accomplished input of Saharan dust
simulate the natural habitat of those microbes so they can
survive in very harsh and contrary conditions to their original
habitat.

SUMMARY AND CONCLUSION

We investigated the intensity and frequency of Saharan dust
deposited in high alpine snow retrospectively for a unique long-
term data set of high alpine snow chemistry.

Based on a chemical criterion (pH > 5.6 and Ca2+

concentration > 10 µeq/l) we provide a robust method to identify
SDLs within high alpine snow packs. Results for the use of a
higher Ca2+ threshold (20 µeq/l) show, that it hardly affect the
annual deposition loads whereas the number of identified layers
goes down.

While contributions of SDLs and unaffected layers (10–12%
and 88–89%, respectively) to the deposition load of Cl−, NO−3 ,
SO2−

4 , Na+, NH+4 , and K+ is similar to the contribution of the
snow water equivalent (11% and 86%, respectively), markedly
elevated contributions of SDLs were observed for Mg2+ (25%)
and Ca2+ (35%), while the impact of H+ becomes negligible
(2%). Also the relative ion composition in SDLs underlines the
influence on Mg2+, Ca2+, and H+.

Generally SO2−
4 depositions show a declining trend caused

by decreasing emissions of sulfur dioxide but this trend is not
altered if the deposition loads related to the deposition of Saharan
dust would be deducted. Regarding the deposition of Ca2+ no
significant time trend was observed at all.

Using the suggested Ca2+ threshold of 10 µeq/l, only 2 out
of 28 investigated years without Saharan dust influence were
observed. Two thirds of the affected years showed even more than

one SDL. This is the case, although a 3-year comparison of the
identified SDLs using backward trajectories and on-line aerosol
measurements showed that we might miss weak events.

An estimation of the contribution of Saharan dust events to
the chemical variability of the ecosystems is not easy due to lack of
quantitative studies in remote areas but cannot be neglected. Our
results provide relevant input not only on ion deposition loads.
They can be used for further investigations and conclusions on
the influence of Saharan dust on the albedo of snow and glacier
surfaces, on the biogeochemistry of high alpine snow as well as
on the microbiology of remote areas.
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This work aims to identify the geochemical and mineralogical markers of Icelandic
dust and to differentiate it from the dust of local origin deposited at the Ny-Ålesund
station. We characterized representative sediment samples from Iceland and Svalbard
and compared them to a set of aerosol samples collected in Ny-Ålesund to check the
existence and type of the mineralogical markers. The sediment samples were analyzed
by X-ray diffraction (XRD) to detect the mineralogical constrain of the geochemical
markers. Both aerosol and sediment samples were examined by scanning electron
microscopy coupled with EDS microanalysis (SEM-EDS) and image analysis to detect
and to provide a morpho-chemical characterization of the mineralogical markers of dust
provenance. Comparison between local and Icelandic sediments reveals the metal oxide
particles as the most representative and distinguishing mineralogical/phase markers
for Iceland dust sources. In particular, we have considered the magnetite-chromite
and the magnetite-ülvospinel associations as marker facies of the tholeiitic magmatic
series and the presence of volcanic glass as a further indicator of provenance from
Iceland. The morphochemical characteristics of the metal oxide particles in the aerosol
samples compared to those of the sediment samples have proved to be a powerful
tool to separate Icelandic dust from other sources for dust. In particular, the small
size, higher grain boundary complexity and lower Fe/Cr ratios suggest the influence
of anthropogenic sources, well in accordance with the results of air mass backward
trajectories which reveal a main contribution from industrialized areas in Eurasia. This
study shows the reliability of the geochemical characterization of the metal oxide
particles for the identification of the source regions of dust. In addition it provides an
evidence that Icelandic dust can be transported long range to Svalbard confirming the
importance of High Latitude Dust sources.

Keywords: atmospheric aerosol, Arctic region, loose sediment vs. aerosol samples, X-ray diffraction, scanning
electron microscopy, mineral chemistry, metal oxide particles
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INTRODUCTION

The Arctic is experiencing a dramatic impact of the present
climate change; an effect referred to as the ‘Arctic amplification’
(Serreze and Francis, 2006). The mechanisms of this
phenomenon are not well established, but variations in the
snow- and ice-covered areas, and the resulting albedo changes
seem to play a primary role in the process (Screen and Simmonds,
2010; Serreze and Barry, 2011).

It has been suggested that mineral dust contributes to ‘Arctic
amplification’ (Lambert et al., 2013). Light-absorbing particulate
deposited on snow can reduce surface albedo and enhance the
melting of snow and ice. Mineral dust can also affect the radiative
forcing in the Arctic by scattering and absorbing solar and
thermal radiation (direct effect), and by acting as condensation
nuclei for ice and water droplets (indirect effect).

The primary identified High Latitude sources of dust reaching
the Arctic are Alaska, Canada, Greenland, and Iceland (Bullard
et al., 2016; Groot Zwaaftink et al., 2016; Meinander et al., 2016).
Smaller high-latitude dust sources influencing the Arctic have
been identified in Siberia, Kamchatka, and over the Svalbard
Norwegian archipelago. The Svalbard dust sources comprise
both natural sediments suspended from dry riverbeds and
anthropogenic sources from coal mines, both activated at the end
of the dry summer season (Dörnbrack et al., 2010).

Iceland, with its vast active dust emission areas, strong
winds year round and high frequency of dust days is the most
important and the best-studied high-latitude dust area in the
Northern hemisphere (Arnalds et al., 2016; Bullard et al., 2016).
Iceland is a volcanic province with intense eruptive activity
generating fresh basaltic materials that are subjected to aeolian
and glacial processes in extensive desert areas (Sigmarsson
and Steinthórsson, 2007; Arnalds, 2010). Studies on global and
regional air mass atmospheric circulation reveal a significant
contribution from Iceland in the air masses reaching the Arctic
(Groot Zwaaftink et al., 2016, 2017; Baddock et al., 2017; ; Kylling
et al., 2018; Figure 1). Airborne measurements of Icelandic dust
show a high proportion of submicron particles which are prone
to travel long distances (Dagsson-Waldhauserova et al., 2014,
2016).

Despite these facts, studies assessing the mineralogical and
the geochemical fingerprints of Icelandic dust are rare. Most of
them focus on detritus matrices, both fresh and altered, collected
in the proximity of the volcanic complexes (e.g., Baratoux
et al., 2011). Other papers address the characterization of
long-range transported volcanic ash emitted during the eruptions
(e.g., Óladóttir et al., 2008). Volcanic ash, however, cannot be
considered as dust since it is directly emitted in the atmosphere in
few isolated events instead of being frequently uplifted from the
surface.

This work aims to identify the geochemical and mineralogical
markers of Icelandic dust and to differentiate it from the dust
of local origin deposited at Ny-Ålesund (Svalbard). We have
characterized representative sediment samples from Iceland and
Svalbard and compared them to a set of aerosol samples collected
in Ny-Ålesund in 2011 to check the existence and type of the
mineralogical markers.

BACKGROUND, SAMPLES, AND
METHODS

Geological Setting and Geomorphology
The Brøgger Peninsula
Ny-Ålesund is a Polar research town located on the Brøgger
peninsula in Spitsbergen (Figure 1). The geology of the Brøgger
peninsula (Dallmann, 2015) is characterized by a pile of thrust
sheets of Permo-Carboniferous siliciclastic (sandstones and
conglomerates) to carbonate (limestones and dolostones) rock
formations with alternating shale levels. The thrust sheets overlie
a pre-Devonian basement of low-grade metapelites (mica schists
and phyllites) and marbles with minor gneissic units. In the
Ny-Ålesund area, the stratigraphic sequence continues with
Early Triassic dark shales overlain by a Palaeocenic succession
of conglomerates, sandstones, and shales with exploitable coal
seams.

Glacier retreat around the Kongsfjorden since the early-1900s
has left behind large moraine fields. The loose sediments in the
area of Ny-Ålesund consist of slope deposits, recent moraines,
weathering material, and marine deposits. The deposits are of
different extent and thickness and involve different bedrock
types.

Iceland
Iceland is a volcanic island characterized by basaltic volcanic
activity associated with about 30 active volcanic systems
(Thordarson and Höskuldsson, 2008). Many of the most active
systems are glaciated, such as the Katla, Grímsvötn, and
Bárðarbunga systems. These lead to the formation of hyaloclastis
by the interaction of magma and ice/water (e.g., Jakobsson and
Gudmundsson, 2008), and rivers draining these glaciers are
loaded with sediments made of poorly crystallized basaltic grains
of tholeiitic and transitional alkaline composition (Jakobsson
et al., 2008). The primary dust sources, reviewed by Arnalds
et al. (2016) are often at glacial margins of the most active
volcanoes, such as Dyngjusandur (Bárðarbunga volcanic system),
Mýrdalssandur and Mælifellssandur (Katla volcanic system),
and Skeiðarársandur (Grímsvötn volcanic system). These dust
sources are capable of producing up to 1 M tons of basaltic dust in
single storms under the most extreme conditions (Arnalds et al.,
2014). Pyroxenes, plagioclases, and olivines usually dominate the
mineralogy, however, often poorly crystallized and sometimes
with “pure” volcanic glass (e.g., Jakobsson et al., 2008; Baratoux
et al., 2011).

Loose Sediment Samples
Five samples from the low terraces near Ny-Ålesund, and three
samples from “sandur planes” in Iceland are considered in this
paper. These samples were chosen to represent a strictly local and
a remote well-established dust sources, respectively. They do not,
however, represent all the variety of the dust sources in the two
regions.

The samples from Ny-Ålesund were collected on the outskirts
of the research town in July 2015. Summer is the best period
for sampling due to the best exposure and drier conditions

Frontiers in Earth Science | www.frontiersin.org 2 November 2018 | Volume 6 | Article 18739

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-06-00187 November 1, 2018 Time: 15:12 # 3

Moroni et al. Icelandic Dust Records Upon Ny-Ålesund

FIGURE 1 | Map of average distributions of dust and volcanic ash around Iceland with main dust sources in Iceland. The map is extended from the dust depostion
map by Arnalds et al. (2014) including low dust deposition class from the calculations of Groot Zwaaftink et al. (2017).

of the ground surface after the strong drainage consequent to
deglaciation. The samples are of different origin and nature as
for the geological/stratigraphic features and the mechanisms of
formation/deposition (Table 1).

The samples from Iceland were collected in three different
sites in the southern and the north-eastern part of the island

(Table 1). ICE1 refers to Mælifellssandur dust hot spot in
South Iceland, a 50–60 km2 unstable glaciofluvial highland plain
at 550–650 m elevation. It was collected in 2013. ICE2 is a
sample from Myrdalssandur, active 60 km2 glacio-fluvial lowland
plain under Katla volcano in South Iceland. ICE3 refers to
Dyngjusandur in NE Iceland, the largest and most active of

TABLE 1 | Location of sediment sampling sites by Ny-Ålesund (NyA) and in Iceland (ICE).

Label Latitude Longitude Elevation (asl) Deposit Type

NyA 1 78◦ 55′ 27′ ′ N 11◦ 53′ 46′ ′ E 24 m Short-transported weathering material (gelifluction deposit)

NyA 2 78◦ 54′ 36′ ′ N 11◦ 59′ 50′ ′ E 17 m Short-transported slope deposit/ weathering material

NyA 3 78◦ 54′ 54′ ′ N 12◦ 00′ 30′ ′ E 1 m Fluvial (braided river) deposit

NyA 4 78◦ 54′ 53′ ′ N 11◦ 51′ 58′ ′ E 38 m Glaciofluvial/slope deposit

NyA 5 78◦ 55′ 10′ ′ N 11◦ 50′ 13′ ′ E 19 m Fluvial (braided river) deposit

ICE 1§ 63◦ 48′ 56′ ′ N 19◦ 07′ 27′ ′ W 650 m Glaciofluvial dust hot-spot

ICE 2§ 63◦ 32′ 18′ ′ N 18◦ 42′ 19′ ′ W 96 m Glaciofluvial dust hot-spot

ICE 3§ 64◦ 53′ 29′ ′ N 16◦ 49′ 13′ ′ W 756 m Glaciofluvial dust hot-spot

§All Icelandic samples are recently deposited fine glaciofluvial materials.
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the Icelandic dust sources, providing dust directly to the Arctic
region (Dagsson-Waldhauserova et al., 2013). Dyngjusandur dust
plumes extend several hundred km from the desert (Arnalds,
2010). The active aeolian sandsheet covered an area of 270 km2

with up to 10 m thick sediments (Mountney and Russell, 2004),
but new lava from the Holuhraun eruption in 2014–2015 covered
about 85 km2 of the surface. The sample was collected in 2016.
Samples 1 and 2 originate from the Katla volcanic system,
(transitional alkali basalt and poorly crystalline), sample 3 is from
Dyngjusandur, dominated by the Bárðarbunga volcanic system
(tholeiitic basalt and poorly crystalline, see Baratoux et al., 2011).

The sediments were dry sieved for grain size analysis using a
stack of 11 sieves from 8 to 325 mesh (nominal sieve opening of
0.044, 0.088, 0.105, 0.297, 0.35, 0.50, 1.19, 1.41, 1.68, 2.00, and
2.38 mm). Results of the particle-size analysis revealed a variably
sorted sandy granulometry for the Ny-Ålesund samples and a
silty granulometry for the Iceland samples (Figure 2). Decreasing
granulometry and increasing sorting generally follow the deposit
type of the sediments from slope (low sorting) to fluvial (medium
sorting) and glacio-fluvial (high sorting) sediment types.

After sieving the finest fraction of the sediment was splitted
and passed over a shaking magnetic plate to retain the magnetic
fraction. This latter operation was performed to obtain sediment
enriched in the metal oxide particles.

Dust Emission and Air Mass Transport
Activity
General Trend
The first estimates on dust emission production from Iceland
range from 4 to 40 Mt per year of which about 7% can reach
the high Arctic (>80 N, Arnalds et al., 2014; Groot Zwaaftink
et al., 2017). Severe dust storms produce >300 000 t of dust, while
the most severe wind erosion event reached aeolian transport of
11 t m−1, about 1 million t of material transported during 24 h
(Arnalds et al., 2013, 2014). Long-term dust frequency in Iceland
based on synoptic weather codes resulted in 135 dust days per

FIGURE 2 | Particle size distribution curves for the sediment samples from
Ny-Alesund (NyA) and Iceland (ICE).

year in 1949–2011 with increasing trends in NE Iceland since
1990 (Dagsson-Waldhauserova et al., 2014).

The Arctic dust events from the NE Iceland are typically warm,
occurring during summer/autumn (May–September) under mild
southwesterly winds, while the subarctic dust events from the
S Iceland are mainly cold, occurring during winter/spring
(March–May) and during strong northeasterly winds (Dagsson-
Waldhauserova et al., 2014). About half of the dust events in S
Iceland occurred in winter or at subzero temperatures. The main
dust source for the NE Iceland is Dyngjusandur desert, while
the most active dust sources in the S Iceland are Myrdalssandur,
Landeyjarsandur, Hagavatn, and Maelifellssandur (Arnalds et al.,
2016).

According to the established climatologies of the mean
pressure distribution in the Arctic region (e.g., Liljequist, 1970),
the trajectory climatology for Svalbard shows the North Atlantic
and Eurasia as the main source regions of the air masses from
winter to spring, and the Arctic region over Greenland, the North
Atlantics (including Iceland) and the area surrounding Svalbard
in the following period (Eneroth et al., 2003).

Phenomenologies in 2011
Long-term frequency of dust days in Iceland shows that
the year 2011 was below average in dust days compared to
the period 1949–2011 (Dagsson-Waldhauserova et al., 2014).
Meteorological records of dust emission in 2011 report 21 dust
days in NE Iceland and 69 dust days in the south of the island.
In the northeast of Iceland, dust days occurred mainly in spring
and summer with a peak in June and July. In southern Iceland,
instead, the dust days mostly occurred in spring with highest
numbers in April and May. That is in good accordance with
the general trend obtained in the South Iceland (Prospero et al.,
2012; Dagsson-Waldhauserova et al., 2014; Bullard et al., 2016).
Duration of the dust events was quite different in the two sectors,
namely in NE Iceland, a total of 11 out of 21 events lasted not
about 3 h of the day whereas in S Iceland, a significant part of the
dust events (28 out of 69 dust days) lasted more than half a day.

Results of back-trajectory (BT) analysis identify 23 days in
2011 characterized by air mass circulation passing over Iceland
before reaching Ny-Ålesund. Six days were in winter (January
and March), eight in spring (April), five in late summer (August
to September), and four in winter (November). The winter air
tracks affected the NW side of Iceland for up to 6 h during the
day. The spring tracks passed over the S of Iceland and lasted 6
to 24 h while those in summer lapped the NW and SE coasts of
the island for less than half a day and autumn tracks involved
different sectors over the island and different time spans (6–24 h)
over the day.

Combined evaluation of the dust emission and the BT data
sets revealed April as the most favorable period for Icelandic
dust advection over Svalbard due to the convergence between
maximum frequency of dust events and maximum probability of
air mass circulation over Iceland.

Aerosol Samples
Aerosol samples were collected at the Grüvebadet site, an
Italian research facility located 800 m SW from the Ny-Ålesund
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village. The station has been active since 2009 and is devoted
to the study of the physical and chemical properties of the
Arctic aerosol (Cappelletti et al., 2016). The site is equipped
with a set of sampling devices (i.e., PM10 low and medium-
volume samplers, four-stage and 12-stage impactors with
daily and four-day resolution) operating with various filter
media.

Aerosol samples were collected in the second half of April
2011. In particular, air mass BT analysis revealed an air mass
circulation from North America passing over Iceland on both
April 18 and 26, and circulation from the Arctic/Atlantic ocean
with some part from Greenland and Iceland arriving in Svalbard
on April 22 and 29 (Figure 3). Looking to the BT patterns,
the contribution from Iceland to the dust load is expected to
be high on April 26 when a channeled air flow originating
in the Arctic ocean crossed the North American continent at
high altitude before experiencing a steep descending motion
over Iceland up to the Svalbard archipelago. On the other
hand, the dust contribution from Iceland is expected to be
low on April 18 for the presence of an atmospheric circulation
from the Siberian coasts on that day. A mix of Greenland
and Iceland contributions is expected to occur on April 22
and 29 when two distinct air mass circulations had passed at
low height upon Greenland and Iceland before converging over
Svalbard.

The desert Dyngjusandur in the NE Iceland was actively
producing dust at the end of April 2011 (Table 2) and was
responsible for the significant dust load observed in that period.
The SYNOP codes from the weather station in Grimsstadir
reported dust codes on April 30, but there was a gap in
observations for the previous weeks. There is only one aerosol
station in NE Iceland, which is located in Akureyri and provides
PM10 concentrations. Although Akureyri is not located in the
center of the pathways of dust storms from Dyngjusandur, it has
captured episodes of increased PM10 on 14, 24, 26, and 27 April.
BT analysis from Svalbard suggested that air parcels passing
over NE Iceland on April 14, 24 and 26 reached Ny-Ålesund

on April 18, 26, and 29, respectively. The BTs from Svalbard on
April 22 passed South Iceland on April 18/19 when no dust was
observed in Iceland. Dust was also detected at altitude 2–3 km
above NE Iceland by CALIPSO on April 24/25 2011, shortly after
the backward trajectory was passing Iceland. These are strong
indications that Icelandic dust could have been transported to
Svalbard during these periods.

The aerosol samples were collected 2 m above ground level
using a DEKATI 4-stage (>10, 10–2.5, 2.5–1, <1 µm ranges)
medium volume impactor (flow rate 29 L min−1) operating
with polycarbonate membranes (stages 1 to 3; Ø = 25 mm) and
Teflon filters (stage 4; Ø = 47 mm). A progressive increase of
the temperature characterized the synoptic conditions during
sampling, relative humidity and pressure mean levels due to
the orographically channeled wind. Sporadic to persistent cloud
decks were also recorded at a different height above the ground
level related to local orography and the persistent temperature
inversion in the lower troposphere. A list of the samples with
relevant features and corresponding environmental conditions is
reported in Table 3.

X-Ray Powder Diffraction Spectroscopy
The phase composition of the sediment samples was investigated
by X-ray powder diffraction (XRD) using a PANalytical X’Pert
Pro diffractometer, with the Ni-filtered CuKα radiation (40 kV,
40 mA). The goniometer operated in Bragg-Brentano geometry
and was equipped with an X’Celerator fast detector. Samples
were grinded in an agate mortar and carefully sideloaded onto
a zero-background sample holder. Data were collected in the
3 – 120◦ 2theta range using a 0.017◦ step scan and 100 s counting
time.

Qualitative phase analysis was performed using the ICDD
PDF2 database under the X’Pert Highscore software. The
weight fraction of the amorphous component of the Icelandic
samples was determined by an indirect method using a Rietveld
refinement procedure: a weighed amount of fully crystalline
internal standard (in this case silicon, about 10% w/w) was

FIGURE 3 | Plots of 120 h back trajectories of April 18 (A), 22 (B), 26 (C), and 29 (D), 2011 ending at 1000 m a.g.l. (April 18 and 29) and at 1100 m a.g.l. (April 22
and 26) upon Ny-Ålesund.
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TABLE 2 | Dates of dust days in Iceland and corresponding PM10 concentrations at Akureyri and dust load in Ny-Ålesund.

Date Svalbard sample Trajectory passing Iceland Increased PM10 Akureyri PM10 hourly mean (µgm−3) Ny-Ålesund daily PM10 (µgm−3)

18 April 14 April YES >40 3.77

22 April 18–19 April NO <10 5.65

26 April 24 April YES >70 10.74

29 April 26 April YES >100 n.d.

29 April 27 April morning NO >20

29 April 27 April day YES >40

TABLE 3 | Characteristics (time and duration) and environmental conditions of aerosol sampling.

Date Time/duration (UTC) T (◦C) RH (%) WS (m/s) WD Visibility

18 April 15.20 / 4h −9.0 52 5.0 NW Clear sky

22 April 20.30 / 3h −5.2 63 2.2 NW Clear sky

26 April 16.30 / 4h −0.4 60 0.6 NW Clear sky

29 April 15.50 / 4h −1.2 99 1.6 SE Cloudy

added to the samples, and a quantitative phase analysis, with
the Rietveld method, was performed. The procedure involved
the refinement of scale factors, background, profile parameters,
and if required, also a careful refinement of unit cell parameters,
when little misfits between literature and experimental data were
detected.

The refinement of scale factors per each crystalline phase
allowed to determine the weight fractions of phases, referred to
the crystalline fraction of samples. The knowledge of the added
weight fraction of internal standard allowed to calculate the
weight fractions referred to the whole sample, using the following
equation:

xi,c = xi
xs,w

xs

(
1

1− xs,w

)
where xi,c is the recalculated actual weight fraction of phase
i, xi, and xs are the refined weight fractions of phase i and
the internal standard, respectively, and xs,w is the actual added
weight of the internal standard. The weight fraction, xa, of the
amorphous component was then calculated following the method
by Gualtieri et al. (2006):

xa = 1−
∑

i

xi,c

The patterns used for Rietveld refinements were collected in
the 4 – 80◦ 2theta range using a 0.033◦ step scan and 3000 s
counting time. Rietveld refienements were carried out using the
GSAS software (Larson and von Dreele, 2001).

Scanning Electron Microscopy
Individual particle analyses were performed by scanning electron
microscopy coupled with energy-dispersive X-ray microanalysis
(SEM-EDS). The aerosol samples were prepared by cutting
single portions (∼10 mm × 10 mm) from the central part
of the polycarbonate sampling filters and mounting them on
to SEM aluminum stubs using double-sided carbon tape. The
loose sediment samples were prepared by mounting a small
aliquot of the magnetically separated sediment directly onto the

double-sided carbon tape. Both sample types were finally coated
with a 100–150 Å carbon film to provide electrical conductivity
and prevent charge build-up during the exposure to the electron
beam.

Scanning electron microscopy imaging was performed using
a ZEISS Supra 25 microscope equipped with a field emission
gun and a GEMINI column employed at a variable voltage
(0.5–15 kV) and magnification (500 to 350 000 ×) to distinguish
particle types and textural details. The instrument is also
equipped with an X-ray dispersive spectrometer (QUANTAX
EDS microanalysis system coupled with ESPRIT software for data
treatment). EDS spectra (spot size 5, working distance 8.5 mm)
were collected for 90 s and the elemental composition obtained
after standardless matrix correction provided by the ESPRIT
software. Values lower than 0.1 wt% (SEM detection limit) were
omitted.

Manually selected particles in the digitalized images
underwent image analysis (IA) using the software Image
Tool 3.01 and a set of morphological parameters for each particle
grain was obtained. In particular, we consider the Feret diameter
(FD) and the shape factor (SF). According to Russ (1995),
the FD is the diameter of a circle having the same area as the
object:

FD =

√
4A
π

while the SF is defined as the reciprocal of the roundness:

SF =
P2

4πA

A and P are the area and the perimeter of the geometrical
projection of a particle within the image. FD and SF, thus,
provide a measurement of the mean grain size and the border
complexity of grains, respectively. The analytical precision,
obtained from triplicate measurements of selected particles at

1http://compdent.uthscsa.edu/dig/

Frontiers in Earth Science | www.frontiersin.org 6 November 2018 | Volume 6 | Article 18743

http://compdent.uthscsa.edu/dig/
https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-06-00187 November 1, 2018 Time: 15:12 # 7

Moroni et al. Icelandic Dust Records Upon Ny-Ålesund

different magnification (5000, 10000, and 20000×), is better than
2% for FD and better than 5% for the SF.

RESULTS AND DISCUSSION

Mineral Chemistry and Phase
Composition of the Loose Sediment
Samples
The five samples from Ny-Ålesund (hereafter NyA) contain the
following mineral phases: dolomite, calcite, quartz, albite, and the
sheet silicates vermiculite, muscovite, and clinochlore. NyA1 and
NyA5 contain all the above phases in comparable amounts except
for calcite, which is practically absent in NyA1. NyA2 is mainly
composed of quartz with less albite, clinochlore, muscovite, and
vermiculite and negligible calcite and dolomite amounts. NyA3
contains a minimal amount of calcite while NyA4 is dominated
by quartz, calcite, and dolomite with only a small amount of
muscovite and less clinochlore, albite and vermiculite. A rough
estimate of the phase amounts in the samples based on the relative
intensities of reflections is reported in Table 4.

The sheet silicates show two distinct patterns of composition
related to the amounts of the ferromagnesian and the alkali
elements with respect to the Al amounts (Figure 4). The first
pattern, corresponding to the higher Mg/Al and Fe/Al ratios, can
be ascribed to trioctahedral micas (biotite and phlogopite) and
mica-like minerals (trioctahedral chlorites and Mg-vermiculite)
these latter being enriched in Fe and depleted in Mg in respect
to the reference minerals. This pattern is in good accordance
with the mineralogy and the paragenesis of the underlying rocks
(Dallmann, 2015). The second pattern, corresponding to the
lower Mg/Al and Fe/Al ratios, can be ascribed to dioctahedral
mica (muscovite) and mica-like minerals (mixed-layer illite-
smectite). This pattern is characterized by a positive correlation
between Fe and alkali amounts which suggests higher amounts
of Fe3+ in respect to the Fe2+ amounts (a typical feature
of illite/smectite minerals). Illite-smectite is one of the most
common clay minerals in sedimentary rocks and a prime
component in many soils as a weathering product of basic rocks.

SEM-EDS investigations revealed the presence of monazite,
zircon, apatite, baryte, iron sulfate, Fe, Ti, Cu, and Zn ores
as accessory phases (Figures 5, 6). All these phases are well

within the geological context. In particular monazite and zircon,
two heavy minerals somewhat stable against meteoric and
intrastratal solutions, are compatible with metapelitic schist
basement rocks involved in prolonged fluvial transport (Hodson
and Ferguson, 1999). The same occurs for the metal (Fe, Ti,
Cu, and Zn) ores whereas apatite documents the raising of a
submerged marine shelf area and the development of the coastal
terrace after deglaciation (Cook and Kiaerner, 2008; Ottesen
et al., 2010). Baryte and iron sulfate are related to the coal
formations in which they can originate by syngenetic processes
and by pyrite oxidation, respectively (Michelsen and Khorasani,
1991).

The XRD patterns of the three Icelandic samples (hereafter
ICE) show the presence of plagioclase, pyroxene and a small
amount of magnetite spinel over a bell-shaped background due
to the remarkable presence of an amorphous phase. The Rietveld
refinements provided the following weight fractions of the
amorphous phase: 81% (ICE1), 87% (ICE2), and 79% (ICE3). The
plagioclase has a labradorite-andesine composition; the pyroxene
is an augite whereas magnetite shows a variable composition
within the magnetite-ülvospinel series (Figures 7a–d). Results of
SEM-EDS investigations also revealed the presence of abundant
Fe-Cr-Ni-bearing hyaloclastic fragments (Figures 7e,f). These
results are comparable to the findings for Mælifellssandur
discussed by Dagsson-Waldhauserova et al. (2014), but Baratoux
et al. (2011) separated their Dyngjusandur samples into pyroxene,
plagioclase, olivine, and volcanic glass as the significant four
phases.

Aerosol vs. Sediment Samples
The aerosol samples show a more varied and complex
composition for the five main particle types, namely, silicates,
metal oxides, carbonates, sulfates, and chlorides.

The silicates consist of quartz, feldspar, and sheet minerals.
The sheet minerals show a range of composition from
dioctahedral to trioctahedral micas and mica-like minerals
(muscovite, mixed-layer illite-smectite, biotite, and chlorites;
Figure 8). A large part of the sheet minerals in the aerosol samples
of April 18 and 29 are dioctahedral while the sheet minerals of
April 22 and 26 tend to the trioctahedral type. The composition
of the sheet minerals is within the range of variation of the NyA
samples.

TABLE 4 | Raw estimation of phase amounts in the samples, based on the relative intensities of XRD reflections.

Sample\mineral NyA1 NyA2 NyA3 NyA4 NyA5 ICE1 ICE2 ICE3

Dolomite + + – + + + +++

Calcite + – + + + ++

Quartz + +++ +++ + + + ++ +++ + +++

Vermiculite + ++ +++ + + – + + +

Muscovite + + +++ + + ++++ + + +

Clinochlore + ++ + + – +

Albite + + ++ + ++ + + +

Plagioclase + ++ ++ + ++

Pyroxene + ++ +++ + ++

Magnetite + ++ +++ –

Frontiers in Earth Science | www.frontiersin.org 7 November 2018 | Volume 6 | Article 18744

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-06-00187 November 1, 2018 Time: 15:12 # 8

Moroni et al. Icelandic Dust Records Upon Ny-Ålesund

FIGURE 4 | Chemical composition by SEM-EDS microanalysis of the sheet minerals in the loose sediment samples from Ny-Ålesund (NyA). Analyses of reference
sheet minerals (Srodon et al., 1986; Deer et al., 1992; http://www.webmineral.com) are reported for comparison.

FIGURE 5 | Scanning electron microscopy micrographs and EDS spectra of (a) apatite, (b) monazite, and (c) zircon grains in NyA sediments. The green crosses
mark the spot analysis.

The metal oxide particles are mainly composed of Fe, Ti,
Fe-Cr, Fe-Ti, and Fe-Cr-Ti along with oxygen. The Fe-Cr
particles are typically smooth and angular in shape though
variable in size and contain trace amounts of Si, Al, and Ca
(Figures 9a,b, 10). They are very similar to the glass particles
found in the volcanic sands from Iceland (Figures 7e,f). S and
alkali elements (Na, Mg and K; Figures 9c,d) are frequently
found in these particles, likely the result of internal mixing
with sulfate nanoparticles. The Fe-Ti particles are micrometric

to sub-micrometric particles frequently wrapped by internally
mixed sulfates and chlorides (Figures 9e,f, 10). In the ternary
diagram of Figure 11 the composition of the metal oxides fits
the ranges for magnetite-ülvospinel (Fe2+Fe3+

2O4-Fe2+
2TiO4)

and magnetite-chromite (Fe2+Fe3+
2O4-Fe2+Cr2O4) spinels, or

is compatible with ilmenite (FeTiO3) and rutile (TiO2). While
the spinel facies is typical of the Icelandic sediments, ilmenite and
rutile are found in the sediments from Ny-Ålesund. The Fe and
the Fe-Cr-Ti particles are mostly submicron in size and show a
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FIGURE 6 | Scanning electron microscopy micrographs and EDS spectra of (a) baryte, (b) Cu-Zn ore, and (c) Fe-Ti oxide grains in NyA sediments. The green
crosses mark the spot analysis.

FIGURE 7 | Scanning electron microscopy micrographs and EDS spectra of representative phases of ICE sediments: (a) rock fragment containing augite
clinopyroxene (b), magnetite-ülvospinel (c) and andesine-labradorite plagioclase (d); (e,f) Fe-Cr-Ni-bearing hyaloclastic fragments. The green crosses mark the spot
analysis.

wide range of variation in shape while the Ti particles are typically
submicrometric and roundish in shape (Figure 10).

Amongst the other particle types, the carbonates are
represented by calcite and dolomite while the sulfates and
chlorides consist of gypsum, alkali sulfate, and sodium chloride.

These minerals are fine (mean diameter < 2.5 µm) to coarse
grained (mean diameter > 2.5 µm), the carbonates do generally
exhibit a rounded shape while the sulfates and chlorides are
generally idiomorphic. The carbonates are very similar in size and
shape to those found in the NyA sediments.
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FIGURE 8 | Chemical composition by SEM-EDS microanalysis of the sheet
minerals in the aerosol samples compared to the composition of NyA
sediments and reference minerals.

Dust Sources
The dust sources under consideration are, indeed, very different.
Iceland is characterized by volcanic desert terrains dominated by
aeolian processes while Svalbard islands host a core metamorphic
basement and a sedimentary cover subjected to glacial and
alluvial fan transport and deposition. The mineralogical
association and particle size distribution of the sediments reflect
such a different origin. In particular, augite clinopyroxene,
plagioclase, magnetite, and volcanic glass fragments are

distinguishing phases of the Icelandic sediments while the
mineralogical associations quartz-muscovite-chlorite-albite and
calcite-dolomite are characteristic features of the low-grade
metamorphic complexes and the sedimentary terrains in
Svalbard. The Icelandic materials are well sorted by the intense
action of the wind; the poor sorting of the sediments from
Ny-Ålesund reflects the influence of glacial to alluvial transport
on the origin and evolution of the sediments. It is clear that
the Icelandic facies is very typical as a member of the tholeiitic
magmatic series whereas the mineralogical association found
at Ny-Ålesund has not the same diagnostic value because
the constituent minerals are all somewhat common in many
geological contexts and, thus, they cannot be univocally
associated with the local metamorphic origins. The nature of
the sheet minerals cannot be employed, at least at this level, to
make any distinction between the source regions for the lack
of diagnostic/significant amounts of the sheet minerals in the
Icelandic aeolian sediments and soils in general (Arnalds, 2015).

When considering the aerosols in respect to the loose sediment
samples the metal oxide particles turn out to be a main marker
of the Icelandic terrains. In particular, the presence of metal
bearing glass particles points to a provenance from a volcanic
instead of a plutonic tholeiitic complex (e.g., the Skaergaard
ultramafic plutonic complex in Greenland; McBirney, 1996). This
fact opens up the possibility to discriminate the contributions
from Iceland and Greenland when both sites are potential
source regions of dust. That is the case of the aerosol samples
collected on April 22 and April 29 for which BT analysis
revealed a possible contribution from both eastern Greenland
and Iceland.

FIGURE 9 | Scanning electron microscopy micrographs and EDS spectra of (a,b) a Fe-Cr bearing hyaloclastic fragment, (c,d) a Fe-Cr bearing fragment internally
mixed with alkaline sulfate, and (e,f) aTi-Fe bearing metal oxide particle externally mixed with alkaline sulfate, sodium chloride and silicate minerals. The green
crosses mark the spot analysis.
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FIGURE 10 | Plot of the Feret diameter (FD) vs. the shape factor (SF) of
aerosol and sediment samples.

FIGURE 11 | Ternary diagram Ti-Cr-Fe of the chemical composition of the
metal oxide particles in the aerosol samples. Data from SEM-EDS
microanalysis. The composition of NyA and ICE sediments and of reference
mineral are also reported for comparison. The composition of rutile fits the
right corner of the triangle.

The glass phase and its relative abundance in the dust can
indicate a provenance from different localities in Iceland. In
particular, the glass enrichment in our samples suggests that
the dust may have been raised in the air from formations of
volcanic sands remarkably enriched in hyaloclastites such as the
Dyngjusandur deposits in Northeast Central Iceland (Baratoux
et al., 2011).

The chemical composition of the metal oxide particles is a
further discriminative parameter of the provenance of dust. In
fact, the metal oxide particles of April 22, 26 and, partly, of April
29 are very similar to the metal oxide ICE particles whereas the
sample of April 18 has a more variable composition due to the
presence of distinct Fe-Ti-Cr-bearing particles and aggregates.
In this latter case, in particular, the lower Fe and higher Cr

relative amounts along with the small size and higher grain
boundary complexity in respect to the other particles suggest
some influence of anthropogenic sources (e.g., Liu et al., 2018).
Such a distinction can be ascribed to the variability of the source
region of dust as is the case of the sample of April 18 for which the
results of the BT analysis revealed a provenance from the Siberian
coasts and only a minor contribution from Iceland. This further
supports the reliability of the geochemical characterization of the
metal oxide particles for the identification of the source regions
of dust.

The glass particles are generally quite large, elongated and
irregular shaped. The same results were found in samples from
suspended Icelandic dust (Dagsson-Waldhauserova et al., 2014,
2015). This suggests a possible influence of the shape in favoring
the uplift of the hyaloclastic volcanic sands due to local baric
fields. Other phases in the loose Icelandic sediments, such as
plagioclase and augite, show a similar shape. Thus, it is also
important to consider the shape, specific weight and the size of
the particle types. The specific weight, ρs, of the glass particles is
extremely variable depending on porosity and weathering (Wolff-
Boenisch et al., 2004; Franzson et al., 2010). The variable shape
and density along with the much higher abundance of glass
compared to the other phases in the Icelandic dust (Dagsson-
Waldhauserova et al., 2014) can explain the presence and the
abundance of the glass phase in the aerosol samples.

The size of the glass particles can be related to the dust
plume formation and wind motion. According to Dagsson-
Waldhauserova et al. (2014), dust plumes originating in Iceland
show two maxima of the particle number concentration in the
size range 0.3–0.337 µm and 1.5–5 µm in diameter during the
dust peaks. The aerosol sample of April 26, which contains dust
emitted during a storm in Iceland, reflects this condition with
the relatively larger grain size of the particles (Figures 9e, 10) in
respect to the other samples.

The small dust particles are easily transported by the air
masses after uplifting from ground level and are prone to remain
suspended due to their small size before deposition on the
ground. This is the case of the aerosol sample of April 29 which
contains a minimal number of metal oxide particles despite its
likely derivation from a dust storm in Iceland. In a previous
paper (Moroni et al., 2015) we have shown the remarkable
presence on that day of metal oxide particles a few hundred
meters from the ground giving rise to a layered aerosol structure

TABLE 5 | Dust load estimates for April 2011.

Date PM10

(µgm−3)
Average 7 + 7
days (µgm−3)

Average 15 + 15
days (µgm−3)

Moving perc50
(µgm−3)

14 2.1 neg. neg. neg.

15 2.6 neg. neg. neg.

22 5.7 1.6 1.6 1.8

23 4.4 0.4 0.3 0.6

25 3.7 neg. neg. neg.

26 10.7 6.5 6.7 6.9

27 3.2 neg. neg. neg.

30 2.4 neg. neg. neg.
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due to local convective conditions. It is, thus, likely that the
aerosol particles, once approaching the receptor, be entrapped
in the lower troposphere and reach the ground at a variable rate
depending on the local synopsis.

Dust Load Estimates
Having established the existence and the recognizability of the
Icelandic dust contribution in the aerosol a further step can
be to establish the extent of this contribution. Although the
quantification of the Icelandic dust contribution is beyond the
scope of this paper we have estimated the Icelandic dust load from
the PM10 using the following approach.

For the days identified as belonging to Icelandic dust episodes,
the daily net Icelandic dust load has been obtained by subtracting
the background value to the PM10 value recorded on that day. To
calculate the background concentration during the days affected
by Icelandic contributions, two different statistical indicators
have been used, i.e., the average value of a time series and the
moving percentile 50. The average value has been calculated from
the PM10 values registered 7 (and 15) days before and 7 (and
15) days after the intrusion (excluding dust days). The moving
percentile 50 has been calculated for the PM10 concentrations
registered during 15 days before and 15 days after the dust day
(excluding dust days).

We have performed these calculations on the 2011 dust days
for which the PM10 concentrations are available. The dust load
values obtained (Table 5) are negative in all the samples except
for those of April 22, 23, and 26. The dust load values of these
samples obtained using different procedures of calculation are
quite similar though very different from one sample to the other.
Such a disparity confirms our previous observations on the
different extent of the Icelandic contribution in different days.

Compared to the PM10 mass concentration registered from
April to September 2011 the extent of the Icelandic mass
contribution results about 2% of the total mass, and turns to
about 7% in April. This means that the Icelandic contribution to
the aerosol at Ny-Ålesund, though small to moderate in the long
term, cannot be neglected especially during spring.

CONCLUSION

In this paper, we have evaluated the possibility of identifying the
provenance of aerosols reaching the Arctic region at Ny-Ålesund

based on the phase composition and the mineral chemistry of
dust compared to reference sediment samples.

Comparison between local and Icelandic sediments reveals
the metal oxide glass particles as the most representative
and distinguishing mineralogical/phase markers for Iceland
dust sources. In particular, we have considered the magnetite-
chromite and the magnetite-ulvospinel associations as marker
facies of the tholeiitic magmatic series and the presence of
volcanic glass as a further indicator of provenance from Iceland
rather than from tholeiitic plutonic districts such as Skaergaard,
Greenland. However, the question remains about the actual
origin of tholeiitic aerosols from Greenland both due to the
lack of useful comparison samples and due to the lack of
information on the presence of exposed soil/rock surfaces
free from snow during spring (late April). The results of
this preliminary study confirm that metal oxide particles are
useful markers of sources and geographic provenance, provided
that geochemical/morphochemical database of representative
particle populations from different sources/source areas, both
local/regional and long-range, is available.

This study provides an evidence that significant amounts of
Icelandic dust can be transported long range to Svalbard showing
the importance and the impact of High Latitude Dust sources.
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We discuss remote terrestrial influences on boundary layer air over the Southern
Ocean and Antarctica, and the mechanisms by which they arise, using atmospheric
radon observations as a proxy. Our primary motivation was to enhance the scientific
community’s ability to understand and quantify the potential effects of pollution, nutrient
or pollen transport from distant land masses to these remote, sparsely instrumented
regions. Seasonal radon characteristics are discussed at 6 stations (Macquarie Island,
King Sejong, Neumayer, Dumont d’Urville, Jang Bogo and Dome Concordia) using
1–4 years of continuous observations. Context is provided for differences observed
between these sites by Southern Ocean radon transects between 45 and 67◦S made by
the Research Vessel Investigator. Synoptic transport of continental air within the marine
boundary layer (MBL) dominated radon seasonal cycles in the mid-Southern Ocean
site (Macquarie Island). MBL synoptic transport, tropospheric injection, and Antarctic
outflow all contributed to the seasonal cycle at the sub-Antarctic site (King Sejong).
Tropospheric subsidence and injection events delivered terrestrially influenced air to
the Southern Ocean MBL in the vicinity of the circumpolar trough (or “Polar Front”).
Katabatic outflow events from Antarctica were observed to modify trace gas and aerosol
characteristics of the MBL 100–200 km off the coast. Radon seasonal cycles at coastal
Antarctic sites were dominated by a combination of local radon sources in summer and
subsidence of terrestrially influenced tropospheric air, whereas those on the Antarctic
Plateau were primarily controlled by tropospheric subsidence. Separate characterization
of long-term marine and katabatic flow air masses at Dumont d’Urville revealed monthly
mean differences in summer of up to 5 ppbv in ozone and 0.3 ng m−3 in gaseous
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elemental mercury. These differences were largely attributed to chemical processes on
the Antarctic Plateau. A comparison of our observations with some Antarctic radon
simulations by global climate models over the past two decades indicated that: (i) some
models overestimate synoptic transport to Antarctica in the MBL, (ii) the seasonality of
the Antarctic ice sheet needs to be better represented in models, (iii) coastal Antarctic
radon sources need to be taken into account, and (iv) the underestimation of radon in
subsiding tropospheric air needs to be investigated.

Keywords: radon, Southern Ocean, Antarctica, atmospheric transport, MBL, troposphere, ozone, mercury

INTRODUCTION

The Southern Hemisphere is currently home to only around
10% of the global population, and non-Antarctic land masses
cover less than 14% of its surface. These factors, combined
with the vast extent of the Southern Ocean and efficient wet
deposition removal within the circumpolar trough, have so
far ensured that Antarctica has remained one of the most
pristine places on earth. However, the presence of artificial
radioactivity following weapons testing (Koide et al., 1979),
the Antarctic ozone hole (Solomon, 1999), and ice core trace
gas analyses (Etheridge et al., 1996), constitute some of the
irrefutable evidence that anthropogenic influences have impacted
this region for many decades. Still, the relatively pristine
Antarctic atmosphere provides a rare opportunity to explore
an approximation of pre-industrial conditions, and its seasonal
meteorological extremes also provide unique opportunities to
explore a range of surface and atmospheric chemical processes
(Crawford et al., 2001; Davis et al., 2001; Eisele et al., 2008; Jones
et al., 2008; Preunkert et al., 2008; Slusher et al., 2010; Angot et al.,
2016c; Legrand et al., 2016).

The crucial role Antarctica plays in global atmospheric and
oceanic circulation is well established, as is the importance of
the expansive Southern Ocean to global climate, atmospheric
composition, and marine life everywhere (Bromwich et al., 1993;
Nicol et al., 2000; Gille, 2002; Manno et al., 2007; Sandrini et al.,
2007; Stavert et al., 2018). Recent investigations have also shown
that Antarctica’s ice sheets, which provide a valuable window
through which to view the past (Jouzel et al., 2007; Brook and
Buizert, 2018), and hold around 70% of the world’s fresh water
(Fox et al., 1994), are particularly susceptible to the influences
of climate change (Turner et al., 2006; DeConto and Pollard,
2016; Rintoul et al., 2018). Consequently, methods to improve the
understanding of transport pathways of terrestrially influenced
air masses (potentially containing pollutants, nutrients, pollen,
etc.) to these remote and changing regions is of multidisciplinary
interest (e.g., Jickells et al., 2005).

While some pollutants and trace atmospheric constituents
found in Antarctic and sub-Antarctic regions are generated
locally (via shipping, research bases, wildlife, volcanic activity
and photochemical processes; Jones et al., 2008; Shirsat and
Graf, 2009; Graf et al., 2010; Bargagli, 2016), the balance of
these species are attributable to remote sources, primarily of
terrestrial origin. Remotely sourced trace gasses and aerosols
travel to Antarctica and the remote Southern Ocean by one of

two pathways (Polian et al., 1986; Krinner et al., 2010; Chambers
et al., 2014, 2017): directly, as a result of synoptic transport
within the marine boundary layer (MBL), or indirectly, as a result
of subsiding or intruding tropospheric air that has experienced
recent continental influences (e.g., through deep convection or
frontal uplift; e.g., Belikov et al., 2013).

While some terrestrial emissions travel great distances to reach
Antarctica (e.g., from the Northern Hemisphere; Mahowald
et al., 1999; Li et al., 2008), the majority of such material is
typically of Southern Hemispheric origin (e.g., Albani et al.,
2012), traveling over timescales and pathways that can be
elucidated by measurements of the radioactive terrestrial tracer
Radon-222 (radon). Having a short half-life (3.82 days) and
an almost exclusively terrestrial source function, this noble gas
provides an unambiguous means of characterizing the degree
of recent terrestrial influence on air masses. In recent decades
improvements in radon measurement technology have enabled
routine detection down to concentrations of 5 – 40 mBq m−3

(e.g., Whittlestone and Zahorowski, 1998; Levin et al., 2002;
Chambers et al., 2014, 2016; Williams and Chambers, 2016;
Chambers and Sheppard, 2017). With detectors of this kind it
is possible to track the movement of terrestrially influenced air
masses over oceans (or in the troposphere) for up to 3 weeks.

Over the past four decades there has been a gradually
expanding international network of continuous atmospheric
radon monitors throughout Antarctica and the Southern Ocean.
The resulting datasets have been highly valuable for “baseline”
(hemispheric background) studies (e.g., Brunke et al., 2004;
Zahorowski et al., 2013; Chambers et al., 2016), transport and
mixing studies (Tositti et al., 2002; Pereira et al., 2006; Weller
et al., 2014; Chambers et al., 2014, 2017), and as a tool for the
evaluation of numerical model performance (e.g., Dentener et al.,
1999; Law et al., 2010; van Noije et al., 2014; Locatelli et al., 2015).

Furthermore, an experimental meteorological technique was
recently developed by Chambers et al. (2017) by which Antarctic
air masses could be broadly separated into oceanic, coastal
or katabatic fetch categories. Since many Antarctic research
bases are in coastal locations, and free-tropospheric, Antarctic
Plateau, coastal, and marine air masses have quite distinct
properties, the ability to interpret atmospheric observations
relies heavily on an ability to reliably identify air mass fetch.
While simulated back trajectories have often been employed in
this regard (e.g., Markle et al., 2012; Angot et al., 2016b), a
dearth of supporting observations, the complex topography, and
highly stable atmospheric conditions, pose significant sources of
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simulation error in this region. Combining high quality radon
observations (a proxy for terrestrial influence) with experimental
fetch analyses techniques, stands to add yet another dimension to
interpretations of Antarctic atmospheric observations.

The main aims of this study are: to summarize a collection
of long-term radon observations in Antarctica and the remote
southern ocean (some of which are still ongoing), to introduce
Southern Ocean radon observations from the mobile platform
RV Investigator, and to demonstrate the insight provided by such
observations to transport processes in these remote regions (with
particular emphasis on the circumpolar trough and Antarctic
coast). As brief examples of the potential value to be added to
Antarctic atmospheric research by the datasets and techniques
described in this study, we also show some selected results from
investigations of aerosols (cloud condensation nuclei), carbon
dioxide, ozone and gaseous elemental mercury (GEM, Hg0).
More detailed investigation of these species is beyond the scope
of this study and will be the subject of future investigations.

MATERIALS AND METHODS

Radon: A Proxy for Recent Terrestrial
Influence on an Air Mass
Radon-222 (radon) is a gaseous decay product of Uranium-
238. Its immediate parent, Radium-226, is ubiquitous in soils
and rocks. Radon is a noble gas, poorly soluble, and radioactive
(t0.5 = 3.82 days), so it does not accumulate in the atmosphere on
greater than synoptic timescales. Its average source function from
unfrozen terrestrial surfaces is relatively well constrained (0.7 –
1.2 atoms cm−2 s−1, Zhang et al., 2011; 1.0–1.25 atoms cm−2

s−1, Griffiths et al., 2010; 0.4–1.0 atoms cm−2 s−1, Karstens et al.,
2015), and 2–3 orders of magnitude greater than that from the
open ocean (Schery and Huang, 2004). Furthermore, on regional
scales radon’s terrestrial source function is not significantly
affected by human activity. This combination of physical
characteristics enables air masses that have been in contact with
terrestrial surfaces to be tracked over the ocean, or within the
troposphere, for 2–3 weeks. Consequently, radon observations
constitute a convenient, economical, and unambiguous indicator
of recent terrestrial influence on air masses. Since the majority
of anthropogenic gaseous and aerosol pollutants are also of
terrestrial origin, high-quality radon observations serve as a
proxy for the ‘pollution potential’ of air masses in remote regions.

The radon concentration of air masses that have been in long-
term equilibrium with the Southern Ocean is typically 30–50
mBq m−3 (e.g., Zahorowski et al., 2013; Chambers et al., 2016;
Crawford et al., 2018). Consequently, key requirements of radon
detectors deployed in such remote locations are: a detection
limit of ≤50 mBq m−3, stable absolute calibrations, and low
maintenance.

Radon campaigns of varying duration and temporal resolution
were conducted in and around Antarctica between 1960 and 1990
(see reviews by Polian et al., 1986; Ui et al., 1998; Chambers et al.,
2014). In recent decades, however, the availability of continuous,
long-term, high-quality radon observations at Southern Ocean
and Antarctic stations has been slowly improving (e.g., Tositti

et al., 2002; Pereira et al., 2004; Brunke et al., 2004; Zahorowski
et al., 2013; Chambers et al., 2014, 2017; Weller et al.,
2014). Detection methods have included electrostatic deposition
(Pereira and da Silva, 1989; Ui et al., 1998; Tositti et al., 2002),
static single-filter detectors (Levin et al., 2002), and two-filter
detectors (Chambers et al., 2014). Stations presently contributing
to the Southern Ocean network of radon detectors include: Cape
Grim (CG), Baring Head (BH), Cape Point (CP), Macquarie
Island (MI), Jang Bogo (JBS), King Sejong (KSG), and Neumayer
(NM) (Figure 1).

Sites and Equipment
This article summarizes radon and auxiliary observations (e.g.,
meteorology, trace gasses and aerosols) from four of the long-
term ongoing monitoring stations in the Southern Ocean
network (MI, KSG, NM, and JBS), as well as Dumont d’Urville
(DDU), Dome Concordia (DC), and selected observations from
the Research Vessel Investigator (Table 1). Brief mention is also
made of previously published observations from Mawson Base
(Chambers et al., 2014). All reported times are local station
times. For RV Investigator and MI observations the standard
Southern Hemisphere seasonal convention has been adopted. For
the Antarctic bases “summer” refers to the period November
through February, “winter” the period April through September;
March and October are considered transitional months.

The RV Investigator’s radon detector was installed in
September 2014 in the Aerosol Sampling Laboratory at the bow of
the vessel, immediately below the sampling mast on the foredeck.
Sample air is drawn at 65–75 L min−1 from a goose-neck inlet
at 15 m above the foredeck (around 20–22 m above sea level,
a.s.l.) through 25 mm HDPE agricultural pipe. A coarse aerosol
filter, dehumidifier and water trap are installed upstream of the
detector, to protect the detector’s primary filter and internal
components. Calibrations are performed on either a campaign or
quasi-monthly basis by injecting radon from a PYLON Radon-
222 source (20.62 ± 4% kBq 226Ra, delivering 2.598 Bq min−1

222Rn)1 for 6 h at a flow rate of ∼100 cc min−1, and the
instrumental background is checked either on a campaign basis
or every 3 months. Details of other atmospheric observations
aboard the RV Investigator are given in Protat et al. (2016).

Macquarie Island is small (34× 5 km), and is situated roughly
midway between Australia and Antarctica (Figure 1). Radon
and meteorological observations are made at the “Clean Air
Laboratory” on an isthmus at the northern end of the island
(∼54.5◦S; Figure 1, inset 2). The MI radon detector was installed
in March 2011, but technical problems delayed the start of the
sampling program until March 2013. Sample air is drawn at
∼45 L m−1 from an inlet ∼5 m above ground level (a.g.l.) on
a 10 m mast. The detector is calibrated monthly using a similar
source to the RV Investigator (19.58 ± 4% kBq 226Ra) injecting
for 6 h at a flow rate of∼170 cc min−1. Instrumental background
checks are performed quarterly by stopping the internal and
external flow loop blowers for 24 h. Further information about
MI observations can be found in Brechtel et al. (1998) and Stavert
et al. (2018).

1https://pylonelectronics-radon.com/
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FIGURE 1 | Southern Ocean radon detector network: two-filter detectors (blue), single-filter detectors (red). RV Investigator cruise track (January 2015 to June 2017)
shown in orange. Inset 1 shows RV Investigator maneuvers for sea floor mapping (January–February 2017), and includes the February 2017 sea ice extent based on
the 20% concentration contour from passive microwave satellite data (Peng et al., 2013; Meier et al., 2017). Ice sheet elevation contours are from ETOPO1 (Amante
and Eakins, 2009). Inset 2 shows location of Macquarie Island monitoring station with coastline data from Natural Earth and, for the Macquarie Island inset, the
Australian Antarctic Division (2005).

A similar protocol is followed for the two-filter detectors
at KSG and JBS. For details the reader is referred to existing
publications (Chambers et al., 2014, 2017). Further details about
the regions surrounding KSG and JBS are given in Evangelista
and Pereira (2002) and Tositti et al. (2002).

Radon observations at NM, DDU, and DC were all made using
single-filter (“by progeny”) Heidelberg Radon Monitors (HRM,
Levin et al., 2002). The current system providing 3-hourly radon
observations at Neumayer Station has been in place since 1995.

Specific details about the site as well as the setup and operation
of the Neumayer HRM and other observations are provided
in Weller et al. (2014). Specifically regarding the NM radon
sampling inlet, ambient air is first sucked through 3 m of 200 mm
electro-polished stainless steel at 8.8 m s−1, then through 2.8 m of
50 mm electro-polished stainless steel tube at 2 m s−1, and finally
through∼50 cm of 6 mm stainless steel tube at 21 m s−1.

At DDU the HRM was setup in laboratory “Labo 3” (e.g.,
Preunkert et al., 2012) in which other long-term atmospheric
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TABLE 1 | Sites, detection method, time periods, and responsible organizations
for observations discussed in this study.

Station/Platform Period of
observations

Radon detector, responsible
organizations and lower
limit of detection

RV Investigator
(ongoing)

January-2015 to
June-2017

700L two-filter detector;
Australian Marine National
Facility, CSIRO, ANSTO; LLD
40 mBq m−3

Macquarie Island
(ongoing)

March-2013 to
December-2016

700L two-filter detector;
Australian Antarctic Division
(AAD), CSIRO, ANSTO; LLD
40 mBq m−3

King Sejong (ongoing) February-2013 to
December-2016

1500L two-filter detector;
Korea Polar Research Institute
(KOPRI), ANSTO; LLD 25 mBq
m−3

Jang Bogo (ongoing) January-2016 to
December-2017

1200L two-filter detector;
KOPRI, ANSTO; LLD 30 mBq
m−3

Neumayer (ongoing) January-2010 to
December-2011

Static single-filter detector;
Alfred Wegener Institute for
Polar and Marine Research,
University of Heidelberg (Institut
für Umweltphysik); LLD 20 mBq
m−3

Dumont d’Urville
(terminated)

January-2006 to
December-2008

Static single-filter detector;
University Grenoble Alpes
(CNRS), University of
Heidelberg (Institut für
Umweltphysik); LLD 60 mBq
m−3

Dome Concordia
(terminated)

January-2010 to
March-2011

Static single-filter detector;
University Grenoble Alpes
(CNRS), University of
Heidelberg (Institut für
Umweltphysik); LLD 60 mBq
m−3

Mawson (terminated) January-1999 to
August-2000

1500L two-filter detector;
Australian Antarctic Division
(AAD), ANSTO; LLD ∼50 mBq
m−3

measurements such as ozone (Legrand et al., 2009, 2016), sulfur
species (Preunkert et al., 2008), gaseous elemental mercury
(GEM, 2012–2015; Angot et al., 2016c; Sprovieri et al., 2016),
other aerosols and reactive gasses are also conducted. The radon
measurement resolution was hourly and sampling was more
direct than at NM, simply through ∼4 m of 6 mm diameter
Teflon tubing from 2 m a.g.l. In all other respects the HRM and its
operation were as for NM. The DC HRM was situated in the main
building of the station. The device was also set to sample hourly,
through ∼4 m of 6 mm diameter Teflon tubing, but at a height
of 17 m a.g.l., and run in parallel to long-term measurements
of aerosols, SO2 (Legrand et al., 2017a,b) and ozone (Legrand
et al., 2009, 2016) as well as GEM (Angot et al., 2016b). In
all other respects, the HRM instrument and operation were as
for NM.

Specifically regarding the two-filter detectors, both the 700 and
1500 L models have a response time of ∼45 min (which can

be corrected for in post-processing; Griffiths et al., 2016), and
their response to even very low radon concentrations (<100 mBq
m−3) is linear. Their lower limits of detection (LLD; i.e., the
concentration at which the detector’s counting error reaches 30%)
are ∼25 mBq m−3 and ∼40 mBq m−3, for the 1500 and 700 L
models, respectively. Their measurement error is typically 12–
14% for concentrations of 100 mBq m−3 (Chambers et al., 2014;
Schmithüsen et al., 2017). This uncertainty is contributed to
by the counting error, the coefficient of variability of monthly
calibrations, and the calibration source uncertainty. The counting
error’s contribution reduces with increasing radon concentration
and, when sampling from a consistent fetch, the detector’s
measurement error reduces as ∼N−1/2 for N samples. For the
purposes of this study the half-hourly raw counts from each
detector were integrated to hourly values before calibration
to activity concentrations (mBq m−3), thereby reducing the
counting error by a factor of

√
2.

The two-filter method detects radon by zinc sulfide alpha
scintillation, which does not distinguish between alpha particles
of different energies, so a ∼5 min delay volume is incorporated
within every detector’s inlet line to allow the short-lived radon
isotope (220Rn, thoron, t0.5 = 56 s) to decay to less than 0.5%
of its ambient values before sample air enters the detector.
Radon concentrations provided by some “direct” methods (e.g.,
two-filter detectors or electrostatic deposition detectors; Pereira
and da Silva, 1989; Wada et al., 2010; Grossi et al., 2012)
are not adversely influenced by high ambient humidity or
changing aerosol loading conditions, proximity to local sources,
atmospheric stability or fetch conditions. In a possible exception
to this however, under low humidity conditions (i.e., 0–20%;
common during Antarctic winters when cold ambient air is
brought to detector temperature), the two-filter method can
theoretically report concentrations up to 10% below ambient
values due to a reduction in diffusivity, and consequent lower
filtration efficiency, of the unattached progeny formed inside
the detector (Griffiths et al., 2016). However, this effect is
counteracted by reduced losses in the delay tank of the detector,
and no significant evidence of a reduced detector sensitivity to
radon concentrations was found based on 2 years of monthly
calibrations of the Antarctic two-filter detectors over relative
humidity values between 5 and 45%.

Specifically regarding the HRMs (single filter detectors), a
correction factor of 1.11 has been applied to observations from
all three sites to better harmonize their radon concentrations
with the two-filter detector observations (as recommended by
Schmithüsen et al., 2017). The radon disequilibrium correction
discussed by Schmithüsen et al. (2017) is not required for the
NM or DC observations due to the lack of significant local radon
sources. Similarly, under oceanic fetch conditions at DDU no
disequilibrium correction is required. For DDU observations
under other fetch conditions a disequilibrium factor of 0.85–
0.9 would be applicable to radon contributions from local fetch
regions. However, since the relative contributions of local and
remote radon sources to DDU observations under other fetch
conditions are uncertain, no disequilibrium factor was applied to
results presented. Although a large fraction of the hourly DDU
and DC radon observations were below the LLD reported in
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Table 1, the uncertainty of monthly mean/median values, and
diurnal composites by season, reduces as ∼N−1/2 for N hourly
samples. Finally, as noted by Levin et al. (2017), “tube loss”
of ambient radon progeny can reduce HRM radon estimates,
particularly under very low ambient radon concentrations as is
typical of the Antarctic atmosphere. We were unable to accurately
characterize the magnitude of this influence on the NM, DDU
and DC radon observations, but it is believed to have contributed
in part to reported mean radon concentrations 10–15 mBq m−3

lower than those of the two-filter detectors under similar fetch
conditions.

RESULTS

The Southern Ocean in Cross-Section
During the initial 2.5 years that radon was measured aboard the
RV Investigator the vessel completed five full crossings of the
Southern Ocean between the latitudes 45◦S and 67◦S, including
a month of maneuvres near the Antarctic coast to the east
of Casey Station for sea floor mapping (Figure 1). Since all
transects were conducted in months between January and April
they are representative of warmer conditions for this region. To
demonstrate the utility of radon as a tracer of recent terrestrial
influence, and provide a late-summer cross-section “snapshot” of
potentially polluted air masses within the Southern Ocean’s MBL,
we prepared a composite of mean radon concentrations within
0.2◦ latitude bins (Figure 2A). This figure constitutes a significant
improvement to transects reported by Polian et al. (1986) at
2–3 degree resolution, or the daily ship-based measurements
reported by Taguchi et al. (2013), and provides context for
measurements at the fixed sites discussed in the following
sections.

Between 49–51◦S and 62–64◦S average radon concentrations
were close to 50 mBq m−3, indicative of minimal terrestrial
influence within the past 2–3 weeks (i.e., marine “baseline”
values, with radon in equilibrium with the Southern Ocean
surface; Crawford et al., 2018 and references therein). By
comparison, near the middle of this composite transect
(i.e., 53–56◦S) an enhancement of 30–40 mBq m−3 above
baseline conditions was observed. Some previous studies have
hypothesized that enhanced radon in the mid-Southern Ocean
is entirely attributable to a wind-speed induced increase
in the oceanic radon flux (e.g., Schery and Huang, 2004;
Zahorowski et al., 2013). However, more recent evidence
from an initial comparative baseline analyses of Cape Grim
(Tasmania) and Macquarie Island air masses (Williams et al.,
2017), suggests this radon enhancement is largely attributable
to vestigial terrestrial influences on mid-Southern Ocean air
masses. A detailed evaluation of this hypothesis will be the
subject of a separate investigation. Notable similarities between
Figure 2A and earlier transects reported by Polian et al. (1986)
include higher concentrations around 60◦S and at the Antarctic
coast, with a local minimum in concentration around 63–
64◦S.

Several examples of isolated radon excursions from otherwise
background conditions are evident in Figure 2A (e.g., at 46.5,

52.5, and 56.5◦S). Back trajectories (HYSPLIT v4.0, Draxler and
Rolph, 2003; using GDAS wind fields) indicated that contributing
events were attributable to low-level (MBL) synoptic transport
from Australia or New Zealand (e.g., Figure 3).

The corresponding Southern Ocean CO2 transect (Figure 2B)
shows enhancements associated with each of the three synoptic
transport events identified in the radon record. Of equal interest,
however, is the structure evident in the composite CO2 transect
that is not associated with recent terrestrial influence (e.g.,
Stavert et al., 2018). This demonstrates the utility of high-
quality shipborne radon observations in helping to isolate
CO2 contributions arising from oceanic processes, terrestrial
influences in excess of 3-weeks old or shipping exhaust.

A broad region of enhancement in both radon and CO2 is
evident between 59 and 61◦S. Back trajectories corresponding
to the largest of these events (not shown) were not associated
with synoptic MBL transport events, but were found to have
recently descended from above the MBL. A mechanism for
such transport events, postulated by Humphries et al. (2016),
is terrestrially influenced free tropospheric air subsiding or
intruding into the MBL in the vicinity of the circumpolar trough
(“Polar Front”). This may provide further insight to high particle
concentration events observed previously in the region (e.g.,
Humphries et al., 2015, 2016). Decay-correcting the observed
radon concentrations based on modeled tropospheric transport
times may provide a means of constraining the magnitude
of the original terrestrial influence on the tropospheric air
mass.

The last pronounced feature of Figure 2A is a “ramping” of
radon concentration between 64 and 67◦S (over ∼350 km). This
increasing terrestrial influence on MBL air masses approaching
the Antarctic coast in summer-autumn is attributable to two
separate influences: a local Antarctic radon contribution from
coastal exposed rocks (Evangelista and Pereira, 2002; Taguchi
et al., 2013; Burton-Johnson et al., 2016; Chambers et al., 2017),
and a remote terrestrial contribution within the outflow of
tropospheric air masses that are descending over the Antarctic
continent (Polian et al., 1986; Chambers et al., 2014, 2017). The
fact that there is a step increase in CO2 within this same zone
indicates that the outflow of subsiding tropospheric air is a large
contributing factor, as the CO2 increase likely represents air
that has not been in recent contact with the oceanic CO2 sink
(Stavert et al., 2018). The ramping of radon concentrations may
be partially a result of radioactive decay, indicating that the net
northward movement of these outflowing air masses is quite slow
(as expected of the strong easterly flow south of the circumpolar
trough).

Seasonality of Terrestrial Influence in the
Mid-Southern Ocean
Despite the isolation of MI (2000 km from mainland Australia,
1500 km from Tasmania, 1000 km from New Zealand), high
radon concentrations (1500–3000 mBq m−3) were observed
on average 4 times a year. Based on the conditions necessary
to measure a significant (≥200 mBq m−3) local influence,
i.e., a wind sector of 180–270◦ (Figure 1, inset 2) and wind

Frontiers in Earth Science | www.frontiersin.org 6 November 2018 | Volume 6 | Article 19056

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-06-00190 November 7, 2018 Time: 16:29 # 7

Chambers et al. Atmospheric Transport Pathways to Antarctica

FIGURE 2 | 5-track composite of (A) radon, and (B) carbon dioxide, concentrations (0.2◦ latitude bin means) between 45 and 67◦S of Southern Ocean MBL.
Whiskers represent ± 1σ. Approximate location of Macquarie Island is marked.

FIGURE 3 | Back trajectories, (A) x-y and (B) x-z projections, associated with a mid-Southern Ocean radon enhancement event originating from south eastern
Australia observed by the RV Investigator. Typical height range of the mid-Southern Ocean marine boundary layer inversion indicated.

speeds < 10 m s−1, less than 0.5% of events > 200 mBq
m−3 in Figure 4A could be attributed to local island
influences. When compared to radon in air masses leaving

mainland Australia (50th – 75th percentile events 2000–
4000 mBq m−3; Zahorowski et al., 2013), this indicates
that it is possible for terrestrially influenced air masses
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FIGURE 4 | (A) Hourly, and (B,C) monthly distributions of radon concentrations at Macquarie Island based on a 4-year (2013–2016) composite of hourly
observations. Refer to key for distribution box-plot details.

to travel far into the Southern Ocean without substantial
dilution.

Monthly means and distributions of radon (Figures 4B,C)
indicated a pronounced seasonal cycle characterized by a winter
maximum and summer minimum. This cycle is thought to be
largely attributable to the seasonal migration (north in winter,
south in summer) of the surface divergence zone between the
Hadley and Ferrel Cells (the “Subtropical ridge”), the average
position of which is ∼30◦S (see Figure 5 of Doering and Saey,
2014; Williams et al., 2017). Back trajectories calculated by
Williams et al. (2017) indicated that even the seasonal cycle
in the 10th percentile values is caused by vestigial continental
influences.

To investigate possible wind speed influences on mid-
Southern Ocean radon concentrations we calculated monthly
wind speed distributions (not shown). The seasonal cycle,
characterized by a broad March–October maximum

(monthly median wind speeds of 10.3–11.3 m s−1) and
November–February minimum (monthly median wind speeds
8.8–10.3 m s−1), had a low amplitude and did not match well
with the seasonal radon cycle. Clearly, the seasonality of wind
speed at this site is not the dominant influence on the seasonality
in MBL radon concentrations.

Mean summer-autumn radon in the RV Investigator
data at 54.5◦S (Figure 2A) was 90–100 mBq m−3. This
agrees well with the January–April monthly mean MI
radon concentrations (Figure 4A). Agreement of mean
concentrations within ∼10 mBq m−3 (i.e., ∼10%) between
independently calibrated two-filter detectors provides confidence
in comparisons drawn between other two-filter detectors
in the Southern Ocean Network. Further confidence in
the absolute radon concentrations reported by the RV
Investigator is given by the estimate of 50 mBq m−3 for
MBL air masses in the 49–51◦S region of the Southern
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Ocean, as also reported by the independently operated
5000 L radon detector (LLD < 10 mBq m−3) at Cape Grim
Station, Tasmania (Williams et al., 2017; Crawford et al.,
2018).

It has already been demonstrated (Figure 2A) that minimum
MBL radon concentrations in summer-autumn are higher toward
the middle of the Southern Ocean than around 49 or 63◦S.
In addition, Figure 4C demonstrates that the magnitude of
this enhanced terrestrial influence in the Southern Ocean varies
seasonally, and is largest in winter.

Approaching the Antarctic Coast
In late summer 2017 (20-January to 25-February) the RV
Investigator conducted a sea floor mapping exercise 200 –
400 km east of Casey Station, between about 50 and 150 km
off the Antarctic coast (Figure 1, inset 1). Periods of
considerable variability in trace atmospheric constituents and
cloud condensation nuclei (CCN; TSI CPC Model 3776, size
range > 3nm) were observed during this voyage. We investigate
here whether they could be attributed to similar processes as the
free-tropospheric particle events observed near the circumpolar
trough (“Polar Front”) by Humphries et al. (2015, 2016).

This far offshore, little diurnal variability in MBL depth or
radon concentration was expected given the ocean’s heat capacity,
and the fact that the open ocean is a weak radon source without
a diurnal cycle (Schery and Huang, 2004; Zahorowski et al.,
2013), respectively. Over the course of the 37-day mission,
however, amplitudes of the radon diurnal cycle varied from 0 to
50 mBq m−3 (Table 2). The amplitudes reported in Table 2 were
calculated as the difference between 5-h means centered on the
daily maximum and minimum hourly values.

On some days the diurnal cycle was characterized by
a daytime maximum and on others a nocturnal maximum
(Table 2; Figure 5A). While the magnitudes of these diurnal
cycles are 2–3 orders of magnitude lower than typically
found at inland terrestrial sites (e.g., Chambers et al., 2015),
the absolute accuracy of the two-filter detectors (<12% on
a 1-h count for Rn > 100 mBq m−3; see Sites and
Equipment), nevertheless provides confidence in the observed
differences discussed below. Specifically, the uncertainty on
each diurnal cycle amplitude (DU) is twice the uncertainty of
the daily maximum or minimum estimate ( 12%

√
5
= 5.4%); i.e.,

DU = 2(5.4%) = 10.8% ≈ 14 mBq m−3. While this level of
uncertainty can’t guarantee clear distinction between type 2
and 3 events in Table 2, it is sufficient to distinguish type 1
and type 4 events, and each of these events from either type
2 or 3.

Type 1 days were characterized by daytime radon around
140 mBq m−3 (Figure 5A), wind directions from the southeast
(Figure 5B; along the local coastline, Figure 1 inset 1),
relatively consistent wind speeds (Figure 5C), and no
pronounced diurnal cycle in CCN (Figure 5D). In this case
the radon diurnal cycle amplitude (RnAMP = 25 mBq m−3)
is likely attributable to changes in the coastal radon source
function related to the diurnal freeze-thaw cycle, and this
coastal air mixing to the local MBL (e.g., Bromwich et al.,

TABLE 2 | Daily summary of MBL radon concentration characteristics observed
from the RV Investigator between 20-January and 25-February 2017.

Type Diurnal radon amplitude
(RnAMP)

# days Description

1 8 – 50 mBq m−3 18 Daytime maximum

2 0 – 4 mBq m−3 9 No significant cycle

3 7 – 12 mBq m−3 5 Nocturnal maximum (weak
katabatic outflow)

4 30 – 50 mBq m−3 5 Nocturnal maximum (strong
katabatic outflow)

1993). The January mean daily maximum and minimum
coastal temperatures at Casey were +2.3 and −2.5◦C,
respectively.

Type 2 days had no consistent radon diurnal cycle and
wind directions that changed from southerly to south-easterly,
consistent with the passage of cyclonic synoptic systems. On
overcast summer days coastal air temperatures typically peaked
between −2 to 0◦C, leading to less of a change in the coastal
radon source function. Indeed, diurnal mean radon on these days
was similar to the nocturnal concentrations for Type 1 days.
The diurnal course of CCN on Type 2 days seemed to closely
correspond to diurnal changes in wind speed and direction
(oceanic fetch is more recent for south easterly air masses),
indicating that salt spray was likely a dominant component of
these aerosols.

Type 4 days were characterized by RnAMP = 46 mBq
m−3, with a late morning minimum (Figure 5A). Until
shortly after midnight the wind direction was roughly parallel
to the coast and wind speeds were decreasing. From 0100
to 0200 h wind direction swung round to the south and
southwest, almost perpendicular to the local coastline, and
wind speeds increased by ∼3 m s−1. During this period, CCN
increased to values higher than observed under the windiest
conditions of Type 2 days, indicating that their origin is
unlikely to relate to sea spray. Type 3 days shared many
characteristics with Type 4 days, but to a lesser degree (reduced
morning radon minimum, smaller and delayed morning peak in
CCN).

In Figure 6 we investigate Type 4 days in more detail.
Radon variability in the offshore flow (0400–1100 h) was lower
than for periods of alongshore flow (Figure 6A). Air masses
associated with offshore flow were also drier (Figure 6B). Ozone
concentrations from 0400 to 1100 h were higher and less variable,
and an increase was observed in all supersaturation ranges (0.25 –
1.05%) of CCN. The combination of timing, wind direction
and air mass humidity suggest these morning events on Type
4 days are associated with katabatic outflow from the Antarctic
mainland.

Since air within Antarctic katabatic flow events originates
in the free-troposphere (Nylen et al., 2004), and crosses the
coast at right angles (rather than traveling along or obliquely
to it), there is a reduced opportunity for fetch across exposed
rock, thereby reducing the average radon enhancement above
“background” levels (30–50 mBq m−3) during outflow events.

Frontiers in Earth Science | www.frontiersin.org 9 November 2018 | Volume 6 | Article 19059

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-06-00190 November 7, 2018 Time: 16:29 # 10

Chambers et al. Atmospheric Transport Pathways to Antarctica

FIGURE 5 | Diurnal composite (A) radon (means), (B) wind direction (medians), (C) wind speed (means), and (D) CCN (means across all supersaturation ranges; see
Figure 6D), as observed from the RV Investigator for each day type described in Table 2. Time axis shifted to focus on the nocturnal period.

Having originated from the free-troposphere, these air masses
also start out considerably drier than MBL air masses, and with
higher ozone content. With their origin in mind, the observed
increase in CCN of these recently tropospheric air masses is
likely attributable to sulfate influences in the free-troposphere
(Humphries et al., 2016; Obryk et al., 2018). In these regions the
sulfate could be of anthropogenic, marine or volcanic origin (Graf
et al., 2010). Related to these observations, Jaenickle et al. (1992)
also reported an increase of CCN in subsiding tropospheric
air at Neumayer station. As expected, back trajectories (not
shown) confirmed that the free-tropospheric contributions to
MBL air between 0400 and 1100 h on the outflow days
of this study did not derive from the same tropospheric
injection processes as those described by Humphries et al.
(2016).

Five strong katabatic events in 37 days (Table 2), a relative
frequency of ∼14%, is very similar to the 12% event frequency
of pronounced katabatic flow in summer at Jang Bogo station

reported by Chambers et al. (2017). The timing of the peak
outflow was delayed by about 3 h compared to that of coastal
events reported by Chambers et al. (2017), but this can be
attributed to travel time based on the vessel’s distance from shore
and the observed mean wind speeds of 8–9 m s−1.

The relatively weak contrasts in radon and humidity between
katabatic outflow and MBL air masses shown in Figures 6A–C
compared to the results of Chambers et al. (2017) and Section
“Continental Antarctica” below indicate that considerable mixing
(or ocean-atmosphere exchange) of the outflow air mass
has occurred in transit to the RV Investigator. While this
mixing prevents the reliable characterisation of tropospheric
air in the outflow events in the way that can be achieved
at coastal Antarctic sites (see Continental Antarctica), our
findings clearly demonstrate that shipborne aerosol and trace
gas measurements near the Antarctic coast should separately
treat katabatic outflow days, or consider diurnal sampling
windows, since the characteristics of recently tropospheric
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FIGURE 6 | Diurnal composites of (A) radon, (B) % volume of water, (C) ozone, and (D) CCN (cm−3) within supersaturation ranges 0.25 – 1.05%, based on 5 days
of katabatic outflow conditions. Whiskers represent hourly ± 1σ for the 5 days composite.

outflow air masses (i.e., potentially containing remote terrestrial
influences) will not be representative of local conditions and
may temporarily modify local ocean-atmosphere exchange
processes.

Continental Antarctica
Coastal Sub-Antarctic (King Sejong Station: 62.2◦S)
King Sejong Station is among the northernmost of the Antarctic
bases (Figure 1), being about 500 km further north than most
of the Antarctic coastline. Since the station is well removed from
the topographic influences of the East Antarctic ice sheet, which
reaches elevations above 4000 m a.s.l., of the Antarctic bases in
this study KSG is best suited for year-round characterisation of
marine baseline air masses of the remote Southern Ocean. In
addition, the tip of the Antarctic Peninsula is also closer than
any other part of continental Antarctica to another Southern
Hemisphere continent (South America), so it also provides

unique opportunities to observe the influence of recent direct
transport of natural and anthropogenic terrestrial emissions to
the frozen continent (e.g., Pereira, 1990; Pereira et al., 2004;
Chambers et al., 2014).

Peak KSG radon concentrations (1500–2000 mBq m−3;
Figure 7A) were lower than at MI, despite KSG being closer to
South America than MI is to Australia. This is attributable to the
combination of limited land fetch across South America (Pereira,
1990; Chambers et al., 2014), and high soil moistures in southern
Chile.

Summer median KSG radon concentrations were 50–55 mBq
m−3 (Figures 7B,C), similar to the minimum 0.2◦ latitude
bin mean values reported for this zone by the RV Investigator
(Figure 2A), but lower than the corresponding MI values (75–
80 mBq m−3; Figure 4C). This difference provides further
independent confirmation of the small mid-Southern Ocean
radon enhancement observed in the RV Investigator composite
transect (Figure 2A). It should be noted here that, due to the
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FIGURE 7 | (A) Hourly, and (B,C) monthly distributions of KSG radon concentrations between 2013 and 2016. Refer to key for distribution box-plot details.

station’s location (see Chambers et al., 2014), many KSG air
masses with extensive oceanic fetch have to traverse at least
∼2 km of King George Island before reaching the site. Based on
typical radon fluxes, mixing depths and wind speeds reported in
Chambers et al. (2014), this terrestrial influence could enhance
oceanic fetch radon concentrations by 5–10 mBq m−3.

The KSG radon seasonal cycle (Figures 7B,C) was quite
distinct from that at MI. While minimum values were observed
at both sites between November and January, peak values at
KSG were bimodal, occurring in March-May and September–
October. The latitude of KSG is close to the mean location
of the circumpolar trough (convergence zone between the
Ferrel and Polar Cells). Consequently, the seasonal migration
of the circumpolar trough results in KSG switching between
the influence of mid-latitude westerlies and Polar easterlies. In
the non-summer months the synoptic cyclone track within the
circumpolar trough is well located to bring air masses from the tip

of South America to the station (Pereira et al., 2006 and references
therein; Chambers et al., 2014).

Coastal Antarctica
Dumont d’Urville (66.7◦S)
Two of the RV Investigator transects summarized in Section “The
Southern Ocean in Cross-Section” approached the Antarctic
coast near Dumont d’Urville (Figure 1). Inland from DDU
the elevation reaches 2000 m a.s.l. within 200 km, before
continuing up to >4000 m a.s.l. at the highest point of the
Antarctic Plateau. Consequently, DDU is ideally situated to
separately characterize long-term Southern Oceanic MBL air
masses, as well as tropospheric air that has recently subsided
over the Antarctic Plateau and comes down as katabatic flow
events.

Peak DDU radon concentrations (180 – 275 mBq m−3;
Figure 8) were an order of magnitude less than MI or KSG values,
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FIGURE 8 | (A) Hourly, and (B,C) monthly distributions of DDU radon concentrations between 2006 and 2009. Refer to key for distribution box-plot details.

presumably because the nearest upwind non-frozen terrestrial
fetch is 2500 – 3000 km away. However, the seasonal DDU
radon cycle reported here (18 – 61 mBq m−3, based on monthly
means), was also less than that reported by Polian et al. (1986)
for DDU (25 – 65 mBq m−3), and less than the seasonal cycle
at Mawson (67.5◦S) (30 – 130 mBq m−3; Chambers et al., 2014).
Furthermore, Ui et al. (1998) reported spring-summer daily mean
radon concentrations at the coastal station of Syowa (69◦S)
between 150 and 270 mBq m−3. Potential factors contributing
to this discrepancy have been discussed in Section “Sites and
Equipment.”

Similar to MI, the seasonal DDU radon cycle was unimodal,
although peak concentrations occurred in mid-summer
(Figure 8). Three factors are thought to have contributed to
the summer increase in DDU radon concentrations: (i) the
southward shift of the circumpolar trough permits passing
cyclonic weather systems to bring air containing vestigial
terrestrial influences from deeper within the Southern Ocean

MBL directly to DDU; (ii) a greater amount of exposed rock
and shallow coastal water at this time gives rise to an increased
local radon flux from land and ocean; and (iii) tropospheric air
descending over Antarctica in summer typically has experienced
more recent terrestrial influence than corresponding winter air
masses.

To further investigate these possible influences we employed
a recently developed technique to separate air masses of different
fetch at coastal East Antarctic sites (see Section 3.5 of Chambers
et al., 2017). Here, the multi-year dataset was analyzed in
24-h blocks (defined from 1400 h to 1300 h the following
day), each of which were assigned a category of “katabatic,”
“local” or “oceanic” based on the mean 2-week high-pass
filtered absolute humidity within an 8-h window (0000–0700 h)
typically associated with katabatic flow. Days with the lowest
20% absolute humidity over this 8-h window are most likely to
have experienced katabatic flow events. Days with the highest
20% absolute humidity over this 8-h window have experienced
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FIGURE 9 | Diurnal composite (A,B) radon, and (C) ozone distributions, for days containing periods of katabatic, coastal and oceanic fetch at DDU, based on
absolute humidity in the window 0000–0700 h (see text and plot key for details); (D) comparison of monthly mean ozone in katabatic and MBL air masses, at DDU
based on observations from 2006 and 2008.

the most consistent oceanic fetch (i.e., arrived at the site
most directly from the ocean). All remaining days (60% of
the observations) were placed in the “coastal fetch” category
(Figures 9A,B). Since the technique relies upon a measure
of absolute humidity to assess fetch categories, as opposed to
wind speed and direction or other meteorological quantities,
it is capable of distinguishing between downslope flow that is
truly katabatic, and downslope flow that has been synoptically
forced.

While results are presented here as full diurnal composites
(0000 – 2300 h), the fetch analysis described above only strictly
applies to the 0000–0700 h diurnal window, which has been
marked with a bold line on each plot. Across the edges of the
24-h compositing window (i.e., between and close to the hours
1300–1400 h), discontinuities can arise due to edge effects of
the compositing process (e.g., Figure 9C). Wind direction for
oceanic fetch within the 8-h window was 110–120◦ and changed
to 140–150◦ under katabatic conditions.

The highest mean DDU radon concentrations in
summer (45–50 mBq m−3) occurred under oceanic fetch
conditions (Figure 7A, RHS), consistent with expected
radon concentrations for air in equilibrium with the
Southern Ocean surface (30–50 mBq m−3; Zahorowski
et al., 2013; Chambers et al., 2016). Outlier values of 90 –
265 mBq m−3 for these events indicate that oceanic air
masses occasionally exhibit a vestigial terrestrial influence,
likely attributable to long-range synoptic transport within
the MBL (though possibly also related to subsidence
near the circumpolar trough, see The Southern Ocean in
Cross-Section).

On summer days, when coastal fetch prevailed in the
0000–0700 h diurnal window, mean radon concentrations
were slightly lower (40–45 mBq m−3; Figure 9A, center),
despite median values for oceanic and coastal events being
almost identical. The reduced skewness of coastal events (90th
percentile concentrations of 75–90 mBq m−3 compared with
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FIGURE 10 | Diurnal composite (A) wind speed, (B) gaseous elemental mercury, and (C) ultraviolet radiation, at DDU (January-2012 to May-2015).

95–100 mBq m−3 for oceanic events), is consistent with coastal
events receiving low radon contributions from small, local coastal
sources as discussed by Evangelista and Pereira (2002) and
Chambers et al. (2014, 2017).

The lowest mean DDU radon concentrations in summer
(24–29 mBq m−3) were associated with katabatic drainage
events (from the free-troposphere/Antarctic Plateau). Unlike
boundary layer air masses, free-tropospheric air masses have
had an opportunity to be removed from all radon sources
(terrestrial or oceanic) for a period of time, enabling them to
achieve radon concentrations below even the 30–50 mBq m−3

associated with clean marine air. However, 10% of katabatic
flow events (the marked outliers in Figure 9A, LHS) had
radon concentrations between 55 and 165 mBq m−3, suggesting
terrestrial influence within the past 2–3 weeks (ignoring dilution
within the troposphere). Vertical profiles near DDU reported
by Polian et al. (1986) also indicated an increase in radon
concentrations from∼15 mBq m−3 near the surface to∼80 mBq
m−3 between 2000 and 3000 m a.s.l., which is near the elevation
of genesis for katabatic flow.

In summer there is∼600 m of partially-exposed (∼50%) rock
and soil to the south (inland) of DDU station (Preunkert et al.,
2012). At speeds typical of katabatic flow (6–12 m s−1, gusting
to 23 m s−1), even assuming a large radon flux (20 mBq m−2

s−1), and shallow mixing depths for these wind speeds (∼100 m),
it is very unlikely that this fetch could contribute more than 10–
15 mBq m−3 to the observed concentrations in the katabatic flow.
Consequently, the bulk of the signal must arise from terrestrial
influences within the tropospheric air.

Contrary to the summer results, the highest mean DDU radon
concentrations in winter (Figure 9B) were in the katabatic flow
events (18–21 mBq m−3; 27% lower than corresponding summer
events). Peak concentrations of the winter katabatic events were
35–80 mBq m−3, indicating a summer-winter reduction in
terrestrial influence on tropospheric air over DDU of almost a

factor of two. Median winter radon concentrations of coastal
and oceanic events were the same (∼16 mBq m−3), although
mean values of the events coming most directly from the ocean
were around 10% higher. The lower concentrations for coastal
events are likely attributable to a greater air mass fetch time
over ice, from which no radon is emitted, rather than open
ocean, as previously mentioned by Weller et al. (2014) for radon
observations at Neumayer Station. Based on baseline radon
concentrations of 30–50 mBq m−3, and the 3.8-day radon half-
life, winter “oceanic” DDU air masses have likely spent 4–6 days
traveling over ice.

To demonstrate the ability of this technique to separately
characterize dominant fetch regions of coastal Antarctic air
masses, we briefly investigate some other DDU trace atmospheric
constituents. Figure 9C compares diurnal composite summer
ozone concentrations for katabatic, coastal fetch, and oceanic
fetch days. Within the 8-h analysis window mean summer ozone
concentrations were highest in katabatic flow (from the Antarctic
Plateau) and lowest under oceanic fetch conditions.

The diurnal cycle of ozone at DDU was largest for days that
experienced morning katabatic flow events (Figure 9C). The
amplitude of this cycle was 2 (3) ppb based on hourly means
(medians). These days typically experienced high radiation levels
(e.g., Figure 10C) and lower mean wind speeds when averaged
over the entire diurnal cycle. The ozone cycle was characterized
by a mid-afternoon minimum and an early morning maximum
at the time of peak katabatic flow, as evident in Figure 10A
(black filled circles). Conversely, no consistent diurnal cycle was
evident under oceanic fetch conditions (excluding the edge effect
of the diurnal compositing procedure in the early afternoon).
On coastal fetch days the amplitude of the diurnal ozone cycle
was smaller, with the morning peak occurring a few hours later
(Figure 9C, middle). Based on back trajectory fetch analyses
Legrand et al. (2016) also found that ozone concentrations of air
masses arriving at DDU in summer from the Antarctic interior
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FIGURE 11 | (A) Three-hourly, and (B,C) monthly distributions of NM radon concentrations for 2010 and 2011. Refer to key for distribution box-plot details.

were higher than those of oceanic air masses, in some cases by up
to 10 ppbv.

We calculated the daily mean ozone concentrations each
month (using only observations within the 8-h analysis window)
for katabatic flow and oceanic fetch events and prepared a 3-year
composite (Figure 9D). In the summer months (November–
February) we found that air descending from the Antarctic
Plateau in katabatic flow events had monthly mean ozone
concentrations around 5 ppb higher than oceanic air masses. The
difference was much lower for the remainder of the year, but
the tropospheric concentrations were always higher than those
of oceanic air masses.

We processed a separate set of GEM observations at DDU
(January-2012 to May-2015) in the same way to separate katabatic
flow and oceanic fetch events (Figure 10). Mindful of possible
temperature or UV-related GEM production in the coastal
Antarctic environment (Angot et al., 2016c; Bargagli, 2016), we

looked at the difference between summer mercury concentrations
of katabatic flow and oceanic fetch events when UV levels were
lowest (2300–0300 h; Figure 10C). We found that the katabatic
flow was depleted around 0.3 ng m−3 in GEM compared to
long-term oceanic air masses. This difference is of the same sign,
but larger in magnitude, than that initially reported by Angot
et al. (2016b) based on a back trajectory method of katabatic
flow event identification. Based on estimated values of GEM in
the Antarctic free troposphere of 0.9–1.0 ng m−3 [see Antarctic
Plateau (Dome Concordia: 75◦S, 3,233 m a.s.l.); and Song et al.,
2018], the recently free-tropospheric katabatic flow events must
have incorporated a large amount of air from the Antarctic
Plateau where nocturnal GEM concentrations in summer are
relatively depleted [Antarctic Plateau (Dome Concordia: 75◦S,
3,233m a.s.l.); and Angot et al., 2016c].

The higher GEM concentrations in oceanic air at DDU are
consistent with a combination of natural (including oceanic,

Frontiers in Earth Science | www.frontiersin.org 16 November 2018 | Volume 6 | Article 19066

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-06-00190 November 7, 2018 Time: 16:29 # 17

Chambers et al. Atmospheric Transport Pathways to Antarctica

FIGURE 12 | (A,B) Comparison of summer and winter diurnal composite radon distributions for katabatic, coastal and oceanic fetch, and (C,D) diurnal composite
summer temperature and absolute humidity values for katabatic, coastal and oceanic fetch at NM in 2010 and 2011. Refer to key for distribution box-plot details.

especially in summer and fall) and anthropogenic sources of this
long-lived (∼1 year residence time; Bargagli, 2016) gas. However,
our estimated summertime oceanic GEM concentrations at
DDU of ∼0.86 ng m−3 were slightly lower than summer
concentrations reported at Troll Station (235 km inland of
the Antarctic coast; 0.9 – 1.1 ng m−3), or at Italian Antarctic
Station, Terra Nova Bay (74◦41′S; 164◦07′E) (0.9 ± 0.3 ng
m−3) (Sprovieri et al., 2002, 2010; Dommergue et al., 2010),
or Amsterdam Island (∼1.0 ng m−3) (Angot et al., 2014;
Slemr et al., 2015; Sprovieri et al., 2016), consistent with
observations at Cape Grim (Tasmania) and Singleton (NSW)
(Slemr et al., 2015; Howard et al., 2017), but higher than
reported by Kuss et al. (2011) for the southern Atlantic Ocean
(0.72 ng m−3).

Neumayer (70.6◦S)
Neumayer differs from most coastal Antarctic stations in that,
instead of being built on rock, the station sits on the Ekström
Ice Shelf, away from potential local sources of radon. Peak
3-hourly radon concentrations at Neumayer (110 – 155 mBq
m−3; Figure 11A) were lower even than observed at DDU.

While tempting to attribute these events to transport from South
America, Weller et al. (2014) found little evidence for this.
Rather, trajectory analyses often traced the origins of these events
to the Antarctic interior. Ui et al. (1998) also reported high
radon at Syowa station associated with southerly winds (from
the Antarctic interior) and lower wind speeds (characteristic
of anticyclonic conditions), but attributed this – we believe
incorrectly – to unidentified local sources.

As for KSG the NM seasonal radon cycle was bimodal, but
with peak concentrations in February and November, and a
pronounced mid-winter minimum (Figures 11B,C). Related to
these observations, a strong seasonal cycle in CCN at NM has also
been reported by Weller et al. (2011), characterized by a winter
minimum and broad bi-modal maximum between September
and April, peaking in March. Interestingly, the seasonal cycle of
CCN at South Pole (considered to be attributable to largescale
atmospheric transport processes in the free-troposphere; Samson
et al., 1990), shares many features with the NM radon record
(Figure 11C); including winter minimum, spring increase,
reduced values in December and peak values in February through
March.
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Mean radon during katabatic outflow (27–30 mBq m−3) was
higher than for oceanic fetch (20–22 mBq m−3) (Figure 12A),
indicating more remote terrestrial influence in the Antarctic
troposphere over NM than in the MBL air masses. Evidence of
the katabatic nature of the events bringing the most recently
tropospheric air to NM is given in the temperature and humidity
plots of Figures 12C,D. Temperature and absolute humidity
are extremely low for summer conditions during the suspected
katabatic flow events, consistent with air originating in the
free troposphere and passing over the Antarctic Plateau. Thus,
most of the high radon events at NM are attributable to the
subsidence of tropospheric air that has experienced recent (<3-
week) terrestrial influence.

In contrast to DDU, coastal air masses at NM have a lower
mean radon concentration than the katabatic events. This is likely
attributable to a smaller amount of exposed rock in the vicinity of
NM (Weller et al., 2014). Also in contrast to DDU, oceanic air
masses at NM have a lower mean radon concentration than those
of katabatic air masses. This is attributable to a combination of
more sea ice near NM (Weller et al., 2014; Legrand et al., 2016),
and a reduced opportunity for significant recent terrestrial fetch
for NM air masses.

The most extreme cases of recent terrestrial influence in
the troposphere over Neumayer (55 – 90 mBq m−3) were
considerably less than observed over DDU (55 – 170 mBq m−3).
By contrast, the modeling studies of Li et al. (2008) and Albani
et al. (2012) indicated a greater terrestrial influence in the free
troposphere over NM than DDU. Clearly, further investigation is
warranted of simulated terrestrial influence in Antarctica and the
remote Southern Ocean (see also Discussion).

Outlier radon concentrations (45 – 90 mBq m−3) on days
dominated by coastal fetch conditions indicate that coastal
exposed-rock radon sources (“local” as in Antarctic, but remote
from the station) can also influence observations at this site,
but far less than at DDU. For days dominated by coastal fetch
conditions a weak diurnal cycle (amplitude < 5 mBq m−3)
was evident, but this was not significant given the variability of
observations. No consistent radon diurnal cycle was observed
on days that experienced morning katabatic flow events or
predominantly oceanic fetch conditions (Figure 12A).

In summer, when sea ice extent is minimized, median radon
concentrations for the most direct oceanic fetch conditions at
coastal Antarctic sites should approximate the value for air
masses in equilibrium with the Southern Ocean (i.e., 30–50 mBq
m−3). At KSG, accounting for local fetch over King George
Island [see Coastal Sub-Antarctic (King Sejong Station: 62.2◦S)],
median oceanic fetch radon concentrations in summer were
45–50 mBq m−3.

At DDU (Figure 7A) and NM (Figure 10A) median summer
oceanic radon concentrations were 30–33 and 19–21 mBq m−3,
respectively. The difference in median oceanic fetch radon
concentrations between DDU and NM is believed to be largely
attributable to sea ice in the vicinity of NM, some of which
can still be present in summer. The 5–10 mBq m−3 difference
between radon concentrations of oceanic air masses at DDU and
those typical of the deep Southern Ocean MBL, on the other
hand, might be attributable to tube loss of the sampled radon

progeny (Levin et al., 2017). Given the short sample tube lengths
at DDU, NM, and DC (see Sites and Equipment), this effect
would not usually be significant, however, tube losses increase for
radon concentrations < 1 Bq m−3, and at low ambient aerosol
concentrations (when there can be a large unattached fraction
of radon progeny; Levin et al., 2017). While tube loss effects
at these sites have not yet been investigated, the possibility of
a small (∼10–15 mBq m−3), possibly concentration-dependent,
underestimation of radon concentrations by the HRMs in these
extreme environments should be taken into consideration when
interpreting reported free-tropospheric terrestrial influences (see
also Sites and Equipment).

In winter there was little evidence of significant vestigial
terrestrial influence in the free troposphere over NM (Figure 12B;
LHS). Most of the larger winter radon events appeared to
originate from coastal fetch events, including four events between
100 and 135 mBq m−3 that were not shown on Figure 12B to
prevent compressing the scale of the plot. Mean radon for all
winter air masses was well below the 30–50 mBq m−3 expected
for oceanic air, which Weller et al. (2014) attributed to the
extensive ice coverage in the region cutting off even the oceanic
radon flux. Further evidence in support of this claim is that the
mean concentration of radon in air masses coming most directly
from the ocean in winter are slightly (∼8%) larger than air that
has meandered around the Antarctic coastal regions.

Coastal/Interior (Jang Bogo, Terra Nova Bay: 75◦S)
Jang Bogo (Chambers et al., 2017; and this study) and nearby
Mario Zucchelli (Tositti et al., 2002), stations in Terra Nova
Bay, are unique among all long-term Antarctic radon monitoring
stations in their seasonal radon characteristics for two reasons:
the amount of observed radon, and its source regions. Peak
radon concentrations at these bases (3000 – 5500 mBq m−3; e.g.,
Figure 13A) are higher than observed at any other Antarctic Base,
in some cases by more than an order of magnitude. Furthermore,
as described by Tositti et al. (2002) and Chambers et al. (2017),
the majority of this radon is from local Antarctic sources.

North and south of Terra Nova Bay, along the foothills of
the Transantarctic Mountains, there is a substantial amount of
exposed rock from which the mean summer radon flux has been
estimated to be 0.09 – 0.11 atoms cm−2 s−1 (Chambers et al.,
2017). The height and extent of the Transantarctic Mountains
usually results in air masses approaching Terra Nova Bay from
either the north or south, regardless of their longer-term fetch
characteristics (e.g., katabatic outflow from the Ross Ice Shelf,
barrier winds, and recent oceanic air masses – all from the
south to southwest; or weaker anti-cyclonic flows from the
north to northeast) (Markle et al., 2012; Coggins et al., 2014).
As demonstrated by Markle et al. (2012) and Sinclair et al.
(2013), even the freshest oceanic air masses are briefly redirected
northward by the Transantarctic Mountains en route to Terra
Nova Bay after moving from the Southern Pacific Ocean over the
Ross Ice Shelf.

The combination of exposed rock fetch (100s of km in
either direction), and relatively shallow mixing depths, frequently
results in JBS radon concentrations of 1500–3000 mBq m−3

(Chambers et al., 2017). Additional radon sources, sometimes
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responsible for radon peaks > 4000 mBq m−3, include the
active volcanos Mt Erebus and Mt Melbourne, along with their
fumaroles (Polian and Lambert, 1979; Tositti et al., 2002).

The JBS seasonal radon cycle was not very consistent or
pronounced in either mean or median values (Figures 13B,C).
The most consistent features included a January maximum
and October minimum. The seasonal cycle in 10th percentile
values, on the other hand, was more consistent. This cycle
was characterized by a February-April peak, consistent values
throughout the winter months, and an October minimum.

Using the same 0000 – 0700 h diurnal analysis window as
applied to observations at the other coastal Antarctic sites, 12%
of summer days experienced pronounced katabatic flow events,
and 18% of summer days experienced air mass fetch fairly
directly from the ocean. The remaining 70% of summer days
were classified as coastal fetch events (see Chambers et al., 2017,
Section 3.5 for details).

As summarized in Figure 16 of Chambers et al. (2017),
for brevity not repeated here, wind speeds of the summer
oceanic fetch events were quite consistent, diurnal temperature
amplitudes were low, and air masses made their final approach
to the site from the southwest. Mean radon concentrations of
these oceanic events were around 400 mBq m−3, an order of
magnitude above typical marine baseline radon concentrations,
due to the interaction of these air masses with the Transantarctic
Mountains south of the station (Markle et al., 2012; Chambers
et al., 2017). The modal summer radon concentration reported
by Tositti et al. (2002) in this region was also 400 mBq m−3; with
very few concentrations recorded below 200 mBq m−3.

By comparison, summer coastal fetch events had more
variable wind speeds, typically approached from the north to
northwest, and had radon concentrations around 900 mBq m−3,
consistent with a longer fetch (∼330 km) along the foothills of
the Transantarctic Mountains north of the site. In the case of
summer katabatic flow events, at the time of peak katabatic wind
speed (0200–0500 h) the composite mean radon concentration
achieved a peak value of around 1000 mBq m−3. While a large
contribution to this observed radon concentration from the local
foothills of the Transantarctic Mountains can’t be ruled out (or
accurately quantified), the katabatic flow is perpendicular to the
mountain flanks so the air mass’ time over exposed ground is
minimized (3–5 h as opposed to 1–3 days when coming from the
north or south). Consequently, it is possible that 25–50% of the
observed 900 – 1000 mBq m−3 of radon in katabatic flow events
could derive from subsiding tropospheric air. This would mean
that the troposphere over this part of Antarctica contained air of
more recent terrestrial influence than that over DDU.

Antarctic Plateau (Dome Concordia:
75◦S, 3,233 m a.s.l.)
Peak radon concentrations observed at the inland Dome
Concordia Station (65–95 mBq m−3; Figure 14A), were the
smallest of all Antarctic monitoring stations, and were restricted
almost entirely to the summer months. The DC seasonal radon
cycle (Figure 14B) was characterized by a February–March
maximum, a September–October minimum, and relatively

consistent concentrations between May and August; very similar
to the 10th percentile seasonal cycle at JBS.

Unfortunately, no reliable humidity observations were
available at the station for the 2010–2011 radon observation
period. However, since subsidence events are usually strongest
under anti-cyclonic conditions (clear-sky, light gradient winds),
which usually also give rise to the greatest diurnal temperature
variability at the surface, we approximated air mass type for these
observations using surface temperature measurements.

We defined the diurnal temperature amplitude as the
difference between 3-h means of the 2 m air temperature centered
on the maximum and minimum observed hourly temperatures.
We then calculated the diurnal amplitude of temperature for
every day of the dataset and ranked these values for each season.
Given that DC is cloud-free 75% of the time (Lawrence et al.,
2004), we decided to categorize days with diurnal temperature
amplitudes in the largest 33% as “anti-cyclonic,” those with the
lowest 33% amplitudes as “strong advection,” and the remaining
days were categorized as “weak advection.” Diurnal composite
temperature plots for each of these 3 categories in summer are
shown in Figure 15A.

The highest mean DC radon concentrations in summer
occurred on anti-cyclonic days (strongest subsidence;
Figure 15B, LHS). Conversely, the lowest mean radon
concentrations were observed on days when flow had been
synoptically forced over the Antarctic interior (“strong
advection” days). Almost all of the outlier events of magnitude
55 – 95 mBq m−3 were attributable to conditions during
which the strongest tropospheric subsidence was thought to be
occurring (anti-cyclonic conditions). It is notable that the radon
concentrations observed for tropospheric subsidence events at
DC compare well to those for “katabatic” conditions at both
DDU and NM (22 – 33 mBq m−3), peaking at 55 – 90 mBq m−3.

We used the same fetch categorisation method to briefly
examine the DC ozone record in summer and winter
(Figures 15C,D). Median summer ozone for anti-cyclonic
conditions (Figure 15C, LHS) was ∼21 ppbv, whereas
corresponding winter values were 33 ppbv (Figure 15D,
LHS). This is consistent with Legrand et al. (2009, 2016), who
reported a seasonal cycle of ozone at DC characterized by a
February minimum (∼21 ppbv) and July maximum (∼34 ppbv).

Anti-cyclonic days, in both summer and winter, were the
only conditions under which consistent diurnal cycles of mean
hourly ozone concentration were observed at DC. In summer the
diurnal cycle was characterized by an early afternoon minimum.
Legrand et al. (2016) demonstrate that daytime ozone minima on
warm summer days at DC are attributable to increased boundary
layer depths. In winter the diurnal cycle was characterized by a
small noon maximum. In contrast to the case of summer the
cause of this diurnal cycle in winter remains, however, basically
unexplained.

In summer, the median ozone concentrations were 3 ppbv
higher under strong advection conditions, when air masses
were being synoptically forced over the Antarctic Plateau, than
observed under subsidence conditions. Legrand et al. (2009,
2016) also report increased ozone concentrations at DC in
summer when air is being advected to the site from other regions
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FIGURE 13 | (A) Hourly, and (B,C) monthly distributions of JBS radon concentrations for 2016 and 2017. Refer to key for distribution box-plot details.

FIGURE 14 | (A) Hourly, and (B) monthly distributions of radon concentrations at Dome Concordia in 2010. Refer to key for distribution box-plot details.
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FIGURE 15 | (A,B) Summer diurnal composite distributions of hourly temperature and radon at DC for the three fetch classes, and (C,D) summer-winter
comparison of diurnal composite distributions of ozone at DC for the three fetch classes in 2010.

FIGURE 16 | (A–C) Diurnal composite temperature, water vapor pressure, and GEM in summer for the three fetch categories in 2012–2013.

of the plateau. In winter, however, median ozone concentrations
associated with strong air mass advection across the Antarctic
Plateau were 1 ppbv lower than those observed under subsidence
conditions.

In 2012–2013, when humidity measurements were available
at DC, we separated daily air mass fetch conditions into
tropospheric subsidence, local advection and strong advection

(most recently oceanic) categories to investigate the source of
the katabatic GEM depletion events observed at DDU (see
Figure 10). In summer (Figure 16) we observed that air
masses associated with direct tropospheric subsidence had 0000–
0700 h mean GEM concentrations of 0.89 ± σ0.5 ng m−3,
and those of air masses arriving most directly from the coast
were 0.88 ± σ0.4 ng m−3. However, air masses that had been
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meandering locally about the Antarctic Plateau had average
concentrations of 0.56 ± σ0.25 ng m−3, consistent with a strong
summertime GEM sink on the Antarctic Plateau (Angot et al.,
2016a,c; Wang et al., 2016) highlighting that the summertime
removal mechanism of GEM is probably caused by other
chemical processes than the springtime atmospheric mercury
depletion events occurred in other polar areas. The higher
variability of GEM concentrations in subsiding tropospheric air
is likely attributable to changing levels of terrestrial influence,
but radon observations were not available at DC in 2012–2013
to investigate this further.

DISCUSSION

Measurement Uncertainties and
Historical Observations
Since this investigation sought to compare radon observations
from numerous Southern Ocean/Antarctic sites made by
independent instruments and measurement techniques, ideally
a detector inter-comparison study should have been conducted
first, in order to harmonize the results. However, since the
datasets were collated retrospectively, this was not possible.
As has been demonstrated by previous studies of this nature
(Collé et al., 1996a,b; Schmithüsen et al., 2017), the value
of instrument inter-comparisons should not be understated,
rigorous calibration checks, particularly those performed “blind”
with an independent referee, can shed considerable light upon
expected or assumed performance.

As an example, Collé et al. (1996a,b) report on a 2-week
inter-comparison of radon detectors performed in Bermuda
(October 1991) including four participating laboratories, during
which time ambient air was “spiked” 14 times with a Radon-
222 sample of undisclosed activity. The measurement techniques
compared included intermittent and continuous two-filter
detectors, cryogenic separation using charcoal, and intermittent
Radon-222 progeny collection on filters with equilibrium ratio
assumptions. As noted by Collé et al. (1996b), both two-
filter techniques “were in excellent agreement with the NIST
[222Rn] additions.” In general, however, the continuous two-filter
observations were overly smoothed by the detector’s 90-min time
constant, changing particulate concentrations within the detector
added considerably to the detector’s counting uncertainty,
concentrations were initially overestimated by∼10% (reduced to
an overestimation of 2.7% only after a retrospective instrumental
background correction), and there was considerable variability
in concentrations at very low ambient radon levels, thought
to be attributable to problems with instrumental background
characterization.

The dual-flow-loop two-filter radon detectors employed in
this study are based on the one originally tested in the Collé
et al. (1996b) study, however, there have been considerable
improvements to their design and performance in the 26 years
since the Collé et al. (1996b) inter-comparison campaign. The
original ANSTO two-filter radon detector design was superseded
in the late 1990s by a completely new design involving the
introduction of an innovation known as a “dual flow-loop”

(Whittlestone and Zahorowski, 1998). Considerable additional
improvements have been made since that time, as detailed in
Chambers et al. (2014), Williams and Chambers (2016), Griffiths
et al. (2016), and other articles. Williams and Chambers (2016),
in particular, provide a detailed description of the progression of
changes as realized for ANSTO two-filter detectors at the Cape
Grim Baseline Air Pollution Station in Tasmania.

Briefly, key improvements to the two-filter detection systems
in recent decades include: (i) the introduction of a second,
high flow rate “internal” recirculation loop past the detection
head, removing the need for a particle generator within the
detector’s delay chamber to reduce plate-out losses of the newly
formed radon progeny to the tank walls; together with a change
of the main filter within the instrument sensing head from a
coarse membrane filter to a 20 micron stainless steel mesh filter
(enabled by the consequent change from predominantly particle-
attached to unattached radon progeny within the tank), this has
resulted in substantial increases in performance, consistency and
reliability; (ii) a reduction in the instrument response time from
90 to 45 min; (iii) computer automation, which has enabled
the performance of regular 3-monthly instrumental background
checks and monthly system calibrations; and (iv) development of
a response-time correction algorithm (Griffiths et al., 2016).

The lack of a formal evaluation of the performance of
contemporary dual-flow-loop two-filter radon detectors is
regrettable given the considerable discrepancy between Southern
Ocean MBL radon concentrations reported at Cape Grim (e.g.,
Crawford et al., 2018) and in this study, and those reported
in earlier Antarctic and sub-Antarctic studies, including that of
Polian et al. (1986). Contemporary two-filter detector estimates
of radon concentrations of air masses in long-term (≥3-week)
equilibrium with the Southern Ocean based on observations at
Cape Grim (Crawford et al., 2018), King Sejong Station, and
aboard the RV Investigator, yield values typically between 40
and 50 mBq m−3. Furthermore, median summertime radon
concentrations of oceanic air masses at Dumont d’Urville station
measured by the single-filter method are around 30 mBq
m−3 (prior to accounting for known tube-loss effects). Median
Southern Ocean MBL radon concentrations reported by Polian
et al. (1986), on the other hand, were around 15 mBq m−3. In
order to determine which of these results is most representative,
we sought to independently estimate MBL radon concentrations
for the Southern Ocean region.

Assuming a uniformly mixed MBL, the radon concentration
of oceanic air masses that have not been subjected to terrestrial
influence in the past 3 weeks (RnMBL) can be estimated as follows:

RnMBL =
FRn Oc

(we + hλ)
(1)

where FRn_Oc is the oceanic radon flux (mBq m−2 s−1), we
is the entrainment velocity (m s−1) across the MBL inversion,
h is the depth of the MBL (m) and λ is the radon decay
constant (2.0982 × 10−6 s−1). Average MBL depths near the
northern extremity of the Southern Ocean (40–45◦S) have been
estimated to be around 900 – 1000 m (Zahorowski et al.,
2013). Near the southern extremity (60–65◦S) MBL depths
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have been estimated to be typically in the range 440 – 610 m
(Chambers et al., 2014). Typical entrainment velocities for the
Southern Ocean are of order 0.003–0.004 m s−1 (Zahorowski
et al., 2013 and references therein). The seasonal variability of
oceanic radon flux reported by Zahorowski et al. (2013) was
in the range 0.19–0.34 mBq m−2 s−1, and other literature
reviewed by Zahorowski et al. (2013) considered 0.24 mBq
m−2 s−1 to be a generally representative oceanic radon
flux.

Based on an entrainment velocity of 0.0035 m s−1 and an
oceanic radon flux of 0.24 mBq m−2 s−1, for h = 1000 m,
Equation (1) predicts RnMBL = 42.9 mBq m−3, whereas for
h = 600 m, RnMBL = 50.4 mBq m−3. These estimates are in
very good agreement with the Southern Ocean MBL radon
concentrations reported in this study. Furthermore, with the
notable exception of air masses recently mixed down from the
free-troposphere or stratosphere that have been removed from all
radon sources for a period of time, these findings indicate that the
Southern Ocean MBL radon concentrations reported by Polian
et al. (1986) are too low. The close agreement at very low ambient
radon concentrations between independently calibrated two-
filter radon detectors at Cape Grim (5000L model), aboard the
RV Investigator (700L model), and at King Sejong station (1500L
model), also provides confidence in contemporary methods to
characterize the instrumental background compared to the two-
filter detector that was employed in the Collé et al. (1996b)
inter-comparison.

Comparison With Global Climate Model
Simulations
A unique combination of physical properties (i.e., its source
and sink terms, reactivity and half-life), makes radon an ideal
tool to provide unambiguous information about terrestrial
influence and transport mechanisms to remote Southern Ocean
regions and Antarctica. Given the comparatively low land
fraction of the Southern Hemisphere, it should provide an
ideal “testing ground” for the performance of transport and
mixing/convection parameterisations of global climate models
(GCMs). Investigating spatial and temporal differences between
observed and simulated radon concentrations throughout the
Southern Hemisphere can provide significant insight to the
behavior of GCMs.

A number of studies have successfully simulated synoptic
radon transport in the MBL (sometimes called “radonic storms”)
deep into the Southern Ocean (e.g., Balkanski and Jacob, 1990;
Dentener et al., 1999). However, attempts by GCMs to reproduce
the seasonal behavior of radon in coastal Antarctic regions have
been far less successful (e.g., Heimann et al., 1990; Genthon and
Armengaud, 1995; Taguchi et al., 2002; Josse et al., 2004; Zhang
et al., 2008, 2011), which Josse et al. (2004) partly attributed
to the paucity of reliable observational data. A summary of
simulated radon seasonal cycles at Dumont d’Urville is presented
in Figure 17.

The models of Genthon and Armengaud (1995), Taguchi et al.
(2002), Josse et al. (2004), and Zhang et al. (2008) all produced
a Dumont d’Urville radon seasonal cycle with a strong winter

FIGURE 17 | Monthly mean simulated radon concentrations at Dumont
d’Urville for various years (see references for details).

maximum and summer minimum. The phase of this seasonal
cycle is completely opposite that of our observations at DDU
(Figure 8C), but is similar to that observed at Macquarie Island
(Figure 4C). With the exception of Heimann et al. (1990) and
Zhang et al. (2011), similarities of the simulated seasonal cycle
at DDU with MI observations indicate that these models are
overestimating radon contributions at DDU that result from
synoptic transport within the MBL. The complete failure to
predict higher radon concentrations between November and
February by these models is most likely mainly attributable to the
fact that coastal radon sources in summer in Antarctica are not
accounted for (see Figures 8C, 9A,B). Lastly, part of the higher
observed radon concentration at DDU in January-February,
and the sustained higher concentration into March, is likely
attributable to the subsidence of tropospheric air containing
vestigial terrestrial influence within the past 3 weeks. The models
of Genthon and Armengaud (1995), Taguchi et al. (2002), Josse
et al. (2004), and Zhang et al. (2008) all appear to have missed
this contribution.

By comparison, Zhang et al. (2011) predict higher radon
concentrations year round at DDU than the other models,
and also at Mawson (not shown). However, the magnitude
of these values compares reasonably well with oceanic radon
concentrations in the lower parts of Southern Ocean observed by
the RV Investigator (55–70 mBq m−3; Figure 2A), and median
radon concentrations reported at KSG (50–70 mBq m−3). This
similarity indicates that the Schery and Huang (2004) oceanic
radon flux parameterisation used by Zhang et al. (2011) provides
representative oceanic MBL radon values in that region of the
Southern Ocean. The overestimation of radon concentrations in
the winter months compared to observations at DDU and NM is
likely due to a combination of (i) a slight underestimation of the
observed radon concentrations by the HRMs at DDU and NM
(see Sections “Sites and Equipment” and “Coastal Antarctica”),
and (ii) an underestimation in the model of how much of the
oceanic radon source function is “turned off” by the extensive
winter ice sheet.
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The amplitude of the seasonal radon cycle predicted by
the Zhang et al. (2011) model (∼4 mBq m−3 at Dumont
d’Urville, ∼15 mBq m−3 at Mawson) was, however, very low
compared to observed values. The majority of this difference
is likely attributable to a lack of consideration given to local
Antarctic radon sources in the model (Evangelista and Pereira,
2002; Burton-Johnson et al., 2016; Chambers et al., 2017).
Uniquely among the models compared here, the Zhang et al.
(2011) seasonality predicts an autumn maximum concentration
at Dumont d’Urville and a summer maximum at Mawson.
Given that no account was made in these simulations for coastal
Antarctic radon sources, this shift in phase of the radon seasonal
cycle compared to the other models may indicate a more accurate
representation of either the amount of continental air that is
being injected to the mid-latitude troposphere, or the rate at
which this air is subsequently traveling poleward.

CONCLUSION

We have discussed remote terrestrial influences on the boundary
layer air masses over the Southern Ocean and Antarctica,
as well as the mechanisms by which they arise, using
continuous atmospheric radon (222Rn) measurements as a proxy.
A composite of 5 Southern Ocean transects by the RV Investigator
were used to provide a late-summer cross-sectional ‘snapshot’ of
terrestrial influence in the marine boundary layer. These voyages
provided considerable insight to tropospheric subsidence events
occurring in the vicinity of the circumpolar trough, and the
characteristics of outflow events that extend 100s of kilometers
from the Antarctic continent.

The radon seasonal cycle at Macquarie Island, in the mid-
Southern Ocean, was characterized by a summer minimum,
winter maximum, and mean amplitude of ∼100 mBq m−3.
Radon excursions beyond the 50 mBq m−3 marine background
value were attributable to synoptic transport of continental air
within the MBL. At King Sejong, in the sub-Antarctic, the radon
seasonal cycle was bimodal with peaks in autumn and spring.
Here radon excursions above background levels were contributed
to by a combination of synoptic transport from South America,
local radon sources, and subsidence of terrestrially influenced
tropospheric air. Radon seasonal cycles at Dumont d’Urville
and Neumayer Stations were dominated by local sources and
tropospheric subsidence events, while that at Jang Bogo was
primarily driven by local emissions. At Dome Concordia, far
removed from coastal sources at 3,233 m a.s.l. on the Antarctic
Plateau, the radon seasonal cycle was dominated by tropospheric
subsidence events.

Separation of long-term marine and katabatic flow air masses
was performed using a technique involving absolute humidity
observations recently developed by Chambers et al. (2017).
At Dumont d’Urville, this technique revealed monthly mean
differences in ozone concentrations of around 5 ppbv in
summer and 1 ppbv in winter. Averaged over a whole summer,
concentrations of GEM were 0.03 ng m−3 lower in air masses
that had recently subsided and traveled to the station from the
Antarctic Plateau than in air masses of recent marine origin.

A comparison of our observations with simulated Antarctic
radon seasonal cycles indicated that: (i) some models
overestimate synoptic transport to Antarctica in the MBL,
(ii) seasonality of the Antarctic ice sheet needs to be better
represented, (iii) coastal Antarctic radon sources need to be
taken into account, and (iv) the underestimation of radon in
subsiding tropospheric air needs to be investigated.

The main purpose of this study was to bring together,
and demonstrate the value of, seasonal high-sensitivity, high
temporal resolution atmospheric radon observations from a
number of contrasting locations in a growing network of
Southern Ocean and Antarctic radon monitoring sites. By clearly
demonstrating the cross-disciplinary benefits of an unambiguous
indicator of terrestrial influence (or ‘potential pollution’) on
MBL air masses throughout the Southern Ocean and coastal
Antarctic regions, we hope to promote awareness, and encourage
greater use of these datasets throughout the environmental
research community. To assist with the interpretation of ongoing
measurement programs, and continually improve the predictive
ability of global models, every effort should be made to continue
radon monitoring at existing stations, with a view to eventually
making atmospheric radon observations a standard research
measurement tool. However, given the low concentrations of
radon typically present in remote Southern Ocean and Antarctic
environments, and the range of measurement techniques and
capabilities of contemporary detectors, further research in this
field would greatly benefit from a detector inter-comparison
campaign that specifically targeted concentrations approaching
instrument detection limits.
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Several important ice-free areas (e.g., Seymour Island, Cape Lamb on Vega Island,
Terrapin Hill) are located in the Eastern Antarctic Peninsula region. The largest of these
ice-free areas can be found on the Ulu Peninsula, James Ross Island, where this study
was undertaken. The Ulu Peninsula covers an area of 312 km2, and has been found to
be an important active High Latitude Dust source. In this study, aerosol concentrations
and local wind properties are described together with their linkages and typical synoptic
situations. The highest aerosol concentrations of 57 µg m−3 for PM10 were detected
during high wind speed events that exceeded 10 m s−1, which is also a threshold level
for activating local mineral material sources. Surface deposition of dust particles can
have significant environmental impacts such as changes in properties of atmosphere or
enhanced snow melting.

Keywords: aerosol, surface wind, Antarctica, high latitude dust sources, atmospheric conditions, Antarctic
Peninsula

INTRODUCTION

Antarctica is the largest polar desert in the world, of which approximately 2% of its surface area
is ice-free and contains active High Latitude Dust sources (HLD, Bullard et al., 2016). It is the
coldest, windiest (maximum speed of 90 m s−1) and driest continent, with annual precipitation
reaching approximately 300 mm in the coastal areas (King and Turner, 1997; van Lipzig et al.,
2004). However, mean annual precipitation is greatly reduced at the dust sources in Antarctica,
ranging between 3–50 mm per year (Fountain et al., 2009). One of the most important ice-
free landscape shaping processes, apart fluvial activities, is aeolian transport. Aeolian processes
acting in high latitudes develop a specific range of surface landforms, such as ripples or small-
scale dunes. However, these landforms are spatially restricted to areas with low surface moisture
contents and an absence of vegetation cover (Bullard et al., 2016). These conditions enable the
mineral material to be uplifted by wind and transported for long distances. Consequently, in
periglacial environments where glaciers have recently receded and left large amounts of unsorted

Abbreviations: AOT, Aerosol Optical Thickness; HLD, high latitude dust sources; JGM, Johann Gregor Mendel Station; JRI,
James Ross Island; LOAC, light optical aerosol counter; PM, particulate matter.
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mineral material, wind erosion processes frequently occur
(Ballantyne, 2002). Wiggs et al. (2004) identified surface moisture
content as the second most important critical variable influencing
aeolian transport apart wind velocity.

High wind velocities are usually required to trigger wind
transportation processes of large particles and grains. Antarctica
is more prone to wind erosion than other areas, as a result
of its prevailing strong katabatic winds (Nylen et al., 2004;
Bullard et al., 2016). However, the development of large aeolian
landforms in periglacial environments is limited by the presence
of permafrost. The thickness of the active layer ranges between 50
and 150 cm in the Antarctic islands and maritime East Antarctica,
and 15 to 50 cm in the Antarctic interior (Bockheim, 1995). As a
result, there is only a limited amount of surface material available
for aeolian processes. Weathering (predominantly freeze-thaw
processes) plays a crucial role in preparing the surface for further
exogenic processes; however, the right combination of rock
temperature and moisture can cause salt, insolation, hydration, or
chemical weathering to be dominant (Elliot, 2003). Hedding et al.
(2015) observed the evolution of aeolian landforms (megaripples)
on Marion Island, and suggested that aeolian processes are
also actively modifying solifluction landforms. Ripples with a
height of several decimeters were found in several localities,
with the annual (horizontal) aeolian sediment flux estimated
at 0.36–3.85 kg cm−2 year−1 (Hedding et al., 2015). Aeolian
deposition also plays a vital role as an input vector of material
to the surface of glaciers. Fortner et al. (2011) identified aeolian
trace elements on the surface of Taylor Glacier as well as in its
glaciofluvial system. Concentrations of these elements are often
an important variable for the development of organisms in lakes
and rivers. A similar study was undertaken by Šabacká et al.
(2012) in Taylor Valley resulting in the identification of foehn
winds as a main factor controlling the input of mineral and
biotic material to the valley ecosystem. For example, Bristow et al.
(2010) identified dunes in Victoria Valley that were composed
mainly from coarse sand. In contrast, Arctic aeolian material
sources are limited to areas located close to glaciers or floodplains,
where material is freely available and is not covered by vegetation
(Ballantyne, 2002), with the exception of Iceland where volcanic
material input can be independent of wind speed (Dagsson-
Waldhauserova et al., 2014). Bullard and Austin (2011) studied
dust generation from glaciofluvial sediments in a proglacial flood
plain in West Greenland. They found that wind speeds of 6 m
s−1 only moved the finest sediment fractions during the summer.
Furthermore, Prospero et al. (2012) identified proglacial systems
as the main source of material for major dust storms from a 6-year
record in Iceland.

As Antarctica is almost entirely ice covered, most of the
previous studies undertaken are geographically constrained to
sparse ice-free areas, such as the McMurdo Dry Valleys (e.g.,
Lancaster, 2002; Fortner et al., 2011; Šabacká et al., 2012)
and locations in the Antarctic Peninsula (e.g., Asmi et al.,
2018). The best-known local dust sources are located in West
Antarctica, with the McMurdo Dry Valleys being the largest ice-
free area (approximately 4,800 km2) with documented frequent
dust suspension (Lancaster, 2002; Ayling and McGowan, 2006;
Atkins and Dunbar, 2009; Bullard et al., 2016). Bory et al. (2010)

suggested that there are dust sources in the ice-free areas of
East Antarctica based on dust samples collected in snow pits on
Berkner Island. Coastal ice-free areas have also been identified as
active dust sources around the Maitri Station, Larsemann Hills,
and Neumayer Station in East Antarctica (Weller et al., 2008;
Chaubey et al., 2011; Budhavant et al., 2015), as well as in the
Antarctic Peninsula region (Artaxo and Rabello, 1992; Kavan
et al., 2017; Asmi et al., 2018). Alternately, aeolian material can
be resuspended from the surface of glaciers where sediments
that were previously incorporated into the ice re-emerge at the
surface as a result of ablation (Atkins and Dunbar, 2009). Long-
range transport of dust from other HLD sources, such as South
America (Patagonia), New Zealand, and deserts in Australia and
Africa, contribute to the dust depositions in Antarctica (Neff
and Bertler, 2015; Bullard et al., 2016; Asmi et al., 2018). The
main non-Antarctic dust sources for the Antarctic Peninsula
region are in Patagonia - Tierra del Fuego, Provinces of Chubut
(e.g., Lago Colhué Huapi), and Santa Cruz (Bullard et al., 2016).
Patagonian dust sources consist of fine dust material and are
extremely active, with >120 dust days per year since 2012 (Gassó
and Torres, 2018, unpublished). Patagonian dust was found in
ice cores and snow samples in the Antarctic Peninsula and in
East Antarctica, showing the possibility of long-range transport
of dust to Antarctica (Basile et al., 1997; Pereira et al., 2004;
McConnell et al., 2007; Bory et al., 2010; Delmonte et al., 2017).
There is a lack of research investigating long-range transport
of Patagonian dust to the Antarctic as a result of sparse direct
measurements of aerosols in Antarctica. However, during the
measurement period of this study (January-March 2018) several
dust storms occurred in Patagonia (SYNOP data from the local
weather stations and MODIS satellite images obtained from
Santiago Gassó, NASA).

High latitude dust sources produce at least 5% of the global
dust budget (100 mil tons per year), where, for instance, dust
emissions from Iceland range between 31–40 mil tons per
year (Arnalds et al., 2014; Bullard et al., 2016). Measured dust
deposition rates reported from the HLD sources seem to reach
higher values than those from the global deserts (Hugenholtz
and Wolfe, 2010; Arnalds et al., 2013; Bullard, 2013). The most
extreme wind erosion event recorded on Earth was measured in
Iceland in 2010 when aeolian transport of 11 t m−1 occurred
during one 23-h storm (Arnalds et al., 2013). Deposition rates
of >33,000 g m−2 year−1 were recorded in Canada, while rates
>100 gm−2 year−1 were reported from New Zealand, Iceland,
and Patagonia (Bullard, 2013; Bullard et al., 2016). Deposition
rates measured in Greenland and McMurdo Dry Valleys are
lower than other HLD sources with rates of <8 g m−2 year−1

(Lancaster, 2002; Bullard, 2013). Atkins and Dunbar (2009)
measured dust fluxes of 7.8–24.5 g m−2 year−1 while Chewings
et al. (2014) reported fluxes of 0.2–55 g m−2 year−1 in the
McMurdo Dry Valleys, West Antarctica.

Direct aerosol measurements in Antarctica are sparse
although Particulate Matter (PM) properties provide crucial
information on the impact of particles on the climate in
Antarctica. For the coastal areas in East Antarctica, the main
identified particles were sea salt, sulfate, and crustal components.
The mass concentrations of PM10 (particles with a diameter of
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<10 µm) and PM2.5 (particles with a diameter of <2.5 µm) were
5.1 and 4.3 µg m−3, respectively in the Larsemann Hills during
summer (Budhavant et al., 2015), and 8.3 and 6.03 µ gm−3 at
the Maitri station (Chaubey et al., 2011). PM10 concentrations
from McMurdo station during two summers in 1995–1997 were
3.4 and 4.1 µg m−3 on average (Mazzera et al., 2001). Mean
PM10 and PM2.5 concentrations of 4.4 µg m−3 and 2.4 µ gm−3,
respectively were measured in the Antarctic Peninsula during
the late 1980s (Artaxo and Rabello, 1992). Seasonal variations
in aerosol loadings showed increased concentrations in January
and a decrease in February and March in Terra Nova Bay,
West Antarctica in 2000–2001 (Truzzi et al., 2005). PM10
concentrations of 2.1–5 µg m−3 on average were reported from
the Antarctic Peninsula, with higher concentration in summer
(October to March) in 2013–2015 (Asmi et al., 2018). Asmi et al.
(2018) emphasized that the concentrations of sea salt and soil
particles nearly doubled on average in summer when winds were
high.

The main purpose of this study was to identify summer
aerosols and the physical properties of PM in the north-eastern
sector of the Antarctic Peninsula. The objectives were to provide
mass and number concentrations of PM with a diameter of 0.2–
100 µm, typology of measured aerosols, sources of measured
aerosols, and compare PM concentrations with Aerosol Optical
Thickness (AOT). Comparison of local wind properties with
PM and AOT should identify typical synoptic situations, where
aerosol concentrations are particularly high and important. This
study aims to provide more evidence to suggest that Antarctica’s
ice-free desert surfaces are active HLD sources providing natural
air pollution.

MATERIALS AND METHODS

Study Site
James Ross Island (JRI) is situated in the Weddell Sea region
on the eastern side of the Antarctic Peninsula. It constitutes
one of the largest ice-free areas in Antarctica (BAS, 2005) which
covers an area of 552 km2, representing 1.2% of the total
ice-free area of the continent. More than half of the ice-free
surfaces on JRI (312 km2; 12.5% of JRI) are located on the Ulu
Peninsula (Kavan et al., 2017), in close proximity to the Johann
Gregor Mendel (JGM) Station, where the presented LOAC
measurements were undertaken (Figure 1). This ice-free area
represents one of the largest Antarctic oases after the McMurdo
Dry Valleys (4900 km2) and Bunger Oasis (450 km2), exceeding
the size of both Schirmacher Oasis (34 km2) and the Larsemann
Hills (40 km2). Large bare surface areas produce dust during
frequent dust storms (Kavan et al., 2017). The JGM Station,
located on the northern shore of JRI, is exposed to prevailing
S-NW winds (Zvěřina et al., 2014) which cross active bare
surfaces approximately 15 km away from the station. The surface
predominantly constitutes unconsolidated fine sediments in the
lower parts of the terrain, and bare rock on top of the volcanic
mesas which reach an elevation of approximately 300–400 m
a.s.l. An important source of aeolian material is derived from the
braid plains of the Bohemian Stream (<100 m from JGM) and

the adjacent Algal Stream, which serve as redistribution areas of
fluvial and aeolian material (Kavan et al., 2017; Kavan and Nývlt,
2018).

The climate of JRI is affected by the regional-scale atmospheric
circulation formed by the Antarctic Peninsula Mountains, which
provide an effective barrier to westerly winds associated with
cyclonic systems centered in the circumpolar trough (King et al.,
2003). The mean annual air temperatures (2006–2015) in the
northern part of JRI ranged from −7.0◦C at the Johann Gregor
Mendel Station (JGM) to less than −8.0◦C in higher elevated
areas (375 m a.s.l. on Bibby Hill) (Ambrožová and Láska,
2016; Hrbáček et al., 2018). The meteorological observations
from Johnson Mesa (320 m a.s.l.) in the period 2008–2010
showed that the wind directions are mainly between southern
and western sectors (Zvěřina et al., 2014). These directions
correspond to the position and orography of the Antarctic
Peninsula, which strongly affects the airflow along the eastern
side of the peninsula, before approaching the northern coast
of JRI. The summer and winter wind directions are slightly
different, but they remain in the S-NW sector (Bohuslavová et al.,
2018).

Wind Speed and Direction
Wind speed and direction were measured at 2 m above the
ground using the USA-1 sonic anemometer (METEK GmbH,
Germany) connected with the internal data system. The wind
components were sampled at a frequency of 10 Hz and stored
as 5-min averaged values. The mast with the USA-1 anemometer
was placed 10 m southeast from the meteorological tower at the
JGM Station. The temporal variability of the horizontal wind
components was analyzed and visualized with the Grapher 13
software for 16 directional sectors of a wind rose.

Aerosol Optical Thickness
Aerosol Optical Thickness and water vapor measurements were
obtained with the hand-held Microtops II sun photometer
(referred to here as Sun photometer) manufactured by the Solar
Light Inc., United States. It provides direct information on
irradiance components in five spectral wave bands (340, 380,
500, 870, and 936 nm), giving automatically AOT and water
vapor information. The field of view of each of the optical
channels is 2.5◦ and the sun target assembly allows up to 0.1◦

pointing resolution. The Sun photometer calculates the AOT
value at each wavelength based on the channel’s signal, its
extra-terrestrial constant, atmospheric pressure, altitude, time,
and location (Morys et al., 2001). Before the field campaign
the instrument was calibrated in the laboratory of the Solar
Light Company, Inc. Further information on the Microtops
Sun photometer can be found in Morys et al. (2001). To avoid
cloudiness influence, AOT measurements were conducted on
cloud-free days with a cloud cover <30% or when the clouds
were located >2.5◦ from the Sun disk. The instrument was set
to carry out 32 rapid scan samples within one measurement,
from which the average AOT was calculated and archive to
the logger memory. During each measurement session, the Sun
photometer was used to take a sequence of five measurements
within 1 min. When possible, measurements were carried out
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FIGURE 1 | Study site location (JGM Station) and other Antarctic sites used in the text, ice free areas in brown.

between 11:00 and 13:00 UTC when solar zenith angles were
<60◦, in order to eliminate the effect of optical distortions by the
atmosphere.

LOAC – Light Optical Aerosol Counter
The LOAC (Light Optical Aerosols Counter) is a light aerosol
counter which is well adapted to detect dust particles, and
provides size distributions as well as the main typologies of
particles present The LOAC instrument uses a novel optical
design to retrieve the particle number, mass concentration,
size, and the typology of the particles in ambient air (Renard
et al., 2016a,b). The particles get injected through an optical
chamber by a pumping system and cross a laser beam, where two
detectors record the scattered light. The first detector analyses
the small scattering angles in the 10–15◦ range, where the
light is scattered by irregular grains by diffraction, and is not
dependent on the refractive index or the porosity (Lurton et al.,
2014). A direct correlation is therefore established between the
intensity of the light scattered and the optical diameter of the
particles. The LOAC provides the concentration of particles
for 19 size classes in the 0.2–100 µm range. The instrument
was calibrated using latex and glass beads, as well as with
irregular grains to better represent the solid particles that can
be found in the ambient air. The second detector collects
data at scattering angles that range between 50◦–70◦, recording

scattered light that is very sensitive to the refractive index and
the porosity of the particles. By combining the data from the
two detectors, a “speciation index” that is representative of the
ability of the particles to absorb light can be produced. Laboratory
measurements were performed with reference samples, water
droplets, sand, carbonaceous particles, and black carbon, to
establish the speciation index of the particles. Subsequently,
the speciation index retrieved is compared to these reference
indices to provide the identification of the nature of the observed
particles (transparent for the liquid droplets, semi-transparent
for mineral/dust particles, strongly absorbent for carbonaceous
and strongly porous particles). A good correlation was found
between the LOAC measurements (counting and typology), other
counting instruments, and satellite instruments, in particular
during dust events (Renard et al., 2018).

The LOAC was operated directly in the ambient air. To take
into consideration any possible changes in the electronic offset,
mainly as a result of temperature variations, an automatic check
was performed every 10 min. If an offset had evolved, an internal
re-calibration of the instrument was undertaken.

The aerosols were collected with an omnidirectional collecting
device and were subsequently injected in to the optical chamber
though a vertical inlet measuring several cm in length to ensure
that the collected particles will not fall out of suspension inside
the instrument before crossing the laser beam. The sampling
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efficiency for large particles is near to 100% when the wind speed
is lower than approximately 20 m s−1.

The uncertainty for the total aerosol concentration
measurements is ±20% for concentration values greater
than 1 particle per cm3 (for a 10-min integration time). In
contrast, the uncertainty increases to approximately 60% for
concentration values less than 10-2 particle per cm3. Finally, the
precision in size calibration is ±0.025 µm for particles smaller
than 0.6 µm, 5% for particles in the 0.7–2 µm range, and 10% for
particles larger than 2 µm.

In this study, the LOAC was operated from 17 January 2018
to 21 March 2018. During this period, the LOAC encountered
some strong electromagnetic perturbations; however, the data
was kept where the perturbations were low so that the detection
of particles was not altered by more than a few µm. The data
was collected every 10 s and integrated over 5 min to reduce the
dispersion of the measurements in case of low concentrations
(data were integrated in a 5-min period together with the
wind speed and direction data). The LOAC was temporally
installed on the meteorological platform next to JGM station
at the height of 3.5 m above the ground. During the study
period, the power supply experienced several blackouts as a
result of the electromagnetic interference created by other electric
instruments in the vicinity. Therefore, post processing of the
measured data resulted in an approximate data coverage of 60%
the study period (compare with Figure 2).

Horizontal Aeolian Sediment Sampling
A passive horizontal aeolian sediment sampler (PHASS), based
on the marble dust collector concept originally developed by
Ganor (1975), was installed approximately 500 m from the LOAC
site (to avoid interference with the station service activities). The
PHASS was located on the ground surface to collect transported
aeolian material during three periods in the 2018 summer season.
The material was collected, filtered through a 3 µm filtration
paper, and dried directly in the JGM Station laboratory. The dried
material was weighed with the instrument precision of 0.0001 g,
and the horizontal deposition was calculated.

FIGURE 2 | Evolution of the LOAC concentrations for the 19 size classes; the
three events are indicated by gray zones.

RESULTS

Aerosol Concentrations During the Study
Period
Mean (median) mass concentrations of the PM10 were 6.4 ± 1.4
(3.9 ± 1) µg m−3, while the PM2.5 was 3.1 ± 1 (2.3 ± 0.9) µg
m−3 for the whole measurement period in January-March 2018.
The median values are representative of the mass concertation
outside the dust episodes. These results are similar to those
recorded for the Larsemann Hills (Budhavant et al., 2015);
however, they are lower than reported from the Maitri station
(Chaubey et al., 2011). Mean values from JRI are higher than
those from McMurdo station in 1995–1997 (Mazzera et al., 2001),
the Antarctic Peninsula in late 1980s (Artaxo and Rabello, 1992),
as well as from Marambio station in the Antarctic Peninsula in
2013–2015 (Asmi et al., 2018). A mean PM10 value of 6.4 µg m−3

from the Antarctic Peninsula is also comparable to two stations
in Norway (annual mean of 7.5 µg m−3), but higher than the
annual mean of 4.4 µg m−3 in Sevettijarvi, Finland (Putaud et al.,
2010). The mean PM2.5 value in Antarctica is, however, lower
than stations in Northern Europe.

The mean particle number concentrations were low, while the
submicron particles were typically ten to hundred times lower
during the clean conditions than during dust pollution events.
Over 15 high-dust episodes, particles greater than 10 µm (PM10 >
20 µg m−3) were detected (Figure 3), with concentrations similar
to moderate Saharan dust events above the Mediterranean Sea
(Renard et al., 2018). However, in contrast to the Mediterranean
Sea region, the concentrations of submicron particles did not
significantly increase during the dust events in Antarctica.

In the present study, we will focus on strong dust event
recorded by LOAC in the 31 January – 2 February 2018, 14–16
March 2018 and the 18 March 2018. The dust events were
characterized by strong concentration enhancements of particles
larger than 10 µm (up to a thousand times greater than the
background values). The LOAC typology indicates that the
particles are indeed dust, with mean optical absorbing properties
between “semi-transparent” and “absorbent,” typical of dark

FIGURE 3 | Evolution of the PM2.5 and PM10 masses; the three events are
indicated by gray zones.
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FIGURE 4 | The LOAC typology measurements; the three events are
indicated by gray zones.

mineral. Nevertheless, some liquid particles are present, with
average concentrations in the order of 10–20% for sizes below
20 µm (Figure 4).

Non-dust background conditions in the Antarctic Peninsula
can be described by excluding selected dust events from the
mean (median) mass concentrations of the whole measurement
period. Mean (median) mass concentrations of the PM10 for
non-dusty background conditions would decrease to 6.0 ± 1.3
(3.8 ± 1) µg m−3 while the PM2.5 concentrations would increase
to 3.2 ± 1 (2.4 ± 0.9) µg m−3 for the period January-March
2018. There are small differences in the median values between
the whole measurement period and the same period excluding
the dust events, showing the importance of using medians for
interpretation of aerosol data. The small increase in the PM2.5
background concentrations points to the different origin of the
smaller particles in Antarctica than in the desert sources.

Near Surface Wind Conditions During
the Summer 2018 Season
The average wind speed during the summer 2018 season was
5.2 m s−1. However, on 31 January and 1 February, 17 February
(day 48), 25 February (day 55), 16 March (day 74), 18 and 19
March (day 76 and 77), the daily mean wind speed exceeded 15 m
s−1 with a maximum value of 18.7 m s−1 on 19 March.

The main wind directions were south-south-western and
western, which occurred for 21 and 14% of the summer season,
respectively. The most frequent wind directions came from
southerly to westerly directions (64% of the season), and these
winds were also the strongest with the wind speeds >10 m s−1.
The east-north-eastern and north-eastern winds were observed
during 12% of the season, with wind speeds of <10 m s−1.
Wind speed and direction during the study period are shown in
Figures 5, 6.

Relationship Between Wind Properties
and Aerosol Concentrations
Comparison of wind speed and aerosol concentration in different
particle size classes shows a strong relationship during the

FIGURE 5 | Wind rose indicating average wind speed and direction during the
period from 26 January to 21 March 2018.

FIGURE 6 | Wind speed during the study period with highlighted maximum
wind speed events described more in detail.

study period. Concentration of aerosol particles >5 µm shows
a positive correlation with wind speed above the wind speed
threshold of approximately 10 m s−1. This correlation increases
in strength with the increasing size of the particles. The table
of correlation coefficients for individual classes (Table 1) shows
that during high wind speed events (over 10 m s−1) the larger
particles (larger than 5 µm) from local sources are uplifted and
transported. These high wind speed events occurred during 7.8%
of the study period.

Particles that range in size from 10–20 µm were rarely
detected during the low wind speed episodes (wind speed
<10 m s−1), suggesting that local material undergoes aeolian
transport in short repeating periods. Approximately 83% of
particles in the 10–20 µm size range were detected while wind
speeds exceeded 10 m s−1.
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TABLE 1 | Correlation coefficients of wind speed and aerosol concentration in
individual particle size classes for wind speed >10 m s−1 (p < 0.02 in bold) for the
whole study period and three major dust events.

Whole study period

Particle size
classes (µm)

0.2–0.5 0.5–0.9 0.9–5 5–12.5 12.5–20 20–100

Correlation
coefficient

−0.13 −0.11 0.09 0.24 0.32 0.17

Event 1

Particle size
classes (µm)

0.2–0.5 0.5–0.9 0.9–5 5–12.5 12.5–20 20–100

Correlation
coefficient

0.03 0.01 −0.04 −0.18 −0.15 −0.29

Event 2

Particle size
classes (µm)

0.2–0.5 0.5–0.9 0.9–5 5–12.5 12.5–20 20–100

Correlation
coefficient

−0.17 −0.15 0.39 0.71 0.44 0.22

Event 3

Particle size
classes (µm)

0.2–0.5 0.5–0.9 0.9–5 5–12.5 12.5–20 20–100

Correlation
coefficient

−0.17 −0.09 −0.04 0.08 0.17 0.82

Synoptic Situation During Major Dust
Events
Three major dust events were detected by the LOAC during high
wind speed events (Figure 7 for wind speed and direction). The
wind speed was >8 m s−1 for the following events:

1st event: 31 Jan 0600 – 1 Feb 1930 UTC.
2nd event: 14 Mar 1100 – 16 Mar 1200 UTC.
3rd event: 16 Mar 1300 – 18 Mar 2000 UTC.

The synoptic situation for the three case studies was
described according to hourly 850-hPa level geopotential height
data from the MERRA-2 reanalysis (Global Modeling and
Assimilation Office, 2015). On 31 January, a deepening cyclone
was moving from the southern Atlantic Ocean toward South
Orkney Islands. The 850-hPa wind was predominantly south-
eastern, and it strengthened up to 14 m s−1 before midnight
as a result of an increasing pressure gradient. Wind speeds
near to the surface were even stronger (>15 m s−1) and
mainly coming from the south-south-west. The pressure field
on 15 March was influenced by a cyclone approaching JRI
from the South Shetland Islands, and continuing toward the
central Weddell Sea, while still deepening. Consequently, the
850-hPa wind over JRI was the strongest in the morning,
and as it weakened, it gradually changed from north-eastern
to north-western. The wind near the surface exceeded 15 m
s−1 less frequently than observed on 31 January, and despite
the wind direction being predominantly south-south-western,
it was variable. On 18 March, a low-pressure trough moved
eastward in the Drake Passage, to the north of JRI. This
situation resulted in the wind changing direction from the
southwest to the west over JRI, which was accompanied by a
wind speed increase that reached 19 m s−1. During this even,

FIGURE 7 | Synoptic situation over the Antarctic Peninsula, wind roses for all
three major dust events.

the near surface wind was almost entirely south-western and
above 10 m s−1.

Major Dust Events in Detail
The three major dust events were analyzed in detail to identify
relationship between wind speed and aerosol concentrations. An
example of the influence that abrupt changes in wind direction
has is illustrated on the 29 January 2018.

The two events that occurred in March show a good
correlation, with a clear positive relationship; however, Event
1 (31 January – 1 February) does not correlate with the
other two. The relationships between wind speed and aerosol
concentration are shown on an example of an integrated particle
class (5–12.5 µm) in Figure 8. Event 1 had significantly lower
(approximately one order of magnitude) aerosol concentrations
than both Events 2 and 3, probably as a result of higher ground
surface moisture contents in the beginning of the summer season
blocking the uplift of larger particles. The volumetric soil water
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FIGURE 8 | Particle size class 5–12.5 µm aerosol concentration and wind
speed relationship for the three major dust Events.

content at a depth of 5 cm during the first Event reached
31%, whereas it only reached 22% during Events 2 and 3. The
influence of ground surface moisture content is well illustrated
when comparing Events 1 and 2, as both events experienced
approximately the same wind speed and similar wind directions,
resulted in concentrations up to 0.25 n cm−3. This influence
can also explain why there is no significant correlation between
aerosol concentration and wind speed, as is shown in Table 1.
Significant and linear correlation was found during Event 3 at the
end of the summer season.

Event 1 shows an unusual pattern in aerosol concentration.
Contrary to the other two events, there is no clear correlation
between wind speed and aerosol concentration of larger particle
size classes. A detailed look at the dynamics of the event 1
(Figure 9) shows a rapid increase in aerosol concentration of
larger particles (>5 µm) during the beginning of the high
wind speed event, with peak concentrations occurring around
10:00 UTC when the wind speed was approximately 10 m
s−1. However, during the wind speed maximum (approximately
16 m s−1) at 16:00–23:00 UTC, the concentrations were
comparatively low. An interesting feature is the relatively high
concentration of particle size class 5–12.5 µm at the end of
the event, that may be associated with the change in wind
direction.

A period of increased PM2.5 concentrations (>4.2 µg m−3)
occurred at the JGM Station between 5 and 8 February 2018.
PM2.5 concentrations contributed with high proportions to
PM10 during this period. HYSPLIT backward trajectory analyses
(Figure 10) shows air parcels arriving to JGM Station from
the Patagonian Desert areas, where several weather stations had
reported the SYNOP codes for dust observations from 5 February
to 7 February 2018. There are unfortunately no clear satellite
images showing dust plumes for this period as, for example, on
12 February 2018. We have not obtained aerosol samples for
the chemical analyses to confirm that the dust could have been
transported from the Patagonian dust sources to Antarctica. The
Patagonian dust sources were, however, very active in producing
dust from mid-January to the end of March 2018.

The Event 2 (Figure 11) (14 March - 16 March 2018) has
a well-defined peak period for both wind speed and aerosol
concentration on 15 March from approximately 00:00 to 08:00
UTC. The maximum wind speed exceeded 16 m s−1 and aerosol
concentrations in the size class 5–12.5 µm reached 0.23 n cm−3.
Timing of peak concentrations of larger (but even smaller)
particles relatively well correspond with the period of highest
wind speed even though the concentration peak was delayed
behind the wind speed maximum of several hours.

Directly after the second event, another high wind speed
episode (Event 3) occurred from 16 March to 18 March 2018
(Figure 12). This event is characterized by the highest wind
speed recorded during the study period – 18.7 m s−1. The
available aerosol concentration measurement corresponds well
to the observed wind speeds (correlation coefficient for particles
12.5–20 µm and wind speed is 0.69), even though a middle
section of the event is missing the LOAC measurements. The best
fit of aerosol concentrations and wind speed is found again for the
particles larger than 5 µm. Aerosol concentrations in size class
5–12.5 µm reaches 0.21 n cm−3 during the peak wind speed.

Wind direction and aerosol concentrations were also
associated as shown for example on 29 January 2018 (Figure 13).
The day was not particularly windy, with an average wind speed
of 4.1 m s−1 and a maximum wind speed of 6.0 m s−1. The most
pronounced change in wind conditions was the switch from a
southern wind to a western wind at around 12:00 UTC, which
lasted until 21:00 UTC. This was accompanied by a gradual
increase in aerosol concentration, especially in the case of larger
particles (typically >5 µm). The positive correlation between
wind direction and aerosol concentration is significant (p > 0.01)
for particles larger than 7.5 µm (p > 0.02 for particles 5–7.5 µm).

AOT
Mean AOT during the study period ranged between 0.48 at
380 nm and 0.55 at 870 nm with an average mean AOT value
of 0.50. Mean AOT for 500 nm (Figure 14A) showed remarkable
day to day variations with a peak on 6 February (1.941) and a
mean value of 0.51 ± 0.53; showing no obvious trend during
the summer. However, a strong positive correlation was found
between water vapor and mean AOT for 500 nm when water
the vapor column was >0.8 cm (correlation coefficient 0.82;
statistically significant at the significance level of 0.01). When
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FIGURE 9 | Event 1 – wind conditions and aerosol concentration.

the AOT for 500 nm were filtered to contain only measurements
with the water vapor column ≤0.8 cm (Figure 14B), the mean
AOT for 500 nm was 0.14 ± 0.14, with values only exceeding
0.300 on 15 January and 18 March. For 15 January, no wind or
aerosol concentration data were available; however, on 18 March,
the highest wind speed of the whole summer season was recorded,
and increased PM10 concentrations were captured by the LOAC.

Horizontal Aeolian Sediment Transport
A total of 11 days sampling from 23 January to 3 February
2018 resulted in 36.4 g m−2 of material. A total of 138.3 g
m−2 was collected during the second period from 3 February

to 25 February 2018, and 62.9 g m−2 from 25 February to 10
March 2018. In total 237.6 g m−2 was collected in the passive
sediment sampler, makes an average of 4.95 g m−2 d−1. However,
according to personal observation, most of the material was
trapped during the high wind speed events. Installation during
the whole year (February 2017 – January 2018) revealed an
approximate sediment deposition rate of 1471 g m−2 year−1.

DISCUSSION AND CONCLUSION

It is challenging to obtain quality aerosol data (mass and number
concentrations, typology of particles) from remote areas and/or
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FIGURE 10 | NOAA HYSPLIT model backward trajectories for beginning of February 2018 (ending at 21:00 UTC 6 February, 2018); source: NOAA Air Resources
Laboratory.

areas that experience harsh conditions, such as in Antarctica.
The LOAC instrument performed quite well in such conditions,
and provided valuable PM measurements for background as
well as high aerosol concentration conditions for the period
January-March 2018. Mean mass concentrations of the PM10
and PM2.5 were similar to what has been reported from the
Larsemann Hills (Budhavant et al., 2015), but lower than reported
from the Maitri station (Chaubey et al., 2011). Mean values
from JRI were higher than from McMurdo station in 1995–
1997 (Mazzera et al., 2001), the Antarctic Peninsula in the late
1980s (Artaxo and Rabello, 1992), as well as Marambio station
in the Antarctic Peninsula in 2013–2015 (Asmi et al., 2018).
In a global context, a mean PM10 value of 6.4 µgm−3 from
the Antarctic Peninsula is also comparable to two stations in
Norway (annual mean of 7.5 µg m−3), but higher than the

annual mean of 4.4 µg m−3 in Sevettijarvi, Finland (Putaud
et al., 2010). The mean PM2.5 value presented here is, however,
lower than stations in Northern Europe. Dust events caused
during high wind events over barren areas impair the air
quality in Antarctica significantly. There is no available literature
reporting PM10 concentrations exceeding 50 µg m−3 from
Antarctica. The frequency of dust events (15 events during
2 months) demonstrates the importance of HLD sources and
their contribution to the global dust cycle (Bullard et al., 2016),
provided that measurements can give a better estimate of the
erosion activity and dust production from Antarctica ice-free
zones.

The observed mean wind speed during the study period
(5.2 m s−1) corresponds well to the general spatial pattern of
Antarctic surface wind streamlines and the position of JRI in
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FIGURE 11 | Event 2 – wind conditions and aerosol concentration.

the Antarctic Peninsula region. Ramesh and Soni (2018) report
a mean wind speed for the summer months at Maitri station
as approximately 7.2 m s−1, and Lancaster (2002) observed
mean wind speed ranging from 2.7 to 5.3 m s−1 at different
sites in Taylor Valleys. Aristidi et al. (2005) observed a mean
wind speed at Dome C of 2.9 m s−1, Lazzara et al. (2012)
reported mean wind speeds of around 2 m s−1 in the summer
rising to around 4–5 m s−1 at Amundsen Scott station at
the South Pole (continent interior). The mean wind speed in
the area of Antarctic Peninsula typically ranges from 4.3 m
s−1 at Faraday/Vernadsky station to 6.6 m s−1 at Arctowski

Station on King George Island (King and Turner, 1997; Marsz
and Styszyńska, 2000). Mean wind speed data are summarized
in Table 2. The observed wind speed and direction coincide
well with the surface wind analysis from Johnson Mesa (3 km
southwest of JGM station) that southerly and westerly winds
were the most frequent in 2008–2010 and the strongest wind was
found during a southerly flow (Zvěřina et al., 2014; Bohuslavová
et al., 2018). Average wind speeds at Marambio station (the
closest to JGM Station) reaches 5–7 m s−1 during the summer
season (Asmi et al., 2018). This represents well the general pattern
of low mean wind speed in the interior of the continent and
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FIGURE 12 | Event 3 – wind conditions and aerosol concentration.

high on the continent edges. The observed critical value of
wind speed around 10 m s−1 when local material sources are
activated differs dramatically among different sites [e.g., 20 m s−1

for Taylor Valleys in Šabacká et al. (2012)]. However, the wind
speed threshold value for activating local sources depends on the
particle size of the material, its availability (Lancaster, 2002) and
also on the ground surface moisture conditions (Wiggs et al.,
2004). Crusius et al. (2011) similarly observed the high frequency
of dust events in autumn when the water level is low and fluvial
sediments are exposed. A rapid increase of larger particles in the
air is observed when a critical value of wind speed is exceeded,
as confirmed also from the typology of aerosol (detection of

mineral particles). The prevailing southerly winds, especially
during the high wind speed events, bring material from distant
(approximately 15 km) bare unglaciated surfaces of weathered
rocks and sediments (e.g., Abernethy Flats). Horizontal sediment
deposition on the surface level reaches an average of 4.95 g
m−2 d−1 (1471 g m−2 year−1), showing very high deposition
rates compared to other HLD areas (Bullard, 2013; Bullard et al.,
2016). Such values are significantly higher than those reported by
Atkins and Dunbar (2009) of 7.8–24.5 g m−2 year−1, or Chewings
et al. (2014) of 0.2–55 g m−2 year−1 in the McMurdo Valleys,
West Antarctica. Higher deposition rate of dust particles on Ulu
Peninsula can be considered as an important factor contributing
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FIGURE 13 | 29 January 2018 wind conditions and aerosol concentration.

to changes of physical and optical properties of the snow. This can
have further consequences for energy exchange between glaciers
and atmosphere, enhanced snow melt and negative surface mass
balance on several mountain glaciers in the investigated area
(Engel et al., 2012; Láska et al., 2018).

The aerosols optical properties measured by the Microtops II
sun photometer showed high interdiurnal variation of AOT with
the mean value of 0.139 ± 0.142 at a wavelength of 500 nm.
The mean AOT was influenced by two Events with values above
0.300 (15 January and 18 March 2018), while the mean AOT in
the rest of the period was 0.090. The observed AOT at 500 nm

are higher than those measured during summer at Maitri station
(123 m a.s.l.), which reached 0.034 ± 0.005 (Chaubey et al.,
2011), or those being reported near to the Antarctic coast (south
of 60◦S) which reach values as low as 0.03–0.05 (Gadhavi and
Jayaraman, 2004; Vinoj et al., 2007). This clearly confirms that
local geographical features (i.e., altitude, distance of the study site
from the coastline and size of the ice-free area) can significantly
affect the AOT level and the range of its seasonal variation. An
increase of the AOT up to 0.545 was documented during the third
dust event on 18 March, which had the highest recorded PM10
and PM2.5 values. However, a major problem with AOT and
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FIGURE 14 | Mean AOT for 500 nm with standard deviation for each day (A) all measurements (B) when water vapor column was ≤0.8 cm.

TABLE 2 | Mean wind speed (m s−1) observed at different Antarctic location.

Site Mean wind speed Reference

Maitri 7.2 Ramesh and Soni, 2018

Taylor Valleys 2.7–5.3 Lancaster, 2002

Dome C 2.9 Aristidi et al., 2005

Amundsen Scott 2.0–5.0 Lazzara et al., 2012

Faraday/Vernadsky 4.3 King and Turner, 1997

Arctowski 6.6 Marsz and Styszyńska, 2000

Marambio 5.0–7.0 Asmi et al., 2018

JGM Station 5.2 This study

LOAC data comparison in the Antarctic coastal areas was cloud
cover and the fact that aerosol optical measurements can only be
carried out during clear sky days. This reduced significantly the

number of days suitable for comparison as well as possibilities to
capture the dust event in the AOT observations.

CONCLUSION

Aerosol measurements in Antarctica are rare, especially for
particles >1 µm. Most of the research on aeolian processes
are concentrated to a few areas – the McMurdo Dry Valleys
(e.g., Lancaster, 2002; Fortner et al., 2011; Šabacká et al., 2012),
the Antarctic Peninsula (e.g., Artaxo and Rabello, 1992; Asmi
et al., 2018), or at the edge of the continent (e.g., Weller et al.,
2008; Chaubey et al., 2011; Budhavant et al., 2015). This study
sheds new insight into aeolian transport in the eastern Antarctic
Peninsula region. It relates the measured aerosol concentration
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to local atmospheric conditions and also to surface horizontal
aeolian deposition.

A two-month summer campaign demonstrated that ice-free
areas in Antarctica provide material supply, which is frequently
suspended during high wind speed events. Over 15 dust events
were measured with PM10 concentrations exceeding 20 µg m−3

and a maximum of up to 57 µg m−3. This study demonstrates
that dust becomes suspended at wind speeds >10 m s−1 in the
coastal zones of the largest ice-free area in the Antarctic Peninsula.
Particles>20µm can be lifted>3 m above surface and transported
for long distances. Submicron particles do not contribute to
increased PM concentrations during dust events, showing the
predominance of coarse material available for suspension.

Our measurements show that PM10 concentrations on JRI
are higher than in natural areas in the Northern Europe.
Antarctica is an important HLD source contributing to the global
dust budget, and more long-term measurements are needed to
quantify how much material is transported. Local dust sources
can play a significant role in the enrichment of Antarctic marine
environment (Crusius et al., 2011), with iron as an important
micronutrient in marine biota (Prospero et al., 2012). The
uniquely large ice-free area of Ulu Peninsula has great potential
for further study of aeolian processes.
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Marsz, A. A., and Styszyńska, A. (2000). “Główne cechy klimatu rejonu polskiej
stacji antarktycznej,” in Antarktyka Zachodnia, Szetlandy Południowe, Wyspa
Króla Jerzego, ed. H. Arctowskiego (Gdynia: WSM). doi: 10.1016/S1352-
2310(00)00409-X

Mazzera, D. M., Lowenthal, D., Chow, J. C., Watson, J. G., and Grubisic, V.
(2001). PM10 measurements at McMurdo station, Antarctica. Atmos. Environ.
35, 1891–1902. doi: 10.1016/S1352-2310(00)00409-X

McConnell, J. R., Aristarain, A. J., Banta, J. R., Edwards, P. R., and Simoes, J. C.
(2007). 20th-Century doubling in dust archived in an Antarctic peninsula ice
core parallels climate change and desertification in South America. Proc. Natl.
Acad. Sci. U.S.A. 104, 5743–5748. doi: 10.1029/2001JD900103

Morys, M., Mims, F. M. III, Hagerup, S., Anderson, S. E., Baker, A., Kia, J., et al.
(2001). Design, calibration, and performance of microtops II handheld ozone
monitor and sun photometer. J. Geophys. Res. Atmos. 106, 14573–14582. doi:
10.1002/2015JD023304

Neff, P. D., and Bertler, N. A. N. (2015). Trajectory modeling of modern dust
transport to the Southern Ocean and Antarctica. J. Geophys. Res. Atmos. 120,
9303–9322. doi: 10.1002/2015JD023304

Nylen, T. H., Fountain, A. G., and Doran, P. T. (2004). Climatology of katabatic
winds in the McMurdo dry valleys, southern Victoria Land, Antarctica.
J. Geophys. Res. 109:D03114. doi: 10.1029/2003JD003937

Pereira, K. C. D., Evangelista, H., Pereira, E. B., Simões, J. C., Johnson, E., and
Melo, L. R. (2004). Transport of crustal microparticles from chilean patagonia
to the Antarctic peninsula by SEM-EDS analysis. Tellus B 56, 262–275. doi:
10.3402/tellusb.v56i3.16428

Prospero, J. M., Bullard, J. E., and Hodgkins, R. (2012). High-latitude dust over
the north atlantic: inputs from icelandic proglacial dust storms. Science 335,
1078–1082. doi: 10.1126/science.1217447

Putaud, J.-P., Van Dingenen, R., Alastuey, A., Bauer, H., Birmili, W., Cyrys, J.,
et al. (2010). A European aerosol phenomenology e 3: physical and chemical
characteristics of particulate matter from 60 rural, urban, and kerbside sites
across Europe. Atmos. Environ. 44, 1308–1320. doi: 10.1016/j.atmosenv.2009.
12.011

Ramesh, K. J., and Soni, V. K. (2018). Perspectives of Antarctic weather
monitoring and research efforts. Polar Sci. (in press). doi: 10.1016/j.polar.2018.
04.005

Renard, J.-B., Dulac, F., Berthet, G., Lurton, T., Vignelles, D., Jégou, F., et al.
(2016a). LOAC, a light aerosols counter for ground-based and balloon
measurements of the size distribution and of the main nature of atmospheric
particles, 1. Principle of measurements and instrument evaluation. Atmos.
Meas. Tech. 9, 1721–1742. doi: 10.5194/amt-9-1721-2016

Renard, J.-B., Dulac, F., Berthet, G., Lurton, T., Vignelles, D., Jégou, F.,
et al. (2016b). LOAC, a light aerosols counter for ground-based and
balloon measurements of the size distribution and of the main nature of
atmospheric particles, 2. First results from balloon and unmanned aerial
vehicle flights. Atmos. Meas. Tech. 9, 3673–3686. doi: 10.5194/amt-9-3673-
2016

Renard, J.-B., Dulac, F., Durand, P., Bourgeois, Q., Denjean, C., Vignelles, D.,
et al. (2018). In situ measurements of desert dust particles above the western
mediterranean sea with the balloon-borne light optical aerosol counter/sizer
(LOAC) during the ChArMEx campaign of summer 2013. Atmos. Chem. Phys.
18, 3677–3699. doi: 10.5194/acp-18-3677-2018

Šabacká, M., Priscu, J. C., Basagic, H. J., Fountain, A. G., Wall, D. H., Virginia,
R. A., et al. (2012). Aeolian flux of biotic and abiotic material in Taylor

Frontiers in Earth Science | www.frontiersin.org 16 December 2018 | Volume 6 | Article 20794

https://doi.org/10.1002/2016RG000518
https://doi.org/10.5194/angeo-29-109-2011
https://doi.org/10.1111/sed.12108
https://doi.org/10.1029/2010GL046573
https://doi.org/10.5194/acp-14-13411-2014
https://doi.org/10.5194/acp-14-13411-2014
https://doi.org/10.1111/j.1745-7939.2003.tb02113.x
https://doi.org/10.3189/2012JoG11J156
https://doi.org/10.3189/2012JoG11J156
https://doi.org/10.1016/j.apgeochem.2011.06.013
https://doi.org/10.1002/joc.1933
https://doi.org/10.1002/joc.1933
https://doi.org/10.1002/joc.1933
https://doi.org/10.5067/VJAFPLI1CSIV
https://doi.org/10.3402/polar.v34.26365
https://doi.org/10.1080/1088937X.2017.1420105
https://doi.org/10.1016/j.geomorph.2010.04.024
https://doi.org/10.1080/04353676.2016.1257914
https://doi.org/10.1080/04353676.2016.1257914
https://doi.org/10.1080/04353676.2016.1257914
https://doi.org/10.1080/15230430.2002.12003500
https://doi.org/10.1080/15230430.2002.12003500
https://doi.org/10.1016/j.atmosres.2012.06.027
https://doi.org/10.1016/S1352-2310(00)00409-X
https://doi.org/10.1016/S1352-2310(00)00409-X
https://doi.org/10.1016/S1352-2310(00)00409-X
https://doi.org/10.1029/2001JD900103
https://doi.org/10.1002/2015JD023304
https://doi.org/10.1002/2015JD023304
https://doi.org/10.1002/2015JD023304
https://doi.org/10.1029/2003JD003937
https://doi.org/10.3402/tellusb.v56i3.16428
https://doi.org/10.3402/tellusb.v56i3.16428
https://doi.org/10.1126/science.1217447
https://doi.org/10.1016/j.atmosenv.2009.12.011
https://doi.org/10.1016/j.atmosenv.2009.12.011
https://doi.org/10.1016/j.polar.2018.04.005
https://doi.org/10.1016/j.polar.2018.04.005
https://doi.org/10.5194/amt-9-1721-2016
https://doi.org/10.5194/amt-9-3673-2016
https://doi.org/10.5194/amt-9-3673-2016
https://doi.org/10.5194/acp-18-3677-2018
https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-06-00207 November 29, 2018 Time: 16:25 # 17

Kavan et al. Aerosol Concentrations on James Ross Island

Valley, Antarctica. Geomorphology 15, 102–111. doi: 10.1016/j.geomorph.2011.
12.009

Truzzi, C., Lambertucci, L., Illuminati, S., Annibaldi, A., and Scarponi, G.
(2005). Direct gravimetric measurements of the mass of the antarctic
aerosol collected by high volume sampler: PM10 summer seasonal variation
at terra nova bay. Ann. Chim. 95, 867–876. doi: 10.1002/adic.20059
0099

van Lipzig, N. P. M., King, J. C., Lachlan-Cope, T. A., and van der Broeke, M. R.
(2004). Precipitation, sublimation and snow drift in the Antarctic peninsula
region from a regional atmospheric model. J. Geophys. Res. 109:D24106. doi:
10.1029/2004JD004701

Vinoj, V., Anjan, A., Sudhakar, M., Satheesh, S. K., Srinivasan, J., and Moorthy,
K. K. (2007). Latitudinal variation of aerosol optical depths from northern
Arabian Sea to Antarctica. Geophys. Res. Lett. 34:L10807. doi: 10.1029/
2007GL029419

Weller, R., Wöltjen, J., Piel, C., Resenberg, R., Wagenbach, D., König-Langlo, G.,
et al. (2008). Seasonal variability of crustal and marine trace elements in the
aerosol at neumayer station, Antarctica. Tellus B 60, 742–752. doi: 10.1111/j.
1600-0889.2008.00372.x

Wiggs, G., Baird, A., and Atherton, R. (2004). The dynamic effects of moisture
on the entrainment and transport of sand by wind. Geomorphology 59, 13–30.
doi: 10.1016/j.geomorph.2003.09.002
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High latitude dust is an important contributor to the global dust cycle, which affects
the radiative balance of the atmosphere. The frequency and severity of dust events are
driven by variables such as wind speed, precipitation, temperature, surface cover type,
and volcanic activity. The extent of impact of glacial retreat is yet to be determined, but
glacial outburst floods, known as jökulhlaups, have been suggested to be a significant
factor in the seasonal pattern of dust activity, with major jökulhlaups being attributed as
a cause for an increase in dust activity in their subsequent year. However, in examination
of ten meteorological stations from 1950 to 2009, there does not appear to be sufficient
evidence that jökulhlaups are a significant driver of Iceland’s dust activity. Additionally,
taking into account a larger range of dust codes, contributions from Icelandic dust
plumes are found to be greater than previously assumed, with an average of 128 dust
days per year as compared to a previously determined average of 34 dust days annually.

Keywords: high-latitude, jökulhlaups, sandur, Iceland, dust aerosol, dust haze

INTRODUCTION

High latitude regions such as Iceland, Greenland, Canada, Patagonia, and New Zealand have been
acknowledged as sizeable contributors to the global dust cycle (Prospero et al., 2012; Bullard, 2013;
Bullard et al., 2016). Unlike dry mid-latitude regions such as the Sahara and Gobi Deserts, some
high latitudes regions may be exposed to high levels of precipitation, humidity, and vegetation.
Iceland, in particular, has low vegetation and high wind speeds, which enhance active dust
transport, in spite of relatively high annual precipitation and seasonal snow cover. Additionally,
the presence of volcanoes and glaciers contribute to the creation of several types of barren, sandy
landscapes, including sandurs (glacial outwash plains), which serve as major dust plume sources
(Arnalds, 2010).

The potential impacts of glacial activity on dust emissions occur through two main events: glacial
retreat and jökulhlaups. The process of glacial retreat contributes sediment supply by reworking
flood paths (Maizels, 1997) and through the process of glacier basal sliding abrasions, which is
especially effective during the melting of warm-based glaciers like those of Iceland (Bullard, 2013).
The correlation between glacier meltwater discharge rates and sediment concentration flux is not
linear, and is therefore difficult to predict (Bullard, 2013).
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Jökulhlaups are glacial outburst floods and consist of two main
types: subglacial and proglacial (Björnsson, 1992). Subglacial
jökulhlaups are due to a breach in lakes that formed under
glaciers through geothermal heating, and can be triggered
periodically as a result of gradual melting over time, or by
sudden volcanic or seismic activity (Björnsson, 2002). Proglacial
jökulhlaups are the result of the overflow of proglacial lakes,
which are created from glacial melt runoff which collects along
the margins of the glacier extent. Both types of jökulhlaups carry
sediment to sandur, where it can then be entrained into the
atmosphere. It has been speculated that summer temperatures
increase jökulhlaup activity and is responsible for the seasonal
increase of dust activity, and additionally that major jökulhlaups
may be responsible for sizeable increases of dust activity in their
subsequent year (Prospero et al., 2012).

The main objectives of this study are to investigate whether
changes in the frequency of dust activity can be attributed to
glacial activity, and to reassess whether dust activity in Iceland
is comparable to that in mid-latitude deserts. As no published
official record of minor jökulhlaup activity is available, this
study does not aim to prove or disprove the direct impact of
minor jökulhlaups on dust activity, but rather aims to draw
to attention other variables such as temperature, wind speed,
and precipitation, which may hold more significant influence
over dust activity. This study further investigates the impact
of jökulhlaups by placing three major jökulhlaups (1955, 1996,
1999) in the context of long-term dust activity fluctuations.

MATERIALS AND METHODS

Synoptic observations were taken from meteorological stations
run by the Icelandic Meteorological Office over the years of 1950–
2009 from a total of ten different stations across Iceland as seen
in Figure 1, grouped into three regions:

FIGURE 1 | Vegetation map of Iceland. Source: Based on data from National
Land Survey of Iceland (http://www.lmi.is/en/okeypis-kort/). ∗Station locations
added: Grímsstaðir (GR), Raufarhöfn (RF), Egilsstaðir (EG), Reykjavik (RK),
Eyrarbakki (EY), Hæll (HL), Stórhöfði (ST), Vatnsskarðshólar (VT), Vík í Mýrdal
(VK), Kirkjubæjarklaustur (KI).

(1) Northeast (NE): Grímsstaðir, Raufarhöfn, Egilsstaðir;
(2) Southwest (SW): Reykjavik, Eyrarbakki, Hæll;
(3) South: Stórhöfði, Vatnsskarðshólar, Vík í Mýrdal,

Kirkjubæjarklaustur.

Note that Raufarhöfn, Reykjavik, Eyrarbakki,
Vatnsskarðshólar, Vík í Mýrdal, and Stórhöfði are situated
close to the shoreline, while Grímsstaðir, Egilsstaðir, Hæll, and
Kirkjubæjarklaustur are located further inland.

At all stations, synoptic dust observations were made every
day of the year, 3–8 times a day. Many stations stopped reporting
the present weather observations after the year 2009. A dust day
is considered to be any day during which at least one observation
of dust activity is observed, using synoptic dust codes as defined
in the World Meteorological Organization Report (WMO, 2009).
SYNOP codes of the present weather used in this study are 6
(dust in suspension, not raised by wind at or near the station at
the time of observation), 7 (blowing dust raised by wind at time
of observation, without the development of whirls or storms), 8
(developed dust whirls, but no storm), 9 (dust storm within sight
within the past hour of observation), 30–32 (slight or moderate
dust or sand storms), 33–35 (severe dust or sand storms), and
additionally codes 4–5, which are used for the visibility reduced
by volcanic ash resuspension and dust haze in Iceland. Codes
4–6 were omitted from the dust frequency studies published by
Dagsson-Waldhauserová et al. (2013, 2014).

Average monthly temperature, wind speed, and precipitation
were gathered from each of the stations via the Icelandic
Meteorological Office1. Volcanic eruption records from 1950
to 2009 were taken from the Smithsonian Institution Global
Volcanism Program2. These include the non-glacial volcanic
activity in the Northeast (Askja and Krafla) and South (Hekla
and Vestmannaeyjar’s Eldfell and Surtsey), as well as subglacial
activity for Vatnajökull (Grímsvötn) and Mýrdalsjökull (Katla).
Sandur and dust plume locations, as seen in Figure 2, were

1http://en.vedur.is/climatology/data/
2http://volcano.si.edu/database/search_eruption_results.cfm

FIGURE 2 | Major dust plume sources and estimated regions of deposition
(Arnalds, 2010): (1) Dyngjusandur, (2) Hagavatn, (3) Mýrdalssandur, (4)
Landeyjasandur, (5) Mælifellssandur, (6) Flosaskarð, (7) Skeiðarársandur.
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acquired from Arnalds (2010) by using Landsat and Moderate
Resolution Imaging Spectroradiometer (MODIS).

RESULTS

Meteorological Observations at Each
Station
Figure 3 takes an average of the temperature, precipitation, and
wind speed at each station for each month over the 60 year
period. It shows that the general annual trends in temperature
follow the same pattern at all stations, with the Northeast colder
than the Southwest, and the Southwest colder than the South,
though with Kirkjubæjarklaustur temperatures more in line with
Southwestern stations than Southern ones. A line is drawn at 5◦C,
above which the months will be referred to as “warm season”
and below which will be “cold season.” Months falling between
5 ± 0.7◦C will be considered “transitional,” sometimes acting as

a warm season month while other times acting as a cold season
month.

Like temperature, precipitation ranges are distinguishable
by region, though here, Kirkjubæjarklaustur aligns with the
Southern stations instead of the Southwestern ones. Vík
í Mýrdal precipitation records also far exceed the other
stations. Grímsstaðir is the only station with warm season
precipitation rising over cold season precipitation. Note that
these precipitation records do not distinguish between types, such
as rain or snow. No consistent, long-term record of snowfall exists
for this time period.

Unlike temperature and precipitation, wind speed does not
segregate by region, but rather by proximity to the coast or
mountains. Coastal stations Raufarhöfn, Reykjavik, Eyrarbakki,
and Vatnsskarðshólar tend to group together with a trend of
higher wind speeds, while inland stations of Egilsstaðir, Hæll,
and Kirkjubæjarklaustur group together with lower wind speeds.
Grímsstaðir, despite also being an inland station, has moderate
wind speeds, while Vík í Mýrdal, another coastal station, has

FIGURE 3 | Sixty year average (A) Temperature (◦C), (B) Precipitation (cm), and (C1) Wind speed (m/s) at each station for each month. (C2) provides a closer look at
station wind speed disparities without Stórhöfði. Grímsstaðir (blue ), Raufarhöfn (blue – – –), Egilsstaðir (blue —), Reykjavik (cyan ), Eyrarbakki (cyan – – –), Hæll
(cyan —), Stórhöfði (red ), Vatnsskarðshólar (red – – –), Vík í Mýrdal (red —), Kirkjubæjarklaustur (black —).
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wind speeds that are more similar to the inland stations, likely
due to its location being sheltered by surrounding mountain
terrain. Stórhöfði, the only separate island station, stands as an
outlier, with its average wind speed exceeding the other stations’
maximums.

Dust Day Frequency at Each Station
Figure 4 shows the average number of dust days per month
over the 60 year period at each station, with the final plot

showing the average for the whole of Iceland. Each station
peaks in dust day frequency (DDF) at the beginning of the
warm season. Overall, dust activity is greatest in the summer,
May through July, and lowest in the winter, December and
January. Shown in Figure 5, Stórhöfði leads in average number
of dust days per year with over 40, while also leading in
wind speed at around 11 m/s, which is about 5 m/s above
the next highest wind speed. Vík í Mýrdal, with the greatest
amount of precipitation averaging at almost 20 cm/year,

FIGURE 4 | Average number of dust days per year, with cold season (cyan), warm season (red), and transitional (yellow). NE stations in the first column, SW stations
in the second column, and South stations in the third and fourth column. The bottom-right graph depicts the average number of dust days per year for all of Iceland.

FIGURE 5 | Average annual (A) Temperature, (B) Precipitation, and (C) Wind Speed over 60 year period. (D) Average number of dust days per year at each station:
Grímsstaðir (GR), Raufarhöfn (RF), Egilsstaðir (EG), Reykjavik (RK), Eyrarbakki (EY), Hæll (HL), Stórhöfði (ST), Vatnsskarðshólar (VT), Vík í Mýrdal (VK),
Kirkjubæjarklaustur (KI). NE stations in blue, SW stations in cyan, and South stations in red, with Kirkjubæjarklaustur black.
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is among the three lowest DDFs, next to Raufarhöfn and
Hæll.

Figure 6 depicts the annual DDF for each region across the
60-year period. Included are vertical lines indicating volcanic
eruptions and major jökulhlaups with the potential of affecting
annual dust activity. Three major jökulhlaups are indicated in
the figure, two from Mýrdalsjökull (located in South Iceland)
in 1955 and 1999, and one in 1996 at Grimsvötn Gjalp (from
Vatnajökull, which is bordered by Dyngjusandur on its north
end and Skeiðarársandur on its south end). In South stations,
the 1999 Mýrdalsjökulhlaup is followed by an increase in DDF

the next year, but the 1955 Mýrdalsjökulhlaup is followed by a
drop in DDF the next year. There is an increase in DDF seen
in several stations the year following the Grimsvötn jökulhlaup,
but greater peaks are seen throughout the 60 year period.
However, the nearest weather stations from the jökulhlaup-
affected areas are not always on the main dust plume paths
and many dust events remain unreported. This occurs especially
in South Iceland where dust plumes from the Mýrdalssandur
and Skeiðarársandur areas head directly toward the ocean. The
number of dust events after the jökulhlaups can therefore be
underestimated.

FIGURE 6 | The line graphs along the y-axis indicate the number of dust days each year, separated by region. (A) NE stations: Grímsstaðir ( ), Raufarhöfn ( – – –),
Egilsstaðir ( —), (B) SW stations: Reykjavik ( ), Eyrarbakki ( – – –), Hæll ( —), (C) South stations: Stórhöfði ( ), Vatnsskarðshólar ( – – –), Vík í Mýrdal ( —),
Kirkjubæjarklaustur (� dotted line). Volcanic eruptions (4) and major jokulhlaups (black ∗) depicted with vertical lines. In southern Iceland, there are eruptions in
Vestmannaeyjar (red 4) and Hekla (magenta 4); in NE Iceland, there are eruptions in Askja and Krafla (blue 4) and Grimsvötn (cyan 4). The jökulhlaup (black ∗) in
1996 occured at Grimsvötn Gjalp, while the other two lines (black ∗) indicate Mýrdalsjökulhlaups in the South.
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The most consistent dust activity occurs in South stations, but
stations in other regions, such as Grímsstaðir and Eyrarbakki,
experienced sharp increases in DDF that at times matched that
of Stórhöfði. As seen in Figure 5, this contributes to their high
number of average dust days per year. Overall though, Stórhöfði
had the highest number of dust days, with a total of just under
2500 dust days from 1950 to 2009, as compared to 118 dust days
previously reported at Stórhöfði from 1949 to 2011 (Dagsson-
Waldhauserová et al., 2014).

DISCUSSION

Seasonal Dust Day Variability
In each station, during the cold season, DDF increases as average
temperature rises toward the warm season. It peaks at the start
of the warm season, but dips before the return of the cold
season. The drop that occurs after the start of the warm season
may be because the increased temperature is accompanied by
decreased wind speeds. There is likely a threshold temperature
around 5◦C, below which temperature acts as the limiting factor,
as warmer temperatures are necessary in order to evaporate
moisture between sediments and reduce particle adhesion for
entrainment. Above 5◦C, the rate of dessication may be sufficient
for the frequency of entrainment to be determined mostly by
wind speeds.

Other variance within the warm season may be due to
precipitation. If DDF was only determined by wind speeds, it
would increase as wind speed picks up after July. Instead, DDF
drops even more sharply, coinciding with the sharp increase
in precipitation after July. Though precipitation increases up
through October, wind speeds also steadily increase, surpassing
a threshold at which it outcompetes the effects of heavy
precipitation. Once the cold season starts after September or
October, entrainment is once again limited by desiccation rate,
despite continually increasing wind speeds.

Dagsson-Waldhauserová et al. (2014) reported 1965 to be
the driest year for SW Iceland in 100 years, and it is during
that same year that Reykjavik peaks in DDF, further indicating
a relationship between moisture and entrainment frequency.
Furthermore, Dagsson-Waldhauserová et al. (2014) reported that
almost half of the dust events in the south part of Iceland occurred
in the winter or at subzero temperatures. Though including
the dust haze synoptic code increased the number of dust days
observed during warmer temperatures, the presence of cold-
weather dust activity indicates greater connection of dust events
to moisture as opposed to temperature.

Annual Dust Day Variability
Volcanic eruptions that took place within this time period do
not appear to have a significant long-term effect extending more
than a year beyond the time of eruption, though they may have
sizeable impacts on short-term dust activity. For instance, the
Eyjafjallajökull eruption in 2010 had increased the dust storm
frequency in South Iceland significantly during the 6–9 months
following the start of the eruptive explosion (Arnalds et al., 2013;
Dagsson-Waldhauserová et al. (2014), though this eruption year

is not included in the presented analysis, as it is outside the
examined time frame.

While records of minor seasonal jökulhlaups are not present
for the observation of seasonal impacts, major jökulhlaups do
not appear to have a consistent impact on annual DDF. Prospero
et al. (2012) attributes the increase of dust concentration at
Stórhöfði in 1997 potentially to the 1996 jökulhlaup, but the
total dust days for Stórhöfði in 1997 was 40, which is just below
Stórhöfði’s 60 year annual mean of 41.6 (standard deviation of
15.8). They additionally linked the increase in dust concentration
at Stórhöfði in 2000 to the 1999 Mýrdalsjökulhlaup, and though
the number of dust days in 2000 was relatively high at 74 (two
standard deviations above the mean), there are two other spikes
in annual dust day number (1981 and 2002) that are at least two
standard deviations above the mean and not temporally proximal
to a major jökulhlaup. It may be relevant to note that the year
2000 coincides with an eruption of Hekla, located in Southwest
Iceland just north of Landeyjasandur. The DDF in 1956, the
year following the 1955 Mýrdalsjökulhlaup, was 17, which is
greater than a standard deviation below Stórhöfði’s 60 year mean.
Remaining South stations also did not reflect DDFs above their
stations’ annual mean in the year following each of the three
jökulhlaups.

Variability of Dust Activity Between
Stations
Variations in overall DDF between stations may be due to
sediment availability and the downwind location of stations from
the dust plume sources. While Stórhöfði’s spot as the highest
DDF can be attributed to its extraordinarily high wind speeds,
other stations are not as simple. Vík í Mýrdal’s spot among the
lowest three DDFs can be attributed to its extraordinarily high
precipitation, as well as the fact that synoptic codes for this
station were only measured at 9 a.m. and 9 p.m., missing long
periods during the day at which dust activity may have occurred.
The placement of Hæll and Raufarhöfn among the bottom three
alongside Vík í Mýrdal may be due to their location in more
vegetative regions, as can be seen in Figure 1. Vegetation serves to
prevent erosion by holding together ground sediment and acting
as a buffer between entrainable particles and the atmosphere.
Egilsstaðir, with unremarkable temperature and wind speeds, but
somewhat low precipitation, also has some vegetative cover and,
like Raufarhöfn, is a fair distance from a dust plume source.
However, it manages a moderate DDF compared to Hæll and
Raufarhöfn, mainly due to dust flowing in the northeast direction
from the Dyngjusandur dust plume source (Arnalds et al., 2016).

Vatnsskarðshólar has moderate wind speeds and is
located in proximity to the Mýrdalsjökull floodplain.
Despite this, it experiences a fair amount of precipitation,
which is likely responsible for limiting its resulting DDF.
Kirkjubæjarklaustur, which has similar wind speeds and
precipitation to Vatnsskarðshólar and is likewise situated near
major floodplains (Skeiðarársandur and Mýrdalssandur), follows
with a similar resulting DDF.

The remaining stations Reykjavik, Eyrarbakki, and
Grímsstaðir may owe their DDFs to a combination of moderate
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meteorological factors and unremarkable locational factors.
Reykjavik has moderate temperature, precipitation, and wind
speed, and is located a moderate distance from the Hagavatn
dust plume source, but also receives dust from the South coast
(Landeyjasandur) (Arnalds et al., 2016). As a result, its DDF
falls in between the median three (Egilsstaðir, Vatnsskarðshólar,
Kirkjubæjarklaustur) and the top three (Eyrarbakki, Grímsstaðir,
Stórhöfði). Eyrarbakki, though also with fairly moderate
meteorological factors, is located more proximally to an
intersection zone of dust plume sources from Hagavatn,
Landeyjasandur, and Mælifellssandur. Finally Grímsstaðir, with
moderate wind speeds but extraordinarily low precipitation,
is located within the dust plume region of Dyngjusandur,
surrounded by barren desert.

Grímsstaðir in Northeast Iceland was originally the station
with the highest reported frequency of dust storms in Iceland
(Dagsson-Waldhauserová et al., 2013, 2014). Inserting all the
dust codes into the analyses shows that the highest frequency
of dust codes is now reported from South Iceland, at Stórhöfði.
This describes the general situation in South Iceland, where
many dust plume sources are located close to the seashore and
dust plumes can only be captured on satellite images (Dagsson-
Waldhauserová et al., 2014). Monitoring stations floating on the
sea south of Iceland could possibly record the highest rates of
airborne dust observations.

CONCLUSION

The analysis of dust day variability reveals correlation to location
and wind speed. Location, such as proximity to dust plume
sources and sandurs, determines whether there is ample exposed
sediment supply, while high wind speeds enhance the transport
of that accessible supply. Wind direction and gust, precipitation
type, and duration of daylight exposure have yet to be accounted
for, and may explain discrepancies in the relationship between
meteorological variables and DDF.

The volcanic eruptions alone seem not to correspond
to the frequent spikes in DDF year to year. There is
an average of one eruption every 3–4 years in Iceland
(Thordarson and Höskuldsson, 2008). Jökulhlaups in Iceland
occur more frequently than explosive volcanic eruptions, and
large jökulhlaups can bring >5 million tons of fine deposits (grain
size < 0.05 mm) available for suspension every year (Jensen et al.,
2018). Yet it appears that even the largest jökulhlaups do not
directly lead to a significant increase in dust activity. This might
be because jökulhlaups increase supply in active sandur regions
that are not limited by sediment supply. If this is the case, minor
jökulhlaups also may not be significantly accountable for seasonal

DDF variability. The areas of main jökulhlaups are, however,
poorly monitored, because the weather stations are not located
in the main pathways of dust plumes from such places. This
can cause the underestimation in number of dust SYNOP codes
(O’Loingsigh et al., 2010; Arnalds et al., 2016).

Potential long-term impacts of glacier retreat must then reside
primarily in the expansion of erodible surface area that was once
covered by glaciers, thereby increasing the extent of areas rich in
sediment supply. However, floodpaths and vegetation cover may
also shift over time to balance this. A possible outcome is that
floodplains initially expand as the rate of melting and magnitude
of flooding increase; then, as the size of the glacier decreases and
the size of its floods follow suit, the floodplains will subsequently
be subjected to vegetation succession, especially in the lowland
areas. This may eventually reduce the size of sediment supply
areas, though many of the most active sand surfaces are hostile
to vegetative succession due to abrasion (Vilmundardóttir, 2014).

Overall, we find that the frequency of dust day activity is
higher than previously suggested, with an average of about 128
dust days annually for all Iceland, as compared to the previous
annual mean of 34 dust days. Dust particles need to be further
quantified and qualified in terms of their size and type for a better
prediction of the potential impact of future fluctuations in dust
activity on global radiative balance.
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The ability of light-absorbing impurities (LAI) to darken snow had been known for
decades, even inspiring practical applications, but quantification of the radiative forcing
awaited radiative-transfer modeling in 1980 and measurement of soot in Arctic snow
in 1983-4. Climate-modeling interest in this forcing began in 2004, spurring a modern
explosion of research on several topics: methods to measure black carbon (BC) and
other LAI, Arctic air pollution, measurement of BC mixing ratio in snow over large areas,
and radiative transfer modeling of this forcing and its climatic and hydrological effects.
The BC-content of snow in large remote regions of the northern hemisphere is on the
order of 20 parts per billion, causing albedo reductions of ∼1–2%. This reduction is
climatically significant but difficult to detect by remote sensing, so quantification requires
fieldwork to collect and analyze snow samples. This review is a personal account of
early research at the National Center for Atmospheric Research and the University
of Washington, followed by a brief summary of recent work by the author and his
colleagues.

Keywords: snow, light-absorbing impurities in snow, snow albedo, Arctic, radiative transfer

BEGINNINGS

That the albedo of snow is reduced by light-absorbing impurities (LAI) is obvious to the eye when
the LAI arrive in a massive deposition event, for example when volcanic ash falls out onto Icelandic
glaciers (e.g., Wittmann et al., 2017). Such observations have no doubt been made for centuries,
and the consequences for snowmelt rate were probably also sometimes noticed long before any
scientific study was undertaken. But the discovery that most snow in the northern hemisphere
contains enough LAI to reduce its albedo by climatically significant, yet invisible, amounts was
a surprise; it resulted from field measurements and modeling in the 1970s and 1980s, described
below.

How I developed a research focus on LAI in snow takes some explaining. I was trained as
a physical chemist, then got into biophysics research with my Ph.D. project to solve the three-
dimensional atomic structure of an enzyme using X-ray crystallography (Warren et al., 1973). I
continued in that field as a post doc in Germany, on the fascinating structural-biology problem of a
virus that infects tobacco plants (Stubbs et al., 1977). Although the work was interesting, my mind
kept wandering to thoughts of geography and climate.

The opportunity to change careers came when I was accepted as a post doc at the National
Center for Atmospheric Research (NCAR) in Boulder, Colorado, for retraining in atmospheric
physics. My sponsor was Steve Schneider. On my arrival at NCAR in January 1978 I told Steve
that I was interested in the ice ages, so he introduced me to Warren Wiscombe, his colleague in the
Climate Section. Steve knew that Wiscombe shared an interest in the ice ages, although there was no
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published evidence of that interest; Wiscombe’s focus was
on developing methods for computing atmospheric radiative
transfer, and he had become the world leader in that field. When I
met him, I was ignorant of the fame of his great accomplishments;
I was even unfamiliar with the term “radiative transfer.” He told
me “We won’t solve the ice-age problem, but we’ll chip away at it.
We’ll solve one small but important part of the ice-age problem –
we’ll explain the albedo of snow.”

My 1st year at NCAR I worked with Steve Schneider on
energy-balance climate modeling (Warren and Schneider, 1979);
meanwhile I enrolled in a graduate course on radiative transfer
taught by Gary Thomas at the University of Colorado (also in
Boulder). Professor Thomas distributed his handwritten notes
to the students, which were later published as an authoritative
textbook (Thomas and Stamnes, 1999). After that training I was
ready to start working with Wiscombe. [I’m using surnames here
because their given names can cause confusion: my two mentors
at NCAR were named “Steve” and “Warren”].

RADIATIVE TRANSFER MODEL FOR
SNOW

We used one of the radiative-transfer models that Wiscombe had
invented, the delta-Eddington method, to compute the variation
of snow albedo with wavelength (Wiscombe and Warren, 1980).
The single-scattering computation, using Wiscombe’s (1980)
implementation of Mie theory, required as input the complex
refractive index of ice, which I had to compile from numerous
published laboratory measurements, and which I eventually
published (Warren, 1984b) and more recently have updated
(Warren and Brandt, 2008). At any given wavelength, the albedo
depends on the snow grain size, the solar zenith angle, the
partitioning of direct and diffuse irradiance, and the snow depth.

We modeled the snowpack as a pack of ice spheres, and
argued that what really mattered was the area-to-mass ratio
of the snow grains (now called “specific surface area”; I wish
we had thought of that name!). The radius of the spheres in
our model snowpack would then be three times the volume-
to-area ratio of the real non-spherical snow grains. The errors
in this spherical representation were later quantified for various
snow-crystal shapes (Grenfell and Warren, 1999; Neshyba et al.,
2003; Grenfell et al., 2005). The extinction efficiency and single-
scattering albedo are well-represented by the equivalent spheres.
The scattering asymmetry factor for the spheres is too large, but
its effect can be compensated by reducing the model’s grain size
(Dang et al., 2016).

The modeling showed that the most important variable
determining snow albedo is the size of the snow grains. Physically,
a photon traveling in a snowpack has a chance to change direction
at each air/ice interface, and has a chance to be absorbed while
traveling through ice. In coarse-grained snow, a photon travels a
longer distance through ice between opportunities for scattering
than in fine-grained snow, so it is more likely to be absorbed,
and therefore a snowpack of coarse grains has lower albedo. The
area/mass ratio normally decreases with snow age by “destructive
metamorphism” (LaChapelle, 1969), leading to the “equilibrium

form” (Colbeck, 1982), so the radiatively effective grain size
increases, and the albedo drops.

We tested the model against measurements of near-infrared
(near-IR) reflectance by O’Brien and Munis (1975), who had
collected natural snow in the back yard of the United States
Army’s Cold Regions Research and Engineering Laboratory
(CRREL) in New Hampshire. They had brought the snow into a
cold-room laboratory for radiation measurements (they did not
measure the grain size). The introduction of their report tells
their motivation for this research: “The probability of detecting
[military equipment and personnel] depends upon the contrast
in reflection of solar radiation from objects compared with that
from snow-covered backgrounds.”

To match the measurements of O’Brien and Munis for new
snow and 2-day-old snow, we needed grain radii r = 50 µm
and r = 200 µm, respectively. Our model, using grain radius as
a free parameter, agreed well enough with the measurements,
considering that the measurements were actually not of albedo
but rather of bidirectional reflectance at a particular pair of angles
(source 0◦, detector 30◦).

WHAT’S WRONG WITH THE MODEL?

At shorter wavelengths we ran into trouble. The most accurate
measurements of visible albedo were those of Grenfell and
Maykut (1977; hereafter GM) for snow at a research camp
on Ice Island T-3 in the Arctic Ocean. [Tom Grenfell made
the measurements in 1974, and Gary Maykut helped with the
analysis; both worked at the University of Washington (UW)].
At visible wavelengths, the absorption by ice is extremely weak.
For example, the absorption length (e-folding depth, reciprocal of
the absorption coefficient) for blue light is ∼200 m, and even for
red light it is 2 m (Warren and Brandt, 2008). Photons entering
a snowpack of 100-µm spheres should experience numerous
refraction events and eventually escape upward, having traveled
much less than 2 m through ice. Correspondingly, the albedo
across the visible spectrum should be 95–100% for all grain radii
50–1500 µm. But that was not what GM had found. At the blue
wavelength 400 nm, their albedo for dry new snow was 92%, and
for old melting snow it was much lower, ∼82%. We considered
what our model had neglected: the non-sphericity of snow grains,
and the shadowing caused by close-packing in high-density snow.
But we showed that those defects of the model would actually
have caused more error at near-IR wavelengths than at visible
wavelengths. So we concluded that the snow measured by GM
had contained something in addition to ice, something that
absorbs visible radiation. What could it be?

ATMOSPHERIC AEROSOLS CAN GET
INTO SNOW

In my first few months at NCAR I had become aware that there
were some scientists who had actually made a career of studying
dust in the atmosphere (e.g., Patterson and Gillette, 1977). Dale
Gillette was a friendly fellow, and I enjoyed his company. But
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I was astonished at his choice of research topics; I could hardly
imagine anything more boring than atmospheric dust. But of
course dust can fall out into snow, and now it looked to be
important for snow albedo, so to my surprise I myself became
fascinated with dust.

I consulted the literature, back as far as the 1920s. Dust from
Oklahoma had reached Vermont in the “brown snowfall” of 1936;
pinkish-colored snow in New Zealand in 1928 was attributed to
red dust from Australia. Haeberli (1977) had written a nice review
of Saharan dust in the Alps. Dirmhirn (1960) had measured the
effect of a dust-fall event on the albedo of alpine snow: a reduction
of 10% in broadband albedo and 16% in visible albedo. The
champion for brevity of title headed a Russian paper by Khromov
(1931), “Zhyoltyy Sneg,” which simply means “yellow snow.”

I got optical constants of red Saharan dust from Dale Gillette
(Patterson et al., 1977). When we incorporated them into our
radiative transfer model, the snow, not surprisingly, turned red.
But the snow measured by Tom Grenfell in the Arctic Ocean was
not visibly colored; if it had been he probably would not have
measured it. And his spectral plots were flat across the visible
spectrum, so what we needed was a gray absorber. One day when
Wiscombe and I were walking down a corridor at NCAR, we
bumped into Bob Charlson from UW. Wiscombe asked him,
“What’s that light-absorber you’re finding in the atmospheric
aerosol?” Bob revealed his not-yet-published secret, whispering
in our ears: “It’s carbon!”

Some of the papers describing dirty snow did have enough
soot to produce visible gray bands (Elgmork et al., 1973), and
others had actually experimented with the use of black carbon to
promote snowmelt in Japan, China, and Colorado (e.g., Meiman,
1973). A long paper in the Journal of Applied Meteorology by
Professor Bill Gray of Colorado State University (Gray et al.,
1976) advocated the use of carbon dust for weather modification,
including speeding up snowmelt. His Figure 5 is a drawing of
an airplane spewing carbon dust from its engines: after a B-52
airplane reaches cruising altitude it no longer needs all eight
engines for power, so four of them can be switched to soot-
production. This was apparently what some scientists in the 1970s
thought to be the role of black carbon in the climate system,
but now Gray’s paper is rarely cited; it was missing from the
authoritative 173-page treatise by Tami Bond et al. (2013).

That literature-search was fun, but to make progress on
research what we really needed was to find optical constants and
size distributions for atmospheric soot, and to incorporate them
into our radiative transfer model of snow. When we did that, to
match Grenfell’s measurements we had to say that his snow at T-3
contained 150–200 nanograms of carbon per gram of snow (ng/g)
(Warren and Wiscombe, 1980; Warren, 1982). These amounts of
soot, reducing the visible albedo by nearly 20% without coloring
it, would not make the snow visibly darker because the eye is a
logarithmic detector, adapting to changes in illumination over
a factor of 500,000 (judging from our ability to read a printed
page illuminated by either the overhead Sun or the overhead full
moon).

In our model, the addition of soot reduced the albedo only
at wavelengths where the albedo of pure snow is very high (UV
and visible). It did not reduce the near-IR albedo, where ice itself

is moderately absorptive, so that trace amounts of impurities
cannot do much.

We were left with two important unanswered questions. (1)
Can we trust the model? We had not tested our model against
measurements for snow known to be clean. (2) How much
soot does the Arctic snow actually contain? The source of soot
over wide areas would be fallout from the atmospheric “Arctic
haze” (Rahn and McCaffrey, 1980; Cess, 1983), but Grenfell’s
measurements had been made close to the T-3 research station
where the snow was probably affected by local pollution and did
not represent the wider area.

WHAT IS THE SOOT CONTENT OF
ARCTIC SNOW?

Answering both questions benefited from my move to UW. In
1981 Ed LaChapelle retired, and I was lucky to be hired as
his successor. As part of my job interview I gave a seminar,
“Reflection of sunlight by snow.” In the audience was Tony
Clarke, a graduate student in Charlson’s lab. Tony was inspired
by my talk to try to quantify the soot in Arctic snow. Tony
had invented the “integrating sandwich” filter method to greatly
increase the sensitivity for quantifying the small amounts of soot
in clean remote air (Clarke, 1982). His fellow student John Ogren
had developed methods to collect soot from rainwater, and Tony
adapted John’s method for snow. In April 1983 Tony and I drove
up to Mount Rainier on a Sunday to practice snow-collection.
Tony’s wife Joan came along, but she became bored watching us
discussing our snow-pit. She pulled out a cigarette and was just
about to light it when it dawned on her that maybe she shouldn’t.

Tony got on the phone to researchers who were going to
the Arctic, and many of them volunteered to collect snow for
him. Tony instructed them on snow-sampling procedures (Please
don’t smoke!). They shipped their still-frozen snow to Seattle,
from Alaska, Canada, Greenland, Svalbard, and Scandinavia.
A Masters student, Kevin Noone, worked with Tony to process
the samples. Their measurements of filter transmission at four
wavelengths allowed them to separate the absorption by soil dust
from the absorption by BC. They found BC values in the range
5–50 ng/g (Clarke and Noone, 1985). Using our radiative-transfer
results, they estimated that this soot content would reduce snow
albedo by 0–4%, depending on the snow grain size, with radiative
forcing similar to that of Arctic haze in the atmosphere (Cess,
1983; Warren and Clarke, 1986). An albedo reduction of 1–2%
sounds small, and is often within the measurement uncertainty,
but it is climatically important. For a typical daily average solar
irradiance of 400 W m−2 in the Arctic during late spring and
early summer, a 1% reduction of broadband snow albedo causes a
positive forcing of 4 W m−2 locally, similar to the forcing caused
by doubling CO2.

The Arctic haze exhibits a dramatic seasonal cycle, with high
values in winter and low values in summer (e.g., Sharma et al.,
2004). A chance conversation of Tony with Björn Holmgren
at the IUGG meeting in 1983 led to an invitation for Kevin
to investigate the transfer of soot from air into snow at the
Abisko research station in northern Sweden. For his Master’s
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thesis, Kevin documented the springtime decline of Arctic soot,
measuring BC in both air and falling snow at Abisko (Noone and
Clarke, 1988).

WHERE CAN WE FIND CLEAN SNOW?

Being at UW in the same department with Tom Grenfell gave
me the opportunity to get involved in fieldwork. In 1982 Tom
and I wrote a proposal to NSF to go to the interior plateau of
Antarctica, to measure the spectral albedo of snow we could be
sure was clean, to see if the visible albedo was as high as the
model predicted. Our proposal was rejected, by reviewers saying
“Albedo has already been measured in Antarctica.” We needed to
emphasize that it was spectral albedo, not broadband albedo, that
was required, and that Tom was the world expert for measuring
spectral albedo of polar surfaces. Our resubmitted proposal was
approved by the NSF Program Manager, Ben Fogle, and in
December 1985 we arrived at the South Pole Station, together
with a graduate student, Peter Mullen. We spent 2 months there.

The Antarctic snow is extremely clean, but we were based at
a station that burned diesel fuel and experienced 100 landings
and takeoffs of C-130 airplanes every summer. So while Tom
and Peter made numerous albedo measurements, under various
sky conditions for both new and old snow, I conducted a soot
survey. Tony and Kevin had given me a filtering apparatus and
had instructed me on their procedures. I walked out along 3-
km lines in all directions from the station, collecting snow at
regular intervals, until I was able to make a contour map of soot-
pollution (Warren and Clarke, 1990). The wind at the South Pole
is strongly directional, and just 500 m upwind of the station, in
the Clean Air Sector, at a site we had already chosen for albedo
measurements, the soot content was only 0.3 ng/g, far too small to
measurably affect snow albedo at the most sensitive wavelength.
The albedo exceeded 0.98 across the UV and visible, in agreement
with our model for pure snow. We showed this result in a brief
report (Warren et al., 1986); we eventually published the full
paper after we had also made similar measurements at Vostok
Station (Grenfell et al., 1994).

TANGENTIAL TOPICS FROM THE EARLY
YEARS

Soot Can Lower Snow Albedo; Why Not
Cloud Albedo?
Black carbon can get into snow by being attached to ice nuclei
in clouds or scavenged by falling snow crystals, as well as by
dry deposition. BC in snow reduces the snow albedo; what
does it do to clouds? Cindy Twohy, another of Charlson’s
students, had developed the Counterflow Virtual Impactor (CVI)
for measurements from an airplane flying through a cloud, to
separately quantify LAI inside cloud droplets and LAI in the
interstitial air between cloud droplets. She asked me to compute
the effect of the LAI on the visible albedo of the clouds she had
sampled over the Pacific Ocean between California and Hawaii.
The effect was insignificant. Our calculation (Twohy et al., 1989)

showed that to achieve a given reduction of visible albedo in
a cloud or in snow, the required mixing ratio of soot in the
cloud (ng/g) would have to be 300 times the mixing ratio in
snow, because of two differences between clouds and snow that
determine their interaction with sunlight: (1) cloud particles are
smaller, with effective radii ∼10 µm as opposed to 100 µm
or more for snow, so photons can escape upward from the
cloud without passing through much water; and (2) typical cloud
optical thicknesses at visible wavelengths are only 15–30, whereas
snow is effectively semi-infinite (just 1 cm of snow has an optical
thickness of ∼40), so much of the light incident on a cloud
escapes out the bottom without encountering impurity particles.

But now I have to back off from our categorical conclusion
about the ineffectiveness of soot in clouds. Over the ocean off
the southwest coast of India, Andy Ackerman showed that the
clouds can be so polluted by smoke that they do absorb significant
sunlight, enough to cause the clouds to heat up and evaporate
(Ackerman et al., 2000).

CO2-Snow in the Polar Caps of Mars,
Where the Impurity Is Water
In February 1981 Wiscombe returned to NCAR from a
conference about climate change on Mars, and asked me to
apply our model to CO2-snow in the seasonal polar caps, using
some newly measured optical constants of CO2-ice that had
been reported at the meeting. We calculated the visible spectral
albedo and how it is lowered by Martian dust, but our primary
motivation was to explain some strange satellite observations
of low brightness temperature in the thermal infrared. Because
absorption by CO2-ice is extremely weak between the 4.3- and
15-µm bands, the thermal emissivity of CO2-snow is sensitive to
trace amounts of water-ice, whose absorption coefficient in the
interband region is 2–3 orders of magnitude higher than that of
CO2-ice. So in the radiative transfer model, our specification of
the “impurity” became, to our amusement, not dust or BC but
rather water-ice (Warren et al., 1990).

THE MODERN ERA

After the pioneering work of Clarke and Noone was published
in 1985, Tony and I expected that climate modelers would take
notice. But for many years they ignored it, so Tony and I pursued
work on other topics (Tony worked on atmospheric aerosol
studies; I worked on cloud climatology, sea-ice albedo, longwave
radiation spectra, and sea-glaciers on Snowball Earth).

Finally, nearly 20 years later, interest in LAI in snow was
renewed by Jim Hansen, who thought that soot-in-snow might
be the missing radiative forcing in his modeled global warming
of the 20th century, so he incorporated that process into the GISS
climate model (Hansen and Nazarenko, 2004; hereafter HN). He
asked me and Tony to review his paper, hoping to persuade us to
return to our former research topic.

The HN paper generated wide interest, including among
funding agencies. Tom Grenfell, Tony Clarke, and I got a grant
from the NSF Arctic Program, and we were joined in the work
by Sarah Doherty and Rich Brandt. We carried out large-area
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FIGURE 1 | Photos from fieldwork. (a) In the Kolyma lowland, Yakutia. (b) Rich Brandt on a frozen lake in Arctic Canada. (c) Cheng Dang and Sarah Doherty in
Manitoba. (d) With Sarah Doherty, finding buried summer melt-layers near Dye-2 in the percolation zone of South Greenland (photo by Rich Brandt). (e) Tom Grenfell
filtering snowmelt in a hotel room in Tiksi near the Lena Delta. [Written informed consent has been obtained from him to publish this picture]. (f) Making artificial
snowpacks in the Adirondack Mountains (Rich Brandt).

surveys of LAI in snow in the Arctic (Doherty et al., 2010) and
North America (Doherty et al., 2014). Professor Qiang Fu in
my department at UW established a collaboration with Lanzhou
University so that we could carry out a similar survey across
northern China (Huang et al., 2011). We carried out these
large-area surveys as field trips because it is difficult to detect
small yet climatically important amounts of LAI in snow by
remote sensing, especially in the Arctic where the snow is often
thin and patchy (Warren, 2013). [Also, those trips gave me the
opportunity to travel in some exotic remote regions!] On trips
where we were driving, we could specify the sampling interval.
We typically collected samples every 100 km, and this seemed
adequate, as evidenced for example in the smooth plot of BC
versus latitude in northeast China (Figure 6 of Huang et al.,
2011).

Tom built our laboratory photometer for analyzing filters
(Grenfell et al., 2011). Sarah developed a spectroscopic method
to separate the absorption by BC from that of other LAI, showing
that typically ∼40% of the absorption by impurities was by non-
BC LAI. [In some regions, BC is actually a minor contributor to
the LAI; Tom Painter leads a group studying snow in mid-latitude
mountain regions near deserts, where soil dust dominates the
absorption (e.g., Painter et al., 2007)].

Hansen and Nazarenko’s paper also generated interest in the
remote-sensing community. For several years after 2004 I was
sometimes asked to review proposals that promised to quantify
BC in Arctic snow by remote sensing from satellites or unmanned
aerial vehicles (UAVs). One of those proposals requested several
million dollars from NASA to accomplish a goal I considered
impossible. To forestall such proposals, I wrote a paper to explain
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why I thought that such projects, if undertaken, were destined
to fail (Warren, 2013). A particular problem is that much of the
Arctic snowpack in spring is thin and patchy, and the spectral
signature of thin snow resembles that of BC in snow. [However,
in some other parts of the world the snow is so heavily loaded
with LAI that remote sensing can be useful. Painter et al. (2012)
used MODIS to infer radiative forcing by dust contamination of
snow in the Himalaya and in southwest Colorado, checked with
ground-truth measurements in Colorado. The snow was grossly
contaminated, with concentrations in the parts-per-thousand
range rather than parts per billion. The MODIS retrieval found an
astonishingly large mean dust-in-snow forcing of ∼250 W m−2

in these regions].
Figure 1 shows some pictures from our fieldwork. Table 1

gives a global summary of our BC mixing ratios. They range
over four orders of magnitude, from 0.2 ng/g in Antarctica
to 2000 ng/g in northeast China. The values in this table
all come from the same method of measurement that was
developed by Clarke and Noone (1985). An alternative method
using controlled combustion and measurement of CO2 release
(“thermal-optical method”) tends to give smaller values (e.g.,
Forsström et al., 2013), possibly because of undercatch by the
quartz fiber filter (Torres et al., 2014).

Our Arctic survey found lower BC mixing-ratios than those
of Clarke and Noone (1985), in regions that both studies had
sampled. This result was anticipated by some measurements that
Tom Grenfell had made in 1998 at the SHEBA site in the Beaufort
Sea (Grenfell et al., 2002) and during an Arctic Ocean transect in
2005. Our lower BC mixing ratios were consistent with results
from the continuous monitoring of BC in air since 1989 at the
Alert station on Ellesmere Island (82◦N) by Sangeeta Sharma
and her coworkers (Gong et al., 2010). They showed that the
Arctic atmosphere has become cleaner in the past 30 years, which
they attributed to the demise of the Soviet Union. We concluded
that BC in snow and ice of the Arctic Ocean is probably not
contributing to the rapid decline of sea ice in recent decades, so
other causes must be sought.

TABLE 1 | Global summary of black-carbon mixing-ratios in snow before the
onset of melt (winter in midlatitudes; spring in the Arctic and Antarctic).

Region Black carbon (ng/g); median
values in snowpits

Reference

Greenland 1–4 Doherty et al., 2010

Arctic Ocean 4–10 Doherty et al., 2010

Arctic Canada 8–14 Doherty et al., 2010

Arctic Russia 10–60 Doherty et al., 2010

Scandinavia 20–60 Doherty et al., 2010

Northeast China 30–2000 Wang et al., 2013

Northwest China
(Xinjiang)

20–600 Ye et al., 2012

Western North America 5–70 Doherty et al., 2014

Antarctic Plateau
(South Pole, Vostok,
Dome C)

0.2–0.6 Warren and Clarke, 1990;
Grenfell et al., 1994; Warren

et al., 2006

Antarctic sea ice 0.2–0.4 Zatko and Warren, 2015

We studied the vertical redistribution of BC in melting snow
in Greenland and Alaska, and also in Norway in a collaboration
with Sanja Forsström (Doherty et al., 2013). This work was a
follow-on to the study by Conway et al. (1996), who had spread
artificial soots, both hydrophobic and hydrophilic, onto melting
snow, and quantified the vertical redistribution. Because BC is
largely hydrophobic, much of it gets left behind at the surface as
the snow melts, enhancing the albedo reduction.

Rich Brandt tested our radiative-transfer modeling of BC-in-
snow by making artificial snowpacks containing large amounts
of soot (Brandt et al., 2011). Dean Hegg, a chemist just down
the hall from me in the UW cloud-physics group, got interested
in our project; he led a study on source-attribution of BC by
looking for fingerprints in the pattern of 24 chemicals that he
measured in our meltwater (Hegg et al., 2009, 2010). He surprised
us by showing the dominance of biomass burning over industrial
sources in most parts of the Arctic. A graduate student, Cheng
Dang, worked with us to quantify the radiative effects of the LAI
found in our large-area surveys (Dang et al., 2015, 2017).

BROADER IMPACTS

Ice-core records show enhanced dust fallout during glacial
maxima, as first shown by Lonnie Thompson (1977). The albedo-
lowering effect of dust was suggested by Will Kellogg to cause a
negative feedback on ice-sheet growth (Figure 8 of Kellogg, 1975),
as discussed by Warren (1984a). Indeed, climate modeling of ice-
age cycles now finds this albedo-lowering effect of dust necessary
for deglaciation (Willeit and Ganopolski, 2018). And on a shorter
time-scale, within the present interglacial, the “Little Ice Age” in
the Alps is hypothesized to have been terminated by deposition
of BC from the 19th-century industrialization of Europe (Painter
et al., 2013).

THE FUTURE

I have been amazed to see the expansion of research by many
groups worldwide, in Europe, North America, South America,
Japan, China, and India, on all aspects of this problem, with
sessions every year at EGU and AGU, and the publications in
this special issue. Here are just a few suggested topics for future
research that link to our recent measurements.

(1) Determine wet-deposition rates of particles, following on to
the work of Noone and Clarke (1988). Riding the cable-car
from Ny-Ålesund up to the Zeppelin Station on Svalbard
stimulated our thinking on one way to do this, resulting in
the paper by Hegg et al. (2011).

(2) Investigate lofting and deposition of dust on small scales
that are currently missing from climate models, for example
the transport of dust to shallow patchy snow from nearby
soil (centimeter-scale), and to glaciers from mountain-walls
(kilometer-scale). This problem became apparent to us in
Inner Mongolia, where sheep grazing through thin snow
would kick up soil that then fell on top of the neighboring
snow.
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(3) Further quantify the biases in our filter method (ISSW)
and in the single-particle soot photometer (SP2) for snow
samples containing BC mixed with organic carbon and/or
mineral dust (Schwarz et al., 2012), and the capture-
efficiency of the filter for the thermal-optical method
(Torres et al., 2014).
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Antarctica is often regarded as the most pristine continent on Earth. However, local
human activity can be significant point sources of production of contaminants, as well
as light absorbing aerosols, such as black carbon (BC). In May 2015, over the Austral
fall season (at the beginning of the accumulation season), surface snow was sampled
at eight sites along a 1.7 km transect extending from Palmer Station, Antarctica. Two
additional sites were sampled on Biscoe Point 14 km from the station. Snow samples
were analyzed for refractory black carbon (rBC) with a Single Particle Soot Photometer
(SP2). rBC concentrations increased with proximity to the Palmer Station 1.2–16.5 µg-
rBC/L-H2O (4.7 ± 4.9 µg-rBC/L-H2O) and were higher than other studies of rBC in
snow, such as in the McMurdo Dry Valleys, Antarctica (MDV) and the Clean Air Sector
of the South Pole Station (CAS-SP), except on the more remote Biscoe Island, 0.4–
1.2 µg-rBC/L-H2O, which had similar background concentrations to the MDV and CAS-
SP, 0.3–1.2 (0.6 ± 0.3 µg-rBC/L-H2O) and (0.14–0.80 µg-rBC/L-H2O), respectively.
However, concentrations were lower than previous observations at South Pole Station
downwind of the generator and long the runway (6.6–7000 µg-rBC/L-H2O). Palmer
Station is located on the southwestern coast of Anvers Island which lies off the western
coast of the Antarctic Peninsula at 64◦ 46′S, 64◦ 03′W. Comparison with the Navy
Aerosol Analysis Prediction System (NAAPS) model show that wildfire smoke may have
reached this region of the Antarctic continent during the time period of the deposition
of this seasonal snow, suggesting the increase in rBC may be a combination of local
combustion of fossil fuels and regional wildfires. Although significant increases in rBC
concentrations are found within a km of Palmer Station, like the South Pole Station,
rBC is limited to a few kms from the station. Additionally, these measurements of rBC,
which may be the only BC measurements in snow on the Antarctic Peninsula, show that
background levels are similar to other locations on the continent.
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Frontiers in Earth Science | www.frontiersin.org 1 April 2019 | Volume 7 | Article 49112

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/journals/earth-science#editorial-board
https://www.frontiersin.org/journals/earth-science#editorial-board
https://doi.org/10.3389/feart.2019.00049
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/feart.2019.00049
http://crossmark.crossref.org/dialog/?doi=10.3389/feart.2019.00049&domain=pdf&date_stamp=2019-04-02
https://www.frontiersin.org/articles/10.3389/feart.2019.00049/full
http://loop.frontiersin.org/people/608639/overview
http://loop.frontiersin.org/people/653349/overview
http://loop.frontiersin.org/people/650221/overview
http://loop.frontiersin.org/people/702624/overview
https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-07-00049 March 29, 2019 Time: 18:51 # 2

Khan et al. Black Carbon in Snow on the Antarctic Peninsula

INTRODUCTION

Palmer Station is the smallest of the three permanent scientific
research stations operated by the United States Antarctic
Program (USAP). It is located on the southwestern coast of
Anvers Island which lies off the western coast of the Antarctic
Peninsula at 64◦ 46′S, 64◦ 03′W (Figure 1). The current station,
which was commissioned on 20 March 1968 supports U.S.
scientific research in the Antarctic Peninsula Region. It replaced
“Old Palmer Station” which was established in 1965 on Amsler
Island adjacent to the British Antarctic Survey’s Base N, which
was built in 1955 and abandoned in 1958. Palmer Station
currently comprises two major and three smaller buildings, a
boat dock and pier. Its maximum capacity is 44 individuals
in the summer and approximately 20 people in winter. The
R/V Laurence M. Gould regularly services the station. It is
located within and supports research for the Palmer Long
Term Ecological Research (LTER) site, which was established in
the Fall of 1990.

Black carbon (BC) is a light-absorbing aerosol generated
from the incomplete combustion of biomass burning and fossil
fuels (Goldberg, 1985). BC influences atmospheric radiation
and air quality (Bond et al., 2013) and the deposition of
BC on snow/ice reduces the surface albedo (Warren and
Wiscombe, 1980) and can lead to earlier and more rapid snow/ice
melt (Xu et al., 2009). Previous studies have confirmed the
presence of BC in snow and ice on the Antarctic continent
(Warren and Wiscombe, 1980; Bisiaux et al., 2011, 2012; Bauer
et al., 2013; Khan et al., 2016, 2017, 2018; Casey et al., 2017).

The primary sources of BC to the southern hemisphere has
been identified as biomass burning in Australia, South America,
and Africa (Crutzen and Andreae, 1990). Variations in seasonal
and decadal long-range BC transport to Antarctica have been
observed to be due to changes in climate and the resulting
influence on biomass burning in the Southern Hemisphere. Ice
cores from Law Dome and the West Antarctic Ice Sheet (WAIS)
showed significant annual to decadal variability (Bisiaux et al.,
2012) where rBC transport to Antarctica was affected by ENSO
climate patterns due to changes in biomass burning as a result of
arid conditions.

Despite the perception that the Antarctic environment is
pristine, it is subjected to diverse anthropogenic impacts on
local to regional scales and these impacts are of concern (e.g.,
Tin et al., 2009). Over the past 25 years, the chemical signature
of BC in the surface waters of McMurdo Dry Valley (MDV)
lakes has shifted toward modern anthropogenic sources of BC
(Khan et al., 2016), whereas a BC chemical signature of ancient
biomass burning has been preserved in the lake bottom waters.
The recent shift may be due to local combustion of fossil fuels
from combustion toilets, diesel generators, all-terrain vehicles,
and helicopters, which contribute 3.4 × 105 g aerosol elemental
carbon annually in the MDV (Lyons et al., 2000). Additionally,
previous studies on the Antarctic continent have found the
South Pole Station creates enough local pollution to reduce
the surface albedo of snow downwind of the station (Warren
and Wiscombe, 1980; Warren and Clarke, 1990) and along the
runway, leading to refractory black carbon (rBC) concentrations
of (6.6–7000 µg-rBC/L-H2O) (Casey et al., 2017). rBC is defined

FIGURE 1 | Surface snow-sampling locations. On the main map the size of the symbol is proportional to the concentration of rBC. The background image is a
WorldView2 satellite image from March 24, 2013 courtesy of the Polar Geospatial Center, University of Minnesota.
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TABLE 1 | rBC concentrations in snow collected along a transect away from Palmer Station.

Site Date of collection Latitude Longitude Elevation (m) Distance from station center (m) rBC (µg-rBC/L-H2O)

1 5-5-15 −64.774308 −64.051365 14 101 16.5

2 5-5-15 −64.774024 −64.049693 10 182 5.6

3 5-5-15 −64.773842 −64.047456 20 280 3.4

4 5-5-15 −64.773575 −64.044523 23 431 3.2

5 5-5-15 −64.773576 −64.040653 19 614 3.6

6 5-5-15 −64.774092 −64.030936 92 1072 2.8

7 5-5-15 −64.774315 −64.022048 121 1495 1.2

8 5-5-15 −64.775788 −64.018024 101 1695 1.5

9 5-1-15 −64.810521 −63.776677 10 13760 0.4

10 5-1-15 −64.810972 −63.776185 15 13800 1.2

rBC concentrations are the average of three sample duplicates.

FIGURE 2 | Snow depths and temperature at Palmer Station for 2015. Daily
snow depths (cm) during 2015 are shown as the thick blue line while the thin
red line indicates corresponding average daily temperatures. The minimum
and maximum daily snow depths recorded during the period of record
(1991–2015) are indicated by the gray envelope. The light solid blue line
indicates the average snow depth for each day while the dotted blue lines are
+/– 1 standard deviation from the mean. The arrow pointing to day 125
indicates May 5th the major sampling day.

as BC detected via laser-induced incandescence via Single Particle
Soot Photometer (SP2) (Petzold et al., 2013).

Environmental protection of Antarctica is internationally
recognized and documented in the Antarctic Treaty (Watts,
1992). The Treaty and its annexes set forth national
responsibilities to protect the environment. Individual
treaty nations then enact national legislation, which regulates
each country’s nationals while in Antarctica. The Treaty’s
environmental protection practices were clarified and enhanced
by the Protocol on Environmental Protection (often referred
to as the Madrid Protocol), which entered into force in 1998
(Stokke and Vidas, 1998). The Protocol recognized that effective
management of human impact on the continent required the
monitoring of human activities. The snow samples in this study
collected were collected as part of a program to design a long-
term environmental monitoring program for Palmer Station
similar to the program implemented for USAP’s much larger
McMurdo Station (Kennicutt et al., 2010; Klein et al., 2014).
While the spatial extent of anthropogenic impacts around

Antarctic research stations varies by contaminant or type of
impact, these impacts are generally limited to a few hundred
meters or few kilometers from the station. This study provides
an initial estimate of the spatial extent of Palmer Station’s BC
emissions on the local environment.

MATERIALS AND METHODS

Site Description
As with other USAP facilities, Palmer Station operates on
petroleum and station activities produce hydrocarbon emissions.
For Fiscal Years 2006–2010, fuel consumption at Palmer Station
averaged 104,792 gallons annually. Of this, 80% was consumed
by the station’s power plant, 19% for heating and hot water
and 1% for vehicles (RSA Engineering, 2011). Two 250 kW
Caterpillar engine generators (circa 1998) supply power to Palmer
Station and heat to the building in which they are located. Oil
boilers provide hot water for the other buildings. Machinery
and small boats, at the time of this study, primarily inflatable
Zodiacs, are also operated on station. A small incinerator is
operated sporadically to incinerate poultry waste and a small
wood-burning stove operates in one of Palmer’s two main
buildings. Palmer Station has ∼20% of the population of the
South Pole at its maximum.

The Research/Vessel (R/V) Laurence M. Gould (LMG),
operated by Lockheed Martin, supports Science and operations
at Palmer Station. The LMG is a 230 foot long ice-classed
ABS-A1 research and resupply vessel on a long-term charter
from Offshore Service Vessels LLC. The LMG has two main
engines (Caterpillar 3606) and three generators (Caterpillar
3508). USAP’s larger vessel, the Nathaniel B. Palmer, services
Palmer Station occasionally and approximately a dozen cruise
vessels visit the station each year.

The LMG typically averages 8–9 visits to Palmer Station
each year (RSA Engineering, 2011). During the period of snow
accumulation in this study, the LMG made three cruises to
Palmer Station LMG 15-02 (2/13-3/16), 15-03 (3/20-4/4), and
15-04 (4/7-5/11). Based on analysis of the LMGs navigational
data (Aronson, 2015; O’Brien et al., 2015) and cruise history
(United States Antarctic Program[USAP], 2018), the LMG spent

Frontiers in Earth Science | www.frontiersin.org 3 April 2019 | Volume 7 | Article 49114

https://www.frontiersin.org/journals/earth-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/earth-science#articles


feart-07-00049 March 29, 2019 Time: 18:51 # 4

Khan et al. Black Carbon in Snow on the Antarctic Peninsula

FIGURE 3 | Four wind roses indicating the number of observations from a particular direction and wind speed. The data is from the Palmer Station Automated
Weather Station and represent 10-min average wind speeds. (A) All observations inclusive from 1/1/2002 to 12/31/2016, (B) All March, April, and May (MAM)
observations from 1/1/2002 to 12/31/2016, (C) All March, April, and May (MAM) observations for 2015 (when samples were collected), and (D) Observations from
the beginning of snow (March 9) to sample date (May 5th), 2015.

approximately 13 days docked at Palmer Station from the
first day of snow accumulation March 9th through sample
collection on May 5th.

Snow Measurements
On 5 May 2015, during a period without recent snowfalls, surface
snow samples were collected for rBC analysis at eight sites along
a 1.7 km transect extending eastward from Palmer Station. These
sites were augmented by samples collected from two more remote
sites located approximately 14 km from Palmer Station on Biscoe
Point (now an island) situated within the Biscoe Point Antarctic
Specially Protected Area (ASPA) No. 139 on 1 May 2015. Entry
to an ASPA requires special permitting to sample these pristine
sites (Figure 1).

At each site three replicate sample duplicates were collected.
rBC concentrations reported in Table 1 are the average of the
three sample duplicates. Snow was collected in 500 ml glass
jars which were pre-cleaned to meet Environmental Protection
Agency (EPA) Protocol A Level 1 standards for contaminants.
Samples were obtained by placing the opening of the glass jar
perpendicular to the horizontal surface of the snowpack and

pressing the jar through the snowpack until the snow completely
filled the jar. Care was taken so the surface was only sampled
once per replicate.

After collection, snow samples were kept frozen at Palmer
Station, during their transport to Punta Arenas, Chile and
onward to Texas A&M University until they were shipped
to the Institute of Arctic and Alpine Research (INSTAAR)
in Boulder, CO and then transferred to the Earth System
Research Laboratory at the National Oceanic and Atmospheric
Administration for rBC analysis. Snow samples were then melted
for the first time immediately before analysis. The thirty surface
snow samples were analyzed for rBC mass mixing ratios (MMR).
Briefly, snow samples were melted, then immediately aerosolized
with a carefully calibrated nebulizer and sampled with an SP2
following the approach of Schwarz et al. (2012). The SP2
has excellent sensitivity and selectivity for rBC with minimal
interference from non-BC materials and was calibrated with
fullerene soot (Alfa Aesar, Woodbridge, MA, United States, Lot
F12S011). Here, a CETAC Marin-5 nebulizer interfaced with
the SP2, following the same protocol as Katich et al. (2017).
The size-dependent nebulization efficiency was characterized
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with concentration standards of polystyrene latex spheres (PSLs)
in the size range 220–3000 nm diameter, confirming low
sensitivity to particle size over this range, consistent with
recent results with concentric pneumatic nebulizers (Lim et al.,
2014; Wendl et al., 2014; Mori et al., 2016; Katich et al.,
2017). Size distributions were measured for samples with higher
concentrations, and these indicated no appreciable contribution
to rBC mass above 0.7 µm. Hence no size dependent corrections
were applied for nebulizer size dependence. Background rBC
contamination levels were bounded by measuring blank samples.
Deionized water was used to flush the nebulization system
between snow samples to reduce line contamination. Further,
measurements of rBC concentrations in blank water samples
were interspersed amongst snow samples to bound background
contamination levels in the system. This averaged 0.43 µg/L
over 15 blank water measurements, indicating a low enough
background to avoid significant interference with the rBC
MMR measurements. The blanks provide an upper bound
on possible contaminants associated with the estimated 60%
uncertainty for rBC MMR in the snow, which conservatively
accounts for uncertainties dominated by calibration issues
(Schwarz et al., 2012).

Local Meteorological Observations
Information on local meteorological conditions during the
period of early snow accumulation in 2015 was obtained
from two sources. Local Daily Summaries provided daily
weather observations including snow depth and accumulation
measurements recorded by Palmer Station personnel and
were obtained from the Antarctic Meteorological Research
Center (AMRC) at the University of Wisconsin (Antarctic
Meteorological Research Center [AMRC], 2018) 2-min
observations from the Palmer Automated Weather System
(PALMOS) available from the Palmer Station Antarctica LTER
(Long Term Ecological Research Network-Network Data Portal
[LTER-NDP], 2017) were used to investigate wind speed and
directions during the period of snow accumulation. Analysis
of the weather observations was accomplished using the
Anaconda Scientific Python Distribution. The wind roses are
produced using IDL software (Fanning, 2019). All mapping was
accomplished using ArcMap or ArcGIS Pro.

Aerosol Transport Modeling
Smoke aerosol optical depth (AOD) and concentrations from
biomass burning comes from the Navy Aerosol Analysis and
Prediction System (NAAPS) reanalysis (Lynch et al., 2016),
which was developed and validated at the Naval Research
Laboratory. The NAAPS model was used to explore regional
and long-range biomass burning smoke transport events during
the study period. It is a global 1◦×1◦ decade-long 6-hourly
aerosol reanalysis product. It utilizes a modified version of the
NAAPS as its core and assimilates quality controlled retrievals
of AOD from Moderate Resolution Imaging Spectroradiometer
(MODIS) on Aqua and Terra, as well as the Multi-angle
Imaging Spectroradiometer (MISR) on Terra (Zhang and Reid,
2006; Hyer et al., 2011; Shi et al., 2014). NAAPS characterizes
anthropogenic and biogenic fine aerosol (including primary and

secondary organic aerosols and sulfate), biomass burning smoke,
dust, and marine sea salt aerosols. Biomass burning smoke is
derived from near-real time thermal anomaly satellite based data
used to construct smoke source functions (Reid et al., 2009),
with orbital corrections on MODIS-based regional tunings and
emissions. The fine and coarse mode reanalysis AOD at 550 nm
is shown to be in agreement with the ground-based global
scale sun photometer network Aerosol Robotic Network AOD
(Holben et al., 1998).

RESULTS AND DISCUSSION

rBC Concentrations
rBC concentrations in surface snow decrease with increasing
distance from Palmer Station (Figure 1 and Table 1). Elevated
rBC concentrations were found near the station, 16.5–1.5 µg-
rBC/L-H2O, especially as compared to the low concentrations
found on Biscoe Island, 0.4 and 1.2 µg-rBC/L-H2O. This suggests
that the station’s influence on rBC extends at least 1 km from

FIGURE 4 | NAAPS surface concentration of biomass burning smoke
(µg/m3), surface (black vector) and 700 hpa wind (magenta vector) at (a) 18Z
April 9th (b) 18Z April 28th 2015. (c) Time series of NAAPS aerosol optical
depths (AOD) from anthropogenic and biogenic fine (ABF), biomass-burning
smoke and dust aerosols for Palmer Station over 2015.
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the station. rBC concentrations in this study near Palmer station
were higher than other studies of rBC in snow on the Antarctic
continent, such as in the MDV, 0.3–1.2 µg-rBC/L-H2O, except
on the more remote Biscoe Island, 0.4 and 1.2 µg-rBC/L-H2O,
which like the MDV, has restrictions to entry, and had similar
background concentrations indicative of long-range atmospheric
transport. However, concentrations in this study were less than
previous findings downwind of the generator and along the
runway at the South Pole Station (6.6–7000 µg-rBC/L-H2O)
(Casey et al., 2017). It should be noted that Palmer Station has
∼20% of the population of the South Pole at its maximum.
Additionally, samples from the clean air sector at the South Pole
(0.14–0.80 µg-rBC/L-H2O) (Casey et al., 2017) contained similar
background concentrations of rBC as found in this study and in
the MDV. Although, significant increases in rBC concentrations
are found within a km of Palmer Station, like the South Pole
Station, rBC is limited to a few kms from station.

During 2015, Palmer Station recorded some of its highest
snow depths over the period of record (Figure 2). The period
preceding snow sampling on May 1st and 5th saw intermittent
snow on the ground from March 9 to April 5 after which
snow was continuously present at the station. It reached a
depth of 40 cm in late April. However, April 28–30 saw
air temperatures remaining above freezing and maximum air
temperatures exceeding 4◦ causing snow to disappear at the
Palmer snow stake on May 1st. Therefore, the snow sampled on
May 1st and 5th represent the snow that remained in patches
or on the glacier from the early period of well-above average
snow accumulation.

The wind roses illustrated in Figure 3 show that surface winds
during the snow accumulation period of the sampling differ from
long-term averages for the entire year and the March to May
(MAM) period. The period of snow accumulation captured by
the sampling was characterized by a much higher occurrence of
SSW surface winds than is typical.

NAAPS Model Results
According to the NAAPS analysis, a small amount of biomass
burning smoke was transported southward from South America
to Palmer Station on April 9, 2015 (Figure 4a) and on April, 28,
29, 2015 (Figure 4b). As evidenced by the NAAPS model plots,
when there is southward wind blowing from South America,
there is possible smoke transport to the Antarctic Peninsula
(Figures 4a,b). Thus, it is possible that biomass burning smoke
was deposited on the sampled snow layer. However, AOD time
series of the study site for the whole year of 2015 (Figure 4c)
show that the amount of smoke transported over the study period
is smaller compared to the peak biomass season (September–
October) transport. Palmer Station is located in the roaring
circumpolar strong westerly wind belt; therefore sea salt is
excluded in the time series plot, as it dominates the AOD signal.

SUMMARY AND CONCLUSION

These first observations of black carbon in seasonal snow on
the Western Antarctic Peninsula show that rBC concentrations

are similar to other pristine regions of the continent, including
the MDV and the South Pole. This study provides a preliminary
quantification of the Palmer Station “emissions or black carbon
footprint” (Brooks et al., 2018). rBC concentrations in surface
snow decrease with increasing distance from the Palmer Station.
Elevated rBC concentrations near the station appear to show the
station’s local impact extends at least 1 km, as similarly found
downwind of the South Pole station (Warren and Wiscombe,
1980; Casey et al., 2017). NAAPS model results show that
smoke from regional wildfires occurring on the South American
continent may have transported biomass burning derived rBC
to the study site prior to sample collection. However, the AOD
smoke signal over the Austral fall, when the samples were
collected, is smaller than the peak southern hemisphere wildfire
season in the Austral spring. Although the NAAPS AOD signal
is smaller over the snow sample collection period than in the
Austral spring, the background rBC concentrations found near
Palmer Station and on Biscoe Island are likely a mix of locally
produced BC and regional transport of smoke from wildfires.

In the future, this dataset can be improved by expansion both
temporally and spatially, along Anvers Island, as well as the
entire Antarctic Peninsula. Additionally, samples in this study
were collected from snow remaining after an abnormally high
early-season snowfall, followed by rapid and nearly total snow
melt. Collection of samples over the entire snow season and
immediately after snowfall would be an improvement, as well
as over a larger spatial range. This is one of a small number
of studies to look at the spatial footprint of airborne pollution
around scientific installations on the continent. It demonstrates
that for a station with a population of 44 the spatial footprint
is somewhat limited and beyond 1 km the concentrations the
pristine snow concentrations of the Western Antarctic Peninsula
are similar to other pristine regions of the continent.
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In this work we use chemical fingerprints as characteristics ratios of specific crustal
elements Ca/Al, Fe/Al, K/Al, Mg/Al, Mn/Al, Ca/Fe, and Mg/Fe to investigate the long-
range transport of volcanic aerosols from Iceland. Volcanic dust enters the atmosphere
during suspension processes from Icelandic deserts, but mainly from the dust hot spots
in remote areas in Iceland, and it is transmitted to the central Balkan area (Belgrade).
For this purpose, backward trajectories from Belgrade (ϕ = 44◦48′; λ = 20◦28′) in 2012
and 2013, simultaneous with atmospheric aerosols measurements, were calculated by
using the Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model. We
found that about 17% of air masses passed over Icelandic territory and arrived to
Balkan area. In almost all of these episodes ratios of some investigated elements in
suburban aerosols of Balkan area corresponded to the ratios of elements investigated
in surface soil of the Rangárvellir area – South Iceland in the vicinity of volcanoes.
We identified several episodes, such as August 6–8, 2012; June 2–6, 2013; June
26–28, 2013; and September 18–20, 2013; with the characteristic ratios of the
highest number of investigated elements in atmospheric aerosol of central Balkan
corresponding to ratios from Icelandic soil material. This study provides evidence that
Icelandic dust can travel long distances showing the importance of High Latitude
Dust sources.

Keywords: High Latitude Dust sources, backward trajectories, chemical fingerprints, atmospheric aerosol, long-
range transport

INTRODUCTION

Charles Darwin described the phenomenon he noticed on the sailboat Beagle that the deck and all
the equipment were covered with fine dust in the nineteenth century. Also, the sea was covered
with a thin layer of dust as long as the sight was visible. This happened when it sailed to the
Atlantic coast of West Africa in its famous expedition (Darwin, 1845). Today it is a well-known
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phenomenon of long-range transport of dust and numerous
side effects that have a great impact on the environment.
Airborne particles, depending on their aerodynamic radius, can
be transported from several hundred to even ten of thousand
kilometers (Prospero, 1999; Husar, 2004). This mineral dust
mostly comes from natural sources while the anthropogenic effect
is far smaller (Mahowald et al., 2004; Tegen et al., 2004a,b).
In recent years, increasing attention has been paid to this
phenomenon because it has been shown that airborne particles
contributing to dust have a major impact on atmospheric
and meteorological phenomena through the absorption and
scattering of solar radiation, and representing nucleation centers
leading to the formation of clouds, rain and ice (Sokolik and
Toon, 1999; Arimoto, 2001), while presenting chemical reaction
centers for gaseous compounds by changing the mechanisms of
chemical reactions in the atmosphere (Andreae and Rosenfeld,
2008). There is also a need to mention the significant degradation
of soil from the sources of dust, while the deposition of dust
leads to an increase in the nutrients of the soil, and therefore
to the increase in the fertility of these areas (Swap et al., 1992).
Long-range dust transport affects, to a large extent, animals as
well as humans, and it can transmit different pathogens resulting
in a direct threat to health (Kellogg and Griffin, 2006). Dust

particles with aerodynamic diameter less than 2.5 µm, which
mostly contain long-range transport, directly affect human and
animal health because they smoothly penetrate the lungs and
sensitive alveolar system causing various inflammatory processes,
asthma and obstructive pulmonary disease (Prospero et al., 2008;
De Longueville et al., 2010). Although this phenomenon of long-
range dust transport is generally present, it is necessary to point
out that North Africa, more precisely the Sahara, is the largest
source of mineral dust, with about 0.8 × 109 tons per year,
contributing with 20–70% of global mineral dust (Laurent et al.,
2008). In the Sahara region, air currents lead to dust build-ups,
which are then transported to the Mediterranean (Rodríguez
et al., 2003; Querol et al., 2004) and further north to Arctic regions
or west to the Atlantic and there by long-range transport all away
across the ocean to the coast of America.

Chemical composition and complex refractive index, chemical
and mineralogical particle analysis of airborne dust and size
distribution of Sahara dust are well investigated (Kandler et al.,
2007, 2009, 2011; Scheuvens et al., 2011, 2013), and the content
of numerous mineral species (Illite, Albite, Quartz, Calcite,
Dolomite, Halite, Hematite, etc.), as well as the concentration
and ratio of cationic and anionic species that represent
the “fingerprint” of Saharan dust (Rodríguez et al., 2003;

FIGURE 1 | Map of Europe and sampling sites for atmospheric aerosols: Belgrade ¬ and the Rangárvellir area . https://2.bp.blogspot.com/-LVIaPBN2nvA/
VNECxS7jCPI/AAAAAAAAATc/Whc6_-9OKzc/s1600/Geography%2Bof%2BEurope.jpg.
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Querol et al., 2004). The same concept is also used to determine
the existence of long-range transports from other areas (marine
aerosol, large cities, industrial areas, etc.) which can complement
the complex picture of transmission and the impact of dust,
whether natural or anthropogenic.

Iceland is the largest desert in Europe and Arctic with
estimated dust deposition of 31–40 mil tons per year (Arnalds
et al., 2014). This can represent about 7% of total global dust
emissions and up to 21% of the Saharan dust emissions. About 3%
of Icelandic dust is estimated to reach Europe (Groot Zwaaftink
et al., 2017). Dust event frequency in Iceland is 34–135 dust
days per year on average (Dagsson-Waldhauserova et al., 2014a).
Icelandic dust is, however, different to crustal dust such as
from Sahara. It is volcanic dust, dark in color, with >75%
of volcanic glass with high proportions of FeO, Al2O3, and
TiO2 (Dagsson-Waldhauserova et al., 2014b; Arnalds et al.,
2016). The identification of Icelandic dust particles transported
to Europe, except for volcanic eruptions, is, however, sparse
(Ovadnevaite et al., 2009).

Different approaches have been used to identify and
characterize source areas of air masses. Backward trajectories
are the most commonly calculated type, the HYSPLIT being the

most widely used model and particulate matter being the kind
of pollutant most frequently investigated (Pérez et al., 2015).
The accuracy of trajectory models depends on the source of
wind field data, resolution of available meteorological fields,
trajectory type, etc (Fleming et al., 2012). Backward trajectories
are typically estimated from archived wind field and pressure
data and represent the approximate three-dimensional flow path
of an air parcel. The HYSPLIT model was used to compute
transport, mixing, chemical transformation, and deposition of
pollutants and hazardous materials (Stein et al., 2015). It was
extensively applied for research of the Fukushima accident
and the Eyjafjallajökull volcano eruption, as well as several
worldwide investigations of regional to local scale dust and
air pollution transport (e.g., McGowan and Clark, 2008; Wang
et al., 2010; Cristofanelli et al., 2011; Liu et al., 2013; Draxler
et al., 2015; Leelõssy et al., 2017). The HYSPLIT backward
trajectories have been frequently used also in long-range dust
transportation and Saharan dust intrusions (Hamonou et al.,
1999; Varga et al., 2013, 2014).

The main reason why the HYSPLIT model is widely used is
that is freely available and prove extremely easy to apply (Pérez
et al., 2015). The HYSPLIT model is accessed via web-based

TABLE 1 | Average content of elements in atmospheric aerosols of the suburban area of Belgrade (Serbia) and in the soil of the Rangárvellir area (Iceland).

Aerosol in the suburban area of Belgrade (Serbia) [ng m−3] Rangárvellir area
(Iceland) soil [mg kg−1]

PM0.27−0.53 PM0.53−1.06 PM1.06−2.09 PM2.09−4.11 PM4.11−8.11 PM8.11−16

Al Average 9.95 19.91 33.23 51.45 69.16 70.92 28923

St. dev. 36.46 83.85 48.07 58.10 63.54 67.01 6559

Min. 2.64 2.64 2.81 2.81 2.81 2.81 18642

Max. 365.14 839.65 325.57 382.43 316.65 355.30 47271

Ca Average 100.58 77.46 127.96 145.78 255.92 245.76 23404

St. dev. 159.38 170.84 188.11 202.11 301.70 328.80 5889

Min. 7.45 7.45 7.95 7.95 7.95 7.95 16702

Max. 829.93 1115.87 868.60 1091.85 1811.18 1950.09 40676

Fe Average 17.74 28.68 74.09 94.06 108.28 88.68 51361

St. dev. 26.01 23.24 122.92 68.20 73.20 61.82 6315

Min. 0.82 0.82 2.79 8.67 16.19 0.88 39012

Max. 168.25 113.94 1183.13 417.20 381.44 266.32 66387

K Average 78.61 68.67 30.63 17.88 24.27 23.86 1226

St. dev. 93.84 93.40 43.34 27.81 29.11 32.67 322

Min. 2.40 2.40 2.56 2.56 2.56 0.56 651

Max. 420.44 514.19 251.67 132.23 133.32 188.76 1943

Na Average 16.72 14.69 20.89 23.37 18.01 19.41 4810

St. dev. 34.70 22.86 33.60 35.12 24.50 35.72 1296

Min. 5.27 5.27 5.62 5.62 5.62 5.62 3319

Max. 241.61 110.62 208.29 175.02 116.51 223.17 8035

Mg Average 6.62 8.16 16.53 25.33 33.32 29.49 14111

St. dev. 4.13 6.68 16.59 21.43 30.99 20.28 3116

Min. 4.84 4.84 5.16 5.16 5.16 5.16 9938

Max. 24.25 34.44 117.66 142.00 263.24 83.74 21562

Mn Average 1.01 0.95 1.73 1.73 2.18 1.99 708

St. dev. 3.37 0.52 4.05 1.24 1.36 1.33 116

Min. 0.05 0.05 0.16 0.15 0.28 0.05 498

Max. 32.61 2.28 41.01 7.47 6.91 5.73 954
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Real-time Environmental Applications and Display sYstem
(READY) developed by NOAA’s Air Resources Laboratory (ARL)
(Draxler et al., 2013).

In this work, we intend to use characteristic ratios of elements
as fingerprints for identification of Icelandic volcanic dust
particles in central Balkan. In addition, long-range transport
of atmospheric aerosols entering the atmosphere by suspension
of crustal element material from surface soil and deserts
in Iceland is discussed. The large amount of the aerosols
samples in suburban central Balkans’ area and surface soil of
the Rangárvellir area in Iceland and their analyses done are
valuable unique dataset.

MATERIALS AND METHODS

Sampling
Atmospheric aerosols were measured in the suburban area
(Figure 1) of Belgrade (ϕ= 44◦48′; λ= 20◦28′; 240 m elevation)
as 48 h cumulative samples every 6 days, starting at 8 a.m.
Low-pressure cascade impactors by Prof. Dr. Berner with
vacuum pump with the flow rate of 25 l min−1 was used for

sampling (Berner, 1972; Wang and John, 1988). Size segregated
aerosols were collected on Tedlar foils with the following stages:
PM0.27−0.53, PM0.53−1.06, PM1.06−2.09, PM2.09−4.11, PM4.11−8.11,
and PM8.11−16. Samples and blanks were each stored in Petri cups
in the freezer (−20◦C) until processing.

Surface soil samples were collected in the Rangárvellir area in
southern Iceland (63◦ N; 20◦ E; 50m elevation) in the vicinity of
Mt Hekla, Iceland’s most active volcano and under high erosion
processes (Thorarinsdottir and Arnalds, 2012). Soil from this
area consists of various materials originating from surrounding
volcanoes and lava.

Daily composite means of geopotential heights and wind
speed at specific isobaric levels were retrieved from the
National Centers for Environmental Prediction/National Center
for Atmospheric Research (NCEP/NCAR) reanalysis datasets for
the study period (2012–2013).

Analytical Procedure
Samples of atmospheric aerosols were gravimetric measured
in a glove box system with controlled nitrogen atmosphere
(temperature 20 ± 5 ◦C and humidity 45 ± 5%). The digestions
of collected aerosols were performed using Advanced Microwave

TABLE 2 | Average, standard deviation, minimum and maximum of characteristic ratios in atmospheric aerosol of suburban central Balkans’ area and surface soil in
South Iceland.

Aerosol in the suburban area of Belgrade (Serbia) Rangárvellir area
(Iceland) soil

PM0.27−0.53 PM0.53−1.06 PM1.06−2.09 PM2.09−4.11 PM4.11−8.11 PM8.11−16

Ca/Al Aver. 30.84 21.17 17.34 8.87 8.30 9.45 0.708

St. dev. 55.73 51.00 40.23 21.18 15.27 21.34 0.079

Min. 0.02 0.01 0.05 0.08 0.08 0.05 0.533

Max. 314.85 315.73 251.19 150.75 89.80 148.50 0.772

Fe/Al Aver. 5.22 5.90 7.26 5.25 4.24 4.02 1.621

St. dev. 9.40 6.37 8.51 6.39 6.66 7.23 0.192

Min. 0.03 0.02 0.10 0.20 0.47 0.31 1.281

Max. 63.83 29.76 36.56 32.09 41.90 46.49 1.924

K/Al Aver. 24.65 19.00 4.43 0.58 0.94 0.65 0.041

St. dev. 35.01 32.50 8.65 0.70 2.73 1.27 0.010

Min. 0.09 0.08 0.04 0.02 0.03 0.02 0.028

Max. 159.51 195.07 49.57 3.68 21.44 8.71 0.060

Mg/Al Aver. 1.86 1.65 1.83 1.26 1.11 1.12 0.395

St. dev. 1.35 1.65 2.50 1.60 1.71 1.54 0.066

Min. 0.01 0.01 0.03 0.03 0.10 0.09 0.269

Max. 6.50 9.62 12.24 9.51 12.71 8.81 0.501

Mn/Al Aver. 0.33 0.22 0.17 0.10 0.10 0.11 0.021

St. dev. 1.28 0.19 0.19 0.14 0.16 0.22 0.004

Min. 0.00 0.00 0.00 0.00 0.01 0.01 0.014

Max. 12.37 0.84 0.79 0.65 0.89 1.87 0.024

Ca/Fe Aver. 12.30 4.11 2.34 1.68 2.46 3.43 0.439

St. dev. 24.46 12.03 3.55 2.74 2.87 3.45 0.052

Min. 0.04 0.07 0.04 0.03 0.07 3.47 0.353

Max. 150.72 102.69 18.04 18.99 12.82 3.48 0.505

Mg/Fe Aver. 1.46 0.49 0.29 0.28 0.31 0.42 0.395

St. dev. 1.93 0.82 0.23 0.13 0.16 0.58 0.066

Min. 0.03 0.06 0.04 0.08 0.05 0.11 0.269

Max. 5.86 5.86 1.85 0.65 1.07 5.86 0.501
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FIGURE 2 | Backward air trajectories approaching Belgrade for the arrival height of 3000 m from: (A) Iceland (17 cases) and (B) Sahara (18 cases) during the period
2012–2013. Selected 4 days backward trajectories ending in Belgrade at 500, 1500, and 3000 m on: (C) December 7, 2013 and (D) April 6, 2012.

Digestion System (ETHOS 1, Milestone, Italy) with HPR-
1000/10S high pressure segmented rotor and pressure resistant
PTFE vessels. Samples were transfered to the PTFE vessels, using
HNO3 (62%, UltraPure, Merck), H2O2 (30%, Sigma-Aldrich)
and HF (UltraPure, Merck) and then heated with microwave
energy for 50 min. The content of elements in solution samples
of atmospheric aerosols was determined by inductively coupled
plasma mass spectrometry (ICP-MS), using a Thermo Fisher
Scientific iCAP Qc ICP-MS (Bremen, Germany) using EPA
Method Standard, Low Level Elements Calibration Stock (10 mg
L−1) of elements. Every tenth sample was blank, collected using
the same procedure as for the aerosol samples, but without use of
the pump to draw air through the filter (Karanasiou et al., 2007;
Ðuričić-Milanković et al., 2018).

Inductively coupled plasma iCAP-6500 Duo (Thermo
Scientific, United Kingdom) with an atomic emission
spectrometer was used for determining element concentrations
in the extracts of soil from Iceland. Laboratory quality assurance
and quality control methods were used in element concentrations
determination, including the standard operating procedures,
calibration with standards, and analysis of both, reagent blanks
and replicates. Elements concentrations are reported in mg kg−1

on a dry weight of soil (Sakan et al., 2016).

The HYSPLIT Model of Backward
Trajectories
The HYSPLIT model is a complete system for computing
trajectories complex dispersion and deposition simulations using
either puff or particle approaches (Draxler and Hess, 1998).
The HYSPLIT continues to be one of the most extensively used
atmospheric transport and dispersion models in the atmospheric
sciences community (Stein et al., 2015). The HYSPLIT model is
widely used to generate backward trajectories in given starting
locations (e.g., Rozwadowska et al., 2010; Freitag et al., 2014;
Pérez et al., 2015; Su et al., 2015).

Four days backward trajectories were computed to trace the
air history by means of the HYSPLIT model. The particle motion
is defined as the superposition of a deterministic downwind term
(advection) and a stochastic turbulent motion (Draxler and Hess,
1998). The deterministic term is interpolated to each particle
position from the wind field provided by an input numerical
weather prognostic (NWP) model. Input meteorological data is
obtained from analysis of the Global Data Assimilation System
(GDAS) data. The GDAS is run operationally 4 times a day
(at 00, 06, 12, and 18 UTC) by the NOAA’s National Centers
for Environmental Prediction (NCEP). NCEP post-processing
of the GDAS converts the data from spectral coefficient form
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to 1 degree latitude-longitude (360 by 181) grids and from
sigma levels to pressure levels. NOAA’s ARL saves the successive
analyses and 3-h forecast, four times each day to produce a

continuous data archive. The decision to use these data was
caused by enhanced data assimilation methods as well as the
highest horizontal, vertical and temporal resolution. 4 days

FIGURE 3 | A composite geopotential height (m) and wind flow (m/s) map (A,B), and meridional wind component (C,D) for days of 17 and 18 events analyzed from
March 2012 to December 2013 for trajectories represented in Figure 2A (left) and Figure 2B (right), respectively.

TABLE 3 | Elements ratio in suburban atmospheric aerosols of central Balkans’ corresponding with their ratios in surface crustal material of Northern Africa (NA) for air
masses coming from Northern Africa.

Characteristic elements ratios

Periods Air masses Ca/Al K/Al Fe/Al Mg/Al Mn/Al Ca/Fe Mg/Fe

1st – 3rd April 2012 SW 3.48 1.57 0.26

4th – 6th April 2012 S 0.50 1.15 0.36 0.03 1.50 0.35

24th – 26th August 2012 SW 1.21 0.45 0.03 2.25 0.34

17th – 19th October 2012 SW 1.07 0.03 0.52

10th – 12th November 2012 SW 1.22 0.04 0.90

4th – 6th March 2013 SW 0.51 0.22 0.89 0.39 0.03 0.47

16th – 18th March 2013 SW 0.49 0.22

3rd – 5th April 2013 SW 0.10 1.20 0.37 0.03 0.40 0.20

21st – 23rd April 2013 SW 0.35 0.75 0.29 0.49 0.37

27th – 29th April 2013 SW 0.31 0.45 0.26 0.48 0.38

15th – 17th May 2013 S 0.56 0.31 0.44

27th – 29th May 2013 S 0.61 0.51 0.03 0.27

8th – 10th June 2013 SW 0.59 0.98 0.31 2.75 0.48

6th – 8th October 2013 S 0.31 0.29 0.74 0.13

12th – 14th October 2013 SW 1.86 0.30 0.77 0.04 2.03 0.27

17th – 19th November 2013 S 7.59 1.18 0.23

24th – 26th December 2013 S 2.18 0.98 0.48
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backward trajectories were selected because it is sufficient time
to determine regional transport pathways. The trajectories were
calculated every 1 h from March 14, 2012 to December 26,
2013 for four arrival heights: 500, 1500, 3000, and 5000 m
above sea level. The selection of 500 m as the lowest level
resulted from the orography around the station. To elucidate
the effect of long-range transport, trajectories are analyzed
at low and mid tropospheric altitudes, up to 5000 m (e.g.,
Ogawa et al., 2004; Sangeetha et al., 2018). The trajectories
and composite maps are presented for 700 mb level as the
most representative HYSPLIT backward trajectory level based
on previous analyses of long-range dust transport episodes for
Central European and Mediterranean case studies (Hamonou
et al., 1999; Varga et al., 2013, 2014).

RESULTS

The contribution of mineral dust from high-latitude sources of
the global dust cycle has not been sufficiently investigated yet
(Baddock et al., 2017). In the near past there are some works
relate to the atmospheric transport of Icelandic volcanic ash
during eruption of Eyjafjallajökull (Langmann et al., 2012) as well
as volcanic dusts during storm events (Dagsson-Waldhauserova
et al., 2015; Taylor et al., 2015; Wilkins et al., 2016) but there are
not yet sufficiently investigations relate to volcanic particles in
atmospheric aerosols originated from dust storms occurrences in
Iceland over continental part of Europe.

Elements Contents and Their Ratios
In this work we considered next elements Al, Ca, Fe, K, Na, Mg,
and Mn and their characteristic ratios as fingerprints for Icelandic
volcanic dust in suburban atmospheric aerosols of central Balkan.
The contents of elements were shown in Table 1 as distributions
of average values with standard deviations, minimum and
maximum in suburban aerosol segregated into six Dp fractions
for samples measured and collected in Belgrade (Ðuričić-
Milanković et al., 2018) and for the soil of the Rangárvellir area
(Iceland). The main difference between atmospheric aerosols of
central Balkan and surface soil of the Rangárvellir area is that
dominant mass contribution of Ca is in measured atmospheric
aerosol while dominant element in surface soil of investigated
area in Iceland is Fe.

The characteristic ratios that we considered in this work
were Ca/Al, Fe/Al, K/Al, Mg/Al, Mn/Al, Ca/Fe, and Mg/Fe.
Table 2 presents the averages, standard deviations, minimums
and maximums of investigated ratios in atmospheric aerosol
of suburban central Balkans’ area and in the surface soil of
South Iceland. These ratios measured in PM of atmospheric
aerosols vary up to several orders of magnitudes depending on
the air mass origin while deviations from the mean values of
elements ratios in surface soils of the Rangárvellir area in Iceland
are significantly lower indicating the similarity in elements
compositions of all investigated samples. The highest average
ratios showed Ca/Al in atmospheric aerosols of central Balkan
while the highest average ratios in surface soil of the Rangárvellir
area in Iceland is for Fe/Al.

The Backward Trajectory Analysis
Backward trajectories at altitudes of 500, 1500, 3000, and
5000 m for 101 cases were traced for 96 h using the HYSPLIT
model for Belgrade (ϕ= 44◦48′; λ= 20◦28′). The trajectories
are classified in two groups if they meet the following criteria:
their direction of approach and passage over potential source
areas (Iceland or Sahara). Each of the two trajectory groups
starting at 3000 m is displayed in Figures 2A,B, respectively.
We analyzed 101 cases and found that there were 17 (18) cases
in which trajectories approached Belgrade from Iceland (the
Sahara). Nearly all trajectories from Iceland (Figure 2A) have
a north/northwesterly direction, while those from the Sahara
(Figure 2B) a south/southwesterly direction. An example of the
horizontal and vertical backward air trajectories from Iceland
toward Belgrade is shown in Figure 2C. The flow of air parcels
in the layer up to 3000 m was from northwestern direction on
December 7, 2013. It can be seen a lifting of air parcels at all levels.
Selected case for the Saharan dust transport toward Belgrade on
April 6, 2012 is presented in Figure 2D. Backward trajectories
show a flow of air masses from the south and southwestern
direction in the layer above 1500 m. A lowering of air parcels
above 1500 m in the first day is followed by lifting and lowering
in the last 2 days.

The HYSPLIT backward trajectories at different altitudes of
500, 1500, 3000, and 5000 m were counted as individual paths
in the present study. The trajectory analyses of all cases indicate
that the predominant flow regime is NW and SW. This is in
accordance with the results for Belgrade during summer and
autumn in 2008 by Mihajlidi-Zelić et al. (2015).

It is expected that each individual trajectory be associated
with a synoptic pattern, since trajectories are constructed from
wind fields. As a verification, a composite map of all those
days when trajectories are assigned to a particular group
(cluster) is plotted for the level of 700 hPa (∼3000 m) in
Figure 3. Composites are obtained as the average of the
geopotential height and wind fields, and meridional wind
component of all the 17 events (Figures 3A,C), i.e., 18
events (Figures 3B,D) analyzed for the March 2012–December
2013 period. Figure 3A presents a composite geopotential
height and wind flow pattern for the cluster of trajectories
presented in Figure 2A, indicating flow to Belgrade from a
northwest direction. Low pressure over Northern Europe with

TABLE 4 | Element ratios in suburban atmospheric aerosols of central Balkans’
corresponding with volcanic soil in South Iceland.

Characteristic elements ratios

Periods Air
masses

Ca/Al Mg/Al Fe/Al Mn/Al Ca/Fe Mg/Fe

6th – 8th
August 2012

NW 1.01 0.39 1.46 0.03 0.42 0.31

26th – 28th
June 2013

NW 0.90 0.32 1.06 0.02 0.39 0.31

18th – 20th
September
2013

NW 0.47 1.72 0.08 0.35
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TABLE 5 | Dust storm occurrence for selected periods in Iceland
in 2012 and 2013.

SYNOP codes for dust observation in Iceland Corresponding
measured episode

2nd August and 8th August 2012: dust storm in North
East Iceland

6th – 8th August 2012

20th June 2013: dust storm in South Iceland (Reykjavik)
18th June and 26th June 2013: dust storm in North
East Iceland

26th – 28th June 2013

8th, 12th, and 14th September 2013: dust storm in
North East Iceland
12th, 15th, 16th, and 17th September: dust storm in
South Iceland

18th – 20th
September 2013

a trough over Eastern Europe, and a high pressure system
west from Europe produces northwesterlies over Serbia. In
these synoptic situations, air from the Atlantic and also from
Iceland can approach to Belgrade. The negative meridional wind
components are located over Europe (Figure 3C), with the
strongest values above the North Sea and France, suggesting
dust intrusions from the northwest into central Europe and

Serbia. Figure 3B shows the composite geopotential height and
wind flow pattern for days of trajectories approaching Belgrade
from Africa presented in Figure 2B. A very deep trough exists
over Western Europe toward the central Algeria. Following this
circulation, the dust was picked up from North Africa, and
transported over Mediterranean toward Southeastern Europe,
and also to Belgrade in corresponding circulation. The strongest
meridional wind flows are located above the southern Adriatic
Sea (Figure 3D), suggesting dust intrusions from the south-
southwest into the Balkans. Synoptic situations with trajectories
approaching Belgrade from Africa usually were characterized by
a cyclone in lower troposphere, which developed over northern
Italy and extended to the northern part of Africa and the Saharan
desert (Vukmirović et al., 2004).

Chemical Fingerprints Model
In this work we analyzed of characteristic elements ratios
corresponding with crustal material of Northern Africa (Kandler
et al., 2007, 2009, 2011; Scheuvens et al., 2011, 2013), and with soil
of volcanic origin in Iceland in atmospheric aerosols of suburban
area of central Balkan of air masses coming from southern and

FIGURE 4 | Satellite images of dust storms in South Iceland on September 16 (A) and 17 (B) 2013 captured in true color by the Moderate Resolution Imaging
Spectroradiometer (MODIS) flying on NASA’s Terra satellite (Source: NASA/MODIS).
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FIGURE 5 | Temporal variations of elements ratios with episodes of Icelandic dust (IC) and North Africa dust (NA).
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west southern regions as well as air masses coming over Iceland
from northwestern directions.

The Ca/Al ratio in soil from Iceland mainly is between 0.7 and
1.0 while in the African dust are varying. This ratio in Atlas region
is >1.0, in some regions of Egypt and north Sudan <0.5 but in
northern Mali the ratio Ca/Al ≈ 8. Ratio Mg/Al in African dust
is >0.3 (Scheuvens et al., 2013) and also in soil of south Iceland
Mg/Al > 0.3. In crustal material of Africa 0.1< K/Al < 0.5 and we
found the same ratio in aerosols from southern air masses. The
ratio Fe/Al in crustal material of Africa were 0.2 and 1.2 while
in crustal material from Iceland this ratio is between 1.0 and 3.0.
Mn/Al < 0.03 in crustal material of Africa regions (Scheuvens
et al., 2013) and also in investigated samples from Iceland this
ratio is low and its value is about 0.03 and in some samples of
river sediments it was approximately 0.06 while in volcano ash
it was near 0.08.

Table 3 shows characteristic elements ratios in suburban
atmospheric aerosols of central Balkan which are corresponding
with the ratio in crustal material of North Africa in southern and
south western air masses episodes.

Table 4 contains episodes of north western air masses passing
over Iceland with element ratios corresponding with their ratios
in surface soil of volcanoes origin in southern Iceland.

Table 5 shows dust storm occurrence in Iceland with
the corresponding episodes of measured aerosols in
central Balkan area.

Backward trajectories have calculated for each taken sample
of atmospheric aerosol in central Balkan area – in total 101
backward trajectories that are corresponding with samples of
atmospheric aerosols collected in suburban area of central
Balkan. We found that 17 of total air masses were coming
from the areas around Iceland. In 13 of them we found
ratios of some elements that are corresponding to Iceland
soil (volcano dust). We have chosen only those (1) which are
passing over Iceland, (2) for which the characteristic elements
ratios are corresponding to volcanic soil in South Iceland
(Table 5), and (3) which are coinciding with dust storm
occurrence in Iceland (Figure 4). According to this criterion
we found 3 episodes for consideration as contribution of
High Latitude Dust natural sources on central Balkan aerosol.
Taking into account these criteria we can reliable claim that
central Balkan area is under Icelandic dust affects. According
to our results at least 3% air masses arriving from Iceland
carrying suspended volcanic dust during storm occurrences in
Iceland. It is demonstrated that dust storms occurrences on
16th and 17th September 2013 corresponding with backward
trajectories of air masses reaching Belgrade calculated for the
period from 18th to 20th September 2013 have documented
(Beckett et al., 2017).

Most of the dust from the Icelandic desert originates from
“dust hot-spots” which are in vicinity of glaciers and along the
coastline. Such dust originates from abrasion underneath glaciers
and deposited by glacio-fluvial processes. Further from the hot
spots, dust can be also deposited on desert areas away from these
hotspots and re-suspended again. The primary dust-hotspots
contribute larger proportions of dust from Iceland than other
areas combined (Arnalds et al., 2016).

Temporal variations of characteristic element ratios with
episodes of Icelandic dust (IC) and North Africa dust (NA) have
shown on Figure 5. Red arrows denote periods with characteristic
elements ratios corresponding to African dust and black arrows
indicate characteristic elements ratios with Icelandic volcanic
soil measured in atmospheric aerosols in suburban area of
Belgrade. Frequencies of air masses from NW and southern
segments are almost the same with somewhat higher from NW
segments. Nevertheless, a significantly larger number of cases
with characteristic elements ratios in atmospheric aerosol of
central Balkan corresponding to African crustal material were
found in SW and S air masses (Table 3) than those which
are corresponding to volcanic dust in air masses from NW
segment (Table 4). This difference is consequence of more
extensive dust storms on the North Africa than dust storm
occurrence in Iceland.

CONCLUSION

Characteristic elements ratios corresponding with crustal
material of Northern Africa and soil of volcanic origin in Iceland
in atmospheric aerosols of suburban area of central Balkan were
analyzed. We considered air masses coming from southern
and southwestern regions as well as air masses coming over
Iceland from northwestern directions. A total of 101 air parcel
backward trajectories reaching Belgrade in Serbia were identified
by means of a Lagrangian integrated trajectory (HYSPLIT) at
four different ending altitudes of 500, 1500, 3000, and 5000 m.
Large-scale atmospheric circulation features could be seen to
be associated with two clusters of trajectories, from Iceland or
Sahara. Air mass trajectories show that emissions from distant
sources may cross boundaries and impact remote areas or places
where the use of certain substances has been restricted. Three
events meeting three set conditions were identified; air masses
were passing over Iceland, the characteristic elements ratios
corresponded to volcanic soil in South Iceland and these air
masses coincide with dust storm occurrence in Iceland. We
can conclude that central Balkan area is under influence of
Icelandic dust originating from resuspended volcanic particles
at least 3% of total air masses affecting central Balkan. This
shows the importance of monitoring High Latitude Dust sources,
particularly Iceland as the largest European and Arctic desert.
Icelandic volcanic dust can contribute to impaired air quality in
mainland Europe.
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Department of Geosciences, University of Oslo, Oslo, Norway

In the Himalayan region, aerosols received much attention because they affect the

regional as well as local climate. Aerosol Optical Depth (AOD) observation from satellite

are limited in the Himalayan region mainly due to high surface reflectance. To overcome

this limitation, we have conducted a multivariate regression analysis to predict the AOD

over the cryospheric portion of Nepalese Himalaya. Prediction using three meteorological

variables from ERA-Interim: relative humidity, wind velocity components (U10 and V10)

were taken into account for model development as independent variables, while the

longest time series AOD observation at Pokhara station is used as dependent variable.

Model coefficients were found significant at 95 percent level with 0.53 coefficients

of determination for daily values. Correlation coefficients between model output and

AERONET observations were found to be 0.68, 0.73, 0.75, 0.83, and 0.82 at Lumbini,

Kathmandu Bode (KTM-BO), Kathmandu University (KTM-UN), Jomson, and Pyramid

laboratory/observatory (EVK2CNR) AERONET stations, respectively. Model overestimate

AOD at Jomsom, and EVK2CNR AERONET stations while slightly underestimates AOD

in Lumbini, KTM-UN, and KTM-BO AERONET station, respectively. Both model output

and MODIS observation showed that the highest AOD over Nepal is observed during

winter and pre-monsoon season. While lowest AOD is observed during monsoon,

and post-monsoon season. The result of this research supports that the use of linear

regression model yields good estimation for daily average AOD in Nepal. The model that

we have presented could possibly be used in other mountain regions for climate research.

Keywords: Himalaya, MODIS aerosol optical depth, AERONET aerosol optical depth, empirical model, cryosphere

1. INTRODUCTION

Aerosols are a focal point of climate research due to their role, and significant uncertainty,
in atmospheric processes. Atmospheric aerosol particles scatter, reflect, and absorb incoming
solar radiation (as a direct effect) (Chylek and Wong, 1995; Solomon et al., 2007), and modify
cloud properties (as an indirect effect) (Charlson et al., 1992; Kim et al., 2014). The uncertainty
associated with these processes thusly is considered as one of the huge gaps in current climate
prediction capabilities (Parry et al., 2007; Istomina et al., 2011; Alexandrov et al., 2016). Considering
the significant role of aerosol in climate processes in the Himalaya (Ramanathan, 2001; Meehl
et al., 2008; Nair et al., 2013), different studies have evaluated this region (Ramanathan and
Ramana, 2005; Ramanathan et al., 2007; Srivastava et al., 2012) focusing on aerosol emissions,
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optical–physical properties, and its climatic implications
(Tripathi et al., 2007; Srivastava et al., 2012; Lau, 2014; Soni,
2015; Paliwal et al., 2016; Zhang et al., 2017) as well as impacts
for regional hydrology (Matt et al., 2018). These research showed
that the aerosols over the Himalayan region are in increasing
trend, which is mainly detected during the winter and post-
monsoon seasons and are forced by the high anthropogenic
emissions, composed of bio and fossil fuel combustions (Acharya
and Sreekesh, 2013). Ramanathan and Carmichael (2008)
state that aerosols (particularly black carbon) in the high
Himalayas likely play significant role in the snow and glacier
melt by increasing solar heating. Li et al. (2016) claim the
Himalayan region should be considered as the most vulnerable
due to the impact of black carbon. Aerosol deposition and its
transport over the Himalaya is attracting more attention due
to its impact on the transformation of hydrological processes,
and regional energy balance, affecting billions of people living
downstream (Nepal et al., 2014).

Satellites offer a global perspective on many atmospheric
variables, including AOD (Kaufman et al., 2002). Remotely
sensed data from satellites has potential to account the highly
variable black carbon aerosol properties on global as well
as on regional scales and to provide repeated observations
over long periods. A well-known example is the MODerate
resolution Imaging Spectroradiometer (MODIS) instrument
which can provide daily aerosol and its different properties
with nearly global coverage at the resolution of 10 and 3 km
(Remer et al., 2013). Several works provide an overview of
MODIS aerosol retrieval algorithms and products (Kaufman
et al., 1997; Chu et al., 2002; Remer et al., 2005; Martonchik
et al., 2009; de Leeuw et al., 2011). The basis of MODIS
AOD retrievals is that two independent algorithms are used
to derive aerosol, one over ocean, and a second to derive
over land. The land algorithm is mainly based on the dark
target approach (Kaufman et al., 1997; Remer et al., 2005).
However, there are some limitations over brighter surface. In
both Govaerts et al. (2010) and Mei et al. (2012) the snow
and glacier covered surfaces are identified as a great challenge
for aerosol retrieval from remote sensing due to the fact the
high surface reflectance makes it difficult to separate radiation
at the top of atmosphere due to reflection from the snow and
from atmospheric scattering by aerosol particles. As Mei et al.
(2012), indicate that the crucial issue with using satellite for
AOD retrieval over brighter surface is due to very high spectral
albedo of the brighter surface like snow at wavelengths in the
visible region.

To fully understand the effect of aerosols over the Himalayan
region, detailed knowledge regarding the spatio-temporal
distributions of aerosols, and their seasonal variability in the
atmosphere are required (Bonasoni et al., 2012). Several methods
have been used to retrieve AOD over pure snow (Istomina
et al., 2009; Mei et al., 2012, 2013), but all these algorithms are
restricted to the Arctic region in order to meet the requirement of
having a sufficient snow BRDF model (Mei et al., 2013). To date,
no algorithm exists to retrieve AOD products over Himalayan
cryospheric region (snow and ice surfaces). A more detailed
understanding of spatial, and temporal variations of aerosols

is required in order to quantify the dynamic influence on the
regional climatic conditions.

The objective of this research is to develop an empirical
proxy model by using multiple regression, to increase the present
understanding of spatio-temporal variability of AOD over the
cryospheric portion of Nepal. Three meteorological variables
from ERA-interim reanalysis dataset: relative humidity, wind
velocity components (U10 and V10) (describe in section 3.3)
and observed AERONET AOD from Pokhara AERONET station
are used to develop our proxy en empirical model. Our study
region is presented in section 2, while the dataset used in this
research, and the proposed methods to retrieve AOD is explained
in section 3. Results and discussion are presented in section 4, and
finally conclusions are presented in section 5.

2. STUDY AREA

The domain of our analysis is the country of Nepal (see Figure 1),
with our results applicable to the cryospheric portion of the
country. Nepal is between India and China, and extends 885
km east-west and 145–248 km north-south. Within this small
geographical range, the altitude varies from ∼60 m above sea
level (m asl.) in the southern plain, tropical Terai, to the highest
peak on the earth in the northeast. Along a south-north transect,
Nepal is divided into three ecological belts: Mountain in the
northern range, the mid range is called Hill, and the low elevated
southern range called Terai (CBS, 2014). Area of the country
is 147,181 km2, out of which about 15% is comprised of high
Himalaya, 68% covers bymid hill regions, and the remaining 17%
flat valley floor Terai. Around 50% of the total population lives in
Terai region, 43% of country population lives in the Hill region,
and 7% in the Himalayan region (CBS, 2012). Predominant
economic (and aerosol producing) activities (farming, industrial
establishment) are conducted in Terai region.

Rapid changes in elevation within a short north-south
distance creates a wide range of climatic conditions, from
subtropical to alpine/arctic within a span of <200 km. The
temperature variation in Nepal is mainly related with the seasons.
Within a season temperature varies with topographic variations
along north to south direction. Eighty percent of the total
precipitation in Nepal occurs during the monsoon (June to
September) season (Nayava, 1974; Shrestha et al., 2000) with
winter (5%) (December to February) rains more common in the
western hills (Ichiyanagi et al., 2007). Pre-monsoon (March-May)
season receives about 10% of rainfall while 5% of rainfall occurs
during Post-Monsoon (October to November) (Nayava, 1974).

3. DATASETS AND METHODS

3.1. AERONET Data
The Aerosol Robotic NETwork (AERONET) is a federation
of ground-based sun photometers which derive total column
AOD and other aerosol characteristics based on a radiative
transfer inversion algorithm. The network requires standardized
instruments, calibration, and processing (Holben et al., 1998).
AERONET stations provide measurements every 15 min from
a spectral radiometer with a 1.2◦ field of view, and eight solar
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FIGURE 1 | Spatial average dry AOD from daily MODIS observation (2000–2015) over Nepal. Markers in map represent the location of AERONET station.

spectral bands from 340 to 1020 nm are used to calculate, for
each wavelength, the AOD, with an accuracy of ±0.01–0.02 (Eck
et al., 1999). There are eight AERONET stations in Nepal. The
longest time series data come from Pokhara (2010–2016) and the
EVK2CNR (2006–2015) station while data from other stations
are less comprehensive and for relatively short periods from
different years.

The mean AOD at 550 nm from the AERONET stations at
different locations is presented as boxplots in Figure 2. While
we note an elevation dependence of AOD, it must be recognized
some stations have limited data. Figure 2 shows that the Lumbini
station located in lowest elevation has highest AOD mean
followed by the Hetuda, while the lowest AOD mean value is
observed at EVK2CNR at the highest altitude. Systematically the
mean are greater than the median indicating that the positive
skewed distributions are characteristic of naturally occurring
phenomena as indicated by Sriram et al. (2004). Since the number
of observed data points are limited in Hetuda and Langtang
(up to 2016), further analysis does not include the data from
these stations. AERONET datasets were screened for outliers, and
these values were removed using a mean ± 3 standard deviation
conventional approach (Miller, 1991; Leys et al., 2013). As in
prior studies, to provide an effective comparison and analysis,
AERONET data are interpolated from 500 to 550 nm using the
following computation (Kaskaoutis et al., 2007; Prasad and Singh,
2007; Alam et al., 2014).

AOD550nm = AOD500nm

(

550

500

)−α

(1)

where AOD500nm in Equation (1) is the AOD measured in 500
nm wavelength. Here α is the Ångstrom exponent from the

wavelength of 440–870 nm (Sayer et al., 2013):

α = −
ln (τ1/τ2)

ln (λ1/λ2)
(2)

where τ1, and τ2 are the AOD at wavelengths λ1, and λ2.
As explained below, in section 3.5, our empirical proxy aerosol

model performs better with dry than wet aerosols. To derive dry
AOD from wet AOD we use the approach of Zhang et al. (2017)
to account for hygroscopic growth.

AODdry =
AOD

f (RH)
(3)

where, RH is relative humidity, AODdry represents the AODwith
a dehydration adjustment. f (RH), the hygroscopic growth factor,
denotes the ratio of the aerosol scattering coefficient in ambient
with a certain relative humidity to that in the dry air condition
(Li et al., 2014; Zheng et al., 2017). f (RH) can be expressed as:

f (RH) =
1

(1− RH/100)
(4)

We have tested the different hygroscopic factors given by Li et al.
(2014) to convert observed AOD in to a dry state and Equation
(4) performed best to yield a higher correlation of AODdry

with meteorological parameters. Hereinafter, all references to
AERONET AOD denote AODdry at 550 nm from AERONET,
unless otherwise indicated, and wavelength subscripts are not
assigned for conciseness.

3.2. MODIS Data
In this study we use 16 years (2000–2015) of AOD data obtained
from the MODIS instrument on-board, the NASA EOS satellites.
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FIGURE 2 | Box plots for AERONET AOD observation at 550-nm in Nepal. The blue number in the figure represents the total number of AOD observation at each

AERONET station. Along the abscissa numbers inside brackets after each name of the station are station elevation in m asl. Green triangle and lines inside boxplots

are the mean and median values, respectively.

The MODIS products provide three processing levels of data:
Level 1 (geolocated radiance, and brightness temperature), Level
2 (retrieved geophysical data products), and Level 3 (gridded
averages of geophysical retrievals) data. There are two MODIS
Aerosol data product files: MOD04_L2, containing data collected
from the Terra platform; and MYD04_L2, containing data
collected from the Aqua platform. Daily Level_2 (Collection
6) data produced at the spatial resolution of a 10 km x 10 km
(at nadir) from the Terra platform MOD04_L2 is used in this
study. The MOD04_L2 product provides global AOD from the
dark target (DT) (Kaufman et al., 1997; Levy et al., 2013), and
deep blue (DB) algorithms (Huss, 2013). The DT algorithm is
applied over the ocean and dark land surfaces, while the DB
algorithm is used for brighter surfaces. The data analysis that
follows uses AOD at 550nm to be consistent with the wavelength
used by many climate transport and chemistry models (Kinne
et al., 2013) and priorMODIS validation studies (Levy et al., 2007,
2010; Safarpour et al., 2014). MODIS scientific datasets (SDS) in
Level 2, collection 06 is used to retrieve AOD for this study.

Table 1 provides the names for the relevant scientific datasets
within the MODIS Level 2 aerosol products. In order to select the
optimalMODIS scientific dataset for our purposes, we conducted
a brief validation and evaluation of different scientific dataset
performance in relation to the Pokhara AERONET observations.
Validation of MODIS AOD with AERONET observed AOD (dry
AOD from both observation) is carried out to find the best
fit MODIS scientific dataset with AERONET datasets. For the
validation, we followed the procedure described by Ichoku et al.
(2002) and Li et al. (2009). Spatial and temporal variability of
AOD distributions were taken into account. MODIS retrieval
at 10 km x 10 km and AERONET measurement within ±30
min of MODIS overpass time and atleast 3 out of 9 MODIS
retrieval in a square box of 30× 30 km centered over AERONET
site were used. After that mean values of co-located spatial
and temporal values were used for calculating error statistics
(i.e., RMSE, correlation coefficient). Scatter plots between mean
AERONET and MODIS AOD for different scientific dataset are
shown in Supplementary Figure 1. Although different datasets

have different expected error (EE),±(0.05+0.15AODAERONET) is
used for direct comparison (Remer et al., 2005). Validation results
shows that the lowest RMSE (0.13), with highest correlation
coefficient (0.75) and EE (71%) is found for aerosol optical depth
estimated from deep blue algorithm. The correlation coefficient
for the best estimate is higher (0.75), but MODIS has large
underestimation. Large AOD underestimation by MODIS in the
studied site does not affect the current study because MODIS
AOD is only used in a relative sense to determine gradient along
the mountain slope.

Using classical regression model evaluation statistics, we
also calculated at the Pearson Correlation coefficient (Adler
and Parmryd, 2010) for the different MODIS scientific dataset
in two forms (i.e., dry (converted by using Equation 3) and
normal) against the observations. The correlation coefficient
between AERONET AOD and MODIS AOD in normal (0.75)
as well as in dry form (0.87) are also highest for aerosol
optical depth estimated from deep blue algorithm (Table 1). We
selected this scientific datasets and hereinafter this is refers to as
MODIS AOD.

3.3. ERA-Interim Data
We use the daily average ERA-Interim global atmospheric
reanalysis dataset (Berrisford et al., 2011) to obtain the
meteorologic parameters over Nepal. The data of this reanalysis
are available from ECMWF website http:apps.ecmwf.int/
datasets/. Nine variables are included in the analysis: albedo,
10m wind velocity components (U10 & V10), total columnar
water vapor, total columnar water, 2m dew temperature,
2m surface temperature, sea level pressure, and surface level
pressure. Obtained datasets are linearly interpolated to the
resolution of 10 × 10 km. Additionally, we include relative
humidity in our analysis, which is calculated using the equation
given by Dingmann (2015):

Relative humidity(%) = 100×
exp

[

17.625×TD
243.04+TD

]

exp
[

17.625×T
243.04+T

] (5)
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TABLE 1 | Pearson correlation coefficients between daily average AERONET AOD with MODIS AOD in dehydrated (dry) and normal (without dehydration) form.

Pearson correlation coefficient (r)

S.N. MODIS scientific datasets Normal AOD Dry AOD

1 Opital_Depth_Land_And_Ocean 0.68 0.85

2 AOD_550_Dark_Target_Deep_Blue_Combined 0.68 0.85

3 Corrected_Optical_Depth_Land 0.57 0.76

4 Deep_Blue_Aerosol_Optical_Depth_ 0.75 0.87

550_Land_Best_Estimate

where, T, and TD in Equation (5) are the 2 m air temperature,
and dew point temperature in ◦C, respectively.

3.4. Digital Elevation Model (DEM)
A detailed map of land surface elevation was obtained from
the Advanced Spaceborne Thermal Emission, and Reflection
Radiometer (ASTER) (Fujisada et al., 2005) with 30 m resolution.
The DEM is re-sampled to the ground resolution of 10 × 10 km
using a nearestneighbor interpolation technique available in the
re-sampling tools of spatial analyst in ESRI ArcGIS.

3.5. Regression Analysis
Multiple linear regression methods with Ordinary Least Square
(OLS) assumptions (i.e., the model is linear in the parameter
and error terms are identically and independently distributed)
(Kleiber, 2001) are applied to develop an empirical model
for dry AOD based on ERA-Interim predictors. Daily average
AERONET AOD in dry form at Pokhara station (see Figures 1,
2) is selected as the dependent variable, as the statistical
significance was greatly improved compared to the use of
the wet aerosols. We have selected Pokhara to develop our
model as it has the longest time series (2010–2016) with
consistent data quality. The nine aforementioned meteorological
variables from ERA-Interim are initially used as independent
variables and we conducted a step-wise multiple linear regression
analysis (Bendel and Afifi, 1977).

All the data were linearly de-trended (Tanabe et al., 2002)

and normalized (X−X̄
SX

) before doing the statistical analysis.
Scatter plots between the dependent and independent variables
are presented in Figure 3 with the resulting correlation
coefficients (r).

To maximize the estimation power of the model using the
minimum number of independent variables, forward step-wise
regression process (Bendel and Afifi, 1977; Khatibi Bardsiri
et al., 2014; Silhavy et al., 2017) is used to identify the
independent variables. The selected regression model from the
step-wise regression process, based on Pokhara AERONET data
as a dependent variables, and average daily ERA-interim as
independent variables is given by:

AODsim = − 0.030− 0.6035×RH+ 0.2140×V10+ 0.3140×U10+ ǫ

(6)

where, ǫ ∼ N(0, σ 2) is an error term that is associated with the
model prediction. AODsim is the simulated AOD in dry form.

We found that the coefficient of determination (R2) of
the model is 0.53 for daily values. Observed P-value for
all the regression coefficients are <0.05 indicating that the
model is statistically significant at 95% confidence level. In the
developed empirical model given by Equation (6) simulated
dry AOD (AODsim) is determinedly the relative humidity, and
wind components (U10 and V10). Higher relative humidity
is associated with removal of aerosols, reducing the AOD
(loss term, negative coefficient), and aerosol sources are
predominantly to the south, and west of Nepal, so southerly (V10
> 0), and westerly (U10 > 0) winds should bring higher aerosol
content (source term, positive coefficients). Although Equation
(6) is a proxy model only (as we have not considered emission
flux and sources), this interpretation shows a relation to processes
controlling the AOD.

3.6. Model Correction
Possible biases in simulated AOD due to the altitudinal gradients
(see section 4.1) are corrected by three methods using:

• Model-1: average regression slope fromMODIS,
• Model-2: monthly regression slope fromMODIS data,
• Model-3: monthly regression slope calculated from the

AERONET station data,

abbreviated as M1, M2, andM3, respectively. Now the correction
equation for all models becomes Equation (7), except that the
value of regression slope will change according to the model.

AODcorr = AODsim + AODsim × Exp(Ei − EB)× Slope (7)

where, Ei is the elevation of respective station, EB is the elevation
of base station i.e., elevation of AERONET station at Pokhara.

3.7. Model Evaluation Statistics
We briefly describe three standard statistical metrics which
were used throughout the analysis to evaluate the performance
model results: Root Mean Square Error (RMSE), Pearson
correlation coefficient (r), and percent bias (PBIAS). These are
described below.

• Root Mean Square Error (RMSE): is the standard deviation of
the residual (prediction errors). It is the distance, on average,
of the fitted line for a data point to the observed value. Hence
it is consistent in terms of measurement units and provides a
metric that is easy to interpret: the smaller an RMSE value, the
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FIGURE 3 | Scatter plots between aerosol optical depth with meteorological variables. “r” represents Pearson correlation coefficient between aerosol optical depth

and meteorological variables.

closer predicted values are to the observed. Mathematically it
is describe by Chai and Draxler (2014)

RMSE =

√

(AODsim − AODaeronet)2

n
(8)

where n is the total number of observations, AODsim is
the simulated AOD from the model, and AODaeronet is the
AERONET AOD, respectively.

• Pearson correlation coefficient (r): r (Pearson, 1896) measures
the strength and the direction of a linear relationship
between our observed and simulated AOD. The mathematical
formula for computing r given in Pearson (1895) is used.
The numerical value of the correlation coefficient can vary
numerically between −1, and 1. The closer the correlation is
to 1.0, the stronger the relationship between the two variables,
whereas a negative value defines an anti-correlation.

• Percent bias (PBIAS): measures the average tendency of the
simulated AOD to be larger or smaller than their observed
counterparts (Moriasi et al., 2007). The optimal value of PBIAS
is 0.0, with a low-magnitude value indicating accurate model
performance. Positive values indicate model underestimation
bias while negative values indicate overestimation bias.

PBIAS =

[

(AODaeronet − AODsim)× 100
∑

(AODaeronet)

]

(9)

4. RESULTS AND DISCUSSION

4.1. Altitudinal Distribution of AOD
Shown in Figure 1 is the spatial distribution of average observed
AOD from MODIS over Nepal for the period of 2000–2015. It
is clear that the spatial gradients of AOD are inversely related
to the topography, i.e., higher AOD over the southern low land

and lower AOD over the mountainous regions of Nepal. Scatter
plots (Figure 4) show that the AOD non-linearly decreases with
the altitude (steep negative gradient) up to ∼500 m asl. and
thereafter varying more smoothly with the altitude. We found
that the altitudinal distribution follows a semi-logarithmic form
with a slope and coefficient of determination of −0.135 and
0.899, respectively (blue points in Figure 4 is the linear transfer
of elevation by taking natural log). Since the aerosol load over
the region varies greatly with the seasons (Acharya and Sreekesh,
2013), slope coefficient of the regression equation on the monthly
average MODIS and AERONET observations are calculated over
Nepal. In Figure 5 the blue points represent an average AOD per
each grid cell with respective elevation in semi-logarithmic scale.
The red triangles represent the monthly average AOD from the
AERONET stations. As compare to AERONET AOD, MODIS
underestimates AOD in all months. Monthly gradients from
MODIS and AERONET observations are different. But from
both observations, the strongest elevation gradients are observed
during the winter season, while the weaker gradients are observed
during the monsoon season.

4.2. Seasonal Variability and Spatial
Distribution of MODIS AOD
We calculated a spatial average (2000–2015) of the MODIS
AOD in the dry forms for each season to evaluate the seasonal
variability. These are shown in Figure 6. The maps show average
AOD retrievals over Nepal are concentrated toward lower
elevations (Terai) where a high density of data pixels exists, and
the retrievals are limited in higher elevation regions due to high
surface reflectance. However, the seasonal spatial distribution of
AOD over Nepal clearly shows typical cycle of AOD with high
AOD in winter and pre-monsoon, and low inmonsoon and post-
monsoon seasons.We present a further discussion of the seasonal
dynamics of AOD over Nepal in section 4.5.3.
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FIGURE 4 | Scatter plot for MODIS average AOD for the period of 2000–2015

with the altitude and log normally transferred altitude.

4.3. Validation of MODIS AOD With
AERONET
Because of enormous altitude variation within a short south
to north distance, Nepal has remarkable climatic variability
(tropical to Arctic) (Li et al., 2017) which poses a challenge for
satellite remote sensing of aerosol. Validation of remotely sensed
AODwith ground based instruments (AERONET) is worthwhile
in a region where such studies have not yet been completed.
We followed the general way to validate MODIS AOD against
AERONET AOD and the detailed procedure that we followed
is explained in section 3.2. Scatter plots between mean AOD
from MODIS and AERONET for different stations are plotted
and shown in Supplementary Figure 2. The AERONET sites are
located in different elevations ranging from 110 to 5,050 (m
asl.) (Figure 2), but the validation is done in four AERONET
stations (i.e., Lumbini, Pokhara, KTM-BO, and KTM-UN) with
MODIS observations. The comparison is performed using co-
located points. Seasonal analysis of these co-located AOD data
shows that, most of these data points are from winter, and pre-
monsoon season in all stations. In Pokhara, KTM-BO, and KTM-
UN AERONET stations about 30, 55, and 41% of the co-located
data are from winter season, while 55, 29, and 25% of the co-
located data are from pre-monsoon season, respectively. The
linear correlation coefficient, with RMSE, and regression slopes
between AERONET, and MODIS observation over four station
are given in Table 2. The regression slope, and intercept from
Table 2 shows that AOD observations from AERONET in all
station are higher than fromMODIS.

Chu et al. (2002) and Li et al. (2009) showed that the intercept
of linear regression different from zero represents the errors in
surface reflectance estimates, and the regression slope differing
from 1.0 represents a systematic bias of MODIS AOD retrievals.
We also tried to do similar comparison in our study. Table 2
shows good correlation (0.75–0.91) betweenMODIS derived and

AERONET observed average daily dry AODwith intercept values
between 0.29 and 0.44, and a regression slope between 0.62
and 1.65. About 43, 74, and 69% of the observations fall inside
expected error (EE) from KTM-BO, KTM-UN and Lumbini
AERONET station. Lower percentage inside EE from KTM-
BO might be due to fewer observation compared to KTM-UN
and Pokhara (Figure 2). However, in comparison with global
validation results (Levy et al., 2007), with intercept of 0.029, and
slope of 1.009, MODIS C005 AOD retrieval has higher errors
in Nepal. The relatively high positive offset of MODIS AOD
in Nepal (e.g., intercept 0.29–0.44) is indicative of the poor
estimates in surface reflectance (Li et al., 2009). Moreover, daily
MODIS, and AERONET derived AOD are not concurrent in
time. Therefore, the sampling time inconsistency for AERONET
and MODIS AODs is also a source of uncertainty.

4.4. Average MODIS AOD Distribution With
Inter Annual Variability, 2000–2015
Analysis of seasonal average dry AOD for Nepal shows the nature
of the dynamics of aerosol concentration during the study period.
Figure 7 shows inter annual variability and 16 years AOD trends
for each season from MODIS. It shows that the AOD exhibited
an increasing trend in all seasons except in winter, but only
the trend in monsoon season is statistically significant at 95%
significant level (faint dashed lines in Figure 7). The highest
average AOD throughout the period was in the pre monsoon,
whereas the monsoon season showed an increasing trend after
2012. Between 2002–2004, and 2007–2010, the post-monsoon
curves showed significant lowering of average AOD. The high
AOD in pre-monsoon during 2001–2005 may be attributed to
low rainfall over most parts of Nepal (Department of Hydrology
and Meteorology Government of Nepal, 2017), which caused
an increase in aerosol loading in the atmosphere. The winter
decline in AOD (0.36–0.16) from 2000 to 2003 (0.046–0.01),
and 2007 to 2010 (0.03–0.02) was possibly due to a reduction of
aerosol load through higher precipitation observed over Nepal.
Overall, significant increasing trend with slope of 0.0006, and
p-value of 0.042 is observed for average AOD over Nepal. This
weak but significant increasing trend may be attributed to annual
decreasing trend in precipitation in Nepal (1.3 mm per year),
although this precipitation decreasing trend is not significant
(Department of Hydrology and Meteorology Government of
Nepal, 2017).

In order to see the average inter-annual variability of AOD
in Nepal, monthly average dry AOD from both MODIS and
AERONET data are plotted in Figure 8. Standard deviation about
the mean from corresponding nine cell MODIS observation is
plotted as shaded part in the plot. From the seasonal AOD
analysis, AERONET AOD is found higher than most of AOD
observation from the MODIS. Although the seasonal AOD
comparison between MODIS and multi wavelength radiometer
(MWR) by Guleria et al. (2012), and between MODIS, and
Multiangle Imaging Spectro-Radiometer(MISR) by Prasad and
Singh (2007) over Indian subcontinent shows that MODIS
is overestimating during summer, and underestimating during
winter. But we found that in four stations MODIS AOD is lower
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FIGURE 5 | Monthly average AOD at 550 nm from MODIS (blue) and AERONET (red) observation with log elevation. Blue and red lines show the best fit linear lines for

each datasets. Numbers in each subplots show the slope for each best fit lines, respectively.

than AERONET AOD (Figure 8). FromMODIS and AERONET
observation, the highest AOD is observed during the period
of March-May when Nepal experiences heavy spring dust from
north-west a feature that might be attributed to the fact that
we use dry aerosol in this analysis. The scavenging effect of the
rain can be seen from both observations as the lowest AOD is
observed during the period of July-August when the monsoon
season initiates. The highest AOD observed is at Lumbini
during November and December, and likely results from biomass
burning for heating in the Terai region (Wang et al., 2013).

4.5. Model Result Analysis
The empirical model obtained from Equation (6) resulting
from the multiple linear regression is used to simulate daily
dry AOD at different AERONET stations in Nepal. Simulated
daily dry AOD values with observed data are plotted in
time in Figure 9. The time series can be effectively used to

understand the predictability of the model. It is observed that
the simulated dry AOD values are similar to the measured
values except in Jomsom, and EVK2CNR station. The average
bias (difference between observed mean with simulated mean)
between simulated and observed value are found to be 0.0002,
0.034, 0.009, 0.013,−0.045,−0.043 for Pokhara, Lumbini, KTM-
BO, KTM-UN, Jomsom, and EVK2CNR station, respectively.
Results showed that the model underestimated when is used to
simulate AOD in lower elevation region than Pokhara station,
and overestimated AOD in Jomsom and EVK2CNR, which are
located in higher altitude. The correlation coefficient between
observed and modeled dry AOD (presented inside each plot) are
found to be higher at stations in higher altitude indicating their
higher similarity between observed and simulated values.

We found that the disagreement (i.e., highest PBIAS and
RMSE) between the simulated, and observed AOD is due to the
altitudinal dependencies (Figure 5), as it follows the topography
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FIGURE 6 | Seasonal average MODIS AOD (2000–2015) over Nepal.

TABLE 2 | Different statistics calculated from daily average AERONET AOD and

daily MODIS AOD for each station.

Linear regression

Station RMSE Correlation coefficient Slope Intercept

Lumbini 0.33 0.91 0.62 0.44

Pokhara 0.13 0.75 1.34 0.31

KTM-BO 0.39 0.75 1.65 0.29

KTM-UN 0.39 0.84 1.29 0.29

with higher AOD values over the low land than over the
mountain area (Figure 1). Roux et al. (2008) showed that the
lower aerosol load in French mountains are because of high wet
deposition due to orographic effects, but in the case of Nepalese
mountainous region, lower AOD observed from MODIS and
AERONET might be lower anthropogenic activity in the region
in addition. As we discussed in sections 4.2 and 4.4 that the
aerosol distribution in Himalayan region are not only dependent
upon altitude, but also dependent upon seasons, because the
Hindu-Kush-Himalayan region is strongly influenced by large-
scale atmospheric circulation, which alternates between the
wet summer monsoon, and dry season. As the distribution of
aerosols over time and space is determined by its type, size,
and source (Cristofanelli et al., 2014), aerosols transported to
Himalayas mainly from Indo-Gangetic plain during the pre-
monsoon season (Ramanathan et al., 2007; Kopacz et al., 2011)
are deposited differently over the space. Dhungel et al. (2016)
mentioned that the different sources of AOD for the Himalayan

region (especially to Nepal) are from biomass burning (mainly
in mountain region) and fossil fuels combustion (in low land or
Southern parts of Nepal).

To overcome biases between the model and observed
AOD, monthly average regression slopes obtained from
the linear regression between log elevation and AOD
(Figures 4, 5) are used to correct the simulated AOD values
from the model over the different stations. Results from
three different methods (see section 3.6) are discussed in
section 4.5.1.

4.5.1. Model Performance Evaluation After Using

Different Regression Slope Values
The three different slope correction models M1, M2, and
M3 are compared with the daily average dry AOD values
observed from respective AERONET stations. Model
evaluation statistics were calculated, and presented in
Figure 10. AERONET stations in Figure 10 are arranged
in such a way that the station elevations (Figure 2)
are in increasing order from Lumbini to EVK2CNR in
anticlockwise direction.

From the calculated error statistics (Figure 10), the models
for the stations at the lower elevations are performing at a
very close PBIAS, if we compare the PBIAS among all. With
increasing station elevation, performance of the model decrease
for M2, and M3. Performance difference can be clearly seen at
EVK2CNR and Jomsom stations, where correlation coefficient
of 0.1, 0.5, 0.82, RMSE of 0.018, 0.01, 0.002 with PBIAS of
136.8, −62.8, 4.9 are observed for the models M3, M2, and
M1, respectively at EVK2CNR. Although a higher correlation

Frontiers in Earth Science | www.frontiersin.org 9 July 2019 | Volume 7 | Article 178140

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Bhattarai et al. AOD Over Nepalese Cryosphere

FIGURE 7 | MODIS average dry AOD (2000–2015) with seasonal trend over Nepal.

FIGURE 8 | Inter-annual variability of observed dry AOD from MODIS and different AERONET stations. Solid lines with shading are for the MODIS observations. Solid

lines represent the mean values while shading represents the variance within nine cells of an AERONET station. Dotted lines are the respective observations from

AERONET stations.

coefficient of 0.85 is observed in Jomsom station from the model
M2 thanmodelM1 (0.83), but the PBIAS and RMSE are better for
model M1 (-68.2% and 0.014) compared to M2 (91% and 0.018).
M3 performs similar to M1 and M2, however, it also tends to
underestimate AOD with increasing elevation. Underestimation
of AOD at EVK2CNR station from the model M3, is mainly
due to the steeper regression slope obtained from the available
monthly average AERONET data compared to the monthly
regression slopes from the monthly MODIS AOD. Referring to
Figure 5, monthly regression slopes mainly in Oct, Nov, Dec,
April, May, and June are steeper when compared with monthly

MODIS slope as well as average slope. These steeper slopes
force the model M3 to predict relatively lower AOD values
resulting overall underestimation and low predictability of the
model M3.

Overall, our conclusion is that M1 performs the best of the
three. In addition to the improved performance the correction
is most simple, using an average regression slope from MODIS,
and therefore M1 is recommended for the extrapolation of AOD
in the Nepalese Himalaya region. But the selection of model
might be different for the different purpose of study. In a study
about seasonal patterns, model correction by monthly slope
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FIGURE 9 | Observed and model aerosol optical depth at different AERONET stations in Nepal. “r” represents the correlation coefficient between observed and model

values.

FIGURE 10 | Different model evaluation statistics. Names in each axis represents location of AERONET station and are in increasing station elevation (Lumbini to

EVK2CNR) order. Color lines in each radar diagram is for error statistics (correlation, PBIAS, and RMSE) for different models: M1, M2, and M3.

might be appropriate, although the difference between these two
models (M1 and M2) is not big. In Figure 11, observed and
predicted AOD fromM1 is presented. The correlation coefficient
between the simulated AOD from model M1 and observed
AOD from AERONET stations, Pokhara, Lumbini, KTM-BO,
and KTM-UN are 0.7, 0.52, 0.72, and 0.67, respectively. We
found that PBIAS in Pokhara, Lumbini, KTM-BO, and KTM-
UN are 0.5, 34.4, 36.1, and 41.9%, respectively, indicating
a general underestimation from the model. Highest RMSE
(0.06) is calculated at Lumbini while the lowest is observed at
Pokhara (0.03).

To better understand the seasonal predictability of the
selected model, the longest time series of daily observed

and simulated dry AOD data at Pokhara (2010–2016) and
EVK2CNR AERONET stations (2006-2015) are taken in to
account. During the monsoon season, the simulation give results
that agree with measured dry AOD at Pokhara station where
correlation coefficient of 0.89, with 0.019 RMSE, and lowest
PBIAS of −0.6 were observed, and these values are better than
in other seasons. In EVK2CNR, higher correlation coefficient
between AERONET and simulated AOD were observed in
winter (0.92), and in post-monsoon (0.89) season with RMSE
of 0.002 and 0.0015, respectively. Low model performance
(i.e., low correlation coefficient, large PBIAS and high RMSE)
during the winter season at Pokhara is due to local air
pollution. Since 87% of the energy requirement of the county
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FIGURE 11 | Plot between dry AOD from AERONET and predicted AOD from M1 at different AERONET stations in Nepal. Inside each plot “r” represents the Pearson

correlation coefficient.

is fulfilled by traditional sources like firewood, animal dung,
and some paper residue leaves of trees to warm houses and
as a kitchen fuels (Ranabhat et al., 2015), producing human-
made aerosols in the form of smoke (Panday and Prinn,
2009). Higher model performance during the post-monsoon
and winter season at EVK2CNR is due to the absence of
local sources of pollution as compared to Pokhara station.
Observed higher performance during the post-monsoon and
winter season at EVK2VNR is also due to the number of sufficient
observations during that season as the percentage of data point
observations in post-monsoon and winter seasons are 35.63 and
26.24%, respectively.

4.5.2. AOD Simulation Compared With MODIS AOD
Since the simulation results from M1 is found better than the
other models, it is further used to simulate dry AOD over
all Nepal, and results are compared with the corresponding
MODIS AOD observations. Comparison is made by calculating
correlation coefficients between the simulated AODwithMODIS
AOD. We found that the most of the correlation grid (see
Figures 13A,B) shows that the values above 0.5 with some
exception. We observed that the correlation coefficient between
MODIS observation and model simulation is higher at lower
elevations in Nepal. As the model is developed by using
AERONET data, systematic error between MODIS observation
and AERONET observation also leads to lower correlation
coefficient. In addition to systematic errors between the two
observations, the impact of clouds and coarse spatial resolution
of MODIS (10 × 10 km) may also introduce other uncertainties.
Figure 12 shows the seasonal distribution of model AOD over
Nepal. It follows the same seasonal distribution as we found from
MODIS observation.

4.5.3. Seasonal AOD From MODIS and Model
Figures 6, 12 show the seasonal distribution of dry AOD from
MODIS and model. From both, highest AOD is observed
during winter and pre-monsoon season and lower AOD
during the monsoon and post-monsoon season. In winter
spatial distribution of dry AOD shows that for most of the
southern part of Nepal, moderate to high values prevail.
Cold surface conditions in winter, mostly in the southern
plain region of Nepal, produces very dense mist, haze,
and fog, through water vapor condensation on carbonaceous
aerosol particles from biomass burning leading to elevated
AOD, which is well-captured by MODIS observation. Higher
average AOD values are observed over the Terai region
which may be attributed to biomass burning activity during
colder weather (Wang et al., 2013). Increased burning activity,
in association with emission from industrial and fossil fuel
burning (especially in Terai), also increases atmospheric
AOD loading.

In pre-monsoon season, the shifting of the inter tropical
convergence zone to Indo-Gangetic plain produces intense
heating of the surface resulting in moderate to strong westerlies
winds (Nayava, 1980). These westerlies are also associated with
strong dust storms (Acharya and Sreekesh, 2013) occurring
mostly over the southern part of Nepal, transferring large
amounts of dust to the air leading to higher AOD in
the atmosphere (Figure 6). The spatial variability of AOD
is also controlled by the surface moisture content during
this period. Intense temperature, in association with strong
surface winds during pre-monsoon, plays an important role
in heating and lifting the loose soil. The onset of gusty
winds during the pre-monsoon (Shea et al., 2015) caused
by convectional instability, produces a large amount of dust
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FIGURE 12 | Seasonal average AOD over Nepal from the M1.

FIGURE 13 | (A) Spatial average dry AOD (2000–2015) from daily model simulation over whole Nepal. (B) Correlation coefficient between M1 output and AOD from

MODIS satellite in dry form for each grid cell over Nepal.

aerosol locally leads to an increase in AOD during this season
(Flossmann et al., 1985).

Themonsoon climate over Nepal controls the seasonal aerosol
concentration in the atmosphere. Lower AOD during monsoon
is observed frommodel and MODIS observation (Figures 6, 12).
The lower AOD is due to the significant amount of rainfall
which occurs during the monsoon, accounting for 60-90% of the
total annual rainfall (Nayava, 1980). Higher amount of rainfall
leads to higher relative humidity forcing model to predict lower
AOD value. Therefore, the concentration of aerosol particles is
reduced during this season as they are rapidly removed from
the atmosphere through wet deposition (Gonçalves et al., 2010)
which is well-captured by model and MODIS. Despite a strong
dependence on the monsoon, interestingly the total average
MODIS AOD value over Nepal during the monsoon season

(0.02) is higher than during winter season (0.017). However,
this potentially arises by choosing a fixed date for the monsoon
season, rather than meteorological thresholds. Due to the fact
that the timing for onset of monsoon in each year is not
constant, the AOD values may be rather elevated if the monsoon
rains have not yet initiated, leading to higher average values
than in winter season. Figures 6, 12 clearly show that the
AOD is higher in the western part than in eastern regions.
This is a result due to the onset of monsoon from the east
(Bhatt and Nakamura, 2005), and slowly moving toward the
western region.

By the end of the monsoon, aerosol levels start to rise again
during the post-monsoon seasons. It is the transition period
between the wet and dry seasons. Retreat of the monsoon
trough is accompanied by a high-pressure cell positioned over
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the Tibetan plateau, generally called the Tibetan high. The
cold north-easterly wind from this high-pressure cell spreads
over southern Nepal, and makes the surface air relatively
dense, restricting the effective convection mechanism. As a
result, aerosols are closer to the surface, yielding a large
backscattering fraction that increases AOD levels in Terai
region (Figures 6, 12). The spatial variability seen in the post-
monsoon season shows typical AOD levels in the eastern
and south-western parts of Nepal, respectively. As the eastern
part of Nepal receives more precipitation compared to the
western part (Department of Hydrology and Meteorology
Government of Nepal, 2017), AOD distribution over this
region is also different, as can be seen in Figures 1, 13.
Variability in weather patterns, as well as the nature, and
intensity of emissions, produces such dramatic variation in the
spatial profile.

After the simulated AOD from model are compared
with the MODIS AOD data, model is further used to
extrapolate AOD over the cryospheric portion of Nepal,
and presented in Figure 13A. It is evident that the model
is also able to predict relatively higher AOD value in
river valleys (line toward north at around N29, E83.5 in
Figure 13A) with settlements, as compared with surrounding
mountainous peaks with snow, which was not detected from
MODIS instrument, ascertaining its ability to predict with
ground reality.

4.5.4. Uncertainty in the Model Prediction
Effective AOD prediction is a complex issue that is easily
affected by various factors, including weather and climatic
conditions, and emission fluxes. Different input factors as an
independent variables also have different degree of impact
on the regression results used for dry AOD prediction. In
the studied region, AOD is highly seasonal and altitude
dependent, inclusion of altitudinal correction factor improves the
predictability of the model. However, this study only predicted
dry AOD for Nepal, but did not take into consideration any
regional differences in the atmospheric environment. Although
the results were good, few uncertainties are remained. First,
uncertainties in the AOD data sources: on the one hand,
this was a reflection of the uneven spatial distribution and
few monitoring AERONET station, which are mainly in lower
elevation region. Second, uncertainties in the ERA Interim
data which were more prone to generating random noise,
which affected prediction accuracies. And the third is the
uncertainties in the proposed model itself. This study only
assumed a possible linear relationship between AOD and three
meteorological variables but did not consider the emission fluxes
and sources, which would have an impact on the effectiveness
of the model. Depending on the region and time period,
significant differences exist in dry AOD. The good predictions
achieved by the model proposed here were limited to Nepal and
over short duration. Further examination would be needed to
determine whether the developed proxy model could be applied
to dry AOD predictions at other mountain region with longer
time periods.

5. CONCLUSIONS

This paper presented dry AOD retrieval methods over the
cryospheric portion of Nepalese Himalayas. Multivariate
regression analysis is carried out to develop proxy an empirical
model to predict AOD in dry forms. Three meteorological
variables (relative humidity and 10 m wind velocity components)
from ERA-Interim, and AOD observation at Pokhara AERONET
station (in dry forms) were taken into account for model
development. We have presented the results from the model
corrected using average regression slope from MODIS (M1).
Simulated dry AOD from developed empirical proxy model is
validated with AERONET observations. Results showed that
the presented model (M1) is able to simulate dry AOD over
the different regions of Nepal, indicating model adequacy and
establishing the model as an efficient AOD prediction model
for Himalayan region. From both MODIS and model, highest
dry AOD are observed during winter and pre-monsoon seasons.
There are some discrepancies between observed and model
values. The possible reason behind this discrepancies are because
of the observed AOD represent sample of the population whose
mean should correspond to the values predicted by the model.
In this empirical proxy model, emission flux and sources are
not considered while developing model. Therefore, prediction
from model have biases with observations, and also in the case
of few measurement data, it is very difficult to validate model
results with the fewer observation. With limited observed data,
presented proxy model shows sufficient number of grid cells
with higher correlation coefficients indicating its adequacy as
proxy AOD prediction model for Himalayan region. Identifying
the source of aerosol is beyond the scope of this study but as
mention in several studies, aerosols over Nepal are transported
from Indo-Gangetic plain. The repeated occurrence of forest
fires (especially in hilly plain region during pre-monsoon season)
contributed to AOD over Nepal. Thus, it can be concluded
that the spatial variability of AOD depends upon weather
condition, and emission sources, which are subject to change
with seasons.

The results of this paper confirms that the use of even
the simplest linear regression model will yield very good
estimation results for daily average dry AOD data in Nepal.
These simple models are indispensable prediction tools for
scientist requiring AOD information in the data sparse
Himalayan region. It is evident that the model from multivariate
regression analysis has universality in statistics, and it can be
able to predict most of the spatial AOD variability in the
Himalayan regions. It is especially useful for the situation
where we do not have explicit knowledge about the AOD.
This includes modeling in very complex terrain where very
limited observed data sources exist. We tested the model on
a few available stations, but it can also be used for other
regions for AOD estimation. Our proxy model only uses ASTER
DEM and meteorological data from ECMWF, and therefore,
these models could be easily applied to other regions with
mountain environment, and in related climate research in
mountain region.
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