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Editorial on the Research Topic
Judgment and Decision Making Under Uncertainty: Descriptive, Normative, and
Prescriptive Perspectives

Judgment and Decision Making Under Uncertainty: Descriptive, Normative, and Prescriptive
Perspectives was motivated by our interest in better understanding why people judge and decide
as they do (descriptive perspective), how they ideally ought to judge and decide (normative
perspective), and how their judgment and decision-making processes might be improved in
practice (prescriptive perspective). We sought papers that addressed some aspect of judgment
and decision making from one or more of these three theoretical perspectives. We further sought
contributions that examined judgment and decision making under conditions of uncertainty,
which we intentionally left loosely defined. Our focus on uncertainty reflects the fact that the vast
majority of decisions people make in life are not made under conditions of complete certainty,
and the uncertainties may be more or less well-defined. Indeed, different components of a single
judgment or decision may have multiple uncertainties associated with it, some of which may be
fuzzier than others. Following our call for papers, we received 32 submissions, 17 of which were
accepted. The latter set comprises this book. There are 11 original research articles, 2 hypothesis
and theory articles, 2 perspectives, and 1 book review and systematic review each.

This book, the culmination of a Frontiers in Psychology Cognition section Research Topic,
is closely related to an earlier Research Topic and book entitled Improving Bayesian Reasoning:
What Works and Why that two of us edited (Navarrete and Mandel, 2016). The current book
shows strong continuity with its conceptual cousin. Several papers address aspects of Bayesian
judgment or reasoning. In “Why can only 24% solve Bayesian reasoning problems in natural
frequencies: Frequency phobia in spite of probability blindness,” Weber et al. find that, despite
the benefit to accuracy conferred by representing statistical information in natural frequencies,
many participants translate natural frequencies back into probabilities. This appears to be an
important factor in explaining the low rates of accurate judgment. In “How to improve performance
in Bayesian inference tasks: A comparison of five visualizations,” Bocherer-Linder and Eichler
investigate the effectiveness of three graphical properties of visualizations: area-proportionality,
use of discrete and countable statistical entities, and graphical transparency of the nested-sets
structure. They find that the primary factor contributing to performance in Bayesian reasoning

Frontiers in Psychology | www.frontiersin.org 5

July 2019 | Volume 10 | Article 1506


https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2019.01506
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2019.01506&domain=pdf&date_stamp=2019-07-02
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles
https://creativecommons.org/licenses/by/4.0/
mailto:drmandel66@gmail.com
https://doi.org/10.3389/fpsyg.2019.01506
https://www.frontiersin.org/articles/10.3389/fpsyg.2019.01506/full
http://loop.frontiersin.org/people/111290/overview
http://loop.frontiersin.org/people/36768/overview
http://loop.frontiersin.org/people/14484/overview
https://www.frontiersin.org/research-topics/6315/judgment-and-decision-making-under-uncertainty-descriptive-normative-and-prescriptive-perspectives
https://doi.org/10.3389/fpsyg.2018.01833
https://doi.org/10.3389/fpsyg.2019.00267

Mandel et al.

Judgment and Decision Making Under Uncertainty

problems was graphically representing the nested-set structure
of the problem in a transparent manner, followed secondarily
by representing discrete objects. In “What eye-tracking can tell
us on statistical reasoning—An empirical study on tree diagrams
and 2 x 2 tables,” Bruckmaier et al. use eye tracking to shed light
on the reasons for errors in probabilistic judgment. They show
that different reasoning processes can account for errors that look
similar behaviorally. Conversely, errors that look different may
stem from common reasoning processes. In “Bayesian revision
vs. information distortion,” Russo explains how a normative
requirement of Bayesian reasoning—namely, that likelihoods
should be independent of the prior probability—is routinely
violated in all but the most contrived judgment problems where
such violations are designed to be impossible. The violations,
Russo argues, occur because people strive for coherence and
therefore seek to bring new evidence in line with their prior
beliefs. Evidently, the pursuit of coherence can at times signal
its downfall. Finally, in “Metacognitive myopia in hidden-profile
tasks: the failure to control for repetition biases,” Fiedler et al.
address an issue that is conceptually related to updating processes
when confronting correlated evidence. They find that mere
repetition of information over time (which can be thought of as
a form of correlated evidence) can undermine the optimal use of
information that is distributed across members of a collective. As
they aptly point out, given the vast opportunities for information
repetition to trigger such biases, it is vital that metacognitive
monitoring takes place, and yet their results indicate that people
have a difficult time doing so.

A second set of papers tackles uncertainty from several fresh
vantage points. In “The psychology of uncertainty and three-
valued tables,” Baratgin et al. examine people’s three-valued
(i.e., certainly true, certainly false, or neither) truth tables for
several natural language connectives. Comparing multiple three-
valued logics, they find that de Finetti’s (1936/1995) three-valued
system provides the best descriptive model. Their work on the
de Finettian “Level 1 in which uncertainty is distinguished
from certain states, represents a long neglected bridge between
Level 0 (binary logic) and Level 2 (studies of probability
judgment in which uncertainty is quantified). In “Imprecise
uncertain reasoning: a distributional approach,” Kleiter develops
an approach to using mental probability logic in concert with
beta distributions, copulas, vines, and stochastic simulation to
model imprecise and uncertain reasoning. A key finding from
his analysis of several classic judgment problems is that the
probabilities inferred from different logical inference forms
can be so close as to make their distinction impossible in
psychological research, a result that has striking implications for
the interpretation of evidence in judgment research. In “The role
of type and source of uncertainty on the processing of climate
models projections,” Benjamin and Budescu examine how
people’s interpretations of climate change forecasts from multiple
experts are influenced by two sources of uncertainty: imprecision
(i.e., the width of the confidence interval around a single
estimate) and conflict (the extent to which experts disagree). They
find that participants were more averse to conflict and reacted
more positively to communications that reflect imprecision.
Their results show that people’s perceptions of competing

climate change forecasts are affected by a complex interaction
between sources of uncertainty and task characteristics. This
set of papers is nicely rounded out by Mousavi’s book review
of Machina and Viscusi’s Handbook of the Economics of Risk
and Uncertainty.

A third set of papers addresses topics in decision-making
under uncertainty. In “Meta-analytic evidence for a reversal
learning effect on the Iowa Gambling Task in older adults,
Pasion et al. report a systematic review of studies examining
older-adult decision-making on the Iowa Gambling Task. They
find evidence of a significant reversal learning effect across
blocks of the task, which suggests that older adults show
adaptive decision making as they gain experience with the
outcomes. In “Cognitive style and frame susceptibility in decision
making,” Mandel and Kapler examine the predictive effect of
several cognitive style and performance measures on frame
susceptibility or “going with the frame.” They do not find
such factors to be predictive of frame susceptibility and they
question the theoretical claim that individuals who are prone
to a less deliberate, or more intuitive, thinking style are more
susceptible to framing effects. In “Too worried to judge: On the
role of perceived severity in medical decision-making,” Colomé
et al. examine content effects on recommendations for medical
treatments. They find that worry affects recommendations only
in the higher severity context (cancer), whereas consideration
of disease likelihood given a positive test result played a
greater role in the lower severity context (hypertension). In
“The reciprocal relationships between escalation, anger, and
confidence in investment decisions over time, Jackson et al.
show in an escalation of commitment task, where money
had to be invested in different rounds in a never-ending
project, people tend to escalate through all rounds. However,
as they do, their confidence decreases and anger increases,
thus shedding light on the experiential side of this well-
documented phenomenon. In “Does fear increase search effort
in more numerate people? An experimental study investigating
information acquisition in a decision from experience task,”
Traczyk et al. examine the role of numeracy and emotion of fear
on search policy and choice in a decision from experience task.
Both numeracy and fear were related to increased information
sampling, although the effect of fear was restricted to a
more numerate subsample. Their results shed light on the
interaction between numeracy and integral emotion in decisions
from experience.

Last but not least, three papers draw on decision science
to shed light on professional practices in forensics and
national security intelligence. In “Decisional dimensions in
expert witness testimony—a structural analysis,” Biedermann
and Kotsoglou integrate decision theory with current practices
in forensic science for the use of expert witness testimony.
The authors review current theoretical understanding of the
expert witness testimony process and then discuss a decision-
theoretic framework including real-world examples. In “Better
together: reliable application of the post-9/11 and post-Iraq
US intelligence tradecraft standards requires collective analysis,”
Marcoci et al. turn their attention to the US intelligence
community’s analytic tradecraft standards by asking whether
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raters can interpret the standards reliably as they pertain to
intelligence products. Overall, the reliability of single raters was
poor. Having important prescriptive implications for quality
control within the intelligence community, Marcoci et al. find
that a group of three or more raters is needed to provide
reliable assessments of the quality of intelligence products.
Finally, in “Correcting judgment correctives in national security
intelligence,” Mandel and Tetlock argue that the intelligence
community’s prescriptions for improving analysts’ intelligence
assessments—namely, their judgments under uncertainty—
could be substantially improved by scientifically testing the
effectiveness of proposed methods; something rarely done.
Drawing on decision science, Mandel and Tetlock argue that
current methods might not only fail to improve analysts’
judgments, they may in fact be making intelligence assessments
less reliable, coherent and accurate.
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Why Can Only 24% Solve Bayesian
Reasoning Problems in Natural
Frequencies: Frequency Phobia in
Spite of Probability Blindness

Patrick Weber*, Karin Binder and Stefan Krauss

Mathematics Education, Faculty of Mathematics, University of Regensburg, Regensburg, Germany

For more than 20 years, research has proven the beneficial effect of natural frequencies
when it comes to solving Bayesian reasoning tasks (Gigerenzer and Hoffrage, 1995).
In a recent meta-analysis, McDowell and Jacobs (2017) showed that presenting a task
in natural frequency format increases performance rates to 24% compared to only 4%
when the same task is presented in probability format. Nevertheless, on average three
quarters of participants in their meta-analysis failed to obtain the correct solution for
such a task in frequency format. In this paper, we present an empirical study on what
participants typically do wrong when confronted with natural frequencies. We found
that many of them did not actually use natural frequencies for their calculations, but
translated them back into complicated probabilities instead. This switch from the intuitive
presentation format to a less intuitive calculation format will be discussed within the
framework of psychological theories (e.g., the Einstellung effect).

Keywords: Bayesian reasoning, natural frequencies, probabilities, einstellung, tree diagram

INTRODUCTION

Many professionals, such as medical doctors and judges in court, are expected to make
momentous decisions based on statistical information. Often, Bayesian inferences are required,
for example when a radiologist has to judge and communicate the statistical meaning of a positive
mammography screening. Many empirical studies have documented faulty inferences and even
cognitive illusions among professionals of various disciplines (Hoffrage et al., 2000; Operskalski
and Barbey, 2016). In the medical context, the consequences are particularly severe because many
patients are mistakenly found diseased, which can entirely change their lives (Brewer et al., 2007;
Gigerenzer et al., 2007; Salz et al., 2010; Wegwarth and Gigerenzer, 2013). Similarly, insufficient
knowledge of statistics in general and incorrect Bayesian reasoning in particular can result in false
convictions or acquittals made by juries in court, for example when they have to evaluate evidence
based on a fragmentary DNA sample. These faults bear the risk of destroying innocent people’s
lives, too, as happened, for instance, in the famous case of Sally Clark (Schneps and Colmez, 2013;
Barker, 2017).

Typically, the statistical information that the aforementioned professionals are confronted with
is provided in probability format, that is, fractions or percentages describing the probability
of a single event, for example the prevalence of breast cancer in the population. Generally,
in situations where Bayesian inferences are necessary, three pieces of statistical information are
given: the base rate (or a priori probability), sensitivity, and false alarm rate. Consider, for instance,
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the heroin addiction problem (adapted from Gigerenzer and
Hoffrage, 1995):
Heroin addiction problem (probability format):

The probability of being addicted to heroin is 0.01% for a person
randomly picked from a population (base rate). If a randomly
picked person from this population is addicted to heroin, the
probability is 100% that he or she will have fresh needle pricks
(sensitivity). If a randomly picked person from this population is
not addicted to heroin, the probability is 0.19% that he or she
will still have fresh needle pricks (false alarm rate). What is the
probability that a randomly picked person from this population
who has fresh needle pricks is addicted to heroin (posterior
probability)?

With the help of Bayes’ theorem, the corresponding posterior
probability P(H|N), with H denoting “person is addicted to
heroin” and N denoting “person has fresh needle pricks,” can be
calculated.
PHIN) = P(N[H) - P(H) (1)
P(N|H) - P(H) + P(N|—H) - P(=H)
100% - 0.01 %

100% - 0.01% + 0.19% - 99.99 %

Given the probabilistic information (the low base rate, high
sensitivity, and low false alarm rate), the result of only 5%
seems astonishingly low to most people—professionals and
laypeople alike. In fact, only very few—on average as few as 4%
of the participants included in a comprehensive meta-analysis
(McDowell and Jacobs, 2017)—are able to draw the correct
inferences necessary to come to the right conclusion in such
Bayesian tasks. The vast majority of people have difficulties,
which can result in severe misjudgments.

The reasons for this poor performance in Bayesian reasoning
are widely discussed. One explanation is the neglect of the
base rate, which can be very low in many Bayesian situations
(Tversky and Kahneman, 1974; Bar-Hillel, 1983). This leads to
much greater estimates for the posterior probability, which is
consistent with most people’s intuition. Further reasons for the
poor performance include participants neglecting the false alarm
rate P(N|H) or confusing the false alarm rate with the posterior
probability P(H|N) (Gigerenzer and Hoffrage, 1995) as well as
participants overweighing the sensitivity (e.g., McCloy et al,
2007).

In order to prevent dangerous misjudgments due to faulty
Bayesian inferences, the concept of natural frequencies has
proven to be a powerful instrument (e.g., Gigerenzer and
Hoffrage, 1995; Siegrist and Keller, 2011). Natural frequencies
can be obtained by natural sampling (Kleiter, 1994) or,
alternatively, by translating probabilities (e.g., “80%”) into
expressions consisting of two absolute frequencies (e.g., “80 out
of 100”; for a discussion on the equivalence of natural frequencies
and probabilities, see section Present Approach). Consider once
again the heroin addiction example, this time, however, in natural
frequency format:

10 out of 100,000 people from a given population are addicted to
heroin. 10 out of 10 people who are addicted to heroin will have

fresh needle pricks. 190 out of 99,990 people who are not addicted
to heroin will nevertheless have fresh needle pricks. How many of
the people from this population who have fresh needle pricks are
addicted to heroin?

With the help of this format, significantly more people find the
correct answer to the problem, which is 10 out of (10 + 190).
As a consequence, performance rates in the frequency format
typically increase to about 24% (McDowell and Jacobs, 2017).
Errors due to base rate neglect as mentioned above occur less
often with natural frequencies, since the base rate need not be
attended to in the frequency version because it is already included
in the information on the sensitivity and false alarm rate. Thus,
Bayes’ modified theorem containing natural frequencies yields
the correct answer of “10 out of 200” in the heroin addiction
problem based on a simpler computation:

#NNH) 10

P(HIN) = #N) 104190

=5% (2)

More than 20 years of research have confirmed the benefit
that comes with the concept of natural frequencies in Bayesian
reasoning situations. Laypeople, students, professionals across
various domains (e.g., medicine, law, and management), and
even children perform significantly better when working on a
Bayesian reasoning task that is presented in natural frequencies
instead of probabilities (e.g., Wassner, 2004; Zhu and Gigerenzer,
2006; Hoffrage et al., 2015; Binder et al., 2018).

Additionally, various other factors are known to have
an impact on performance in Bayesian reasoning tasks.
Visualizations, for example tree diagrams (e.g., Yamagishi, 2003;
Binder et al., 2018), unit squares (e.g., Bocherer-Linder and
Eichler, 2017; Pfannkuch and Budgett, 2017), icon arrays (e.g.,
Brase, 2009, 2014) or roulette wheel diagrams (e.g., Yamagishi,
2003; Brase, 2014), have been shown to improve accuracies in
Bayesian situations (for an exception, see, e.g., Micallef et al.,
2012). An overview and categorization of visualizations that were
used to boost performance in Bayesian situations is provided
by Khan et al. (2015). Furthermore, individual differences of
participants, particularly cognitive abilities such as numeracy,
graphicacy, and spatial abilities, certainly have an impact on
performance rates (e.g., Chapman and Liu, 2009; Brown et al,,
2011; Micallef et al., 2012; Peters, 2012; Ottley et al., 2016). In
addition, the specific numerical values for population size, base
rate, sensitivity, and false alarm rate can influence accuracies
(Schapira et al.,, 2001). Cognitive biases and judgment errors
associated with different numerical information are, for example,
size effect and distance effect (Moyer and Landauer, 1967).
Finally, details of the representation and framing of the problem
text can affect performance in Bayesian reasoning situations
(Obrecht et al., 2012). Ottley et al. (2016), for example, were able
to show that specific problem formulations (e.g., providing all
numerical information in context of the task, that is, not only base
rate, sensitivity, and false alarm rate but also the probability or
frequency of their respective complement) influence accuracies
significantly.

However, instead of contributing to the abundance of
empirical studies replicating and discussing the beneficial effect
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of natural frequencies or other factors (e.g., Hoffrage et al., 2002;
Pighin et al.,, 2016; McDowell et al., 2018), in this article we
will focus on the other side of the coin, that is, on the 76%
of participants in these studies (on average in McDowell and
Jacobs, 2017) who failed to solve Bayesian reasoning tasks with
natural frequencies. Why can still on average only a quarter
of participants solve the problem correctly, although the task
is presented in the beneficial natural frequency format? Many
psychological theories explain, discuss, and specify in detail
if and why natural frequencies facilitate Bayesian inferences
(e.g., the nested sets-hypothesis or the ecological rationality
framework, see Gigerenzer and Hoffrage, 1999; Lewis and Keren,
1999; Mellers and McGraw, 1999; Girotto and Gonzalez, 2001,
2002; Hoftrage et al., 2002; Sloman et al., 2003; Barbey and
Sloman, 2007; Pighin et al., 2016; McDowell et al., 2018) and
how additional tools, such as visualizations, further increase
their beneficial effect (e.g., Yamagishi, 2003; Brase, 2009, 2014;
Spiegelhalter et al., 2011; Micallef et al., 2012; Garcia-Retamero
and Hoflrage, 2013; Micallef, 2013; Ottley et al., 2016; Bocherer-
Linder and Eichler, 2017). However, a satisfying answer to the
question why only 24% of participants solve Bayesian reasoning
problems in natural frequency format correctly has not yet been
found.

PRESENT APPROACH

In order to explain why only 24% of participants draw correct
Bayesian inferences when confronted with natural frequencies,
in the present article we take one step back and switch our focus
from performance rates to cognitive processes. In this respect,
some important questions have not been addressed in detail
so far: When given a Bayesian reasoning problem in frequency
format, how do participants who fail to provide the correct
answer approach the task? Where exactly do their calculations
fail and why?

In order to gain a first impression of what participants
might do when confronted with a task in natural frequency
format, we checked the questionnaires from our previous studies
on Bayesian reasoning and natural frequencies (e.g., Krauss
et al,, 1999; Binder et al., 2015). Interestingly, we revealed some
instances where participants had not applied the given natural
frequencies but had translated them back into probabilities. In
order to explore this phenomenon in depth, we had a closer
look on what students usually learn about Bayesian reasoning
problems in their high school statistics classes.

Over the past two decades, statistics education has become an
important column in German high school curricula. Here, just
like in other countries, systematic calculation with probabilities
has been in the center of teaching efforts. Alternative formats,
such as natural frequencies, have despite the great amount of
empirical research underpinning their benefits only played a
minor role (cf. the American GAISE recommendations; Franklin
et al., 2007). Even though there are some very recent efforts
to implement the frequency concept in German curricula, for
example in the new Bavarian high school curriculum for grade 10
(ISB, 2016), there still seems to be a tendency that this format is
not accepted as equally mathematically valid as probabilities. This
is supported by our impression from trainings for mathematics

teachers that the concept of natural frequencies is not even
familiar to most teachers. Furthermore, many schoolbooks
tend to solve statistical tasks (not only Bayesian ones) with
probability calculations, even when the task is presented in
absolute frequencies (e.g., Freytag et al., 2008; Rach, 2018).
Another observation we made based on a review of typical
Bavarian school textbooks (Eisentraut et al., 2008; Freytag et al.,
2008; Schmid et al., 2008) and workbooks (Sendner and Ruf-
Oesterreicher, 2011; Reimann and Bichler, 2015) was that the
more advanced students become in their high school career,
the fewer statistical tasks are solved with natural frequencies
by the respective textbooks. In conclusion, high school (and,
consequently, university) students are a lot more familiar with
probabilities than with natural frequencies due to their general
(and sometimes even tertiary) statistical education. This implies
that working with probabilities is a well-established strategy when
it comes to solving statistical problems.

While in many situations people profit from such an
established strategy, in some cases, however, a previously fixed
mindset can block simpler ways to approaching a problem
(Haager et al., 2014). This phenomenon lies at the center of
prominent psychological theories on cognitive rigidity. Consider,
for example, the so-called Einstellung or mental set effect
(Luchins, 1942). When solving a problem, people often rigidly
apply a previously learnt solution strategy while neglecting
possibly important information that would allow an easier
solution. Such an Einstellung or mental set can be developed
through repeated training, enabling the person to quickly solve
problems of the same structure (Schultz and Searleman, 2002;
Ellis and Reingold, 2014; Haager et al., 2014). However, the
downside of these mental sets is that they can make a person
“blind” to simpler solutions or—in the worst case—unable to find
a solution at all.

The most famous example for the Einstellung effect is Luchin’s
water jar experiment (1942; for more recent studies on the
Einstellung effect in chess players and with anagram problems
see, e.g., Bilali¢ et al., 2008; Ellis and Reingold, 2014). Participants
in Luchin’s study had to work out on paper how to obtain
a certain volume of water using three empty jars of different
sizes for measuring. The first five problems could all be solved
by applying a relatively complicated strategy that was shown
to the participants in an example problem. For the following
five problems, a much simpler solution method was possible.
However, the majority of participants kept using the complicated
strategy they had previously learnt. Moreover, many of them
could not solve the eighth problem at all, for which only the
simple solution strategy was appropriate (Luchins, 1942).

Recent research has shown that even experts can be subject
to the Einstellung effect (e.g., Bilali¢ et al., 2008). Thus, mental
sets developed over a long period of time can also lead to
the blocking of simple solutions (for a detailed discussion of
different aspects of cognitive rigidity see Schultz and Searleman,
2002). The probability strategy, which German students deal with
during their whole high school career, would be an example for
such a mental set that is developed over time. So taken together,
these psychological theories and the strong familiarity of students
with probabilities hint toward a possible answer to the question
what participants might wish to do when they are confronted
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with a task in frequency format: They might try to represent the
situation in the much more familiar probability format in order
to be able to use established probabilities for their calculations.

Such an Einstellung toward calculating with probabilities
instead of natural frequencies would take away all benefits that
come with the frequency concept. Calculating with probabilities
in a Bayesian context—even though the task is provided in
frequency format—has the consequence that the intuitive natural
frequency algorithm [formula (2)] is no longer available, the
more complicated probability algorithm [formula (1)] has to be
applied, and people are no longer able find the correct solution.
Thus, the Einstellung effect might explain why on average
three quarters of participants fail with natural frequencies. In
the same line, we assume that it is very unlikely that people
translate probabilities into natural frequencies when given a task
in probability format—despite over 20 years of research on the
beneficial effects of natural frequencies.

Here, the question might arise whether the two formats
can actually be considered equivalent. In this respect, both
mathematical and psychological aspects need to be addressed.
First, we will shed light on the respective mathematical
frameworks both formats operate in and to what extent these
frameworks can be considered equivalent. Second, we will
analyze the equivalence of probabilities and natural frequencies
from a psychological viewpoint.

Even though the two formats seem to follow different rules,
from a mathematical perspective they can be defined analogously.
Weber (2016) showed that natural frequencies can be embedded
in a theoretical framework that is isomorphic to a probability
space, that is, the structure at the basis of probability theory
can be constructed in a similar way for natural frequencies.
Thus, all fundamental mathematical properties of probabilities,
for example closure, commutativity, and associativity of their
addition, can theoretically also be assigned to natural frequencies
(for details, see Weber, 2016). Therefore, the two concepts
can be considered equivalent, implying that natural frequencies
are an information format just as mathematically valid as
probabilities.

However, regardless of this theoretical equivalence of the
two formats, a certain psychological uneasiness about the
equivalence of natural frequencies and probabilities still seems
to exist. It can be speculated that students who do not
know about the mathematical framework of the frequency
format might switch from natural frequencies to probabilities
not only because they think that a probability algorithm
is the only or the easiest way to solve the problem but
also due to this subtle feeling of uneasiness, which stems
from the assumption that natural frequencies are not a
mathematically valid tool for solving Bayesian reasoning
tasks. The latter implies that participants—even if they
realize that a solution can be derived very easily by using
natural frequencies—might think that a mathematically justified
argumentation requires reasoning in terms of probabilities.
All three assumptions (probabilities are the only, the easiest
or the only allowed way) might trigger participants to
rely on their Einstellung instead of actively using natural
frequencies.

To be clear, we theoretically consider natural frequencies as a
superordinate concept for both “expected” and “empirically
sampled”  frequencies. Expected frequencies constitute
frequencies expected in the long run (cf. Hertwig et al,
2004; Spiegelhalter and Gage, 2015; case 2 in Woike et al., 2017)
and are often used for problem formulations in natural frequency
format. In contrast, empirically sampled frequencies are derived
from a natural sampling process (cf. Kleiter, 1994; Fiedler et al,,
2000; cases 1 and 3 in Woike et al., 2017; for a discussion of the
two sub-concepts of natural frequencies, see also Hertwig et al.,
2004; Spiegelhalter and Gage, 2015).

Of course, in the context of possibly switching between the
two formats, besides the information format of the task, also
the format in which the question is asked has to be taken
into consideration (for a discussion on other details of textual
problem representation, see, e.g., Ottley et al., 2016). It has to
be noted that several studies (e.g., Cosmides and Tooby, 1996;
Evans et al., 2000; Girotto and Gonzalez, 2001; Sirota et al.,
2015) suggest that a question format that does not match the
information format of the task reduces the natural frequency
facilitation effect (Ayal and Beyth-Marom, 2014; Johnson and
Tubau, 2015). However, only few studies directly test such
incongruent problem and question formats (McDowell and
Jacobs, 2017).

We also do not want to examine incongruent formats (or
other factors mentioned above) systematically (e.g., in order to
boost performance), but rather aim to implement a question
format as neutral as possible that allows for both answer
formats simultaneously. Our interest is to observe and analyze
a substantial amount of participants for all four possible cases,
namely those who stay with the given format (probability or
natural frequency) and those who switch to the other format for
their calculations, in order to learn from the respective cognitive
processes about possible mechanisms underlying the choice of
calculation format.

Since in our questionnaires from previous studies (Krauss
et al,, 1999; Binder et al,, 2015), it was not always possible to
judge which calculation format a participant applied, we will
now explicitly ask participants to write down their solution
algorithm in order to capture cognitive policies. Thus, in the
present study we enter new research fields by investigating
potential preferences in calculation format—when a problem
introduction and question format as neutral as possible are
given—that become visible by the way participants try to solve
a given Bayesian task.

Our research questions are:

e Research question 1: Do participants show a general
preference of the probability format over natural frequencies
that becomes manifest in a strong tendency to

a) keep working with probabilities if a task is given in probability
format, although a sample population is provided

b) even translate a task given in frequency format into
probabilities, if the question allows for answers in both
formats?

e Research question 2:
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a) Regardless of the format in which the task is presented, do
participants who work on this task actively using natural
frequencies make more correct Bayesian inferences than
participants who make their computations with probabilities?

b) If questions allow for answers in both formats, which factor
predicts correct Bayesian inferences better—the format that
the task is presented in (presentation format) or the format
that participants actively use for their calculations (calculation
format)?

Regarding research question 1, we hypothesized that participants
do show a strong preference of probabilities over natural
frequencies in both presentation formats. We further assumed
that this preference has indeed a detrimental effect on
performance in Bayesian reasoning tasks. With regard to research
question 2, we therefore hypothesized that actively working with
natural frequencies is a stronger predictor for correct inferences
than the presentation format of a task.

EXPERIMENTAL STUDY

To examine these research questions, we conducted an empirical
study with a first sample (N = 114) in 2016 (see section
Participants). In the light of the current debate on the replication
crisis (e.g., Open Science Collaboration, 2015), we decided to
check the robustness of the results obtained with another sample
(N = 69) with the same materials and design in 2017/2018. Three
participants from the second sample were excluded from the
analysis because they indicated that they had already participated
in the first sample. Since we detected the same effects for both
samples independently, we report the results for the combined
sample of N = 180 (see section Results).

Method

Participants in our study had to work on two Bayesian reasoning
tasks with different scenarios (heroin addiction problem and
car accident problem, adapted from Gigerenzer and Hoffrage,
1995) and different numerical data (for design see Table 1 and
for problem wordings see Table 2). These two contexts were
chosen since they are not as common as, for example, the famous
mammography problem, and thus, the chance of a participant
already knowing the task beforehand was small. Moreover, both
problems refer to daily-life situations, so the participants were
expected to have no difficulties understanding the scenarios. One
of the two Bayesian problems was presented in probability format
and the other one in natural frequency format. We systematically
permuted the order of context as well as information format.

In typical natural frequency versions, the question reads
“How many of the ... have/are ...?)” often followed by a line
“Answer: __ out of ___.” Note that we are interested in
cognitive processes triggered purely by the presentation format
and not by a provided question or answer format. Thus, in all
natural frequency versions, we wanted to implement a question
format that allows both for probability and for natural frequency
answers. In order to be as neutral as possible, we decided to use
questions for proportions (see Tables 1, 2), which are a common
question format in schoolbooks, too. The question “What is the

TABLE 1 | Design of the implemented problem versions.

Context

Heroin addiction

Car accident

problem problem
Presentation  Probabilities e Introduction: sample e Introduction: sample
format provided provided
e Presentation format e Presentation
of the task: format of the task:
probabilities probabilities
e Question format: ® Question format:
probabilities probabilities
e \isualization e Visualization
presented or to be presented or to be
constructed constructed
Natural e Introduction: sample e Introduction: sample
frequencies provided provided

Presentation format
of the task: natural

Presentation format
of the task: natural

frequencies frequencies

e Question format: ® Question format:
proportions proportions

e Visualization ¢ Visualization
presented or to be presented or to be
constructed constructed

>

proportion of people...” can be answered by, for example, “5%”
or by “10 out of 200” and thus is settled in between probabilities
and natural frequencies.

In the probability versions, formulating a neutral question is
rather difficult because a proportion usually refers to a concrete
sample. Thus, instead of making the question format as neutral
as possible, we decided to provide the participants already in
the introduction with a sample population that the probabilities
could be referred to (e.g., “On the internet, you find the following
information for a sample of 100,000 people”). Thereby, we
again allowed for both calculation formats. While in natural
frequency versions the option for probability answers lies in the
neutral question format, a possible natural frequency answer
in probability versions was opened up by providing a concrete
sample in the beginning of the task. It is important to note that we
did not primarily want to compare performances by presentation
format (which would just be a replication of many other studies)
but by calculation format, so a total parallelization of the task
versions was neither necessary nor the optimal design for our
research questions.

Because Bayesian reasoning tasks in German schoolbooks
are usually presented with tree diagrams (Binder et al., 2015),
after the question, we either asked for the construction of a
tree diagram (in the first task) or presented a tree diagram
(in the second task). The aim here was to present stimuli that
are as ecologically valid as possible [with respect to (German)
teaching contexts both in school and in university] and that
provide the option to switch between the two formats. Both at
school and at university level, 2 x 2-tables and tree diagrams are
most commonly used for teaching Bayesian reasoning, whereas
alternative visualizations (unit squares, icon arrays, etc.) are
usually omitted. Since both 2 x 2-tables and tree diagrams allow
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TABLE 2 | Problem formulations.

Heroin addiction problem

Car accident problem

Probability version

Natural frequency version

Probability version

Natural frequency version

Introduction

Statistical information

Imagine that you randomly meet a person with fresh

needle pricks in the street. You are interested in whether
this person is addicted to heroin. On the internet, you find
the following information for a sample of 100,000 people:

The probability that one of
these people is addicted to
heroin is 0.01%.

If one of these people is
addicted to heroin, the
probability is 100% that he
or she will have fresh needle
pricks.

If one of these people is not
addicted to heroin, the
probability is 0.19% that he
or she will nevertheless have

10 out of 100,000 people are
addicted to heroin.

10 out of 10 people who are
addicted to heroin will have fresh
needle pricks.

190 out of 99,990 people who
are not addicted to heroin will
nevertheless have fresh needle

Imagine you see a drunken person getting behind the wheel of his

or her car after a party. You are interested in the risk of a car
accident caused by this person. On the internet, you find the
following information for a sample of 10,000 drivers:

The probability that one of
these drivers will cause an
accident is 1%.

If one of these drivers
causes an accident, the
probability is 55% that he or
she is drunk.

If one of these drivers does
not cause an accident, the
probability is 5% that he or
she is nevertheless drunk.

100 out of 10,000 drivers
cause an accident.

55 out of 100 drivers who
cause an accident are drunk.

500 out of 9,900 drivers
who do not cause an
accident are nevertheless
drunk.

pricks.
fresh needle pricks.

Question What is the probability that Of the people who have fresh What is the probability that Of the drivers who are drunk,
one of these people is needle pricks, what is the one of these drivers causes what is the proportion of
addicted to heroin, if he or proportion of them addicted to an accident, if he or she is them causing an accident?
she has fresh needle pricks? heroin? drunk?

Visual aid e First task: construct a tree ® First task: construct a tree e First task: construct a tree e First task: construct a tree

diagram diagram diagram diagram
e Second task: consider a e Second task: consider a ® Second task: consider a e Second task: consider a
presented tree diagram presented tree diagram presented tree diagram presented tree diagram

Prompt “Please write down your calculations!”

for switching between the two formats (unlike, e.g., icon arrays)
and since tree diagrams but not 2 x 2-tables can be directly
equipped with conditional probabilities, only tree diagrams
remained as visualizations suitable for our study. By using the
latter, our hope was to exploratively shed light on whether a
tree diagram might influence participants’ choice of calculation
format, for example by making the given presentation format
more salient (for tree diagrams equipped with probabilities
or natural frequencies in the heroin addiction problem see
Figure 1). In sum, rather than systematically varying specific
factors (or boosting performance), we wanted (1) to know
how participants reason with the materials usually presented
in German schools and universities, and (2) to observe a
substantial number of people switching or staying with the
presentation format in order to analyze their respective reasoning
processes. For the same reasons, we implemented standard
problem wordings.

Since participants were explicitly asked to write down all
calculations they made in order to solve the task, we were able
to judge precisely and systematically which format they used for
their calculations (see Supplementary Table 2; also see section
Coding).

The paper and pencil questionnaire contained a short
information paper on the study and some general questions,
for example on participants’ age or study program, as well as
the two tasks. Before participants were allowed to start with the
second task, they had to hand in their solution for the first task.

Participants were allowed to use a pocket calculator that was
provided along with the questionnaire. There was no time limit;
on average, participants took approximately 5min to complete
the demographic items and 25 min for both tasks.

Coding

The normatively correct solutions of the problems were 5% (or 10
out of 200) for the heroin addiction problem and 9.9% (or 55 out
of 555) for the car accident problem (the results differ marginally
if the task was presented in natural frequencies as opposed to
probabilities, e.g., exactly 10% in the car accident probability
version vs. 9.9% in the car accident frequency version). In order
to guarantee maximum objectivity for classifying the answers as
“correct Bayesian inference” or “incorrect Bayesian inference”
and also for deciding whether either a probability algorithm or
a frequency algorithm had been applied, we used strict coding
guidelines (see Supplementary Table 1), which were applied
by all coders. Since we were especially interested in whether
participants used the correct algorithm for solving the task,
mere calculation or rounding errors were neglected, resulting
in answers that were classified as “correct Bayesian inference”
even though the mathematical result was not entirely correct. In
the same line, answers that appeared mathematically correct at
first glance were classified as “incorrect Bayesian inference” if the
result was just incidentally correct, but a wrong algorithm was
applied (this rarely happened).
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Tree diagram
persons
addicted not addicted
Probabilities to heroin to heroin
100 y V% 0.19 °// \)9.81 %
fresh no fresh fresh no fresh
needle pricks needle pricks needle pricks needle pricks
100,000
persons
10 99,990
Natural addicted not addicted
frequencies to heroin to heroin
10 0 190 99,800
fresh no fresh fresh no fresh
needle pricks needle pricks needle pricks needle pricks
FIGURE 1 | Tree diagrams visualizing the heroin addiction problem equipped with probabilities and natural frequencies.

Furthermore, we focused on the cognitive processes
underlying each response when determining the “calculation
format” of an answer. This cognitive process was measured by
analyzing the exact calculations each participant wrote down to
come to a solution. When a participant used probabilities (or
natural frequencies) only, we classified the solution as “calculated
with probabilities” (or natural frequencies, respectively).
When both formats were clearly visible in the calculations, we
classified the answer according to whether the participant used
probabilities or natural frequencies for the crucial step in the
calculation process, that is, the computation of the denominator
in Bayes’ formula, as can be seen in equations (1) and (2). Thus,
the decisive factor in such unclear cases was the addition of two
absolute numbers (in favor of a frequency algorithm) or the
multiplication of probabilities (in favor of a probability algorithm,
respectively). If, for example, in the heroin addiction problem
a participant used both formats for his or her calculations,
but added two absolute numbers (e.g., 10 4+ 190) to obtain the
denominator in (2), the answer was classified as “calculated with
natural frequencies”. If, on the other hand, a participant used
both formats, but multiplied two probabilities (e.g., 0.01 x 100%)
like in (1) to obtain the respective probabilities for the numerator
or the denominator, we classified the answer as “calculated with

probabilities” (no participant added frequencies and multiplied
probabilities).

Two  raters coded 21%  of all inferences
independently according to the coding guidelines (see
Supplementary Tables 1, 2). Since in 100% of all cases the
correctness was rated in congruence (Cohen’s k = 1; Cohen,
1960), and the calculation format was classified identically in
97% of all cases (Cohen’s k = 0.95), the remaining inferences
were rated by one coder.

Participants

We recruited N 114 students from the University of
Regensburg (Bavaria) in summer 2016, and N = 69 in winter
2017/2018 (three of which were excluded from the analysis since
they had already participated in the study in 2016). Most of
these students were enrolled in a teaching math program (N
147), while some of them studied economic information
technology, so a certain level of mathematics competency among
the participants can be assumed (see also section Discussion).
They were at different stages of their studies (most of them in
their first two years) and their age ranged from 18 to 38, with
an average of 22 years. Out of the total of N = 180 participants,
121 were female. Since each participant worked on two tasks, we
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obtained a total of 360 Bayesian inferences including participants’
detailed solution algorithms.

The study was carried out in accordance with the University
Research Ethics Standards. Participants were informed that the
study was voluntary and anonymous, and no incentives were
paid. Participants were asked to give their written informed
consent to participate in the study in advance. Thereupon, two
students refrained from participating.

RESULTS

In the following, we report the results for the combined sample
of N = 180 participants, but all detected effects also hold for
both the original (N = 114) and the replication sample (N = 66)
independently. As far as our first research question is concerned,
the results indeed show a strong preference of participants for
calculating with probabilities in both contexts. This is illustrated
by Figure 2, where, for example, P— F denotes participants who
were provided with a task in probability format but calculated
with natural frequencies. On the one hand, when presented with
a task in natural frequency format (second and fourth bars of
Figure 2), almost half of participants (49%) nevertheless chose
to apply probabilities for their calculations, although the neutral
question explicitly allowed for answers in both formats. On the
other hand, when they faced a probability version of a task (first
and third bars of Figure 2), only 18% across both contexts chose
to translate the problem into natural frequencies—despite the
explicitly given sample population in the introduction. Taken
together, according to our design natural frequencies represented
the preferred calculation format in only about one third (34%) of
all 360 Bayesian tasks although 50% of all tasks were presented in
natural frequency format.

While Figure 2 does not yet display performances, Figure 3
shows performance rates in the resulting four combinations
of presentation format and calculation format (P—P, P—F
F—E F—P) for both problem contexts. It becomes clear
that when natural frequencies were actively used for the
calculations, performance rates were significantly higher than
when probabilities were applied. Remarkably, in our design
this holds true almost regardless of the presentation format:
For both problems, the patterns look very similar for the
two presentation formats. The performance in both problems
obviously mainly depends on the calculation format, but only to a
small amount on the presentation format. In the heroin addiction
problem, the difference between both calculation formats is
especially pronounced. The highest performance was detected
when both variables presentation format and calculation format
were natural frequencies (61% correct responses), descriptively
followed by probability tasks that were worked on with
frequencies (53% correct responses). In the two other cases
(when participants calculated with probabilities), performance
rates were considerably lower (13% if the presentation format
was probabilities and 9% if the presentation format was natural
frequencies).

In general, the beneficial effect of presenting natural
frequencies was replicated by our study. While 20% of the

Bayesian tasks in probability format were solved correctly across
both contexts, the performance rate for the tasks presented in
frequency format was 36% (see Table 3). Compared to McDowell
and Jacobs (2017), both of these numbers seem rather high.
An explanation might lie within our sample: more than 80% of
participants were enrolled in a mathematics education program
and might therefore have comparably high numeracy, enabling
them to perform above average in math tasks (for an analysis
of participants’ individual differences and switching behavior
depending on their cognitive abilities, see below). Note that we
also found context effects (36% correct responses in the heroin
context vs. 20% correct inferences in the car accident context).

In order to separate the effects of presentation format and
calculation format, we ran a generalized linear mixed model
(GLMM) with a logistic link function. Here, we specified
probabilities (both as presentation format and as calculation
format) as reference category and included the possible
explanatory factors “presentation format,” “calculation format”
(via dummy coding), and the interaction term of presentation
format and calculation format to predict the probability of a
correct Bayesian inference in our design.

According to the results of the generalized linear mixed
model, the unstandardized regression coefficient for solving
a task that was both presented and calculated in probability
format was significant (bg —7.03, SE = 1.32, z = —5.32,
p < 0.001), showing large inter-individual differences (for a
discussion of these results, see below). The (unstandardized)
regression coeflicient for the presentation format was non-
significant (b; —3.04, SE = 2.00, z = —1.52, p = 0.13),
whereas the calculation format showed a significant regression
coeflicient (b, = 9.85, SE = 3.85, z = 2.56, p = 0.01). Finally,
the interaction of presentation format and calculation format
yielded another significant regression coefficient (b3 = 4.85, SE
= 222, z = 2.19, p = 0.03), indicating that calculating with
natural frequencies increases performance even more when the
task is also formulated in natural frequency format (i.e., when
the absolute numbers for the frequency algorithm can be directly
taken from the problem wording).

The strong differences of individual competencies lead to
extreme (unstandardized) regression coeflicients in the model.
However, a generalized linear model (neglecting inter-individual
differences) estimated regression coeflicients that—converted
into probabilities via the logistic link function—exactly replicated
the performance rates found in our data. This is because the
GLMM accounts for these large differences in performances
by estimating large inter-individual differences between the
participants, as the intercepts (denoting the performances when
presentation and calculation format was probabilities) were
allowed to vary freely between participants. The substantial
influence of the inter-individual differences also becomes
apparent when inspecting the model fit: Whereas 6.5% of the
variance is explained by the fixed GLMM regression coeflicients
(marginal R?> = 0.065), the inter-individual differences and
the fixed regression coeflicients together explain 68.5% of the
variance (conditional R* = 0.685). However notably, despite the
large inter-individual differences, the influence of the fixed effects
on the results was clear and strong.
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TABLE 3 | Percentage of correct Bayesian inferences by context and presentation
format (independent of calculation format).

Presentation Context Average
format
Heroin addiction Car accident
problem problem
Probabilities 22% (n = 92 19% (n =89 20% (n = 181
inferences) inferences) inferences)
Natural 51% (n = 87 22% (n =92 36% (n =179
frequencies inferences) inferences) inferences)

Although we did not explicitly collect data about participants’
cognitive abilities (e.g., numeracy, spatial and graphical literacy),
these inter-individual differences suggested a closer analysis
of our data with this respect. Indeed, we found significant
differences in performance especially between two subgroups of
our sample: The N = 42 mathematics education students aspiring
to teach at the academic school track of the German school
system (Gymnasial students) outperformed the other N = 138
participants significantly (50% correct inferences vs. 21%; #(358)
= 5.294, p < 0.001). We assume that this difference is due to the
higher numerical, spatial, and graphical abilities of the first group,
since they generally outperform the other mathematics education
students in mathematics exams or mathematical knowledge
tests (e.g., Krauss et al., 2008; see also Lindl and Krauss, 2017,
Table 5, p. 396). Moreover, the Gymnasial students receive a

considerably more thorough education in mathematics through
their study program than the rest of our participants. However
interestingly, these differences in cognitive abilities did not have
any influence on calculation format preferences. Both subgroups
tended in a similar way to prefer using probabilities over natural
frequencies for their calculations (32% of Gymnasial students’
solutions were based on a frequency algorithm, whereas 35%
of the other participants calculated with natural frequencies;
t(358) = —0.506; p = 0.613). As a consequence, although
an overall shift of performances might be expected depending
on participants’ cognitive abilities and education, we assume
a certain generalizability of our results across varying abilities
and education levels regarding the switching rates (cf. section
Discussion).

By examining exploratively participants’ reactions on a
presented tree diagram, we revealed several instances where
the participants had added probabilities to the branches of a
tree diagram originally presented with natural frequencies in
the nodes. Conversely, only few of the participants equipped a
tree diagram that was originally presented in probability format
with natural frequencies. When the participants had to construct
actively a tree diagram visualizing the textual problem, we
detected some instances where already before the diagram was
drawn, participants had switched in their calculation format (in
both directions: from natural frequencies to probabilities and vice
versa). Therefore, some participants translated the presentation
format into their calculation format right at the beginning of
their problem solution process. However, since we did not
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FIGURE 3 | Percentages of correct inferences dependent on the presentation and calculation format in both problems.

systematically test versions without a visualization clue, these
findings have to be considered only explorative hints concerning
possible cognitive mechanisms that might lead participants to
stay with a certain format or to switch from one to the other.
These mechanisms will have to be addressed more closely in
future research.

DISCUSSION

In an empirical study with N = 180 students from the University
of Regensburg, we found that the majority of participants do
not actively use natural frequencies in Bayesian reasoning tasks.
Even if the task is presented in the intuitive natural frequency
format (with a neutral question asking for proportions), about
half of the participants still prefer calculating with probabilities
instead. Therefore, and since the “standardized” probability
format is the “sine qua non” in probability theory, the results
of our study reveal the Einstellung effect in Bayesian reasoning
situations (Luchins, 1942; Luchins and Luchins, 1959; McCloy
et al., 2007). We speculate that such an Einstellung might be
enhanced by the still widespread idea that natural frequencies
are not “mathematically correct” enough to actually work with
in high school and university contexts. As a consequence,
participants who might actually notice a possible solution of the
Bayesian reasoning task based on a frequency algorithm might

still rely on probabilities due to a certain kind of “phobia” to use
natural frequencies for their calculations (for a discussion on the
impact of affect on overcoming fixed mindsets, see Haager et al.,
2014)—despite the ever-growing body of research pointing to the
beneficial effects of the frequency concept (e.g., Gigerenzer and
Hoffrage, 1995; Barbey and Sloman, 2007; Micallef et al., 2012;
Obrecht et al.,, 2012; Ottley et al., 2016; McDowell and Jacobs,
2017).

Although with our study, we cannot ultimately decide whether
the Einstellung effect or this kind of “phobia” lies at the heart
of participants’ switching back to probabilities, we want to
emphasize that both formats are mathematically equivalent in
the sense that they can be defined analogously with the same
properties and structure. Whatever the case may be, since recent
efforts to implement natural frequencies in high school and
university curricula appear not to be enough to make people
actively take advantage of their benefits, we vouch for an even
stronger implementation of the natural frequency concept in
secondary education (especially in the higher grades), tertiary
education, and in teacher training.

The Einstellung toward preferring probabilities has a negative
impact on performance rates: participants working with
probabilities perform significantly worse than those who apply
natural frequencies for their calculations. Moreover, at least in
our design, the calculation format is an even stronger predictor
for performance than the presentation format that previous
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research has mainly concentrated on (e.g., Barbey and Sloman,
2007; Siegrist and Keller, 2011). This suggests that participants
who translate natural frequencies into probabilities follow a
path that is disadvantageous in two respects: First, they choose
the unintuitive probability over the natural frequency format,
and second, they are prone to make further mistakes due to
translation errors (that we did not explicitly consider in our
study). Interestingly, a few participants (18%) did translate
probabilities into natural frequencies. This suggests that at
least a small minority is to some extent familiar with the
natural frequency concept. These participants profit indeed from
calculating with natural frequencies since their performance rates
increased substantially compared to performances of participants
who stay with probabilities (13 vs. 53% across both implemented
contexts). This tendency is a first sign that natural frequencies
might become an established solution strategy for Bayesian
reasoning tasks.

It has to be noted that our sample consisted of university
students entirely. Since their mindsets and cognitive abilities
(especially numeracy as well as graphical and spatial literacy)
probably differ from the general population (Micallef et al., 2012),
a different sample might, of course, yield different performance
rates. However, we assume that even though the total population
might generally perform worse than our sample, those using
natural frequencies for their calculations will still outperform
those who resort to probabilities. In the same way, we would
expect an overall shift of performance rates depending on item
difficulty or wording (for factors determining the difficulty
of Bayesian reasoning tasks as well as for different problem
wordings, see, e.g., Ottley et al., 2016), but we assume relative
consistency with respect to format preferences across different
Bayesian reasoning tasks. Future research might investigate in
detail whether our results indicating an Einstellung effect in
Bayesian reasoning situations hold also true when individual
differences and item difficulty are systematically controlled.

The context effects in our study in favor of the heroin
addiction problem could be explained by having a closer
look at the question formulation in the car accident problem.
Here, the two relative clauses in the frequency version (see
Table 2) demand higher verbal processing abilities and thus
make the question harder to understand compared to the
frequency question in the heroin addiction problem (only one
relative clause, see Table 2). Consequently, the heroin addiction
problem presented with natural frequencies yields significantly
higher performance rates than the respective version of the
car accident problem (51% correct inferences vs. 22%; see
Table 3). Moreover, coding in our study was fairly complex (see
Supplementary Tables 1, 2), even though we obtained interrater
reliability scores of k = 1 for the correctness of a Bayesian
inference and of k = 0.95 (Cohen, 1960) for determining
the calculation format. In addition, we focused only on the
correct algorithm applied for classifying an answer as “correct”
(see Supplementary Table 1). Thus, we did not concentrate on
calculation errors, including those that resulted from translating
an information format into the other one. Therefore, we did
not systematically detect translation errors dependent on the
respective presentation format, in particular. This, however, is a
conservative approach, since we assume that more people make

mistakes when translating frequencies into probabilities than vice
versa.

Furthermore, in an explorative analysis, we detected several
instances where the participants had equipped a presented
frequency tree diagram with probabilities, suggesting that such
a visualization does not prevent the participants from switching
from the natural frequency to the probability format for their
calculations. We speculate that even the opposite is the case:
Since students are familiar with probability tree diagrams but
not so much with frequency tree diagrams from their high
school careers, the sight of a tree diagram (even though it is
equipped with natural frequencies) might trigger their memories
of the familiar probability trees and might thus provoke them to
fill the diagram with probabilities. Moreover, many participants
equipped the tree diagram they had been asked to draw with their
chosen calculation format—even if the latter differed from the
presentation format. This suggests that the participants tend to
decide on their calculation format right at the beginning of their
solution process. We thus speculate that the exact moment of the
format switch lies immediately after (or even at the same time
as) reading the task. Therefore, further research might investigate
systematically when exactly people decide on the format they
want to use for their calculations and if people possibly alter
their decision during the solution process. In addition, it would
be interesting to determine whether presenting a visualization
such as a tree diagram or actively constructing one enhances
or diminishes the Einstellung effect in Bayesian reasoning tasks
(e.g., by systematically comparing versions with and without
visualization)—and, more generally, whether visualizations affect
the calculation format at all.

The question remains open to what extent natural frequencies
should be implemented in statistics education, since they can
only be used in specific situations (e.g., in Bayesian reasoning
problems or tasks where cumulative risk judgment is necessary;
see McCloy et al.,, 2007). We suggest that natural frequencies
be taught already at a young age to establish the concept
over a longer period of time. When—at a later stage—the
focus is shifted more and more to probabilities, a permanent
interplay between the two formats seems reasonable. By using
natural frequencies to illustrate, for example, the multiplication
rule or Bayes theorem, students can understand the two
coexisting formats as equally legitimate representations for the
underlying concept of uncertainty. Here, natural frequencies can
be used to eliminate typical errors, to make difficult problems
more understandable, and to prevent cognitive illusions. When
probabilities are presented simultaneously, the connection
between the two formats might become more apparent and a
deeper understanding of the concept of uncertainty might be
achieved. In this respect, future work, for example systematic
training studies (cf. Sedlmeier and Gigerenzer, 2001), needs
to determine the most successful ways to incorporate natural
frequencies in statistics education at secondary and tertiary level
in order to overcome the Einstellung effect.

Future research on this topic might also investigate in more
detail how much current teachers already know about the
frequency concept in order to decide if natural frequencies
indeed need a stronger focus in teacher training as we suggest.
This could, for example, be realized by systematic teacher
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interviews. Moreover, future research might address empirically
the cognitive mechanisms underlying the Einstellung effect as
detected by our study, that is, whether participants assume that
a probability algorithm is (a) the only way, (b) the easiest way,
or (c) due to a feeling of uneasiness with the frequency concept
the only mathematically allowed way to approach the Bayesian
problem. Here, qualitative methods such as student interviews
might be a valuable tool to clarify situation-specific causes of the
Einstellung effect. Finally, it would be interesting to determine
effective methods (e.g., visualizations or hints in the problem
wording) to prevent people from falling back into probabilities
in Bayesian reasoning tasks.
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Bayes’ formula is a fundamental statistical method for inference judgments in uncertain
situations used by both laymen and professionals. However, since people often fail in
situations where Bayes’ formula can be applied, how to improve their performance in
Bayesian situations is a crucial question. We based our research on a widely accepted
beneficial strategy in Bayesian situations, representing the statistical information in the
form of natural frequencies. In addition to this numerical format, we used five visualizations:
a 2 x 2-table, a unit square, an icon array, a tree diagram, and a double-tree diagram. In
an experiment with 688 undergraduate students, we empirically investigated the
effectiveness of three graphical properties of visualizations: area-proportionality, use of
discrete and countable statistical entities, and graphical transparency of the nested-sets
structure. We found no additional beneficial effect of area proportionality. In contrast, the
representation of discrete objects seems to be beneficial. Furthermore, our results show
a strong facilitating effect of making the nested-sets structure of a Bayesian situation
graphically transparent. Our results contribute to answering the questions of how and
why a visualization could facilitate judgment and decision making in situations of uncertainty.

Keywords: epistemic uncertainty, Bayesian situations, judgment and decision making, visualization of statistical
information, nested-sets structure

INTRODUCTION

A typical case of judgment and decision making in a situation of epistemic uncertainty
emerges when a medical diagnosis test yields a positive result. In this situation, the physician
has to make a judgment and a decision about the health status of his or her patient
and possibly about further treatment. An often cited example is shown in Figure 1
(cf. Johnson and Tubau, 2015, p. 3).

The uncertainty of the given situation is twofold. On one hand, medical diagnosis tests
comprise an aleatory uncertainty, that is, an uncertainty that could not be changed in a
given situation, similar to the probability distribution of dice. On the other hand, the
uncertainty that a physician has concerning the health status of a patient represents epistemic
uncertainty that is based on lack of knowledge (for both types of uncertainty, cf. Baraldi
et al., 2014). Epistemic uncertainties can be changed by further information, such as a
positive result on a diagnosis test, since the test result changes the physician’s knowledge
status. For this reason, appropriately processing important information in a situation, such
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Improving Performance in Bayesian Tasks

“10% of women at age forty who participate in a study have a particular disease. 60% of women with the
disease will have a positive reaction to a test. 20% of women without the disease will also test postitive.”

Calculate the probability of having the particular disease given a positive test result.

FIGURE 1 | A medical context of judgment and decision making under uncertainty.

“10 out of 100 women at age forty who participate in a study have a particular disease. 6 of the 10 women with
the disease will have a positive reaction to a test. 18 of the 90 women without the disease will also test positive.”

Calculate the proportion of infected people among those testing positive.

FIGURE 2 | The medical context of Figure 1 with statistical information represented by natural frequencies.

as a medical diagnosis test, is a crucial competence of
professionals as well as laymen when confronted with epistemic
uncertainty (e.g., Koller and Hoffrage, 2015). Similar judgments
and decisions are also essential for lawyers, if evidence is
given concerning a person being guilty or innocent (e.g.,
Satake and Murray, 2014), as well as in other professions
(Hoffrage et al., 2015; Mellers et al., 2017). By contrast, a
failure of processing information in a situation of epistemic
uncertainty can lead to misjudgments and severe consequences
(e.g., Stine, 1998; Schneps and Colmez, 2013). For this reason,
the main aim of this paper is to contribute to answering
the question of how to facilitate judgment and decision
making in situations of epistemic uncertainty.

A main model to process information in a situation of
epistemic uncertainty is Bayes’ formula, as shown in Figure 1.
This formula allows a quantitative judgment for one of the
several possible hypotheses. Therefore, we call a situation
as shown in Figure 1 a “Bayesian situation”. In our example,
there are two possible hypotheses: having the disease or
not. If H is the hypothesis and D the information, the

epistemic uncertainty P(H) could be replaced by

P(DIH)-P(H)
(p|H)-P(H)+P(D|H)-P(H) Unfortunately, both

professionals and laymen often fail to process information in
a Bayesian situation (Eddy, 1982; Hoffrage et al., 2000; Ellis et al.,
2014). Based on the importance of appropriately dealing with
epistemic uncertainties in different professions (see above), it has
been reported that different strategies, such as using natural
frequencies and using visualization, can greatly enhance performance
in these situations (Gigerenzer and Hoffrage, 1995; Brase, 2009).
A meta-analysis by McDowell and Jacobs (2017) found that the
natural frequencies strategy increases participants performance
from about 4% to about 24%. The representation of the situation
in Figure 1 with natural frequencies is shown in Figure 2.

By contrast, discussion about a facilitating effect of
visualizing statistical information in Bayesian situations is
more ambiguous. Actually, it is an ongoing question which
kind of visualization effectively increases people’s performance

P(H|D)= >

in Bayesian situations (e.g., Binder et al., 2015). Furthermore,
it is an open question why visualizations are essential for
improvement, or rather, which properties of the visualizations
are essential for improvement (e.g., Brase, 2009, 2014; Sirota
et al., 2014b). For this reason, the main aim of our study
is to investigate properties of visualizations that could
potentially increase people’s performance in Bayesian situations
beyond the effect of natural frequencies; thus, the study
could contribute to a prescriptive theory of improving
statistically driven judgment and decision making in situations
of epistemic uncertainty.

In this paper, we first discuss in detail visualizations of
Bayesian situations and their possible facilitating effect, based
on which we propose three hypotheses. These three hypotheses
were investigated in an experiment that we conducted in a
sample of 688 undergraduate students.

RESEARCH QUESTIONS AND
HYPOTHESES CONCERNING
VISUALIZING STATISTICAL
INFORMATION

In former research, three graphical properties of visualizations
were considered to be beneficial in the context of boosting
performance in Bayesian situations. The three main ideas are
representing the statistical information area proportionally, using
discrete objects, and making the nested-sets structure of a
Bayesian situation transparent. In the following, we discuss these
three approaches of boosting performance in Bayesian reasoning
tasks. Performance was measured by the ability to solve Bayesian
reasoning tasks in the frequency format (Figure 2). Based on
our former research results (Bocherer-Linder and Fichler, 2017),
this discussion leads to a research question and a related
hypothesis for each of the three approaches.

Starting with the 2 x 2-table that contains the information
in terms stated as simply as possible, a unit square combines
the properties of the 2 x 2-table with an area-proportionality
(see Figures 3A,B). Second, the icon array combines the properties
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FIGURE 3 | Five visualizations of the medical diagnosis situation, that is, a 2x2-table (A), a unit square (B), an icon array (C), a tree diagram (D),
and a double-tree diagram (E).

of the unit square showing discrete objects (Figure 3C).
Finally, the double-tree diagram combines the properties of
the tree diagram and the property of a graphical transparency
of nested sets (Figures 3D,E).

Area-Proportionality (Comparison of the

2 x 2-Table and the Unit Square)

One idea about beneficial graphical properties of visualization
refers to representing the statistical information area proportionally
(e.g., Tsai et al, 2011; Micallef et al, 2012): “this accurate,
proportional representation is considered a key feature of what
makes a good visual aid” (Talboy and Schneider, 2017, p. 375).
Theoretical arguments for area-proportional visualizations, such
as the unit square (Figure 3B), are often formulated based on
mathematical considerations: “Rectangular areas correspond to
probabilities and can be used to calculate their numerical value
and to determine the Bayes relation” (Oldford, 2003, p. 1).
Area-proportional visualizations increased performance in
Bayesian reasoning tasks in Tsai et al. (2011), whereas area-
proportionality did not prove to be a facilitating factor in
Micallef et al. (2012) or Talboy and Schneider (2017).

We refer to the unit square (see Figure 3B), which was
an effective visualization in our former research (Bocherer-
Linder and Eichler, 2017) and which is an area-proportional
visualization. In contrast to the unit square, the 2 x 2-table
(see Figure 3A) is a visualization of the same graphical style
(cf. Khan et al,, 2015) without the property of area-proportionality.
Therefore, by comparing the unit square with the 2 x 2-table,
the first research question is whether the area-proportionality
of the unit-square has an effect on performance in Bayesian
reasoning tasks. Following the view of Talboy and Schneider
(2017) and Oldford (2003), we thus hypothesize the following:

Hypothesis 1: A unit square will be more effective than
a 2 x 2-table with respect to performance in Bayesian
reasoning tasks.

Discrete Objects (Comparison of the Unit
Square and the Icon Array)

A second idea about beneficial graphical properties of
visualizations refers to using representations of “real, discrete
and countable” objects (Cosmides and Tooby, 1996, p. 33).
This graphical property has been claimed to be helpful because
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it imitates the natural sampling situation and “help tap into
the frequency coding mechanisms of the mind” (Brase, 2009,
p. 369). The theoretical background of this approach is the
ecological rationality account assuming that people perform
better if the problem presentation resembles a real environmental
situation (Gigerenzer, 2017). Realizations of visualizations with
real, discrete, and countable objects include icon arrays (see
Figure 3C for an example) and frequency grids. Beneficial
effects have been observed for these kinds of visualizations,
for example, in Sedlmeier and Gigerenzer (2001), Brase (2009,
2014), and Garcia-Retamero and Hoffrage (2013), but not in
Sirota et al. (2014b, Experiment 1). Concerning iconicity, that
is, the extent to which the icons resemble the represented
objects, Sirota et al. (2014b) and Brase (2014) did not find
any positive effect.

We refer again to the unit square that proved to be an
effective visualization (Bocherer-Linder and Eichler, 2017).
Following the idea of representing discrete objects to boost
performance, we pose the research question of whether the
beneficial effect of the unit square can further be enhanced
by adding discrete objects into the fields, which led us to
the design of the icon array as shown in Figure 3C.
According to the theoretical considerations above, we expect
a beneficial effect because of the additional discrete objects
in the visualization:

Hypothesis 2: An icon array will be more effective than
a unit square with respect to performance in Bayesian
reasoning tasks.

Graphical Transparency of Nested Sets
(Comparison of the Tree Diagram and
Double Tree Diagram)

A third idea about beneficial graphical properties of visualization
refers to the transparent representation of the nested-sets
structure of Bayesian situations. The theoretical background
for this approach is the nested-sets account claiming that “any
manipulation that increases the transparency of the nested-sets
relation should increase correct responding” (Sloman et al,
2003, p. 302). Examples of graphical representations of a nested-
sets structure or rather nested-sets relation include Euler diagrams
(e.g., Sloman et al, 2003, p. 298), roulette-wheel diagrams
(e.g., Yamagishi, 2003, p. 98), and unit squares (Figure 3B),
which are close to visualizations called treemaps (Shneiderman,
1992) or identical to visualizations called mosaic displays
(Friendly, 2002) or eikosograms (Oldford, 2003). Beneficial
effects have been observed for these kinds of visualizations,
for example, in Sloman et al. (2003) and Yamagishi (2003)
but not in Brase (2009, 2014).

In our own research (Bocherer-Linder and Eichler, 2017),
we argued that the tree diagram shows a weak graphical
transparency of nested sets. The main argument for this
assertion was that in the tree diagram, subset relations are
generally visualized by connecting branches but that no
branch exists connecting the subset and the set that are
necessary to apply Bayes formula, for example, the subset
“infected and tested positive” and the set “all tested positive”
(see Figure 3D). As a consequence, performance was

not as high as for a diagram with transparent nested sets
(Bocherer-Linder and Eichler, 2017).

Following Khan et al. (2015), the tree diagram and the
unit square that we compared in Bocherer-Linder and Eichler
(2017) represent different styles of visualizations, that is, a
Branch style and a Nested style. However, a tree diagram
can also simply be transformed into a visualization with
high transparency of nested-sets structure by adding the
missing branches: in a double-tree diagram (Figure 3E),
the set or node “infected” (24) is indeed connected with
the subset or node “infected among those testing positive”
(6). For this reason, it is possible to compare two visualizations
of the same style that differs mostly concerning the
transparency of the nested sets. Thus, the question arises
whether a double-tree diagram is indeed more effective
because of its graphical transparency of nested sets. Following
the prediction of the nested-sets account (see above),
we formulate our third hypothesis:

Hypothesis 3: A double-tree diagram will be more effective
than a tree diagram with respect to performance in Bayesian
reasoning tasks.

For our design, the following two comments are noteworthy:
First, each of the five visualizations used in this study
(Figure 3) showed beneficial effects in former research compared
to no visualization at all (e.g., 2 x 2-table: Binder et al.,, 2015;
Talboy and Schneider, 2017; unit square: Tsai et al., 2011; Talboy
and Schneider, 2017; icon array: Brase, 2009, 2014; tree diagram:
Sedlmeier and Gigerenzer, 2001; Binder et al., 2015; double-tree
diagram: Wassner, 2004). Thus, each visualization we used is
an effective visualization when used in that context. Second,
the five visualizations show a missing “numerical equivalence”
among the visualizations that could potentially impact the results.
We discuss this aspect in the method section.

By testing these three hypotheses, we want to push forward
the question of whether adding or reducing one of the three
properties—“area-proportionality,” “discrete objects,” and
“transparent nested sets’—to a specific visualization enhances or
impedes performance. The selection of two visualizations for each
of the three comparisons was based on the consideration of
comparing visualizations that are graphically as similar as possible
but differ in the property under consideration. The results of
the study may shed light on the question of whether the design
of a specific visualization could be further enhanced by referring
to the graphical properties of “area-proportionality, “discrete
objects,” and “transparency of nested sets” By this, we seek to
contribute to the question of how judgment and decision-making
processes might be improved in situations of epistemic uncertainty.

EXPERIMENT
Method

Participants: The participants were 688 undergraduates at the
University of Kassel (Germany) and were enrolled in a course
of mathematics education for primary schools. This course
does not include the five visualizations (Figure 3) and
the Bayes’ rule in the curriculum. We determined the approximate
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number of participants by a priori power analysis (G*Power)
referring to a t-test (one-tailed) for our three directional
hypotheses (a < 0.05, f > 0.8, and Cohens d < 0.3). The
participants were randomly assigned to a 2 x 2-table (N = 147),
a unit square (N = 150), an icon array (N = 146), a tree
diagram (N = 125), and a double-tree diagram (N = 120).
We had no control group, since former research showed the
effectiveness of each of the five visualizations compared to no
visualization (see “Experiment”). We collected the participants’
data in two waves. We checked if there were differences between
the two samples but did not find significant results.

Materials and procedure: To investigate the effectiveness of
the five visualizations, we used five tests where the tasks, context
stories, and the presented statistical data were the same, and
only the visualizations differed. In Figure 4, we show the
wording of the test items and the visualizations. Note that the
original test items only showed one of the visualizations in
each case. We chose a task format where we asked participants
to calculate proportions and to write the solution as a fraction.
Thus, we focused on applying Bayes formula and not on the
interpretation of probability. Additionally, we decided not to
give the natural frequencies in the text (except the total sample
size) but only within the visualizations. Therefore, problems
could only be solved by reading the information from the
visualizations.

To introduce the visualizations, we gave a brief description
of the visualizations on the front pages of the questionnaires.

This description only explained how to read out simple
information from the visualizations but not how to solve
Bayesian reasoning problems. For the tree diagram and unit
square, these descriptions were identical to Bocherer-Linder
and Eichler (2017, p. 5) and were analogous for the double-
tree diagram, 2 x 2-table, and icon array.

We designed these five visualizations (Figures 3, 4) with
the idea that each of the visualizations has its own characteristics
and we did not focus on numerical equivalence; for example,
the 2 x 2-table represents the sums that are not shown in
the unit square, and the double-tree diagram naturally bears
more numerical information than the tree diagram. Since the
participants had to read out the information from the
visualizations, we additionally controlled whether each
visualization was suitable for reading out simple information
or sums over represented summands. Indeed, nearly every
participant could answer questions such as, “How many people
are not infected?” Additionally, the unit squares with column-
sums (in Bocherer-Linder and Eichler, 2017) and without
column-sums (in this research) showed similar effects. Therefore,
we could exclude effects of the introductory description or of
more or less numerical information within the visualizations.

In the icon arrays (Figure 4), we used icons with different
degrees of iconicity (cf. Sirota et al., 2014b). The icon arrays
of the items “Medical diagnosis test” and “Snowdrops” represent
icons of low iconicity, and the icons of the items “Flowers”
and “Clothes” represent icons of high iconicity. Since no effect

Medical diagnosis test

In a preventive medical check-up, 1000 people are tested. The test
has the following characteristic: 80% of the infected people and 10%
of the uninfected people get a positive test result.

Calculate the proportion of infected people among those testing
positive. Write as a fraction.

Flowers

A flower girl is selling red and white roses and carnations.
Altogether, she has 120 flowers.

Calculate the proportion of carnations among the red flowers.
Write as a fraction.

cheap sort B. In spring, 70% of sort A and 50% of sort B flourish.
Calculate the proportion of bulbs of sort A among the flourishing.
Write as a fraction.
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In autumn, a gardening company has planted 1000 snowdrop bulbs In the store room of a clothes shop, there are 100 trousers and
among them were bulbs of the expensive sort A and bulbs of the pullovers.

Calculate the proportion of trousers among the blue clothes.
Write as a fraction.

pullovers

b

trousers pullovers

pullovers
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FIGURE 4 | The test-items for investigating students’ performance when solving Bayesian reasoning tasks. The original test-items showed only one visualization.
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FIGURE 5 | Participants performance when solving Bayesian reasoning tasks (A) score for single items; (B) accumulated score). The error bars indicate one

standard error of the mean.

of iconicity was observed in former research (Brase, 2014;
Sirota et al., 2014b), we also did not expect any effect.
Since the participants were sitting close to each other when
working on the tests, we arranged the items in different orders
to avoid participants being influenced by each other. In our
former research, where we used similar items (Bocherer-Linder
and Eichler, 2017), we did not observe any effect from the
order of the items. In this experiment, the seating arrangement
of the participants and the order of the items was: unit square
(flowers, diagnosis, clothes, snowdrops)-tree diagram (diagnosis,
clothes, flowers, snowdrops)-icon array (flowers, diagnosis,
clothes, snowdrops)-double tree (diagnosis, clothes, flowers,
snowdrops)-2 x 2-table (snowdrops, flowers, diagnosis, clothes).
The experiment was carried out in accordance with the
University Research Ethics Standards. Participation was voluntary
without financial incentives, and anonymity was guaranteed. The
data of our study are available at the Open Science Framework'.

Results
An answer was rated as correct when the proportion was equal
to the exact value, that is, when the fraction had a correct
numerator and denominator. Figure 5A illustrates the results
for each of the four items and Figure 5B shows the accumulated
score for the four items. Since the four items showed an
acceptable reliability for each of the five visualizations (Cronbach’s
Alpha: @, 4 2uie = 0.685; Gyt square = 0.6855 Qicon array = 0.658;
Oyee = 0.695; youble wee = 0.810), we summarized over the four
items in each case and investigated the hypotheses by comparing
the accumulated scores (max = 4).

A Shapiro-Wilk test yielded a nonnormal distribution of
the data. However, since the subgroups were large enough,
we can assume robustness of the t-tests and of ANOVA with

'https://osf.io/g2wx7/

regard to nonnormality (Glass et al., 1972; Schmider et al,
2010). Therefore, we first conducted one-tailed t-tests to test
the three hypotheses, which were directional and aimed at
pairwise comparisons. Second, we applied an ANOVA for an
additional exploratory analysis of our data.

Concerning hypothesis 1, we found a result contrary to the
direction of the hypothesis. The students’ performance using
the 2 x 2-table was 69.0% (M = 2.76, SD = 1.33), whereas
their performance using the unit square was only 56.5%
(M =2.26, SD = 1.41). Therefore, the 2 x 2-table was significantly
more effective than the unit square (#(293.619) = 3.142, two-tailed:
p < 0.01, Cohens d = 0.37). Thus, hypothesis 1 could not
be confirmed. However, we found a significant result in the
opposite direction.

Concerning hypothesis 2, the students’ performance was
higher when the information was presented in the icon array
(63.9% correct solutions, M = 2.56, SD = 1.31) compared to
information presentation with a unit square (56.5%; M = 2.26,
SD = 1.41). The difference was significant (#(294.238) = 1.882,
p < 0.05) with a small effect (Cohens d = 0.22).

Concerning hypothesis 3, the percentage of correct solutions
of students using the double tree (50.8%, M = 2.03, SD = 1.58)
was significantly higher than the tree diagram (32.2%; M = 1.28,
SD = 1.34, #(232.696) = 3.989, p < 0.001; Cohen’s d = 0.51).
Thus, hypothesis 3 was confirmed.

Since we administered the five visualizations in one sample
of students, we further analyzed the relations between the
performances in the five conditions in an exploratory way
using an ANOVA that yielded a significant result,
F(4) = 22.42, p < 0.001. Post-hoc t-tests (two-tailed) with
a Bonferroni correction were significant concerning a
comparison of the tree diagram with each of the other
four diagrams, that is, with the double-tree diagram
(M = 2.03; SD = 1.58, #(232.996) = 3.989; p* = 10p < 0.001
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regarding the Bonferroni correction when testing 10
differences between two visualizations), with the 2 x 2-table
(M = 2.76; SD = 1.33; £(261.881) = 9.980; p* < 0.001), the
unit square (M = 2.26; SD 1.41; t(268.553) = 5.824;
p* < 0.001), and the icon array (M = 2.56; SD 1.32;
1(261.547) = 7.878; p* <0.001). The effect sizes (Cohen’s d)
of the differences in participants’ performance to solve Bayesian
reasoning tasks between the tree diagram and the other
diagrams were mostly high  (dyee/double-tree 0.51;
dtree/Z x 2-table = 125) dtree/unit—square = 082) dtree/icon—array = 108)’
which indicated that students” performance was considerably
lower when the information was presented in the tree
diagram compared to each of the other four visualizations.

Post-hoc t-tests were significant concerning a comparison
of the double tree diagram (M = 2.03; SD = 1.58) with the
2 x 2-table (M = 2.76; SD = 1.33; #(232.385) = 4.078; p* < 0.001)
and the icon array (M = 2.56; SD = 1.32; #(231.089) = 2.959;
p* < 0.05). These results indicated that students’ performance
was lower when the information was presented in the double
tree diagram compared to the 2 x 2-table and the icon array.

DISCUSSION

There is some research evidence that supports the claim that
visualizations can have an additional beneficial effect on dealing
with Bayesian situations beyond representing statistical
information by natural frequencies (Garcia-Retamero and
Hoffrage, 2013; McDowell and Jacobs, 2017). Since research
results are ambiguous with regard to which specific properties
of a visualization are beneficial, we investigated five visualizations
that vary concerning their style (Khan et al, 2015), form,
and, particularly, concerning three properties that were found
to be potentially facilitating when dealing with Bayesian situations,
that is, the area-proportional representation of the statistical
information, the display of discrete and countable entities, and
the graphical transparency of nested sets.

First, the comparison of the 2 x 2-table and the unit square
yielded no additional beneficial effect of area proportionality. To
the contrary, our results imply that the 2 x 2-table had a significant
positive effect compared to the unit square with a small effect
(Cohen's d = 0.37). This result is interesting since area proportionality
is the main graphical difference between the unit square and
the 2 x 2-table, whereas both visualizations make the nested-sets
structure transparent and show no countable objects. Our results
are different from Micallef et al. (2012) who found no difference
in performance between visualizations that were partly area-
proportional and partly not. Additionally, in an intervention study,
Talboy and Schneider (2017, p. 379), who compared the 2 x 2-table
and a unit square in a training study, found that “those who
were trained with graphs [...] performed comparably overall with
those who were trained with tables” One explanation for the
unexpected result in this study is the different degree of familiarity
of the 2 x 2-table and the unit square. In German schools, the
2 x 2-table is a familiar visualization. Accordingly, 86% of the
participants indicated knowing the 2 x 2-table. In contrast, only
34% of the participants indicated knowing a visualization like

the unit square. An alternative explanation for the unexpected
supremacy of the 2 x 2-table could be supposed concerning the
context. Thus, the difference between the 2 x 2-table and the
unit square seems to be influenced by the item “diagnosis” that
had the most extreme distribution of the data in the 2 x 2-situation
compared to the other three items. However, both assumptions
need to be investigated in further research.

Second, the icon array outperformed the unit square. This
result seems to be a consequence of visualizing countable and
discrete entities (icons), since other potentially effective properties
remained constant (area-proportionality and transparency of
nested sets). This result is in accordance with Brase (2009) who
found a positive effect when adding dots into Euler diagrams.
However, taking into account the small effect (Cohen’s d = 0.22),
we would not go as far as Brase (2014) in claiming that icon
representations “are the most powerful pictorial technique currently
known for facilitating correct Bayesian reasoning” (p. 93), since
in our study, the effect of the graphical transparency of nested
sets was higher than the effect of representing discrete objects.

Third, the double tree diagram outperformed the tree diagram.
An explanation of this result is that the double tree diagram
makes the nested-sets structure of a Bayesian situation graphically
transparent in contrast to the tree diagram. The effect of making
the nested-sets structure transparent was prominent in our results.
Furthermore, the unit-square, the icon array, and the 2 x 2-table
make the nested-sets structure graphically transparent by
neighboring fields that have to be considered in a Bayesian
situation (cf. Bocherer-Linder and Eichler, 2017). Accordingly,
the ANOVA and post-hoc t-test showed two things. First, the
difference between the performances in Bayesian reasoning was
high with large effects, when a visualization made the nested-
sets structure of a Bayesian situation transparent (except for
the comparison of the tree diagram with the double tree diagram).
Although the representation of discrete objects also yielded
a positive effect, our results imply that the most powerful
visualization of Bayesian situations is a visualization with natural
frequencies that make the nested-sets structure of a Bayesian
situation graphically and numerically transparent. The effect of
making the nested-sets structure transparent was constant across
visualizations representing different styles identified by Khan
et al. (2015) and was further constant between two visualizations
of the same style (tree diagram and double-tree diagram). For
this reason, the beneficial effect of making the nested-sets structure
in a Bayesian situation transparent seems to be very clear.

Properties of the sample and the tasks’ characteristics could
have influenced our results. First, our sample consisted of university
students. Thus, the results must be interpreted with this in mind,
since intellectual ability seems to have an impact on performance
in Bayesian situations (e.g., Johnson and Tubau, 2015), and
particularly, spatial abilities might influence the effect of
visualizations (Ottley et al., 2016). However, although the students
were enrolled in a mathematics education course, these students’
affinity to mathematics was (on average) not high, since every
primary teacher in Germany has to take courses in mathematics
independent of ability or motivation to learn mathematics. Second,
the context of the Bayesian situations and the wording of the
tasks could have affected performance (e.g., Siegrist and Keller,
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2011; Bocherer-Linder et al., 2018). Actually, the different contexts
in the Bayesian situations that we used influenced performance.
However, concerning the focus of this paper, that is, the beneficial
effect of visualizations’ properties, in the Bayesian situations that
we used, no interaction effect between visualization and context
was found. Finally, the degree of familiarity seems to be a property
of a given visualization that has to be taken into account. Further
research could take differences in the mentioned properties of
visualizations into account, which might also provide explanations
for the significant differences between the double tree diagram
and both the 2 x 2-table and the icon array.

The results that we present in this paper are based on the
first beneficial strategy of representing statistical information
as natural frequencies. In addition to the numerical transparency
of nested sets, the second beneficial strategy refers to making
the nested-sets structure of a Bayesian situation graphically
transparent. The connection of both strategies resulted in a
performance of about 60% in different Bayesian reasoning tasks.
This is a considerable facilitating effect compared to the low
performance of about 5% if the statistical information is
represented by probabilities and without visual aids
(cf. McDowell and Jacobs, 2017). Is this successful enough?
Since dealing with Bayesian situations inappropriately, as a
specific class of situations of epistemic uncertainty, could include
severe consequences, for example, making inappropriate judgments
and decisions in a medical diagnosis test or a jury verdict, a
performance of about 60% should be increased further. For
this reason, a further focus could be placed on investigating
interventions that potentially further increase performance in
Bayesian situations (Sirota et al., 2014a). For training studies,
the question arises of which property of a visualization would
yield short-run or even long-run success in dealing with Bayesian
situations (cf. Sedlmeier and Gigerenzer, 2001).

Moreover, although our results imply that the icon array
and the 2 x 2-table are more effective than the unit square
and, particularly, more effective than the double tree diagram
when performance in Bayesian situations is considered, further
properties of the visualizations could be taken into account.
For example, graphical differences might play a role when
applying these visualizations in training. For example, if statistical
information is given in text format and has to be visualized
actively, the icon array, even with dots, is difficult to construct
if a sample in a Bayesian situation is big and comprises, for
example, 1,000 statistical entities. Furthermore, recent research
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Changing the information format from probabilities into frequencies as well as employing
appropriate visualizations such as tree diagrams or 2 x 2 tables are important tools that
can facilitate people’s statistical reasoning. Previous studies have shown that despite
their widespread use in statistical textbooks, both of those visualization types are only
of restricted help when they are provided with probabilities, but that they can foster
insight when presented with frequencies instead. In the present study, we attempt to
replicate this effect and also examine, by the method of eye tracking, why probabilistic
2 x 2 tables and tree diagrams do not facilitate reasoning with regard to Bayesian
inferences (i.e., determining what errors occur and whether they can be explained by
scan paths), and why the same visualizations are of great help to an individual when
they are combined with frequencies. All ten inferences of N = 24 participants were based
solely on tree diagrams or 2 x 2 tables that presented either the famous “mammography
context” or an “economics context” (without additional textual wording). We first
asked participants for marginal, conjoint, and (non-inverted) conditional probabilities (or
frequencies), followed by related Bayesian tasks. While solution rates were higher for
natural frequency questions as compared to probability versions, eye-tracking analyses
indeed yielded noticeable differences regarding eye movements between correct and
incorrect solutions. For instance, heat maps (aggregated scan paths) of distinct results
differed remarkably, thereby making correct and faulty strategies visible in the line of
theoretical classifications. Moreover, the inherent structure of 2 x 2 tables seems to help
participants avoid certain Bayesian mistakes (e.g., “Fisherian” error) while tree diagrams
seem to help steer them away from others (e.g., “joint occurrence”). We will discuss
resulting educational consequences at the end of the paper.

Keywords: Bayesian reasoning, eye tracking, 2 x 2 table, tree diagram, natural frequencies, probabilities

INTRODUCTION

It is relevant to one’s understanding of statistical situations involving two binary uncertain events
(e.g., being ill: yes/no; medical test: positive/negative) whether the information is presented in
probabilities (e.g., “80%”) or in natural frequencies (e.g., “8 out of 10”; Gigerenzer and Hoffrage,
1995). In the case of what is known as Bayesian reasoning situations, a meta-study found that the
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change of probabilities in natural frequencies substantially
increases performance rates (McDowell and Jacobs, 2017; see
also Barbey and Sloman, 2007). In Bayesian reasoning situations
concerning medical contexts, the prevalence (a priori probability)
of a disease is usually given, as well as the sensitivity and false-
alarm rate of a medical test (see section Statistical Situations
Based on Two Binary Events for a detailed theoretical distinction
between Bayesian and non-Bayesian reasoning situations).
Furthermore, a good deal of the literature demonstrates that
visualizations can also foster insight into Bayesian reasoning or
in statistical thinking in general (Yamagishi, 2003; Steckelberg
et al.,, 2004; Binder et al., 2015; see also Figures 1, 2). In cognitive
psychology—because of their relevance in real-world medical and
legal decision-making (Hoffrage and Gigerenzer, 1998; Hoffrage
et al,, 2000; Fenton et al., 2016; Operskalski and Barbey, 2016)—
Bayesian inferences stand firmly in the foreground of discussions
about statistical reasoning.

In the field of statistics education, secondary school and
university students have to assess and understand all probabilities
concerning situations involving two binary events such as
conjoint probabilities or (non-inverted) conditional probabilities
(in such situations, 16 different probabilities can be considered,
see section Statistical Situations Based on Two Binary Events).
Thus in statistics classes taught at secondary schools or
universities, a Bayesian inference is often treated as merely a
(complicated) special case of conditional probability.

Regarding visualizations, in Germany but also in many other
countries, tree diagrams and 2 x 2 tables are particularly widely
implemented in textbooks on probability (see Figure 1; e.g.,
Eisentraut et al., 2008; Freytag et al., 2008; Schmid et al., 2008;
Weber et al., 2018), most likely because both visualizations
explicitly contain numbers and can be constructed easily by
students based on typical problem wordings (neither of which
is the case for, e.g., Euler diagrams or similar visualizations
that rely on geometrical areas; see Figure 2; Weber et al,
2018). However, when the visualizations are equipped with
probabilities (which in the classroom is most often the case),
students unfortunately seem to struggle regardless of which of the
two visualizations is used—especially concerning the notorious
Bayesian inferences. Binder et al. (2015) could demonstrate that
although German high school students are pretty much familiar
with both visualizations, they cannot exploit tree diagrams or
2 x 2 tables with probabilities for respective inferences, and that
the situation only changes when both visualizations are presented
with frequencies (see Figure 1).

The study detailed in this paper attempts to replicate format
effects concerning visualizations and goes one step further by
investigating corresponding cognitive processes with the method
of eye tracking. We expect with this method to be able to identify
and describe typical (correct) solution strategies on the one hand,
and on the other to explain specific errors frequently made
by the participants. Thus our study investigates the intriguing
question of why so many people struggle with probabilistic
reasoning (including Bayesian), even when the widely prominent
tree diagrams and 2 x 2 tables visualize the situation for them.
What is wrong with these visualizations? And how do scan
paths change when both visualizations are instead given with

frequencies? Despite multiple calls for its use (Verschaffel et al.,
2016; McDowell and Jacobs, 2017), the method of eye tracking
has been applied only a few times thus far within the framework
of statistical reasoning (Cohen and Staub, 2015; Reani et al., 2017;
Lehner and Reiss, 2018), and not at all for analyzing format
differences concerning both widely applied visualizations.

It has to be noted that most research in the field of cognitive
psychology or statistics education—with a strong focus on
the special case of Bayesian inferences, especially in cognitive
psychology—is concerned with attempts to boost performance,
for instance by changing the information format or presenting
additional visualizations (see, e.g., the recent meta-analysis by
McDowell and Jacobs, 2017), by implementing trainings (e.g.,
Sedlmeier and Gigerenzer, 2001; Steckelberg et al., 2004), or
by theoretically explaining the benefit of certain tools (e.g.,
the discussion between proponents of the ecological rationality
approach and the nested sets approach, Hoffrage et al., 20005
Pighin et al., 2016). With mathematics education in mind, the
present research is in line with recent studies also conducted
by our research group that look at the other side of the coin of
statistical reasoning: when and why teaching fails. For instance,
by focusing on participants who failed in Bayesian inferences
although the information was displayed in terms of the favored
frequencies, Weber et al. (2018) could demonstrate that due
to a “fixed mindset” many of these students translated the
given natural frequencies “back” into probabilities, with the
consequence that they were not able to solve the task.

In the first theoretical section of the paper, we will show
that Bayesian inferences are only a special case in situations
with two binary uncertain events, and examine which other
probabilities are regularly covered in teaching at secondary
school and university. We will then explain why tree diagrams
and 2 x 2 tables are both widely implemented worldwide in the
actual teaching of statistics, and what is already known about
typical errors that are made with regard to inferences based on
those two visualizations. In this way, the rationale of our present
approach combines the concept of natural frequencies and the
focus on Bayesian reasoning from cognitive psychology with a
consideration of all 16 probabilities and the choice to utilize tree
diagrams and 2 x 2 tables in typical statistics education materials
used at secondary school and university.

STATISTICAL THINKING

Statistical Situations Based on Two
Binary Events

Bayesian situations usually refer to two binary uncertain events
such as a state of health (being ill vs. not being ill) and a medical
test result (e.g., positive vs. negative). In secondary school, and
especially with younger children, the respective events might,
for instance, be the gender of a child (female vs. male) and a
certain personality trait (e.g., loves sports vs. does not love sports).
In general, in such situations, 16 different probabilities can be
theoretically considered, which we will illustrate with the case
of the famous mammography context (that will also be applied
later on as one of the two contexts in our empirical study). The
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FIGURE 1 | Tree diagrams (above) and 2 x 2 tables (below), both with frequencies (left) and with probabilities (right) for the mammography context (figure adapted
from Binder et al., 2015).

mammography context contains two events, each with binary
values (B: having breast cancer; B: not having breast cancer;
M+-: positive mammogram; M—: negative mammogram), which
allows for the consideration of the following probabilities:

Four probabilities taking just one event into account

(marginal probabilities):

P(B), P(—B), P(M+), P(M—),

with P(—=B) =1 — P(B) and P(M—) =1 — P(M+)

Four conjoint probabilities:
P(BN M+), (BN M+), P(BNM—), P(—BN M—)

Eight conditional probabilities:
P(B|M+), P(B|M—), P(—B|M+), P(— B|]M—)

Note that thus far, no task is given, and it is possible to
describe these situations in general without the need to decide on
a special inference (consequently, in the following we will strictly
distinguish between the “mammography situation” per se and
the corresponding problem/task posed). Respective inferences
often require—in cognitive psychology and in the teaching of
statistics as well—deducing a certain probability when at least
three other probabilities are given. The most prominent examples
are Bayesian inferences that involve the inversion of a given
conditional probability. For instance:

Mammography problem (probability format):

The probability of breast cancer (B) is 1% for a woman of a
particular age group who participates in a routine screening (P(B)).

If a woman who participates in a routine screening has breast
cancer, the probability P(M+|B) is 80% that she will have a positive
mammogram (M+). If a woman who participates in a routine
screening does not have breast cancer (B), the probability P(M+|B)
is 9.6% that she will have a false-positive mammogram.

What is the probability that a woman who participates
in a routine screening and has a positive mammogram has
breast cancer?

The required Bayesian inference is an “inversion” in the
sense that a conditional probability P(M+|B) is given and
the “inverse” conditional probability P(B|[M+) has to be
assessed in order to “update” an a priori estimation [in
this case P(B)]. In the light of this new evidence, Bayes
theorem yields:

P(M+|B)P (B)
P(M+|B)P (B) + P(M~+|—B)P (—B)
80% - 1%

= =7.8% (1)
80% - 1% + 9.6% - 99%

P(B|M+)

It is well known that such solutions may be counterintuitive
(especially when extreme base rates like 1% are given) and
that most people (even experts like physicians) have difficulty
estimating such probabilities. In the meta-analysis by McDowell
and Jacobs (2017), only 4% of the participants were able to
come up with correct answers concerning such inferences.
However, in addition to these problematic Bayesian inversions,
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FIGURE 2 | Alternative visualizations (figure from Binder et al., 2015).
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the assessment of conjoint probabilities (e.g., Fiedler, 2000) can
also be difficult.

Information Formats: Probabilities vs.

Frequencies

Nevertheless, situations like these can actually be taught to
very young children who are not even aware of the concept of
conditional probability (or probabilities in general). In German
secondary schools, for instance, such situations are introduced
to children as young as 10, with absolute numbers concerning
a set of persons (or objects) provided, each of them having (or
not having) two certain characteristics. For instance, there may be
100 students, and the two characteristics might be gender (male
or female) and wearing glasses (or not). Note that when a certain
sample is given, all of the 16 probabilities mentioned above can be
expressed in absolute numbers that describe specific subsets. The

fact that absolute numbers are much easier to grasp is exploited
by the concept of natural frequencies (Gigerenzer and Hoffrage,
1995), which even foster insight into Bayesian inferences. Natural
frequencies combine two absolute frequencies, as illustrated in
the mammography problem:

Mammography problem (natural frequency format):

100 out of 10,000 women of a particular age group who
participate in a routine screening have breast cancer. 80 out of
100 women who participate in a routine screening and have breast
cancer will have a positive mammogram. 950 out of 9,900 women
who participate in a routine screening and have no breast cancer
will have a false-positive mammogram.

How many of the women who participate in a routine screening
and receive positive mammograms have breast cancer?

Substantially more people are now able to find the correct
solution to the problem (which is “80 out of 1,030”) because
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the solution becomes more obvious and the calculation is easier.
In the meta-analysis by McDowell and Jacobs (2017), frequency
versions of Bayesian reasoning problems can be solved on average
by 24% of participants across studies and contexts. Even in
more complex Bayesian problems, such as in situations involving
more than one medical test or unclear test results, frequencies
help people in their decision-making processes (Hoffrage et al.,
2015b; Binder et al., 2018). In the last 20 years, an abundance
of studies has shown the facilitating effect of frequencies for
many different kinds of populations: physicians, patients, judges
in court, managers, university and high school students, and
even young children (Gigerenzer and Hoftrage, 1995; Hoffrage
et al, 2000; Zhu and Gigerenzer, 2006; Siegrist and Keller,
2011; Hoffrage et al., 2015a; McDowell and Jacobs, 2017). Weber
et al. (2018), on the other side, shed light on the question
of why (on average) 76% of participants still fail even though
frequencies (instead of probabilities) are provided, finding that
many participants translated the given frequencies back into
(more complicated) probabilities.

Natural frequencies can be obtained both by natural sampling
(Kleiter, 1994) or, alternatively, by actively translating given
probabilities (e.g., “80%”) into expressions consisting of two
absolute frequencies (e.g., “80 out of 100”). In our research—
in contrast to some other scholars’ work (e.g., Spiegelhalter
and Gage, 2015)—we consider natural frequencies as the
superordinate concept for both empirically sampled and expected
frequencies. While the latter constitute frequencies that are
expected in the long run (cf. Hertwig et al., 2004; Spiegelhalter
and Gage, 2015; case 2 in Woike et al., 2017), empirically
sampled frequencies are derived from a natural sampling process
(cf. Kleiter, 1994; Fiedler et al., 2000; cases 1 and 3 in Woike
et al, 2017). Whereas empirically sampled frequencies can
obviously deviate from the expected ones (but are still natural
frequencies), expected frequencies fit perfectly into the teaching
context (here, natural frequencies usually stem from imagining a
specific sample).

Furthermore, it is not only natural frequencies of Bayesian
tasks that can be considered natural frequencies. Of course, on
the one hand it is possible to sample all of the 16 probabilities
mentioned above in terms of natural frequencies (by natural
sampling). And, on the other hand, if probabilities are given, all
of them can actively be translated into natural frequencies as a
didactical tool (by researchers, teachers, or clever students, who
realize that only an arbitrary sample functioning as reference set
has to be imagined first).

Number-Based Visualizations: 2 x 2
Tables and Tree Diagrams

In their research articles, scholars often use 2 x 2 tables (Goodie
and Fantino, 1996; Dougherty et al., 1999; Fiedler et al., 2000)
or tree diagrams (Kleiter, 1994; Gigerenzer and Hoftrage, 1995;
Mandel, 2014; Navarrete et al, 2014) to illustrate Bayesian
reasoning situations to their peers. Both visualizations are
also very prominent in the context of statistical education at
secondary school and university. Interestingly, the effects of these
visualizations on participants’ performance have only rarely been

tested empirically thus far (for a discussion, e.g., see Binder et al.,
2015). With the numbers from the mammography context above,
there are generally four possible different visualizations of this
kind (see Figure 1). The cause for the calculations in the cell
at the below right is explained in issue 1 (see later in section
Number-Based Visualizations: 2 x 2 Tables and Tree Diagrams).

Why are these visualizations so prominent, especially in the
context of teaching? Note that in contrast to most other visual
aids (see Figure 2), 2 x 2 tables and tree diagrams usually
explicitly contain numerical information and, furthermore,
both can be equipped with frequencies or with probabilities
(Figure 1). The decisive advantage for teaching and learning,
however, is that teachers and students can easily construct all
of these visualizations themselves. Note that “non-numerical”
visualizations such as Euler diagrams (e.g., Sloman et al., 2003;
Brase, 2008; Micallef et al., 2012; Sirota et al., 2014b), roulette
wheel diagrams (e.g., Yamagishi, 2003; Brase, 2014), or unit
squares (Bocherer-Linder and Eichler, 2017), all of which are
based on geometrical areas (Figure 2), require a substantial effort
to be produced (i.e., sometimes the size of the specific areas
needed for the visualizations can only be calculated when the task
is already solved). Furthermore, it is not always convenient to
display extreme base rates by a geometrical area. For instance, in
a true-to-scale unit square, the prevalence of 1% would no longer
be visible. Along the same lines, for displaying the mammography
problem with an icon array (Brase, 2008, 2014; Sirota et al., 2014b;
Zikmund-Fisher et al., 2014), which is based on small symbols
instead of geometrical areas, the student (or teacher) would have
to draw 10,000 icons.

It is important to note that, in principle, all visualizations
appearing in Figures 1, 2 allow for the assessment of all of
the 16 probabilities above (which is also true for all typical,
purely textual formulations of Bayesian tasks). Furthermore,
one can present not only “normal” tree diagrams or 2 x 2
tables, but also ones with highlighted branches or nodes (see
Binder et al., 2018) or cells. Cognitive load theory (Sweller,
2003) would suggest that according to the signaling principle,
highlighting the relevant branches, nodes, or cells might
improve performance of participants (Mautone and Mayer, 2001;
Mayer, 2008). Furthermore, a combination of textual and visual
information could shed more light on the redundancy principle
of multiple information sources, which is addressed in the
cognitive load theory and the cognitive theory of multimedia
learning (Mayer, 2005). The redundancy principle says, in short,
that the elimination of any redundant information may enhance
learning (see Sweller, 2003; Mayer, 2005) because of a reduction
of the extraneous cognitive load (also see Discussion).

Concerning the four visualizations of Figure 1 that are widely
used in teaching and that we will also implement in our empirical
study (for the final stimuli, see Figure 4), some theoretical details
have to be clarified:

(1) 2 x 2 tables cannot present conditional probabilities (only
tree diagrams can):
Concerning the probability format, it is obvious that the
probabilities provided in a Bayesian task cannot be placed
directly into a 2 x 2 table, since 2 x 2 tables contain
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(2)

3)

conjoint probabilities but not conditional ones. Therefore,
while the conditional probabilities given in a Bayesian
task can be placed directly on the branches of a tree
diagram, 2 x 2 tables principally display different pieces
of information (see Figure 1).

This feature of 2 x 2 tables makes them simpler (compared
to tree diagrams) in terms of the calculations to be
performed, at least for Bayesian inferences based on
probabilities, because a part of the calculation has already
been performed in order to complete the 2 x 2 table (as
indicated in small letters in Figure 1 in the cell below right).
Note that only a tree diagram with probabilities requires
Bayesian calculations according to formula (1), while in
2 x 2 tables the following calculation is sufficient for the
resulting conditional probabilities:

PBONM+)  0.8%

P(BIM+) = =
(BIM+) P (M+) 0.8% +9.5%

~78% (2a)

Consequently, since Bayesian inferences imply the aspect
of inversion, it is interesting to consider whether inferences
based on 2 x 2 tables containing probabilities can be
called “Bayesian” at all (e.g., Binder et al., 2015, but see the
short menu in Gigerenzer and Hoffrage, 1995). Therefore,
in our experiments only one marginal distribution is
shown (see Figure 4) because displaying the other one in
addition would allow simply to dividing the numbers in
two cells for all conditional probabilities. Thus, inverted
and non-inverted conditional probabilities could not be
distinguished any longer.

Concerning 2 x 2 tables, scan paths (gaze behavior) should
not depend on information format:

Concerning possible scan paths, it is important to note
that, regarding 2 x 2 tables (see below in Figure 1), exactly
the same cells would have to be inspected in both formats
for all 16 possible inferences. In contrast, probabilities in
tree diagrams are depicted at the branches and absolute
frequencies in the nodes, thus requiring slightly deviating
scan paths in the two formats. For the 2 x 2 table
presented with frequencies of the mammography context,
similar to formula (2a), two frequencies (instead of
probabilities) have to be added to obtain the denominator
in formula (2b):

#(BOAM+) 80

P(BIM+) = =
(BIM+) #(M+) 80 + 950

~ 7.8% (2b)

Frequentistic visualizations are more flexible than textual
natural frequency versions:

Notably, both frequentistic visualizations (see left side
in Figure 1) contain absolute frequencies, implying that
natural frequencies of the type “x out of y” (i.e., natural
frequencies always consist of two absolute frequencies)
would have to be combined by first relating two absolute
numbers (x and y) in any case. However, this necessity
makes frequency visualizations flexible, since the absolute
frequencies displayed in Figure 1 can be combined to
multiple kinds of natural frequencies (e.g., “80 out of 100,
“100 out of 10,000,” “80 out of 10,0007).

(4) 2 x 2 tables and tree diagrams display more statistical
information than textual wording:
Furthermore, it is striking that in all four visualizations
(Figure 1), more numerical information is displayed
than in the corresponding mammography wordings
(specifically, statistical information on the respective
counter events is included). However, concerning
Bayesian inferences, this additional information can

usually be disregarded.
(5) Non-inverted vs. inverted (Bayesian) conditional
probabilities:

Most importantly, with respect to Bayesian reasoning, tree
diagrams (above in Figure 1) entail a specific order of
subsetting: First, the sample is divided according to state
of health, then according to test result (an inverse tree
diagram can easily be imagined by first dividing the sample
according to M+ and M—, and subsequently according to
the state of health). In order to mirror this structure in
the corresponding 2 x 2 tables, we deliberately presented
only one of the two marginal distributions (in both formats,
see Figure 4). As a consequence, we can distinguish
in all four visualizations between “normal” conditional
probabilities and inverse conditional probabilities in the
following way: Non-inverted conditional probabilities (and
frequencies as well) require a simple division of two pieces
of information displayed (in the “probability tree,” the
non-inverted conditional probabilities can even be taken
directly from the lower branches). In contrast, as explicated
above, the inversion of conditional probabilities (and
thus Bayesian reasoning) requires more complex cognitive
operations. Note that formulas (1) and (2a), based on
the probability tree or the “probability 2 x 2 table,” and
formula (2b), based on both frequentistic visualizations,
all entail more operations than the simple division of two
pieces of information.

(6) 2 x 2 tables and tree diagrams in secondary schools:
Finally, it has to be noted that the 2 x 2 table (with conjoint
probabilities), the 2 x 2 table (with frequencies), and the
tree diagram (with probabilities) are part of the German
secondary school curriculum, whereas the “frequency tree”
is not. However, (Bayesian) inferences based on both
frequency visualizations seem to be much easier than
those based on both probability visualizations (Binder
et al., 2015), which brings into question the omnipresent
application of the latter in the teaching of statistics.
This emphasizes the schools’ challenge in teaching the
intelligent reading of visualizations (i.e., the facets “read the
data,” “read between the data,” and “read beyond the data”
from Curcio, 1989).

Error Strategies Detectable in Tree

Diagrams and 2 x 2 Tables

Many statistics educators, but also the psychologists McDowell
and Jacobs (2017) in their meta-analysis on Bayesian reasoning,
stress the importance of investigating erroneous cognitive
algorithms. This, of course, is true for teaching and learning
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mathematics in general (e.g., Krauss et al., 2008). But only a
few studies have explicitly reported typical incorrect reasoning
strategies concerning Bayesian inferences (for some exceptions,
see Gigerenzer and Hoffrage, 1995; Steckelberg et al,, 2004;
Zhu and Gigerenzer, 2006; Eichler and Bocherer-Linder, 2018;
Weber et al., 2018).

In order to gain insight into the cognitive problems that
people encounter concerning Bayesian inferences and statistical
thinking in general, a better understanding of typical errors is
required. The few existing classifications of incorrect Bayesian
strategies are summarized in Table 1. While Gigerenzer and
Hoffrage (1995) describe the typical erroneous strategies based
on probabilities, Zhu and Gigerenzer (2006) and Eichler
and Bocherer-Linder (2018) choose an explanatory approach
based on frequencies. To relate all types of errors to our
four visualizations (Figure 1), we first display both kinds of
classifications next to each other (Table 1). In doing so, we
present the errors based on the notation shown in Figure 3
(uppercase letters stand for absolute frequencies while lowercase
letters represent probabilities). Keep in mind that these letters will
later on be used to denote respective areas of interest (AOIs).

Note, however, that the errors reported refer to the typical
textual formulations of Bayesian reasoning tasks implemented
(see, e.g., the wordings of the mammography problem in
the probability and frequency formats in sections Statistical
Situations Based on Two Binary Events and Information
Formats: Probabilities vs. Frequencies). Gigerenzer and Hoffrage
(1995) found the joint occurrence to be the most frequent
erroneous strategy in Bayesian reasoning. Joint occurrence
involves multiplying the base rate b and the sensitivity d

TABLE 1 | Correct solution and typical incorrect (Bayesian) strategies according to
the correct solution “D out of D + F” in a typical Bayesian reasoning task
(according to Gigerenzer and Hoffrage, 1995; Steckelberg et al., 2004; Zhu and
Gigerenzer, 2006; Eichler and Bocherer-Linder, 2018).

Frequencies Probabilities
(with A, B, C, (with b, c, d, e,
D, E, F, G*) f, g, h, i, j, k*)
Correct solution (Bayesian) D out of (D + F) b-d)y
b-d+c-f)

Incorrect algorithm (non-Bayesian)
Joint occurrence (Gigerenzer and D out of A b-d
Hoffrage, 1995)
Fisherian (Gigerenzer and D out of B d
Hoffrage, 1995)/Representative
thinking
Likelihood subtraction (Gigerenzer (D out of B) - d—f
and Hoffrage, 1995) (F out of C)
Base rate only (Gigerenzer and Boutof A b
Hoffrage, 1995)/conservatism
(Zhu and Gigerenzer, 2006)
Evidence-only (Zhu and (D + F) out of A b-d+c-f
Gigerenzer, 2006)
Pre-Bayes (Steckelberg et al., Boutof (D+F) Not applicable
2004; Zhu and Gigerenzer, 2006)
Correct positive rate/false positive (D/B) out of (F/C) a/f

rate (Steckelberg et al., 2004)

* A, B, C, etc., and b, ¢, d, etc. represent the pieces of statistical information in the
respective visualization (see also Figure 3).

(in frequencies: divide D by A) without considering the healthy
people with positive test results (i.e., c and f; or correctly dividing
D by D+F). According to the same authors, another frequently
applied erroneous strategy is the Fisherian (or representative
thinking, according to Zhu and Gigerenzer, 2006) strategy, in
which one only takes the sensitivity d of the test as the answer
(or in terms of frequencies: to calculate D/B). This error is
widespread because it is tempting to confuse P(B|M+) with
P(M+|B). Furthermore some participants used another wrong
algorithm, which is called likelihood subtraction (Gigerenzer and
Hoffrage, 1995), meaning erroneously to compute P(M+|B) -
P(M+|-B). However, this wrong algorithm predominately occurs
in probability versions and is rather unusual for natural frequency
versions. A few other participants in that study (Gigerenzer and
Hoffrage, 1995) only provided the base rate b as the solution
of the Bayesian reasoning task, which in frequencies means
dividing B by A (this error is called conservatism by Zhu
and Gigerenzer, 2006). The authors also identified the error
evidence-only, which is the proportion of people with positive
test results [i.e., ¢ and f; or, (D+F) out of A, respectively].
Furthermore, Zhu and Gigerenzer (2006) as well as Steckelberg
et al. (2004) reported an error that is documented for frequency
versions only, namely pre-Bayes (which means to incorrectly
divide B by D+F). Finally, some participants also applied
the erroneous strategy correct positive rate/false positive rate
(Steckelberg et al., 2004).

Because visualizations could prevent specific
misunderstandings or even block faulty algorithms, it is
crucial to reconsider cognitive algorithms with respect to specific
visualizations. For instance, the (Fisherian) confusion of P(A|B)
with P(B|A) might occur less frequently with a tree diagram
(compared to a text-only version) since tree diagrams emphasize
the sequential character of the situation more. But even though
different visualizations might help for very different reasons,
they could also cause new errors that are not listed in Table 1.
Certain new types of errors might occur according to cognitive
load theory (Sweller, 2003) precisely because more information
is presented in a tree diagram or in a 2 x 2 table than in a
textual version of a Bayesian task. For instance, E and G or the
corresponding probabilities e and g (cf. Figure 3) only appear in
visualizations but not in typical wordings, and it is possible for
people to erroneously make use of this statistical information
in their calculations. It has to be noted that Steckelberg et al.
(2004) mention incorrect Bayesian strategies associated with
visualizations (tree diagrams and 2 x 2 tables), but do not discuss
them in detail. Likewise, possible explanations of the beneficial
effect of particular visualizations often remain theoretical (see,
e.g., Khan et al., 2015).

For teaching statistics, just as for teaching mathematics
in general, it is essential to be an expert on typical errors
and on learners’ preconceptions (Shulman, 1986, 1987; Krauss
et al, 2017). To this end, McDowell et al. (2018) call for
a broader methodological approach that can identify typical
incorrect Bayesian strategies. Johnson and Tubau (2015) and
McDowell and Jacobs (2017) even explicitly suggest eye-tracking
analyses of Bayesian reasoning strategies. As educators for future
mathematics teachers, we are in addition interested in the pros
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format
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tree diagram
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2 x 2 table
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FIGURE 3 | General tree diagrams (above) and 2 x 2 tables (below) provided with frequencies (left) or probabilities (right).

format

visualization

frequencies
(case a)

probabilities
(case b)

Exemplary inference (marginal):

Exemplary inference (conjoint):

How many of the women receive a negative test result (. out of
women)?

What is the probability that applies if, at the same time, a woman has
breast cancer and receives a positive test result (___ %)?

tree diagram

women

V 99%
(case 1) 100 9.900
have breast do not have have breast do not have
cancer breast cancer cancer T —
V4 ‘ \ 80% / 20% 9.6% / VO.A%
) 20 ) o (890
received positive || received negative || received positive || received negative ||||| received positive [l recieved negative [ received positive [{ received negative
\_ mammogram mammogram )}{_mammogram _)|{_mammogram S CEVETEESEN 8!
Exemplary inference (conditional): Exemplary inference (Bayesian):
How many of the students who attend the economics course are What is the probability that student who is career-oriented attends the
career-oriented (____out of ____students)? economics course(___ %)?”
are not are not
1.000 are carrer- are carrer-
: career- students A career-
students oriented -
2 x 2 table oriented oriented oriented
(Case 2) attend the attend the
economics 200 50 250 economics 20% 5% 25%
course course
do not do not
attend the attend the
economics 200 L S0 economics 30% 45% 75%
course course

FIGURE 4 | Stimuli for the mammography context and for the economics context (blue-colored AOIs only were included afterwards for the analyses).
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and cons of visualizations regarding all 16 possible inferences,
especially concerning the most frequently applied visualizations
in the (German) context of teaching statistics in secondary
schools and universities, namely 2 x 2 tables and tree diagrams.

In the second theoretical section of this paper, we will now
focus on the method of eye tracking and how it has been used
thus far concerning strategy detection in general but also with
respect to statistical reasoning in particular. For this purpose, we
introduce the design and results of three studies that are closest
to the approach followed in the present article.

EYE TRACKING AS A METHOD FOR
ASSESSING STATISTICAL REASONING
STRATEGIES

Research Techniques for Identifying
Cognitive Processes

Most empirical studies on Bayesian reasoning (or statistical
thinking in general) primarily focus on participants’ performance
rates. However, neither performance rate nor reaction time can
fully explain underlying reasoning processes. Verbal reports (or
qualitative interviews) might be a path toward an identification
of strategies (Robinson, 2001; Smith-Chant and LeFevre, 2003),
but participants may have insufficient explicit knowledge to
be able to theoretically reflect solution strategies (especially
post hoc). Therefore, the think-aloud and write-aloud methods
(van Someren et al., 1994; for write-aloud protocols on Bayesian
reasoning, see Gigerenzer and Hoffrage, 1995) represent an
alternative, requiring participants to report on their reasoning
strategies simultaneously to their problem solving. However,
although this method certainly offers valuable insight into the
cognitive strategies that are employed in task processing, it
obviously also affects the problem-solving itself.

In contrast, the method of eye tracking—a non-invasive
measurement of eye movements relative to the head and the
visual stimulus—gives a more objective, measurable insight into
cognitive and attentional processes involved in, for instance,
strategy use or problem solving, without concurrently influencing
the process (e.g., Green et al., 2007; Merkley and Ansari, 2010;
Huber et al., 2014a). Recording eye movements may therefore
be a potential source for capturing thought processes during
reasoning and strategy activity. More specifically, and especially
with respect to visualizations, it might provide insight into which
pieces of information were generally taken into account by a
participant and which were not. Thus, eye tracking can be used
as a window into cognitive processes that may not be consciously
accessible to the participant or apparent to the researcher by
task performance (Stephen et al., 2009). Of course, brain-imaging
techniques could be a promising additional source of information
for combining with techniques like eye tracking within the near
future (e.g., see Marian et al., 2003).

Important correlates for cognitive processes during task
processing gained by eye tracking are different quantitative and
qualitative measures with respect to spatial and temporal features
of eye movements that deliver information on eye fixations and

saccades. Fixations represent the maintaining of the visual gaze
on a certain location in the visual field, while fast eye movements
from one location to another are called saccades. The resulting
sequence of fixations and saccades is called a scan path, and
dwell time is the totalized time of all fixations on a given area. In
addition, colored heat maps aggregate scan paths across different
participants, thereby helping researchers to better visualize the
relative occurrence of certain scan paths (e.g., see Holmqvist et al.,
2011, or Figures 7-10).

Eye movements have already been a valuable tool for
investigating a number of cognitive domains, including reading
(Verschaffel et al., 1992; Meseguer et al.,, 2002), visual search
(Ho et al, 2001), chess (Charness et al., 2001), and problem
solving (Epelboim and Suppes, 2001; Knoblich et al., 2001;
Thomas and Lleras, 2007). Meanwhile, eye tracking is also
being used increasingly within educational research (e.g.,
van Gog and Scheiter, 2010). With respect to mathematics
education, there are a number of studies that have applied
eye movements for innovative findings, for instance regarding
arithmetic word problems (e.g., De Corte et al., 1990; Verschaffel
et al, 1992; Hegarty et al, 1995), strategies in solving mental
addition problems (Verschaffel et al., 1994; Green et al., 2007),
fraction comparison (Huber et al, 2014b; Ischebeck et al,
2015; Obersteiner and Tumpek, 2016), number-line estimation
strategies (Schneider et al., 2008; Heine et al., 2010; Sullivan et al.,
2011), concepts of angles (Schick, 2012), and equation solving
(Susac et al., 2014).

Notwithstanding, Verschaffel et al. (2016) point out that “it is
remarkable how little researchers in mathematics education have
made use of eye tracking so far, particularly for the identification
of strategies” (p. 388).

Eye Tracking With Tree Diagrams and
2 x 2 Tables

Only a very few studies have analyzed eye movements during
the processing of statistical visualizations like tree diagrams or
2 x 2 tables (especially with respect to Bayesian reasoning tasks),
although the method seems well suited to investigating cognitive
processes in this domain. In the following, we will describe
three relevant eye-tracking studies that deal with at least one
of the following aspects: (1) Bayesian reasoning situations, (2)
tree diagrams or 2 x 2 tables, and (3) information formats
(probabilities and frequencies).

Cohen and Staub (2015) examined wrong strategies in
Bayesian reasoning based on purely textual statistical information
provided in probabilities. They found that several participants
consistently used only one of the three probabilities given
in a typical Bayesian reasoning problem (see the respective
errors in Table 1, e.g., joint occurrence or Fisherian) while
other participants used an additive combination of four of
the probabilities presented in the tasks (e.g., evidence-only).
However, Cohen and Staub (2015) examined only probability
versions (but no frequency versions) and did not investigate
visualizations in their study.

Lehner and Reiss (2018) analyzed eye movements regarding
2 x 2 tables with absolute numbers (without displaying marginal
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distributions). However, they did not ask their participants
(students) for probabilities or natural frequencies, but rather for
decisions (e.g., “Persons of which sex should be asked if...?”;
the absolute numbers of female and male people from two
countries were given in the corresponding 2 x 2 table). To
answer the implemented questions, students had to focus on one
or a combination of two, three or all of the four cells of the
visualization. Interestingly, the authors found that the students’
gaze durations on single cells differed considerably, with the
upper left cell viewed for the most amount of time and the lower
right cell for the least amount of time. Moreover, students who
were able to solve all of the twelve items with the correct strategy
directed their gaze at the lower right cell for a longer period of
time than the other participants did. In contrast, students who
only solved easier one- or two-cell problems focused for a longer
duration on the left column of the table. The authors drew a
clear connection between eye movements and (more complex)
decision strategies with respect to 2 x 2 tables (Lehner and Reiss,
2018). This research, however, was exclusively focused on 2 x 2
tables containing absolute frequencies and thus tree diagrams or
different information formats were not addressed. Furthermore,
since no Bayesian reasoning tasks were implemented, the findings
cannot be related to Table 1 of this paper.

Finally, Reani et al. (2017) did indeed investigate the
effect of the use of different visualizations with regard to
Bayesian reasoning problems. With eye tracking they examined
visualizations that were presented in addition to text versions,
namely tree diagrams (with frequencies), Euler diagrams (as
in Figure 2, but with frequencies in the segments of the
circles), and icon arrays (without any numerical information).
The goal of their study was not primarily to examine whether
visualizations facilitate understanding but how students use the
presented information. Their eye-tracking data showed that, in
line with Lehner and Reiss (2018), participants who answered
the presented tasks correctly looked at the stimuli almost twice
as long as participants who answered the tasks incorrectly.
Regarding frequency trees, they could show that participants
looked more intently at information A (=total population) than
did participants who were presented with a Euler diagram.
Conversely, although the performances were identical, regardless
of which visualization was used, persons who were shown a Euler
diagram viewed information F more frequently than persons
using a tree diagram (see Table 1). However, Reani et al.
(2017) analyzed students’ eye movements only with respect to
frequency-based visualizations. This is relevant to note since in
secondary school and university, probability format (instead of
frequency format) is usually applied, which is much more at risk
for possible errors. Yet only by explicitly investigating 2 x 2
tables and tree diagrams with probabilities can one shed light
on the seeming discrepancy between the prominent use and, at
the same time, the bad performance attributable to probabilistic
visualizations (Binder et al., 2015).

Since (German) students are taught statistics based on
2 x 2 tables and tree diagrams, an eye-tracking analysis
systematically comparing both visualizations would seem to be
a good source of information that could possibly offer insight
regarding underlying cognitive processes (including those that

result in errors). As statistics (unfortunately) is usually taught
almost exclusively based on probabilities and with probability
visualizations, a systematic variation of information format
within both visualizations is needed in order to explain the
benefit of the format change with respect to these two widely
used visualizations.

Present Approach and Research

Questions

The present study provides an empirical basis for interpreting
eye movements in terms of strategy use concerning statistical
situations containing two binary uncertain events. In our
approach, we displayed visualizations (tree diagram vs.
2 x 2 table) of such situations. Instead of presenting a
complete textual wording, only the requested inferences
were shown (above the visualization). On each new screen
displaying a certain task in our computer-based experiment,
the information format in the visualization changed from
probability to frequency (and vice versa), and the requested
inference presented above switched between probability and
frequency versions accordingly (see Figure 4 for examples
of the final stimuli implemented). In doing so, we examined
the strategies of students when they are solving statistical
tasks—from easy questions asking for marginal inferences to
Bayesian tasks asking for “inverted” conditional inferences
(see section Stimuli and Design)—in two different contexts
(i.e., mammography context and economics context) by the
method of eye tracking, resulting in 20 inferences per participant
(see Table 2 for the design). We investigated how participants
looked over those visualizations that comprised the relevant
statistical information while answering the questions (within a
given time limit).

Our research questions are:

Research question 1:

Which (correct or erroneous) strategies (dependent on
visualization type, format, and inference type) used by
participants can be detected with the method of eye tracking, and
how well can this method predict final performance (i.e., correct
or incorrect answer)?

Research question 2:

What can we learn by eye-tracking data about errors made
especially in Bayesian reasoning tasks (based on widely applied
visualization tools)?

With the first research question (RQ1), we solely want
to describe participants’ strategies with “classic” quantitative
descriptives such as means of solution rates and error types, and
compare these results with corresponding heat maps (obtained
by scan paths). Thus, in RQI, we primarily want to check how
validly, reliably, and objectively the method of eye tracking can
predict the correctness or error type as documented by the purely
numerical answer that participants provide as their solution to
the task. Since solution strategies and errors are easier to identify
with “simple” inferences, we here start with scan paths of non-
Bayesian inferences [i.e., marginal, (non-inverted) conditional,
and conjoint] regarding RQI. If scan paths prove to be a valid
indicator of participants’ reasoning strategies in accordance with
RQ1, this method can be used in the second research question
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(RQ2) to shed light on (more complicated) Bayesian inferences.
Since the effects of visualization and information format have
the highest relevance concerning these notoriously difficult
problems, in RQ2 we try to explain by eye-tracking data the
benefits and problems inherent in both visualizations considering
both formats, especially concerning Bayesian inferences.

According to the results of the studies explicated (see section
Eye Tracking With Tree Diagrams and 2 x 2 Tables), we
expect to find a clear connection between eye movements and
certain strategies (see Lehner and Reiss, 2018), which can be
found in corresponding spatial and temporal measures. We
furthermore expect tree diagrams to be more adequate for some
inference types (e.g., conditional probabilities), which might find
expression in higher solution rates. Of course, we also expect a
replication of the natural frequency effect. With respect to Reani
et al. (2017), we expect to find, for instance, that students focus
more on areas that are relevant for answering the corresponding
questions as compared to other areas (this should apply equally
to both information formats), resulting in a higher dwell time and
more fixations.

MATERIALS AND METHODS

Participants

A total of 31 adults, all with normal or corrected-to-normal
vision, were recruited as a sample for the experiment. Four
of these participants had been tested in a pilot study (their
eye-tracking data were not included in the present analysis),
and the data of three more participants had to be excluded
due to their glasses or technical problems. Thus, N = 24
participants (16 female, 8 male) were included in the final
analyses. Their mean age was 22.3 (1.6) years, and they ranged
from 19 to 26 years of age. The participants were a convenience
sample consisting of students from various disciplines at the
University of Regensburg (Bavaria, Germany) who were recruited
by acquaintance or recommendation. All participants gave
their written informed consent and were paid 10 Euro as
a representation allowance. While six participants had some
unspecific experience with university mathematics due to their
studies, the others had only basic mathematical knowledge, and
in particular no deeper prior knowledge about (un)conditional
probabilities or Bayesian reasoning. Due to their high school
education, however, all students were familiar with 2 x 2 tables
and tree diagrams containing probabilities, and with 2 x 2
tables containing absolute frequencies, but not with tree diagrams
containing frequencies in their nodes (e.g., Binder et al., 2015;
Weber et al., 2018).

Eye-Tracking Device

Participants sat in front of a 19-inch computer monitor (with a
screen refresh rate of 100 Hz and a resolution of 1280 x 1024 px)
at a viewing distance of 70 £ 10 cm. The screen was connected
to a remote eye-tracker (iView XRemote RED 250 mobile by
SMI) with a sampling rate of 250 Hz. Throughout each trial, the
spatial position of each of the observers’ eyes (“smart binocular”)
was sampled running in pupil and corneal reflection mode,

resulting in an average spatial accuracy of 0.15°. Participants
were asked not to make too many head or body movements, but
no device restricted them from moving. Eye movements were
calibrated with a five-point, full-screen calibration, both before
the experiment began and after a short pause in the middle
of the experiment.

Stimuli and Design

Participants were presented two different statistical situations
both involving two binary events, namely the mammography
context and an economics context (the latter adapted from
Ajzen, 1977; for both contexts, see also Binder et al., 2015).
In Figure 4, all four combinations of information format and
visualization type are displayed (with an exemplary inference;
further inferences can be seen in Table 3). For each of these two
contexts, participants were first asked six non-Bayesian statistical
questions—two marginal, two (non-inverted) conditional, and
two conjoint inferences, respectively)—in randomized order.
After that, they had to answer four (again randomized) Bayesian
questions in each context, thus resulting in 20 (=2-10) inferences
per participant altogether (for the design of the study see Table 2;
for the implemented infernces see Table 3; examples of complete
stimuli can be seen in Figure 4).

During the administration of each situation (mammography
or economics), a large projection of the visualization was shown,
with the respective requested inference displayed above the
projected image, one after the other. Statistical information on
both contexts was given only by this visualization, that is, without
additional textual information aside from the question above.
To be clear, since both frequency visualizations contain absolute
frequencies, the term natural frequencies strictly speaking refers
to the question format and not the information format. However,
absolute frequencies from both visualization types can easily be
combined to natural frequencies.

In order to allow familiarization with not only a certain
context but also with a specific visualization type, participants
always saw a tree diagram for the first ten inferences in
the mammography context (factor 1: visualization type). The
respective information format within the tree diagram, however,
varied randomly, that is, five inferences based on a probability
tree and five on a frequency tree (factor 2: information format).

TABLE 2 | Design of the experiment (including 20 resulting inferences
per participant).

N = 24 students Factor 1: visualization type

2 x 2 table (context:
economics problem)

Tree diagram (context:
mammography problem)

Factor 2: Probabilities e 1 marginal e 1 marginal
information e 1 conjoint e 1 conjoint
format e 1 conditional e 1 conditional
e 2 Bayesian e 2 Bayesian
Frequencies e 1 marginal e 1 marginal
e 1 conjoint e 1 conjoint
e 1 conditional e 1 conditional
e 2 Bayesian e 2 Bayesian
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TABLE 3 | Categorization of the four possible inference types (Factor 3)
for both contexts.

Factor 3: Question for
inference

type

Marginal

Implemented questions (showing up above the
visualizations)

P (B) Only in probabilities:

“What is the probability that a woman/student receives a

positive test result/is career-oriented (__ %)?”

P(—=B) Only in natural frequencies:

“How many of the women/students receive a negative

test result/are not career-oriented (____ outof ____

women/students)?”

Conjoint PANB) Only in probabilities:

“What is the probability that applies if, at the same time,

a woman/a student has breast cancer/attends the

economics course and receives a positive test result/is

career-oriented (___ %)?”

PAN-B) Only in natural frequencies:

“To how many of the women/students does this apply at

the same time: They have breast cancer/attend the

economics course and receive a negative test result/are

not career-oriented (____ out of ____ women/students)?”

P(-ANB), Not implemented.
P(=AN-B)

Conditional P (B|A) Only in natural frequencies:

“How many of the women/students who have breast

cancer/attend the economics course receive a positive

test result/are career-oriented (___ out of ___ women/

students)?”

Only in probabilities:

“What is the probability that a woman/student who has

breast cancer/attends the economics course receives a

negative test result/is not career-oriented (___ %)?”

P (=BIA)

P(BI-A),
P (=B|-A)
P(AIB)

Not implemented.
Bayesian Only in probabilities:

“What is the probability that a woman/student who
receives a positive test result/is career-oriented has
breast cancer/attends the economics course (___ %)?”
P (A|-B) Only in natural frequencies:

“How many of the women/students who receive a
negative test result/are not career-oriented do have
breast cancer/attend the economics course (____ out of
_____women/students)?”

P (-A|B) Only in natural frequencies:

“How many of the women/students who receive a
positive test result/are career-oriented do not have
breast cancer/do not attend the economics course
(____outof ___ women/students)?”

Only in probabilities:

“What is the probability that a woman/student who
receives a negative test result/is not career-oriented
doesn’t have breast cancer/does not attend the
economics course (___ %)?”

P(-A|-B)

Event A: breast cancer or economics course, event B: positive test result or career-
oriented.

Afterward, the same procedure was applied for the ten varying
inferences (factor 3: inference type) in the economics context,
all of which were based on 2 x 2 tables (again, with a randomly
varied information format).

In the following, we refer to non-inverted conditional
probabilities simply as “conditional probabilities” and to
inverted Bayesian conditional probabilities simply as “Bayesian
probabilities.” The difference between both types of conditional
probabilities (and the respective frequencies) as expressed by our
visualizations is explained in issue 5 of section Number-Based
Visualizations: 2 x 2 Tables and Tree Diagrams.

TABLE 4 | Procedure of the experiment.

Part of experiment Component (no.)

Introduction (1) Welcome and introduction.

(2) Six nature pictures for familiarization
with the screen.

(8) Calibration.

(4) Problem introduction (incl. related
narrative) and two example inferences.

Part 1 (visualization: tree diagrams;
context: mammography)

(5) Six non-Bayesian inferences.
(6) Four Bayesian inferences.
Short pause (7)/
Part 2 (visualization: 2 x 2 tables;
context: economics)

(8) Sequence of components (3)—(6)
once again.

The wordings of each task can be found in Table 3.

e Factor 1: Visualization type: 2 x 2 table (context:
mammography problem) vs. tree diagram (context:
economics problem)

e Factor 2: Format of statistical information: probabilities
vs. absolute frequencies (or natural frequencies in the
corresponding question)

e Factor 3: Inference type: marginal vs. conditional vs.
conjoint vs. Bayesian (2x).

In Table 2, the design is illustrated. Since 24 students
participated in the experiment, 480 (=24-20) inferences were
made in total, of which 192 (=24-8) were Bayesian inferences.
The concrete formulations of the four different types of inferences
(displayed above the visualizations) can be found in Table 3.

Thus, from all 16 possible questions (see section Statistical
Situations Based on Two Binary Events), we posed 10 questions in
each context. Therefore, only two out of four conjoint inferences
and two out of four non-inverted conditional inferences are
missing (see Table 3), while the also-missing base rates P(A)
and P(—A) (unconditional probabilities) were posed as sample
questions in the introduction to illustrate the procedure.

Procedure

After a verbal introduction to the experiment that would follow,
the procedure began with a short visual introduction [component
no. (1), see Table 4]; in order to make participants familiar with
the device, several nature pictures were shown on the screen (2).

In the first part of the experiment (mammography problem
with tree diagrams), initial calibration using cornea reflex was
conducted (3). If measurement inaccuracy lay below 0.5° in each
direction, the experimental procedure itself began, for which
we asked participants to avoid head movements as much as
possible. Participants were asked to answer as correctly and as
quickly as possible. A time limit of 30 s for each inference
was implemented to avoid continuing unspecific, non-target-
orientated eye movements.

In both parts of the experiment, the problem contexts
were introduced with the help of a short related narrative
(e.g., “Imagine you are a reporter from a women’s magazine
and you want to write an article about breast cancer. You
investigate the tests that are conducted in a routine screening
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in order to detect breast cancer. The following visualization
illustrates the situation.”). Then, after participants viewed
the situation, they were given two practice trials (4) in
order to further familiarize them with the context and both
formats (probabilities and frequencies). Both example tasks
asked for simple unconditional inferences (i.e., P(A) and
P(—A) with A being the event “breast cancer” or, in part
2, “economics course”), with one referring to probabilities
and the other to frequencies (correct solutions to each were
shown afterward). After that, six non-Bayesian inferences
followed in random order (5). These six tasks represented
a balanced mixture of all possible non-Bayesian tasks (see
Tables 2, 3) with respect to format (3 x probabilities, 3 x natural
frequencies) and inference type (2 x marginal, 2 x conjoint,
and 2 X conditional). If, for instance, one task was given
in frequencies [e.g., P(B|A)], the other question of the same
inference type [P(—B|A)] was posed in probabilities (see
Table 3). At the end of part 1, four Bayesian tasks were
presented to the participants (6). While two of the four
Bayesian questions [P(A|B), P(—A|B), P(A|—B) or P(—A|—B)]
were asked in probabilities, the other two were asked in
natural frequencies. Because Bayesian tasks were presented
at the end of each part, participants at this stage were
already familiar with the context. Thus by this design,
purposeless and merely orientating eye movements should
have been avoided at least regarding the four final Bayesian
inferences in each context. Whenever the format of questions
changed the information format in the tree diagram
changed correspondingly.

After a short pause (7), the second part of the experiment (8)
was conducted parallel to the first part (a calibration was again
conducted beforehand). Regarding the inferences concerning the
economics context (all ten based on 2 x 2 tables), each participant
received the corresponding inference types again systematically
varied (see Tables 2, 3).

Participants were assessed individually in a dimly lit room at
the University of Regensburg and were asked to speak loudly
and communicate their solutions as quickly and as correctly
as possible. When they clicked on the F11-key (or when 30 s
ran out), the visualization was no longer visible on the screen,
but a fixation cross was shown in the middle of the screen;
participants then had to immediately state their answer. The
experimenter noted down these verbal responses. No feedback
was given to the students during the experimental trials. In order
to proceed with the next task, participants were required to click
the F11-key on the keyboard once again. It was not necessary
to use any other key or the computer mouse. In sum, the whole
procedure (including introduction, calibrations, pause, etc.) took
about 30-40 min.

With respect to traditional coding, a response was classified
as a correct answer if either the exact probability or frequency
solution was provided or if the indicated probability answer lay
within a one percent interval around the correct answer. For
instance, in the mammography problem the correct solution
to one of the four Bayesian questions is 7.8%, meaning that
answers between 7 and 8% were classified as correct (see also
Gigerenzer and Hoftrage, 1995).

Data Analysis

While stimuli were presented with the software “Experiment
Center 3.0,” data analysis of eye movements was conducted using
“Suite BeGaze 3.17 (both provided by SMI). To analyze the eye
movements, we defined three kinds of “areas of interest” (AOIs)
for each screen displaying a task: requested inference (above),
concrete information in the visualization, and surrounding white
space. Figure 4 displays four sample (out of 20 different)
questions (plus AOIs), one for each visualization x format type.
(The AOIs do not belong to the stimuli but were only used for
analyses.) Please remind that for each of the four visualizations,
five inferences were implemented.

More specifically, the AOIs were fitted around the relevant
parts of the screen as follows: With respect to the case of tree
diagrams with frequencies (see case la in Figure 4), both the
event and the numerical information were given within the
nodes of the tree diagram. Here, each of the seven (rectangular)
nodes was covered by an equal-sized AOI (each time comprising
both number and name of event). In the case of tree diagrams
with probabilities (case 1b), numerical information was depicted
alongside the branches of the diagram; therefore, respective AOIs
covered not only the seven nodes (containing the event) but also
included the corresponding parts of the branches (containing
the respective probability). These AOIs were again equal-sized.
In addition, in both cases, the respective inference at the very
top of the screen was also covered by an AOI (which was
necessarily bigger than the others were). Taken together, eight
AOIs covered the whole screen while the rest of the screen was
interpreted as a separate area (“whitespace”) representing no
information. In the case of 2 x 2 tables with either frequencies
or probabilities, respectively, the cells themselves were identified
as AOIs for both frequencies and probabilities (cases 2a and
2b). Note that regarding 2 x 2 tables in which the name of the
event and the corresponding number are not as close to each
other as they are in tree diagrams, the four cells containing the
events (“attend the economics course,” “not attend the economics
course,” “are career-oriented,” and “are not career-oriented”) were
also covered by an additional AOIL In total, this procedure
led to eleven equal-sized AOIs for the 2 x 2 table itself, one
additional (bigger) AOI for the requested inference, and the
remaining whitespace.

RESULTS

Research Question 1

Regarding the first research question (RQ1)—“Which (correct or
erroneous) strategies (dependent on visualization type, format,
and inference type) used by participants can be detected with the
method of eye tracking, and how well can this method predict
final performance (i.e., correct or incorrect answer)?”—we aim
at mapping “classic” quantitative statistics on solution and error
rates with the corresponding eye-tracking evidence. For doing so,
we first discuss solution rates and errors (Table 5) that are just
based on participants’ spoken answers and thus were detectable
without eye tracking. Afterward, we report reaction times as
well as heat maps regarding participants’ scan paths of correct
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TABLE 5 | “Classic” descriptives on all inferences.

Tree diagram 2 x 2 table
Inference Requested Question Correct Performance: Incorrect answers (#) Correct Performance: Incorrect answers (#)
type inference format answer pct. correct (#) answer pct. correct (#)
Marg. P(—=B) Nat. freq. 8,970 out 95.8% 9,000 out of 10,000 (1x) 500 out 91.7% 50 out of 1,000 (1x), 450
of 10,000 (23 out of 24) of 1,000 (22 out of 24) out of 1,000 (1x)
P(B) Prob. 10.3% 33.3% 89.6% (7 x), ca. 80% 50% 83.3% 20%, 25%, 35%, 50%
(8 out of 24) (4x), ca. 1% (3x), 85% (20 out of 24) (1x each)
(1x), 90% (1x)
Conj. PAN-B) Nat. freq. 20 out of 50.0% 20 out of 100 (7x), 8,950  50outof  79.2% 50 out of 250 (3x), 200
10,000 (12 out of 24) out of 10,000 (2x), 950 1,000 (19 out of 24) out of 1,000 (2x)
out of 9,900 (2x), 950
out of 10,000 (1 x)
PANB) Prob. 0.8% 45.8% 80% (11x), 1% (1x), 20% 95.8% 80% (1x)
(11 out of 24) 20% (1x) (28 out of 24)
Cond. P (BIA) Nat. freq. 80 out of 87.5% 950/1,030/80 out of 200 out 75.0% 200 out of 1,000 (3x),
100 (21 out of 24) 10,000 (1x each) of 250 (18 out of 24) 200 out of 500 (2x), 300
out of 1,000 (1x)
P (—BJA) Prob. 20% 83.3% 0.2% (2x), 0.02% (1x), 20% 25.0% 5% (14 x), no answer
(20 out of 24) 90.4% (1x) (6 out of 24) (2x), 25% (1x), 45% (1x)
Bayes P (—A|B) Nat. freq. 950 out of 37.5% 950 out of 10,000 (=joint 300 out 79.2% 300 out of 1,000 (=joint
(inverted 1,030 (9 out of 24) occurrence, 5x), 950 out  of 500 (19 out of 24) occurrence) (2x), 200 out
cond.) of 9,900 (=Fisherian, 4 x), of 500 (=misread), 450
20 out of 100 out of 500 (=misread),
(=Fisherian + misread, 300 out of 750
2x), no answer (2x), 20 (=Fisherian) (1x each)
out of 950 (misread, 1x),
8,950 out of 9,030
(misread, 1x)
P(A|B) Prob. ~7.8% 4.2% 80% (=Fisherian, 7 x), no 40% 37.5% 20% (=joint occurrence)
(1 out of 24) answer (6x), ca. 90% (9 out of 24) (12x), 66% (=correct
(="likelihood addition,” positive rate/false positive
3x), 2% (/, 2x), 0.8% rate), 75% (=correct
(sjoint occurrence), 10% positive rate/false positive
and 12% (=evidence rate + miscalculated), no
only), ca. 20% (=evidence answer (1x each)
only + miscalculated),
71.4% (=likelihood
subtraction) (1x each)
P (A|-B) Nat. freq. 20 out of 41.7% 20 out of 10,000 (=joint 50 out of 79.2% 50 out of 1,000 (=joint
8,970 (11 out of 24) occurrence, 5x), 20 out 500 (19 out of 24) occurrence) (2x), 20 out
of 100 (=Fisherian, 4 x), of 500 (=misread), 50 out
950 out of 9,900 of 250 (=Fisherian), 50
(=Fisherian + misread, out of 450 (=correct
2x), ca. 100 out of 8,970 positive rate/false positive
(=pre-Bayes, 1x), 80 out rate) (1x each)
of 8,950 (misread, 1x)
P (—=A|-B) Prob. 99.8% 8.3% 90.4% (=Fisherian, 8x), 90% 25.0% 45% (=joint occurrence)
(2 out of 24) (ca.) 90% (=evidence only (6 out of 24) (13x), 80%

(2x) or joint occurrence
(1x)), ca. 80%
(=likelihood subtraction,
3x), (ca.) 95% [=joint
occurrence (1x),/(2x)],
98% [=joint occurrence
(1x),/(1x)], ca. 97%
(sjoint occurrence), ca.
96% (/), no answer (1 x
each)

(/=miscalculated), 60%
(=Fisherian + misread),
30% (=joint

occurrence + misread),
22.5%

(=/ 4+ miscalculated),
about 10% (=correct
positive rate/false positive
rate) (1x each)

Event A, breast cancer or economics course, event B, positive test result or career-oriented. Likelihood addition means erroneously to add two conjoint probabilities.
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answers (Figures 5, 6). Finally, we display the quantitative eye-
tracking measures such as dwell time and number of fixations
(this time across all participants irrespective of correctness of
their answers) for the single AOIs (e.g., A, B, C, etc., and b, ¢,
d, etc.; see Tables 6, 7).

Solution Rates and Errors
Although solution rates are clearly not at the center of the present
investigation, they are obviously affected by (correct or incorrect)
strategies utilized. Table 5 presents an overview of solution
rates and the absolute frequencies of specific errors for each of
the 20 inferences made by the participants. Solution rates vary
substantially, ranging from 4.2 to 95.8% across all conditions.
First, in comparing both visualization types (factor 1: tree
diagram vs. 2 x 2 table), the considerably different solution
rates for structurally identical questions—albeit presented with
different contexts—immediately catch the eye. Interesting as
that is, however, one must keep in mind when comparing

quantitative results between both visualization types that the
visualization was not randomized in the current study, since
the “mammography trees” preceded the “economics 2 x 2
tables” (see Procedure) because the study initially focused on tree
diagrams. Thus learning effects might in fact occur. Nonetheless,
2 x 2 tables proved to be more helpful for “marginal”
inferences [P(B), P(—B)], although only for probabilities (tree:
33.3%; 2 x 2: 83.3%) and not for frequencies (tree: 95.8%;
2 X 2: 91.7%). Questions asking for conjunctions [P(A N B),
P(AN—B)] were also answered at a higher rate of error
when accompanied by tree diagrams (freq.. 50.0%; prob.:
45.8%) than they were when accompanied by 2 x 2 tables
(freq.: 79.2%; prob.: 95.8%). This is in line with theory since
conjunctions only have to be read of the screen in 2 x 2
tables (see section Number-Based Visualizations: 2 x 2 Tables
and Tree Diagrams). The opposite applies when it comes to
(non-inverted) conditional probabilities [P(B|A), P(—B|—A)],
which were answered with a lower rate of error when
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accompanied by tree diagrams (freq. 87.5%; prob.: 83.3%)
rather than by 2 x 2 tables (freq: 75.0%; prob.: 25.0%).
Referring to Bayesian inferences (i.e., inverted conditional
probabilities), the use of 2 x 2 tables produced either similar
or better results than did tree diagrams in relation to all four
cases [P(A|B), P(—A|B), P(A|—B), P(—A|—B)].

Second, regarding information format (factor 2: probabilities
vs. frequencies), solution rates based on frequencies exceeded
those based on probabilities (with one exception) when
comparing corresponding questions within tree diagrams
(e.g., marginal inferences: freq.: 95.8%; prob.: 33.3%; conjoint
inferences: freq.: 50.0%; prob.: 45.8%; conditional inferences:
freq.: 87.5%; prob.: 83.3%). The same holds true for the
average solution rates of both Bayesian inferences (freq.: 39.6%;
prob.: 6.3%). Regarding 2 x 2 tables, similar tendencies were
found (marginal inference with freq.: 91.7%; with prob.: 83.3%;
conditional inference with freq.: 75.0%; with prob.: 25.0%),
except, expectedly, in the case of conjunctions (freq.: 79.2%;
prob.: 95.8%). In addition, participants more often solved the two
Bayesian tasks correctly in frequency versions than in probability

versions (freq.: 79.2 and 79.2%; prob.: 37.5 and 25.0%). When
seen in comparison, visualizations presented with frequencies
proved to be more easily understandable than those presented
with probabilities.

Third, when it comes to different inference types (factor 3:
marginal vs. conditional vs. conjoint vs. Bayesian), Bayesian
tasks, as expected, turned out to be most difficult to solve
(39.6% on average across all versions). In probability versions of
Bayesian tasks, not only was performance in general relatively
low (tree: 6.3%; 2 x 2: 31.3%), but also the kinds of errors
that appeared were wide-ranging (see Table 5; we will return to
the Bayesian inferences in RQ2). In contrast, solution rates of
marginal, conjoint, or conditional inferences (across visualization
and format: 76.0, 67.7, or 69.8%, respectively) turned out to be
substantially higher meaning that these three kinds of inferences
are similarly difficult to solve.

Moreover (and pertinent to the focus of the present
investigation), Table 5 exhibits some interesting accumulations
of mistakes: Concerning tree diagrams, for instance, some
errors regarding non-Bayesian inferences were made by
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TABLE 6 | Quantitative performance indicators regarding AOls in tree diagrams (mammography context).

Requested inference White

in frequencies Question A (=10,000) B (=100) C (=9,900) D (=80) E (=20) F (=950) G (=8,950) space Indicators

P (—B) 1 2 6 5 7 4 8 9 3 Order in sequence
(=8,970 out of 10,000) 5.12 (29.5%) 1.38(8.2%) 0.34 (1.9%) 0.76 (4.1%) 0.15(1.0%) 1.69 (10.3%) 0.49 (2.6%) 3.25(20.5%) 0.47 (3.0%) Dwell time (in sec./pct.)
(solution rate: 95.8%, 22.2 5.7 1.7 2.6 0.6 6.3 1.6 7.4 3.0 No. of fixations

23 out of 24) 24/24 23/24 14/24 19/24 7/24 22/24 14/24 24/24 23/24 Hit ratio

P(AN-B) 1 3 6 4 9 8 5 7 2 QOrder in sequence
(=20 out of 10,000) 8.72 (47.0%) 1.06 (6.0%) 1.37 (6.8%) 0.89(4.9%) 0.21(1.2%) 1.76(9.8%) 0.53(2.9%) 0.36 (1.9%) 0.78 (4.3%) Dwell time (in sec./pct.)
(solution rate: 50%, 35.9/4.7 4.4/2.7 5.4/3.0 2.6/2.3 0.8/0.4 5.4 2.0 1.1 4.1 No. of fixations

12 out of 24) 24/24 23/24 21/24 13/24 9/24 18/24 10/24 7/24 24/24 Hit ratio

P (BIA) 1 3 5} 4 6 7 8 9 2 QOrder in sequence
(=80 out of 100) 5.86 (46.3%) 0.62 (4.6%) 1.42(11.0%) 0.31(2.1%) [1.43(10.8%) 0.18 (1.3%) 0.26 (2.0%) <0.01(0.0%) 0.60 (4.3%) Dwell time (in sec./pct.)
(solution rate: 87.5%, 25.4 2.9 5.4 0.9 5.1 0.7 1.0 0.0 3.6 No. of fixations

21 out of 24) 24/24 22/24 23/24 10/24 22/24 8/24 4/24 1/24 23/24 Hit ratio

P (-AIB) 1 3 5 8 4 7 6 9 2 QOrder in sequence
(=950 out of 1,030) 7.34 (36.5%) 0.53(2.8%) 0.75(3.9%) 1.46(7.0%) [1.68(7.4%) 0.54 (2.6%) 8.24(15.7%) 0.37 (1.8%) 0.70 (3.6%) Dwell time (in sec./pct.)
(solution rate: 37.5%, 32.3 2.4 2.8 4.2 6.0 2.0 9.9 1.3 44 No. of fixations

9 out of 24) 24/24 22/24 18/24 20/24 18/24 16/24 21/24 8/24 22/24 Hit ratio

P (A|-B) 1 3 7 4 8 5 6 9 2 Order in sequence
(=20 out of 8,970) 7.52 (34.9%) 0.53(2.7%) 1.39(6.5%) 1.09(4.7%) 0.22(0.9%) 2.83(13.2%) 0.87 (3.7%) 2.58(11.5%) 0.83 (4.1%) Dwell time (in sec./pct.)
(solution rate: 45.8%,  32.7 2.3 5.3 3.4 0.9 9.5 3.3 7.0 5.0 No. of fixations

11 out of 24) 24/24 21/24 22/24 18/24 7/24 23/24 19/24 20/24 24/24 Hit ratio

Requested inference White

in probabilities Question /(=women) b (=1%) ¢ (=99%) d (=80%) e (=20%) f(=9.6%) g (=90.4%) space Indicators

P(B) 1 3 4 © 7 8 6 9 2 QOrder in sequence
(=10.3%) 4.66 (22.1%) 0.55 (2.7%) 1.77 (7.5%) 2.00(7.9%) 2.48(10.7%) 0.65(2.7%) 4.34(18.5%) 0.32 (1.4%) 1.21 (4.8%) Dwell time (in sec./pct.)
(solution rate: 33.3%, 20.5 3.1 7.9 7.9 8.4 2.8 131 1.4 5.6 No. of fixations

8 out of 24) 24/24 23/24 24/24 20/24 23/24 18/24 21/24 11/24 23/24 Hit ratio

PANB) 1 2 4 7 5 6 9 8 3 QOrder in sequence
(=0.8%) 7.04 (39.2%) 0.47 (2.4%) 2.72(18.1%) 0.38(1.8%) [2.79 (14.5%) 0.64 (3.5%) 0.18(0.8%) 0.03(0.1%) 0.88 (4.5%) Dwell time (in sec./pct.)
(solution rate: 45.8%,  30.0 2.6 10.6 1.3 8.6 2.3 0.7 0.1 4.2 No. of fixations

11 out of 24) 24/24 20/24 22/24 11/24 22/24 16/24 7/24 2/24 24/24 Hit ratio

P (—=B|A) 1 3 4 6 9 5 7 8 2 Order in sequence
(=20%) 6.07 (43.5%) 0.33(2.3%) 1.58(10.7%) 0.56 (3.7%) 0.17 (1.2%) 1.83(12.8%) 0.25(1.5%) 0.28 (1.9%) 0.53 (4.0%) Dwell time (in sec./pct.)
(solution rate: 83.3%,  26.0 1.7 6.5 2.1 0.8 6.3 1.0 0.7 2.9 No. of fixations

20 out of 24) 24/24 19/24 22/24 16/24 9/24 22/24 7/24 5/24 20/24 Hit ratio

P (AIB) 2 3 7 6 4 9 5 8 1 Order in sequence
(~7.8%) 7.50 (32.1%) 0.45(2.3%) 2.383(9.4%) 1.39(6.2%) 2.99(12.5%) 0.70(2.6%) 8.41(12.1%) 0.13 (0.5%) 0.80 (3.2%) Dwell time (in sec./pct.)
(solution rate: 4.2%, 322 2.0 9.3 5.6 10.2 2.7 10.1 0.6 3.8 No. of fixations

1 out of 24) 24/24 19/24 23/24 19/24 23/24 17/24 17/24 6/24 22/24 Hit ratio

P (=A|-B) 2 4 8 8 9 7 6 5] 1 Order in sequence
(=99.8%) 7.56 (30.9%) 0.32(1.4%) 0.80(2.9%) 8.27 (12.8%) 0.19(0.8%) 2.28(8.5%) 0.85(3.5%) 4.16 (17.8%) 0.79 (3.2%) Dwell time (in sec./pct.)
(solution rate: 37.5%, 32.8 1.7 3.3 10.6 0.8 8.3 3.6 13.4 4.2 No. of fixations

9 out of 24) 24/24 20/24 17/24 24/24 9/24 20/24 21/24 24/24 23/24 Hit ratio

For the first column: event A, breast cancer; event B, positive test result. Gray-colored cells represent AOls (branches or nodes) relevant to answering the corresponding

question correctly. For AOIs denoting A, B, C, etc., and b, ¢, d, etc., see Figure 3.

about a third (or more) of all participants [P(A N —B): “20
out of 100” (7x) instead of “20 out of 1,000”; P(A N B):
“80%” (11x) instead of “0.8%”; P(B): “89.6%” (7x) instead
of “10.3%”]. With Bayesian tasks, participants wrong
answers naturally piled up all the more [e.g., P(A|B): “80%”
(=Fisherian) (7x) instead of “0.83%”; P(—A|—B): “90.4%”
(=Fisherian) (8x) instead of “99.8%”]. Second, and very
similarly, wrong answers regarding inferences based on 2 x 2
tables indicate common deficient strategies. Most often by
far, the (non-Bayesian) conditional probability P(—B|—A)
produced a great number of identical wrong answers [e.g.,
“5%” (14x) instead of “20%”]. The same holds true for the
Bayesian inferences in which two wrong answers in particular
(both conforming to joint occurrence and both based on
probabilities) appeared to be very tempting [P(A|B): “20%”
(12x) instead of “40%”; P(—A|—B): “45%” (13x) instead of
“90%,” see Table 5]. In all of these cases, analysis of scan paths

might reveal a deeper understanding of the specific errors
(for details see below).

Reaction Times

Interestingly, the average time it took for participants to reach
a solution was not remarkably different for correct or incorrect
solutions (in contrast to Reani et al., 2017). In fact, we found
differential effects with respect to both visualization types.
For instance, regarding the four Bayesian inferences based
on tree diagrams, participants who solved the tasks correctly
took slightly more time than those who did not [Bayesian
inferences with tree diagrams: M(SD)correct = 23.57(5.78) sec.
vs. M(SD)incorrect = 22.06(7.05) sec.; small effect of d = 0.23
according to Cohen, 1992]. In contrast, with respect to the
corresponding four Bayesian inferences based on 2 x 2 tables,
the opposite is true: 2 x 2 tables were looked at for a longer
period of time by participants who came up with incorrect
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solutions than by those who gave correct answers [Bayesian
inferences with 2 x 2 tables: M(SD)correct = 17.31(5.78) sec.
as compared to M(SD)incorrect = 20.03(7.69) sec., d = —0.40]
(also see Binder et al., unpublished).

Cognitive Strategies Heat Maps Displaying Correct
Answers

Before we begin our analysis, we should mention a qualitative
aspect that we immediately noticed about participants’ scan
paths: Participants tended to look back to the requested inference
after initially having looked forward to the inference, and after
that to the visualization. It seems as if they wanted to make sure
that they had understood the requested inference correctly (see
also Tables 6, 7). This occurred even more frequently when the
question was either difficult (i.e., low solution rate) or the person
subsequently answered the question wrongly.

Heat maps can present the scan paths of, for instance,
participants who solved the tasks correctly. In Figure 5, such
heat maps regarding all six non-Bayesian inferences based on
tree diagrams are presented. Corresponding heat maps regarding
Bayesian inferences (based on tree diagrams or 2 x 2 tables) are
displayed in Supplementary Material. These colored maps can
serve as an indicator for the validity, reliability, and objectivity
of the method in general: As can be seen in Figure 5, nodes
and branches that were relevant for solving the task based on
a given tree diagram precisely and distinctly correspond to the
areas at which participants looked for the longest period of time.
The same holds true with respect to 2 x 2 tables (see Figure 6).
Taken together, heat maps indicating the most-viewed areas of
a stimulus provide a first clue that participants’ (individual)
viewing areas correspond to their (individual) viewing strategies.

Because in eye-tracking studies it is not possible to present
all qualitative results in detail, only heat maps regarding
correct solutions are presented here (see Figures 5, 6 for all
implemented non-Bayesian inferences, Figures 7-10 for four
sample Bayesian inferences, and Supplementary Material for
the other four Bayesian inferences). Since heat maps in general
prove to be valid indicators of participants’ focused areas, and
because errors are much more relevant concerning Bayesian
inferences, we will return to “Bayesian error heat maps” in section
Research Question 2.

Quantitative Eye-Tracking Analyses of AOls (Across
Correct and Wrong Answers)

Quantitative eye-tracking data refer to the single AOls, as labeled
in Figure 3 (A, B, C, etc., and b, ¢, d, etc,, respectively). The
upper halves of Table 6 (mammography context) and Table 7
(economics context) report results regarding nodes or cells of
frequency visualizations, and the lower halves those regarding
the corresponding AOIs in probability visualizations. Each cell in
both tables displays what is known as performance indicators that
are calculated on average for all participants irrespective of the
correctness of their answers, and which are (from top to bottom
in each cell) (a) the ordinal number of a certain AOI considered
in the sequence (scan paths), (b) the overall dwell time on the
respective AOI (in seconds and percentage-wise), (c) the total
number of fixations on this AOI, and (d) the hit ratio (i.e., by

how many participants the AOI was viewed). In both tables, gray-
colored cells represent AOIs that were relevant to answering the
corresponding questions, while the other cells were not relevant.
For instance, to compute P(—B) (correct answer: “8,970 out of
10,000”), one has to add the numbers in the AOIs E (“20”) and
G (“8,950”) and put the sum in relation to A (“10,000”). Because
of the small sample size, in the following we present no inference
measures (i.e., p-values) in favor of qualitative interpretations.

The order in sequence is a condensed measure representing
the order in which participants scanned the visualization.
Considering all of these numbers within a scan path, this measure
corresponds to what participants’ averaged scan paths look like
chronologically. Quite irrespective of whether an AOI is of
relevance or not to answer the corresponding question, both
visualization types were tendentially viewed for the first time
from top to bottom and from left to right [e.g., see P(B|A)]. To be
clear, the requested inference is considered first. In tree diagrams,
the underlying sample (size) is usually viewed after that (which
is the AOI A for frequency or the AOI “women” for probability
versions), while in 2 x 2 tables, participants usually next looked
at event B and the upper cells (which are D and E for frequency
or h and i for probability visualizations).

The dwell time represents the time added up of a participant’s
fixating on a certain AOI, and therefore is necessarily highly
correlated with number of fixations (see next paragraph). It is
not surprising that the AOI that attracted the most attention
by far was the requested inference at the top of the screen.
Participants spent between 20% and 50% of their time looking
at this area. In more detail, both the percentage of time and
the absolute time spent on this instruction were especially high
for Bayesian questions [e.g., P(—A|—B)] and relatively low for
(easier) marginal inferences [e.g., P(—B)]. This finding indicates
that participants needed more time (to grasp and understand the
requested inference correctly) the more difficult the inferences
were. In addition, AOIs that had to be looked at in order to
answer the questions (i.e., gray-colored cells) attracted more
attention than those that were irrelevant. With only a few
exceptions [e.g., P(—A|—B) with tree diagrams], the dwell time
in the relevant AOIs (gray-colored cells) for any inference was
always higher than the dwell time in the irrelevant AOlIs.

The number of fixations is simply a total of single fixations
that occurred in an AOIL As can be seen with respect to both
visualizations, the number of fixations was nearly always highest
for the AOIs that contained information that was necessary
to answering the corresponding question (gray-colored cells).
For instance, answering the conditional probability P(B|A),
participants spent at least three fixations on the two relevant AOIs
(cells B and D) and almost completely ignored all others. With
only one exception [namely, the AOI f for P(—A|—B) in the tree
diagram with probabilities], the average number of fixations on
the relevant AOIs was always higher than the average number
on all of the irrelevant AOIs. These results further indicate
that participants process the information in the relevant areas
more intensively.

The hit ratio represents the proportion of (all 24) participants
who looked at the respective AOL While—not surprisingly—all
participants in each instance viewed each task’s instructions, some
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FIGURE 7 | Heat maps regarding the Bayesian inference P(—A|B) with a tree diagram (mammography context) with frequencies.

Wrong solution 3 (“20 out of 100,” N=2)

of the irrelevant AOIs were almost completely ignored, which was
true especially for the very easy questions [e.g., P(B|A) for tree
diagrams or P(A N B) for 2 x 2 tables]. This finding indicates that
participants are effectively able to find the relevant information.

In sum, not only heat maps but also performance measures
regarding the AOIs (i.e., indicators like order in sequence, dwell
time, etc.) obviously provide meaningful evidence of participants’
reasoning processes. Both kinds of measures (see Figures 5, 6 and
Tables 6, 7) can not only be matched with solution and error
rates (Table 5), but also partly explain erroneous strategies (e.g.,
Fisherian). This motivates the consideration of these measures
with respect to Bayesian inferences in RQ2.

Research Question 2

In the following, we will analyze how solution strategies in
Bayesian tasks as evidenced by heat maps and performance
indicators (i.e., dwell time, etc.) are impacted by the varying of the
two factors visualization type and format. To do so, we take the
two Bayesian inferences P(—A|B) and P(—A|—B) as sample tasks
(A reminder: While performance rates of all Bayesian inferences
are summarized in the lower half of Table 5, performance
indicators based on the AOIs of all Bayesian inferences can
be found in Tables 6, 7). Heat maps of the two chosen
Bayesian inferences, P(—A|B) and P(—A|—B) (both for the

correct and the most frequent incorrect strategies), are displayed
in Figures 7-10, whereas the respective heat maps regarding the
two unchosen Bayesian inferences, P(—A|B) and P(—A|B), can be
found in Supplementary Material. Note that while performance
measures of AOIs (Tables 6, 7) again are summarized across
all participants’ strategies, the heat maps (Figures7-10 and
Supplementary Material) explicitly distinguish between correct
and incorrect answers.

P(=A|B), Based on a Tree Diagram With Frequencies
(Mammography Context)
N =9 participants solved the task P(—A|B), which asked for a
Bayesian inference with frequencies [correct solution: “950 out
of 1,030” = “950 out of (950+80)” = “F out of (F+D)”]. As
might be expected, participants focused mainly on the relevant
AOQIs (nodes) D (“80”) and F (“950”) (but also on A and C; see
Figure 7). In doing so, they focused much more on F (than on D),
which is relevant for both the numerator and the denominator
during calculation (besides the mere size of the number). This
finding is supported by the high values of number of fixations and
dwell time in the corresponding AOIs (although all participants
are included, not just those with correct answers).

More interestingly, and of relevance for RQ2, with respect
to wrong answer 1 (“950 out of 10,000, N = 5), the scan
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paths are very similar to those evidenced when selecting the denominator during calculation. This finding is supported by the
correct answer. For obvious reasons, node A (“10,000”) was maximally high hit ratio (24 out of 24 hits each on AOIs ¢ and
focused on to a greater extent, resulting in a calculation of g) and also by the quite high values of dwell time and number of
the “marginal frequency” P(B) (=error “joint occurrence”). In  fixations in the corresponding AOIs.

addition, participants focused more on the question provided The heat map of all wrong answers (N = 15) reveals a
above the visualization. With respect to wrong answer 2 (“950 out  particular focus on the AOI g (“90.4%”), which was also true
of 9,900,” N = 4), participants heavily focused on C (“9,900”) in  for the most prominent wrong answer [“90.4%” (N = 8) or
addition to F therefore erroneously calculating the conditional ~ “(about) 90%” (N = 3)]. Obviously, some of these participants
probability P(B|—A) (=Fisherian). Finally, participants giving thought that they could simply read on the screen the correct
incorrect answer 3 (“20 out of 100, N = 2) focused on the answer from AOI g (“90.4%”). Alternatively, some others thought
corresponding AOIs E (“20”) and B (“100”), which means that that they had to multiply “90.4%” (AOI g) by “99%” (AOI c)
they calculated the “conditional frequency” P(B|A). Obviously, (& 90%). In any case, this is why they more or less ignored
the latter two participants not only executed the wrong the (relevant) AOIs b and e. While the first incorrect answer
calculations, but also misread the question (“receive a negative represents a conditional probability (=Fisherian), the second
test result” instead of “receive a positive test result”) (=Fisherian). ~ corresponds to a conjoint probability [=joint occurrence, or the

error “evidence only” = (c-g)+(b-e)]. Eye-movement patterns
P(=A|-B), Based on a Tree Diagram With helped to distinguish, for instance, Fisherian from conjoint
Probabilities (Mammography Context) occurrence errors, even though both mistakes result in nearly

The question P(—A|—=B) required a Bayesian inference the same incorrect answer (e.g., “90.4%” and “ca. 90%,” but also
with probabilities and was solved correctly by only N = 2 “95%” or “98%”). Regarding wrong answer 2 [“(about) 80%,”
participants  [correct solution: “99.80%” = 99%-90.4%/ N = 3], participants’ viewing patterns were quite similar to those
(99%-90.4% + 1%-20%) = “(c-)/((c-g) + (b-e))”]. Participants of participants who solved the task correctly. Interestingly, as
with the correct answer (all answers between 99 and 100% can also be seen in Figure 8, their answer, “80%,” is obviously
were classified as correct) focused mainly on the relevant AOIs not due to AOI d (“80%”), which they more or less ignored,
(branches) ¢ (“99%”) and g (“90.4%”) and on the AOIs b and e nor to the subtraction “90.4-9.6%” (=g-f). Instead, it seems
(see Figure 8), which are relevant for both the numerator and the  that they calculated “90.4%-20%” (or “99%-20%") (=likelihood

Frage; "
Lua* nis

All wrong solutions (N=22)

chkeit, n‘:u «‘ml‘mnbm\

Wrong solution 1 (“90.4%”/“(about) 90%,” N=11) Wrong solution 2 (“(about) 80%,” N=3)

FIGURE 8 | Heat maps regarding the Bayesian inference P(—A|—-B) with a tree diagram (mammography context) with probabilities.
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subtraction). Thus, with respect to RQ2, incorrect reasoning
strategies could be detected (only with the help of eye-tracking
data) that were not obvious in the given wrong answers itself.

P(=A|B), Based on a 2 x 2 Table With Frequencies
(Economics Context)

P(—A|B) asked for a Bayesian inference with frequencies. It was
solved by N = 19 participants [correct solution: “300 out of
500” = 300 out of (300+200) = “D out of (D+F)”]. Participants
focused mainly on the relevant AOIs D (“300”) and F (“2007),
each to a similar extent (see Figure 9). In addition, they also
focused on the marginal cells “choose the economics course”
(event A) and—to an even greater extent—“is career-oriented”
(event B), which also finds expression in, for instance, the dwell
time and hit ratio on the corresponding AOIs.

With respect to all wrong answers (N = 5), the heat
map shows that the marginal cells “choose the economics
course” (event A) and (the irrelevant) “not choose the
economics course” (event —A) were focused on most,
both to a very similar extent. However, regarding wrong
answer 1 (“300 out of 1,000 N = 2), the corresponding
participants’ viewing patterns were somehow similar to
those of participants with correct solutions, except that the
former focused heavily on D (“300”). Also, in contrast to
the participants who gave the correct answer, they focused
substantially on the marginal cell “1,000 students,” which was

part of their answer, thus providing a “marginal frequency”
(=joint occurrence).

P(=A|-B), Based on a 2 x 2 Table With Probabilities
(Economics Context)

Only N = 6 participants solved the question P(—A|—B)
correctly, which asked for a Bayesian inference based on a
2 x 2 table provided with probabilities [correct solution:
“90%” = 45%/(45%+5%) = “k/(k-+i)”]. Participants who gave
the correct answer focused mainly on the relevant cells k
(“45%”) and i (“5%”) (see Figure 10). Interestingly, in doing
so, they focused much more on i (than on k), which is relevant
only for the calculation of the denominator. This may be
because the cell i is positioned between the other two relevant
cells. They also focus substantially on the marginal cell “are
not career-oriented,” which represents the condition —B. This
finding is supported by the values of number of fixations, dwell
time, and hit ratio in the corresponding AOIs (all participants
are included).

The heat map of all wrong answers (N = 18) reveals a stronger
focus on cell i (“5%”) in addition to the corresponding marginal
cells (“not choose the economics course” and “are not career-
oriented”). The same holds true for the most relevant wrong
answer (“45%,” N = 13): Obviously, these participants thought
that they could read the correct answer from the screen in cell
k (“45%”), which is why they more or less ignored the (relevant)

Correct solutions (“300 out of 500,” N=19)
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; 3 nicht
e si ere- k-
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-
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Wrong solution 1 (“300 out of 1,000,” N=2)

FIGURE 9 | Heat maps regarding the inference P(—=A|B) with a 2 x 2 table (economics context) with frequencies.
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FIGURE 10 | Heat maps regarding the inference P(—A|—=B) with a 2 x 2 table (economics context) with probabilities.
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cell i (“5%”). In doing so, their answer once again erroneously
represents a conjoint probability (=joint occurrence).

In sum, the analysis of scan paths by eye tracking
revealed, aside from some instances of apparent misreadings,
miscalculations, and undefined mistakes, the following
recognized errors that can occur in Bayesian tasks (see Table 8):
The errors “joint occurrence” (in sum: 45x) and “Fisherian”
(30x) happened by far the most often. While Fisherian occurred
more frequently with tree diagrams (27x) than with 2 x 2 tables
(3x), the opposite applies for joint occurrence (tree: 15x; 2x2:
30x). This mismatch is especially due to the high number of joint
occurrence errors involving 2 x 2 tables with probabilities (26 x),
but not involving those with frequencies (4x). All of the other
cited errors (e.g., “Pre-Bayes,” “likelihood subtraction,” etc.; see
Table 1) could be found in the scan paths and the corresponding
answers, but in sum, only quite seldom (15x).

DISCUSSION

Conclusion

An original feature of this study was the collection of scan
paths produced by eye movements during statistical reasoning
processes based on tree diagrams and 2 x 2 tables (both
provided with probabilities or frequencies). Analyzing students’
viewing strategies for solving statistical tasks proved useful as a
valid, detailed, and sensitive indicator of participants’ reasoning
strategies (RQ1). These eye movements provided insight into
temporal and spatial distributions of attention during the

TABLE 8 | Errors per visualization x question/information format for Bayesian
inferences.

Visualization

Format: Frequencies

Probabilities

Tree diagram

2 x 2 table

10x joint occurrence
12x Fisherian

1x Pre-Bayes

(in sum: 23x established
errors out of 28 errors)

4x joint occurrence
2x Fisherian
(in sum: 6x out of 10

5x joint occurrence

15x Fisherian

3x likelihood subtraction

3x “likelihood addition”

3x evidence only

(in sum: 29x out of 45 errors)
26x joint occurrence

1x Fisherian

3x correct positive rate/false

errors) positive rate

(in sum: 30x out of 33 errors)

48 Bayesian inferences per combination.

processing of specific visualizations that are widely applied in
the teaching of statistics, not only in Germany but also in many
other countries. Since the visualizations provided were presented
with either probabilities or frequencies, the participants’ solutions
also give some hints regarding the benefits and pitfalls (such
as provoking particular recognized errors) of different formats
in different visualizations. In this way, they call for didactical
consequences with respect to the teaching and learning of
statistical and especially Bayesian reasoning.

Concerning Bayesian inferences (RQ2), which are intensively
examined in cognitive psychology because of their relevance
for expert decision-making in various domains, we specifically
found the following: Regarding different visualization types, tree
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diagrams clearly elicit more different kinds of errors than do
2 x 2 tables (see Table 8). Viewing patterns (i.e., heat maps) that
are essentially a representation of incorrect solutions indicate
that 2 x 2 tables especially provoke answers equaling marginal
probabilities (or frequencies)—a mistake which is called “joint
occurrence” (see Table 1). This is logical insofar as 2 x 2 tables,
solely due to their structure, display conjoint probabilities in
their central cells, thus very much focusing on these probabilities
(or frequencies). Moreover, we found only few more established
mistakes (i.e., Fisherian, see Table 8). Tree diagrams, on the other
hand, elicit a variety of incorrect calculations for both formats: We
most often encountered “joint occurrence” and “Fisherian,” but
occasionally “pre-Bayes,” “likelihood subtraction,” and “evidence-
only” as well (see Table 8). Thus even though there are obvious
benefits of tree diagrams (e.g., see Binder et al., 2015), they more
frequently led to different kinds of erroneous calculations in
Bayesian questions. One could speculate on whether this is due
to their hierarchical structure (contrary to the non-hierarchically
structured 2 x 2 tables), which, for example, finds expression
in better performances for (non-inverted) conditional inferences
for tree diagrams (see Table 5). In addition, eye-tracking patterns
(i.e., scan paths and heat maps) also revealed that some mistakes
were caused by simple misreading (e.g., oversight of a negation)
or miscalculations.

Regarding different formats, tasks with frequencies were
solved to a substantially larger extent than those with
probabilities. This result is also reflected in the briefer period of
time required to solve frequency tasks (irrespective of whether
correct or incorrect answers are compared). Regarding Bayesian
inferences, though most participants identified the relevant AOIs
for answering a specific inference (as mirrored by dwell time
and hit ratio, see Tables 6, 7), neither information format could
inhibit the most relevant errors (especially “joint occurrence”
and “Fisherian”). The corresponding scan paths and aggregated
heat maps (e.g., see Figures 7-10) support these findings. While
participants made only a few different errors in questions posed
in natural frequencies, tasks posed in probabilities provoked a
greater variety of mistakes, for instance “likelihood addition”
(which means erroneously to add two conjoint probabilities) and
“evidence only,” in addition to some unspecific errors. It seems as
if, in contrast to the probability format, the format of frequencies
not only reduces errors in general, but also prevents participants
from unusual errors (presumably, since the nodes and the cells
can very flexibly be combined to multiple insight-fostering
natural frequencies).

With respect to different inference types, the solution rates
of Bayesian tasks expectedly were lower than those of the other
inference types. This result also finds expression in the dwell
time that participants spent in looking at the instruction: This
quantitative measure was especially high for Bayesian questions
(and low for marginal inferences). Moreover, we found that
participants considered task-relevant AOIs more important than
irrelevant AOIs, irrespective of the requested inference type
(which is reflected in a higher hit ratio, dwell time, and number
of fixations for relevant AOIs). In detail, regarding Bayesian
inferences, some typical erroneous Bayesian calculations (see
Table 1) occurred quite often, while we could detect some others

only very rarely (see Table 8). Presumably, this finding is due to
the given visualizations (rather than mere textual information),
which obviously prevents participants from experiencing some
(infrequent) misunderstandings.

In sum, and especially with respect to RQ2, the analyses
of individual scan paths helped to identify certain strategies,
which would not have been possible without eye tracking. For
instance, eye tracking helped in interpreting (incorrect) answers
that otherwise would have seemed like “nonsense” answers but
now could be attributed to misinterpretation, misreading, or
miscalculation (see Table 5, e.g., for P(—A|—B) with 2 x 2
tables). Moreover, and especially with respect to probability
visualizations in Bayesian tasks, eye-movement analyses revealed
that different answers sometimes arise from basically the same
errors (see, e.g., P(—A|—B) with tree diagrams). Conversely, eye
tracking helped to distinguish different errors from the same (or
very similar) erroneous answers (also see, e.g., P(—A|—B) with
tree diagrams). Furthermore, eye-tracking data revealed that both
visualization types are often considered from top to bottom and
from left to right (as indicated by the order of sequence), quite
similar to the way in which one usually reads a text. Last but not
least, participants viewed the requested inferences for quite a long
time (and their gaze often returned to them, especially in the case
of Bayesian tasks).

The above-mentioned findings, especially the occurrence
of very different error distributions with respect to different
visualization types and information formats, lead to the following
recommendations with respect to the teaching and learning
of Bayesian situations: With the results from all inference
types (i.e., marginal, conjoint, conditional, and Bayesian) in
mind, visualizations should be taught in a more integrative and
contrasting way. This means that, apart from merely showing
the visualization (and grasping the relevant information on its
own), the “location” of certain information could be explicitly
made obvious, for instance by marking the relevant branches
or nodes (see Binder et al., 2018). Furthermore, the location of
some probabilities or frequencies could explicitly be compared
with the location of the same information in other visualizations
in order to contrast the different visualizations and information
formats (and thus also their advantages and disadvantages). This
might lead to a better understanding of which information tree
diagrams and 2 x 2 tables display directly (and where), and
which inferences cannot be read off but have to be calculated
through combining different numbers. In this way, less mixing up
of different inference types should occur. Finally, teachers could
emphasize the intelligent reading of visualizations (see Curcio,
1989). For instance, if a conditional probability P(B|A) has to
be read or computed from a 2 x 2 table, it is somehow more
straightforward to focus on the condition first (i.e., on event A,
in our study depicted in the columns), and only after that to
focus on the corresponding unconditional event (i.e., on event
B) in order to compute the correct probability. In tree diagrams,
students have to understand that only one “reading direction”
is displayed, and thus only one piece of marginal information
can be directly read from the tree. In contrast, in double-tree
diagrams (e.g., see Wassner, 2004; Khan et al., 2015) both reading
directions are displayed at a glance, which is advantageous for
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teaching conditional probabilities. In our study, the scan paths of
many participants led us to believe that they did not have a deep
understanding of how both of the presented visualizations were
structured (although they certainly were confronted with them
in secondary school).

Limitations of This Study, and Possible

Future Research

Qualitative and quantitative eye-movement data and
participants’ accuracy (i.e., solution rates) provide support
for distinguishing among (perhaps unconscious) strategies.
Nevertheless, it is necessary to acknowledge that strategies here
were derived only indirectly through (aggregated) scan paths
(i.e., heat maps), accompanied by the participants’ answers.
More generally, as it holds true for all eye-tracking studies, it
has to be conceded that eye movements and strategy use are by
nature related but distinct indicators of thought processes. This
is because—similar to gesture—any strategy principally can be
performed without the corresponding eye movements as long
as the meanings and locations of all the numbers and symbols
(e.g., distinct probabilities or frequencies) are known. Future
studies, for instance accompanied by retrospective questions to
the students intended to help them to figure out their (conscious)
strategies, could even more deeply enhance our understanding of
participants’ thinking.

Moreover, eye-movement data for strategy identification in
the domain of mathematical cognition have some general pitfalls
(see Verschaffel, 2014): The “process of solving a mathematical
problem typically not only consists of an execution phase, but
also of an orientation and (possibly) a verification phase” (see
Verschaffel et al., 2016, p. 388). Those phases are experimentally
hard to separate from each other. In addition, even if one
were able to isolate the execution phase, it “frequently may
not consist of the straightforward running of a single well-
identifiable strategy” (see Verschaffel et al., 2016, p. 388). Taken
together, strategies cannot be derived that easily or incautiously.
However, we tried to minimize those concerns by keeping the
related narrative and the context constant, only changing the
corresponding inference (and the information format in the
visualization accordingly).

We further acknowledge the limitation that participants were
always shown tasks with tree diagrams first, which were then
followed by questions with 2 x 2 tables, maybe resulting in
a certain learning trajectory from tasks with tree diagrams to
those with 2 x 2 tables. Further confounding variables with
respect to a comparison of both contexts (and consequently
of both visualization types) were somewhat “easier” numbers,
the counterintuitive low base rate [i.e., P(A)], and the context
itself that might disadvantage tree diagrams as compared to
2 x 2 tables (see also Siegrist and Keller, 2011, for differences
in performance of participants in different contexts). For these
reasons, comparisons of solution rates and distribution of various
mistakes have to be made very cautiously, which might also affect
the heterogeneity of wrong answers to some extent. Furthermore,
the number of participants was relatively low—although very
small case numbers are actually common in eye-tracking studies

due to the complexity of their technical implementation. Since
quantitative measures obtained can therefore only be interpreted
restrictedly, we refrained from inferential statistics. Due to the
different structure of both visualization types (hierarchical vs.
non-hierarchical) and the location of statistical information
(branches or nodes in tree diagrams vs. cells in 2 x 2 tables),
both the numbers and the sizes of areas of interest cannot be kept
completely comparable, thus in some ways biasing quantitative
measures in different conditions. A potential solution to this
problem might be to standardize quantitative measures (e.g.,
fixations) by dividing their number or length by the size and/or
number of the respective AOIs.

For future research, it would be interesting to examine the
effect of different textual problem formulations on strategies
(e.g., for conjoint probabilities, see Hertwig et al., 2008;
for conditional probabilities, see partitive vs. non-partitive
formulations in Macchi, 2000), since understanding and strategy
use are obviously heavily affected by linguistic competencies. In
the mammography problem, the more complicated terminology
and/or cognitively taxing scenario could also account for the
different effects in the different contexts (e.g., Lesage et al., 2013;
Sirota et al., 2014a).

Regarding visual aspects, it would also be interesting to
analyze the effect of special characteristics of visualizations on
viewing patterns. For instance, instead of presenting “normal”
tree diagrams or 2 x 2 tables, one could display visualizations
with highlighted branches, nodes, or cells in order to figure
out the visualizations’ effect on participants’ eye movements
(“signaling principle,” see section Number-Based Visualizations:
2 x 2 Tables and Tree Diagrams). Furthermore, it would be
interesting to determine whether and how both resources of
information (textual and visual) can be integrated or not (and
thus shed more light on the “redundancy principle,” see section
Number-Based Visualizations: 2 x 2 Tables and Tree Diagrams).

Last but not least, the expert-novices paradigm promises some
new insights, for example with respect to certain patterns of
mistakes: In comparing scan paths and strategies of novices
with those of experts, one could perhaps make “learning
visible” over time.
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The rational status of the Bayesian calculus for revising likelihoods is compromised
by the common but still unfamiliar phenomenon of information distortion. This bias is
the distortion in the evaluation of a new datum toward favoring the currently preferred
option in a decision or judgment. While the Bayesian calculus requires the independent
combination of the prior probability and a new datum, information distortion invalidates
such independence (because the prior influences the datum). Although widespread,
information distortion has not generally been recognized. First, individuals are not
aware when they themselves commit this bias. In addition, it is often hidden in more
obvious suboptimal phenomena. Finally, the Bayesian calculus is usually explained only
with undistortable data like colored balls drawn randomly. Partly because information
distortion is unrecognized by the individuals exhibiting it, no way has been devised for
eliminating it. Partial reduction is possible in some situations such as presenting all data
simultaneously rather than sequentially with revision after each datum. The potential
dangers of information distortion are illustrated for three professional revision tasks:
forecasting, predicting consumer choices from internet data, and statistical inference
from experimental results. The optimality of the Bayesian calculus competes with
people’s natural desire that their belief systems remain coherent in the face of new
data. Information distortion provides this coherence by biasing those data toward greater
agreement with the currently preferred position—but at the cost of Bayesian optimality.

Keywords: Bayesian calculus, connectionism, desirability bias, forecasting, information distortion, likelihood
updating, rationality, statistical inference

The information needed for nearly all important decisions falls into two categories, values and
likelihoods. These decisions typically share two characteristics. First, both values and likelihoods are
mainly subjective. Even objective information often requires a subjective evaluation of its decision
impact. Second, important decisions usually involve the search for additional information that then
drives the revision of the values and likelihoods. While there is no optimizing guidance for revising
values, there is for likelihoods. That guidance is the Bayesian calculus’.

The optimality of the Bayesian calculus presumes a fixed sample space of possible outcomes and their probabilities. In many
real situations, this assumption is violated as, over time, additional outcomes become recognized or the probabilities of the
original outcomes are altered (Baratgin and Politzer, 2006, 2010). The present claim of Bayesian optimality excludes such
changes in the probability space. Respecting the difference between the effect of information to change the probabilities in a
stable space and those that change the space itself, we use Bayesian revision for the former and reserve the term updating for
the latter.
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Russo

Bayesian Updating vs. Information Distortion

Bayesian revision combines a prior probability and the
diagnostic value of a new datum (i.e., a unit of new
information). The calculus of that combination requires that
the prior probability and the datum contribute independently
to the revised posterior probability. Unfortunately, a common
phenomenon of likelihood revision can lead to the violation of
that independence assumption.

This phenomenon is the predecisional distortion of
information (Russo et al., 1996). It is illustrated by a study
of whether to invest in a resort hotel (Russo and Yong, 2011).
The sole investment criterion was risk as indexed by the
probability of financial failure. Thus, the investment decision
depended solely on the likelihood of failure. As information
about the hotel was presented, the experimental participants
revised the probability of the hotel’s financial failure. That is,
they repeatedly calculated a revised posterior probability after
each new unit of information/datum.

The decision process, or equivalently the revision of posterior
probabilities, was tracked by requiring two responses for each
datum. The first was the judged diagnosticity of that datum.
The second was the posterior probability, that is, the datum-
driven revision of the likelihood of investing. The predecisional
distortion of information is a bias in the evaluation of the new
datum/information toward supporting whichever of the decision
options is currently “in the lead.” Consider potential investors
who are leaning toward investing based on all the data seen so
far (and captured by the prior probability). Then information
distortion occurs when these investors bias their evaluation of the
next datum toward investing. Conversely, if the same investors
had been leaning toward not investing, information distortion
(ID) is manifest as a biased interpretation of the next datum
toward not investing. ID is a specific, process-explicated example
of the many phenomena exhibiting a confirmation bias.

The impact of the predecisional distortion of information
on the Bayesian calculus is depicted in Figure 1. The left panel
illustrates the independent contributions of the prior and the
datum to the posterior probability. The right panel adds the
biasing influence of the prior on the datum. This is the influence
of the current/prior leaning toward one option on the evaluation
of the next datum/information. In their study of the resort
investment decision, Russo and Yong (2011) reported significant
information distortion (ID). This finding accords with similar
risky decisions studied by DeKay et al. (DeKay et al., 2009, 2011;
Glockner and Herbold, 2011; Miller et al., 2013).

The phenomenon of information distortion (ID) during the
revision of probabilities raises several questions. First, is ID
widespread enough to affect a substantial number of revision
tasks? Second, why has this bias not been recognized (and
its consequences for the validity of the Bayesian calculus not
been appreciated)? Third, what can be done to eliminate ID?
The remainder of this article addresses these three questions.
It concludes, first, with a consideration of where ID might
undermine applications of the Bayesian calculus and, second,
with a comment on the frequent clash between the ideal of
normative criteria and the reality of human cognition (e.g.,
Thaler, 1992) of which the Bayesian calculus vs. ID is only one
example.

HOW WIDESPREAD IS INFORMATION
DISTORTION?

Reviews by DeKay (2015) and by Russo (2015) report the
near universal presence of ID in decisions where the relevant
information is acquired over time. Besides studies with college
students and MTurk workers, ID has been found in decisions
made by auditors, entrepreneurs, physicians, prospective jurors,
and sales representatives.

In addition, ID is a systematic function of the prior
commitment to the tentatively preferred course of action, as
indexed by the prior probability. If that commitment is increased,
ID rises in parallel (Polman and Russo, 2012).

ID is also persistent. Occasionally the new information/datum
is so anti-leader that the posterior probability reflects a reversal
of the leading option. In the above example, this might
mean switching the tentative preference from investing to not
investing. When such a preference reversal occurs, ID biases the
evaluation of new information toward the new leading option,
such as toward not investing. (However, see, Carlson et al., 2013,
for residual traces of an initial preference).

WHY HAS INFORMATION DISTORTION
NOT BEEN RECOGNIZED?

The presence of ID has gone unrecognized for multiple reasons.
First, decision makers themselves are unaware that they distort
new information. When ID is described to experimental subjects,
their estimates of it in their own just-completed decision
correlates essentially zero with their actual level of ID (Russo,
2015).

Second, sometimes ID is hidden among other biases. For
example, ID is one among many possible causes of the desirability
bias in which people overestimate the likelihood of a desired
event (Russo and Corbin, 2016).

A third reason for the failure to detect the presence of
ID may be peculiar to the canonical Bayesian setting. The
familiar demonstrations of the Bayesian calculus have tended
to use undistortable data, like contrastingly colored balls drawn
randomly from an urn. It is impossible to distort the draw of 3
blue and 7 green balls, however strong may be the prior for one
color.

In summary, the difficulty of recognizing ID in likelihood
revision seems to have multiple causes. Some causes of ID
seem omnipresent, such as the absence of self-awareness. Others
operate only in certain situations, such as when conflated with
other biases like desirability.

IS THERE REMEDIATION?

Remediation can be achieved, but only partially and in select
circumstances. Consider first what may be the most obvious
tactic for complete elimination, paying people to be accurate
and, therefore, unbiased. (Meloy et al., 2006 see also Engel and
Glockner, 2013) found that incentives increased rather than
decreased ID. Further, the negative impact of money held when
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Datum

FIGURE 1 | Left panel: valid Bayesian calculus with independent inputs from both the prior probability and the datum to the posterior probability. Right panel: invalid
Bayesian calculus because the prior influences the perception and evaluation of the datum, thereby violating their independent contribution to the posterior probability.

Prior

Posterior

Datum

people were paid both for the accuracy of the decision and, more
importantly, for the accuracy of the evaluation of each datum.
(This anomalous result was caused by the positive mood induced
by the incentive, Meloy, 2000).

A second potential path to remediation is to identify the cause
of ID, which might suggest a method for its elimination. Russo
et al. (2008) showed that ID is caused by the general desire for
cognitive consistency (Gawronski and Strack, 2012). Specifically,
decision makers want the datum (new information) to be
consistent with the prior (which reflects all past information).
In order to achieve greater consistency they distort the datum
in the direction favored by the prior. Unfortunately, knowing
that the goal of cognitive consistency drives ID does not reveal
a method for ameliorating this bias besides the difficult task of
increasing the tolerance for inconsistency. While methods for
activating the consistency goal exist (Chaxel and Russo, 2015),
those for deactivating it have proved elusive.

In spite of the failure of the above two common paths to
amelioration, there have been some partial successes in reducing
ID. The first relies on the simultaneous rather than sequential
presentation of the data (Carlson et al., 2006). Simultaneous
presentation reduces to near zero the delays between data that
enable, even encourage, likelihood revision. Of course, such
massed presentation does not prohibit spaced revision of the
prior. Decision makers can still pause to consider the impact
of each new datum before moving to the next information.
Nonetheless, the simultaneous presentation of all data seems
to inhibit such revision. One reason may be that the time
and effort to process all the data at once are likely less
than the cumulative total time and effort of several individual
revisions.

A second tactic is creating precommitment to the diagnostic
value of a datum. That is, each datum is evaluated prior to and,
importantly, independent of a particular decision. Carlson and
Pearo (2004) showed that if decision makers have knowledge of
a datum outside the context of a decision, then ID is reduced
almost to zero when that same datum appears during a decision.

Third, decision-making groups exhibit no ID so long as
different members maintain opposing positions (Boyle et al.,
2012). As long as some members favor one option while other
members lean toward another option, there is sufficient debate
on the pros and cons of each to suppress ID. This said, most
decisions are not made in groups. Further and more worrying,
once all members begins to lean toward the same option, ID
grows to a level substantially above that of individuals.

In summary, ameliorative tactics are at least partially
successful under some circumstances. However, no general
strategy for eliminating ID has yet been devised.

THE RISK OF INFORMATION DISTORTION
IN APPLICATIONS OF BAYESIAN
INFERENCE

An appreciation of the value of Bayesian inference is increasing,
as have the number and breadth of its applications. However,
with this use of the Bayesian calculus comes the potential risk
of contamination by ID. In some environments, such as those
with undistortable data, ID can never taint Bayesian inference.
However, in other likelihood revision tasks, a recognition of the
possible presence of ID may improve the accuracy of Bayesian
inference or at least prevent its misapplication.

The increased use of Bayesian inference/methods prompts a
consideration of where ID might infect such applications. Three
such areas are considered, with no claim to completeness or
even representativeness. These are: the forecasting by experts of
unique, complex events; the prediction of consumption behaviors
from past consumption-related data; and Bayesian approaches to
statistical inference. In all three cases, likelihood estimates based
on new data/information are essential.

Forecasting by Experts

Although Bayesian methods for likelihood revision have
generally not been used where only human judgments can
provide a numerical evaluation of a datum, their use is
increasingly likely. Consider forecasting, a professional task
that has achieved recent success with the identification of
“superforecasters” (Mellers et al., 2014, 2015). In the forecasting
task, a datum is nearly always a unit of complex information.
For instance, if the forecasted event is the reelection of Donald
Trump in 2020, a positive datum might be the negotiated end
to the Korean conflict of 1950-53. In contrast, a negative datum
might be the criminal conviction of one of his inner circle. To
apply Bayesian inference, forecasters would have to provide not
only an explicit prior probability, as they often do now, but also a
numerical judgment of the impact of each new datum, something
not routinely required. The Bayesian calculus would then yield
the revised posterior probability. In such forecasting, the risk
of ID would emerge when experts’ commitment to a preferred
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event, such as for or against Trump’s re-election, biased their
evaluation of a new datum (Mandel, 2008).

One familiar forecasting challenge is estimating the likelihood
of the success of a new technology?. However, what if the
experts who must estimate the technology’s success are also
biased by ID? Consider the example of drug discovery, where
pharmaceutical executives must decide whether to pursue the
very expensive process of drug development and governmental
approval. One of their challenges is that the only credible source
of the likelihood of success is the expert scientists who developed
the drug. Because they are often committed to its success, they
may bias upward their estimated likelihood of eventual success.
Yet to whom else can the decision-making executives turn for an
informed likelihood of that success?

As typically practiced now, a forecaster need not provide an
explicit likelihood ratio for a datum. If that were required, would
it reveal a measurable effect of the prior on the evaluation of the
datum in the form of ID? That is, might persistent ID in the
human experts undermine the superior accuracy of the Bayesian
calculus?

Prediction of Consumption

Bayesian models have a substantial history in commerce (e.g.,
Erdem and Keane, 1996). More specifically, their use by market
researchers relies on both past consumption and internet product
search to predict future consumption and, more recently, further
search (e.g., Ching et al., 2013; Fong, 2017). However, even as
these “consumer learning” models become more sophisticated,
they tend to be revised between purchases only by the knowledge
of what consumer has searched. The evaluation of that acquired
information, along with the possible presence of ID, is not
included in the models. How much might the predictive accuracy
of such models be improved if they accounted for the biasing
influence of ID?

Statistical Inference/Analysis

A third and growing domain/area of application of the methods
of Bayesian inference is statistical tests of scientific hypotheses.
See, for example, the set of papers introduced by Vandekerckhove
et al. (2018). As has become well established, using the results
from current data to determine when to stop collecting additional
data (data-dependent optional stopping) risks invalidating the
p-values and confidence intervals of classical hypothesis testing.
This risk of invalidation has prompted the shift to pre-registering
the plan of data collection. Advocates for Bayesian methods claim
the elimination of such risks. This claim, in turn, requires the
absence of bias in experimenter judgments during the process of
inference from collected data.

An analysis of what researchers actually do suggests that this
claim may be too strong. For instance, Dunbar (1995, 1999)
observed the discussions of research biologists. He found that
among the first potential explanations for anomalous data was
error in the data collection method (instead of the invalidity of
their proffered hypotheses). Surely the same reaction is plausible

2By the definition of “new,” there are no baserates to provide historical evidence
of the technology’s success. The absence of such baserates precludes the tactic of
taking an “outside” view as advocated by Lovallo and Kahneman (2003).

in the experimental social sciences where data are frequently
direct responses from human subjects. Thus, once experimenters
who are committed to one hypothesis must judge the validity of
their own data, ID may occur.

THE RATIONALITY OF BAYESIAN
INFERENCE VS. THE MULTIPLE GOALS OF
COGNITIVE PROCESSING

The Bayesian calculus belongs to the dominant class of decision
theories that rely on the unbiased evaluation of information.
Indeed, who would want such a theory if it accommodated rather
than rejected a bias like ID? Nonetheless, such theories exist,
albeit with descriptive rather than normative status. The most
relevant may be connectionist models, which not only accept the
ID bias but seem to need it. In these models, new information
exerts a bidirectional influence on an existing network of related
beliefs. A bidirectional process enables them to accommodate
ID as the natural (to these models) influence of a current belief
on the evaluation of new information (Holyoak and Simon,
1999; Glockner and Herbold, 2011). This bidirectional influence
contributes to the desired goal of a more coherent and stable
system of beliefs as it accommodates to the new information.

Connectionist models do not claim rationality. Nonetheless,
the goals of internal coherence and network stability are desirable
outcomes of the processing of new information. Thus, an
undesirable bias like ID becomes necessary to achieving the
desirable ends of coherence and stability (Engel and Glockner,
2013). Nonetheless, the prominence of connectionist models has
tended to obscure the situations where coherence pays the price
of tolerating biases like ID.

The descriptive value of connectionist theories coupled with
the appeal of the goals that they achieve stands against the
normative value of the Bayesian calculus. In tasks where that
calculus is needed, such as forecasting, the admittedly desirable
goals that drive connectionist dynamics must be sacrificed.
Instead, techniques of cognitive engineering need to be developed
to counter the natural associative mechanisms that yield ID and
other phenomena that compromise the Bayesian calculus. Such
help may be found in the techniques that enable superforecasting,
such as structured methods for eliciting uncertainty estimates
and for statistical reasoning. Two promising examples of
structured methods for elicitation are the CHAMPS KNOW
training that Mellers et al. (2014) used in the TARPA ACE
tournament and Mandel (2015) training of intelligence analysts
in Bayesian reasoning using natural sampling trees. Also valuable
are disconfirmatory challenges from multiple individuals. When
individuals work alone to predict an event of only personal
relevance, the techniques of superforecasters may have limited
application. Nonetheless, when a task is important enough,
such as predicting the success of new technologies like drugs, a
team may apply the multiple techniques of superforecasting to
achieve Bayesian rationality.
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The failure to exploit collective wisdom is evident in the conspicuous difficulty to
solve hidden-profile tasks. While previous accounts focus on group-dynamics and
motivational biases, the present research applies a metacognitive perspective to an
ordinary learning approach. Assuming that evaluative learning is sensitive to the
frequency with which targets are paired with positive versus negative attributes, selective
repetition of targets’ assets and deficits will inevitably bias the resulting evaluations.
As selective repetition effects are ubiquitous, metacognitive monitoring and control
functions are required to correct for repetition biases. However, three experiments
show that metacognitive myopia prevents judges from correction, even when explicitly
warned to ignore selective repetition (Experiment 1), when same-speaker repetitions
rule out social validation (Experiment 2) and when blatant debriefing enforces superficial
corrections (Experiment 3). For a comprehensive understanding of collective judgments
and decisions, it is essential to take metacognitive monitoring and control into account.

Keywords: hidden profiles, repetition bias, group decision making, meta-cognitive myopia, monitoring and
control

INTRODUCTION

Democratic societies rely on the belief that arduous tasks that exceed individual persons’ capacity
can be managed collectively. Performance and motivation can be enhanced if the overall workload
is divided. However, for many judgment and decision problems - such as health risk assessment
or personnel selection - the need to coordinate and integrate collective efforts creates a serious
difficulty. Information can vary in trustworthiness and validity, arguments may be redundant or in
conflict, and individual opinions may rely on different sources and sample sizes. Still, in democratic
societies, virtually all important decisions are made collectively.

Despite the trust in the superiority of collective knowledge and in the wisdom of crowds
(Surowiecki, 2004; Mannes et al., 2014), several decades of empirical research have drawn a
rather pessimistic picture. Collective brainstorming was shown to decrease productivity (Diehl and
Stroebe, 1987), group discussion can cause polarization and over-statement (Brauer et al., 1995;
McCauley, 1998), and others’ advice is not utilized appropriately (Yaniv et al., 2009).

Conspicuous Evidence From Hidden-Profile Tasks

Research on hidden profile-tasks illuminates this failure to exploit the potential advantage
of collective wisdom (Stasser and Titus, 1985, 2003; Lu et al.,, 2012; Schulz-Hardt and
Mojzisch, 2012). In this paradigm, part of the information about decision options
(applicants, products) is shared by everybody, while other, unshared information is exclusively
available to single individuals (see Table 1). Although Candidate A (six positive and three
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negative attributes) is clearly superior to Candidate B (three
positive and six negative attributes), the subset of information
available to all three individual judges J1, J2, and J3 favors B (three
positive; two negative) over A (two positive; three negative). This
is possible because As few deficits and B’s few assets are shared
(dark gray) whereas A’s many assets and B’s many deficits are
unshared (light gray). If all three judges follow their individually
learned preferences, they will agree on a wrong decision. The
only chance to uncover the hidden profile seems to be the
collective exchange all raw arguments about all candidates’ assets
and deficits. However, a growing body of evidence shows that
people rarely manage to transcend their individual perspective
and to identify a hidden profile (Lu et al., 2012; Schulz-Hardt and
Mojzisch, 2012). Several explanations that have been offered for
this persistent deficit converge on emphasizing group-dynamic
influences and social motives.

Most prominent accounts focus on a shared-information
bias. Shared arguments are more likely to be mentioned and
repeated in group discussions than unshared arguments (Stasser
et al,, 1989; Larson et al., 1994; Mesmer-Magnus and DeChurch,
2009), for two reasons. First, shared arguments are known by
more than one discussant and are therefore more likely to be
mentioned by at least one discussant than unshared arguments
(Larson et al., 1994; Larson and Harmon, 2007). Second, shared
arguments are socially rewarding and serve to enhance one’s self-
esteem (Wittenbaum et al., 1999). Complementing the shared
information bias is a bias to discuss (Dennis, 1996; Faulmiiller
et al., 2012) or to believe in the validity of preference-consistent
arguments (Edwards and Smith, 1996; Greitemeyer and Schulz-
Hardt, 2003; Faulmiiller et al., 2010). Perceived validity should
be enhanced when arguments are shared or consistent with one’s
own preferences (Yaniv and Kleinberger, 2000; Volzhanin et al.,
2015).

Other accounts have started to examine the cognitive basis of
the shared-information bias. As shared arguments are introduced
and repeated more frequently (Stasser, 1988; Stasser et al.,
1989; Larson and Harmon, 2007), they have a natural memory
advantage over unshared arguments. This advantage could
interfere with the solution of hidden profile tasks, which draw
heavily on the utilization of less well memorized unshared and
preference-inconsistent items. Indeed, a number of classical
studies testify to the extra persuasive impact of information
repetition (Wilson and Miller, 1968; Chalmers, 1971; Cacioppo

and Petty, 1979) and to the enhanced attractiveness and
preference due to repeated exposure (Zajonc, 1968; Bornstein,
1989). Similar biases favoring repeated arguments can be found in
a few hidden-profile studies (Van Swol et al., 2003; Schulz-Hardt
etal., 2016).

However, despite the evidence on the advantage of shared
or preference-consistent arguments, hidden-profile research has
so far not considered an alternative explanation in terms of
the simple and uncontested principle that all inductive learning
increases with the number of trials. Without any group discussion
or prior commitment to individual preferences, and independent
of motivational factors such as social utility or subjective validity
of arguments, when every item is given the same attention
in an unbiased process, evaluative-learning should reflect the
number of trials providing positive and negative evidence for
different targets. For every stimulus item linking a target to
a positive (negative) stimulus item, an increment (decrement)
should be added to the evaluation of that target. This valence-
updating process should be sensitive to repetitions, not only to
novel stimuli, as evident from work on evaluative conditioning
(Hofmann et al., 2010) and instance-based learning (Gonzalez
and Dutt, 2011). Thus, an unbiased learning mechanism affords
a sufficient explanation of the impact of repetition, independent
of motivated biases like social sharing, preference consistency, or
social validation (Boos et al., 2013).

While such an unbiased, ordinary-learning account calls for
the manipulation of repetition as independent variable, almost
all previous studies have treated repetition as a dependent
variable, showing that shared information is likely to be repeated.
Moreover, the two available publications by Van Swol et al. (2003)
and by Schulz-Hardt et al. (2016) rely on restricted task set-ups
(e.g., including only two-choice alternatives rather than profiles
over several targets; convenient protocol sheets reducing memory
demands; repetition confounded with preference consistency).
Theoretically, both studies focus on distinct cognitive illusions.
Van Swol et al. (2003) interpret the obtained repetition bias
in terms of a truth bias (Arkes et al., 1991; Boehm, 1994).
A similar point is made by Weaver et al. (2007), who argue
that the enhanced fluency of repeated arguments should produce
a repetition bias, regardless of social validation. Schulz-Hardt
et al. (2016) believe in a projective variant of social validation,
assuming that repetition leads people to infer that other people
share repeated opinions.

TABLE 1 | Structure of a hidden-profile problem.

Candidate A Candidate B
Positive Negative Positive Negative
Overall 1+ 2+ 3+ 4+ 5+ 6+ 1- 2— 3— 7+ 8+ 9+ 4— 5— 6— 7- 8— 9—
J1 1+ 44 1— 2— 3— 7+ 8+ 9+ 4— 7—
J2 2+ 5+ 1- 2— 3— 7+ 8+ Gk 5— 8—
J3 3+ 6+ 1- 2— 3— 7+ 8+ Gk 6— 9—
Natural numbers represent positive(1+. .. 9+) and negative arguments (1— ... 9—). Although the overall information clearly shows that Candidate A is superior to

Candidate B, the information available to each of three individual judges (J1,J2, J3) raises a more positive impression of B than A. This is because A’s deficits and B’s
assets are shared (dark gray) whereas A’s assets and B’s deficits are unshared (light gray).
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Ordinary Learning and Metacognitive
Myopia

The aim of the present article is different from all previous
work on hidden profiles. Starting from basic premise that
learned evaluations are sensitive to the number of trials, we
provide participants with unequal opportunities to learn positive
and negative evaluations of four target persons. Impression
judgments should reflect the number of trials conveying targets’
assets and deficits. Whether an argument is new or redundant,
whether repeated arguments stem from the same or from
independent sources, whether learning experience is fluent
or effortful, taking place in group discussions or individual
encounters, a basic prediction says: evaluation learning is an
increasing monotonic function of the frequency of positive minus
the negative arguments.

To be sure, amount of information may be reduced when the
stimulus series involves repeated, overlapping, or fully redundant
arguments. Yet, merely repeating the same stimuli benefits
learning. Although novel and surprising stimuli trigger better
learning (Rescorla and Wagner, 1972; Sutton and Barto, 1981),
a more fundamental rule says that all trials, whether novel or
repetitive, will benefit learning. Even plain repetitions foster
rehearsal, elaborate encoding, and consolidation and decrease the
chances that arguments will be lost, overlooked, or forgotten.!
This basic assumption not only accounts for a variety of biases in
judgment and decision making (Fiedler, 1996; Fiedler et al., 2002;
Lightle et al., 2009). It also offers a new perspective on hidden
profiles.

For an experimental demonstration, it is necessary to deprive
the hidden-profile task of other influences but repetition. Such
a modified set-up appears in Table 2; it is the stimulus
distribution used in the experiments below. The entire profile
of all information about four candidates, A, B, C, D is available
to all individual participants, indicating a clear-cut preference
order D > C > B > A’ There is no group discussion, no motive
to defend one’s predetermined individual preferences, and no
distinction of shared and unshared information. However, the
selective repetition of part of the arguments creates a conflict
between actual set sizes and repetition frequencies of positive
and negative attributes. Although B is clearly inferior to D,
B’s fewer assets are repeated more often and B’s more deficits
are repeated less often than Ds assets and deficits, respectively,
making it easier to learn assets and harder to learn deficits in
B than in D. Judgments should thus exhibit a bias to favor B
over D.

In the present set-up, finding the hidden profile of substantial
information requires judges to ignore (the repeated) part of the
superficially presented information, unlike the common task set-
up in which the hidden profile includes additional (unshared)
items. Thus, our design highlights the independence of the
concept “hidden profile” of the specific case involving unshared
items.

'A corollary of this account is that memory overload can increase redundancy
gains (Tindale and Sheffey, 2002).

2Schulz-Hardt et al. (2016) used only two options that only differed in repetitions.

Metacognitive Monitoring and Correction

Because most collective learning is subject to selective repetition —
due to unequal rates of majority and minority groups and
variation in the information revealed by the environment -
some arguments are more likely to be presented and repeated
than others. But should it really be impossible to overcome this
problem?

Taking a metacognitive perspective suggests an answer and
a possible remedy. Because unequal sample sizes and repetition
rates are ubiquitous in the real world, homo sapiens should have
evolved meta-cognitive devices to monitor and correct for the
impact of repetition. In the hidden-profile paradigm, selective
repetition ought to be detected and correct for (e.g., B should be
downward-corrected and D should be upward-corrected). From
such a metacognitive theory perspective, it is not sufficient to
point out that ordinary learning is sensitive to repetition; it is also
necessary to explain why repetition and unequal validity are not
corrected for.

The present approach relates an ordinary learning account
to the intriguing notion of metacognitive myopia (Fiedler,
2000, 2012). Numerous findings demonstrate that sampling
biases and repetition biases remain undetected and uncorrected
at the metacognitive level (Fiedler et al., 2000, 2002, 2016;
Unkelbach et al., 2007; Fiedler, 2012; Powell et al., 2017).
For instance, Unkelbach et al. (2007) asked participants to
assess how often 10 different shares were among the daily
winners in a stock-market game. On some days, they watched
two TV programs so that the winners were presented twice,
creating a repetition bias in favor of these repeated daily
winners. The chief determinant of the resulting evaluations and
share preferences was the presentation frequency, regardless of
whether presentations reflected new winning outcomes or mere
repetitions. Strong and robust repetition bias persisted even when
participants were deliberately warned to avoid being misled by
mere repetitions.

Because of many similar findings in various paradigms (for
a review, see Fiedler, 2012), we expected metacognitive-myopia
to extend to hidden profiles. Learned preferences should be
markedly biased, due to the failure to correct for apparent
repetitions. Even explicit debriefing and warnings to ignore
repetitions should not eliminate the bias. This expectation is
easy to understand theoretically. One cannot tell one’s cognitive
system to stop learning from repetitions (cf. Koriat, 1997; Fiedler
etal,, 2016; Powell et al., 2017), just as one cannot instruct oneself
to stop learning from repeated CS-US pairings in Pavlovian
conditioning.

Previous work on hidden profiles never mentioned the
need for metacognitive monitoring and control, although
metacognitive constructs were considered. Thus, Schulz-Hardt
et al. (2016) assumed that discussion partners repetitions
will reinforce the subjective validity rather than triggering an
attempt to correct for repetition bias. Similarly, Weaver et al’s
(2007) notion that fluency mediates the evaluation of repeated
arguments is suggestive of naive and uncritical influences of
metacognitive cues. The notion of metacognitive myopia is
fundamentally different. We argue that a comprehensive account
must not only explain why repetition biases (and feelings of
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fluency or social validity, and countless other biases) arise in
the first place. It must also explain why repetition biases go
undetected and uncorrected at the metacognitive level.

Preview of Experiments and Predictions

For an empirical test of these considerations, we exposed
individual participants to an audio-recorded protocol of verbal
descriptions of positive and negative attributes of four target
persons (A, B, C, and D). A cover story explained that targets
were applicants for flat share and that the stimulus descriptions
reflected the flat mates’ experiences with different subsets of
applicants. To rule out group dynamics and social reward
motives, participants were not engaged in group discussions but
were individually exposed to a pooled (audiotaped) profile.

The four applicants varied in the effective number of positive
versus negative attributes, such that the unequivocally correct
preference order (D > C > B > A) should be apparent
in a no-repetition baseline condition. However, by selectively
repeating subsets of the targets’ positive and negative attributes
(Table 2), the resulting presentation frequencies yielded a new
ordering. This should cause a shift from the correct order
D > C > B > A toward the repetition-based ordering
B > D > A > C in Experiment 1. We expected that judges
would fail to correct for repetition spontaneously. Even an
explicit warning not to be misled by repetitions in one of
two conditions should not undo the basic repetition effect

on evaluative learning. Experiment 2 was devoted to another
aspect of meta-cognitive myopia, namely, low sensitivity to
variation in social validation. A repetition bias should be
obtained regardless of whether repetitions came from the
same source or from different flat mates (implying social
validation).

In Experiment 3, the design was extended to include recall
and recognition measures in addition to evaluative ratings, to
substantiate the assumption that repetition fosters learning. To
increase the reliability of memory tests, the number of items
was doubled and four different patterns of target-item allocations
served to enhance the external validity.

Moreover, Experiment 3 allowed for a more refined test of
the meta-cognitive inability to correct one’s evaluative judgments.
Instead of instructions not to learn from repetitions, which may
be impossible, participants in one condition were informed that
repetitions came from one flat mate who had vested interests
in manipulating the decision. Such a cheater-detection prompt
(Cosmides, 1989) entails an obvious demand to correct the final
ratings of D relative to B. The vested-interest scenario should
therefore motivate a local correction. However, the correction
should not undo the impact of selective repetition on implicit
learning, as evident in a persistent repetition bias in recall and
recognition. Thus, despite the local correction of immediate
ratings, the memory data may reveal that repetition biases have
become an irreversible social reality.

TABLE 2 | Two stimulus distributions (Series 1 and Series 2) used to study repetition biases.

Candidate A Candidate B Candidate C Candidate D
Stimulus distributions used for Experiments 1 and 2
Series 1 + - + - -
Effective 2 3 4 2 6 2
Presented 5 3 4 6 6 4
Arguments selected in pretesting 64 64 28 5353 38 6 797979 56 55
67 67 67 41 48 48 76 17 353535 49 80 80
31 121212 27 7 22
7777 61 65
70
10
Series 2 + - - - -
Effective 2 4 3 4 2 6 2
Presented 5 3 4 6 6 4
Arguments selected in pretesting 2222 35 6161 77 67 313131 12 2727
7070 70 80 7777 38 17 282828 8 76 76
79 1010 10 5 53 65
41 41 64 48
56
49
Stimulus distribution used for Experiment 3
+ - - + - + -
Effective 4 8 6 8 4 12 4
Presented 10 10 6 8 12 12 8

Due to selective repetition, the resulting presented frequencies of positive (+) and negative attributes (—) diverge from the effective rates of original attributes describing
four candidates A, B, C, and D, due to repetition of selected items. Arguments are represented by their pretest numbers.
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EXPERIMENT 1

Methods

Participants and Design

Eighty-five participants (29 males and 56 females, mean
age = 23.73, SD = 3.75) either received course credit or 3 Euro.
One participant who did not complete the major dependent
measures was excluded. The remaining 84 were randomly
assigned to two instruction groups (warning vs. no warning).
Another group of 15 participants received the same stimulus
tape, from which all repetitions had been removed, to check on
the premise that without repetitions the correct preference order
(D > C > B > A) can be identified. Set sizes and numbers of
positive and negative attributes per target (A, B, C, and D) varied
within participants (Table 2).

In the absence of any effect size estimates from similar
research, the number of participants required to meet a power
criterion was hard to estimate. Given the rather high effect sizes
obtained in Experiment 1, larger samples in Experiments 2 and
3 warranted overpowered tests, as evident from the evidence
reported below.

Materials

In a pretest, 80 items describing positive (e.g., “He respects
and pays heed to other people’s privacy,” “He always tries to
preserve the harmony in the shared flat”) and negative attributes
(e.g., “He is not very hospitable,” “He transfers a bad temper
easily to his flat mates”) were rated by 26 judges for valence
and importance for flat sharing. Two different stimulus series
were constructed, such that the attributes of the four targets (cf.
Table 2) were balanced for valence and importance. Only Series
1 was used in Experiment 1. Repetitions involved slightly altered
but semantically invariant paraphrases of original items (e.g., “It
is very hard to get him to help with the housework” repeated as
“Getting him to help with the housework is very hard”). All items
were presented vocally by three male volunteers; repetitions of
the same items always came from different voices (flat mates). As
all information about each target was presented as a randomly
ordered block, repetitions were maximally detectable. Block order
was counterbalanced.

Procedure

The entire experiment took place in computer dialog.
Participants were asked to imagine living in a flat with four
people, looking out for a new flat mate to replace one who had
moved out. A casting would take place, during which applicants
were interviewed by three flat mates. Not all of them were present
when the applicants appeared, so the decision had to rely on a
combined report of all flat mates’ experiences with subsets of
applicants. One experimental group received an explicit warning
not to be misled by repetition: “Some attributes of applicants may
be stated repeatedly. Do not incorporate these repetitions in your
evaluation.” This warning was not provided to the other group.
Afterwards, participants rated the targets on five trait dimensions
covering the meaning of the stimulus attributes (agreeable,
communicative, appreciative, companionable, helpful; on
graphical scales anchored “not at all” and “very much”). They

also provided an overall evaluation of all candidates in response
to the single item “How much would you like to share your
flat with applicant X?”). All ratings were provided on graphical
sliding scales; ratings were linearly transformed to numerical
scores from 0 to 100. The entire experiment lasted between 10 and
15 min. The materials and computer procedures can be found
under the following link: https://drive.google.com/drive/folders/
latdnNdyKAcdVhbWI6X-YOgglitGpCkIQ?usp=sharing

Results and Discussion
In accordance with the transparency norm, all empirical data
are publicly available. To get access, click on Hidden prof
on the site below: http://www.psychologie.uni-heidelberg.de/ae/
crisp/studies/index.html

Average evaluation scores were computed across all five
ratings. To make sure that in the absence of repetitions the
stimulus attributes induced the intended ordering of targets
(D > C > B > A), 30 participants provided baseline ratings
of the targets in a questionnaire (using exactly the same rating
scales and instructions as indicated above). Two subgroups
evaluated targets described by two different versions of the
stimulus series. These baseline ratings were also used to estimate
the internal consistency of the five-item evaluation, which
amounts to a = 0.91 when based on ratings averaged across
all 30 judges, and o = 0.76 when the five ratings were used
to discriminate between all 120 = 30 (judges) x 4 (targets)
individualized targets. For convenience, we analyzed unweighted
average ratings.’

Baseline Impressions

Means and standard deviations of the baseline evaluation scores
(without repetitions) are shown in Table 3 (top row). Evidently,
the stimulus series induced more positive impressions of the
two superior targets (D,C) than the two inferior targets (B,A),
although the two targets within each pair received similar ratings.
While the four evaluation scores should have ideally produced a
linear increase from A to D, the stepped line graphs in Figure 1
suggest that the baseline evaluations were mainly sensitive to the
difference between the two superior (D,C) and the two inferior
targets (A,B).

For a statistical test of the intended baseline ordering, we
followed Rosenthal and Rosnow’s (1985) advice to test focused
hypotheses rather than standard analyses of variance, calculating
a contrast score that captures a linear increase in evaluative
ratings from A to D. This contrast score was the sum of each
participant’s mean evaluation of A, B, C, and D, weighted by the
baseline contrast coefficients —1.5, —0.5, 40.5, 41.5, respectively.
Testing this baseline contrast against zero is tantamount to
testing the discriminability of actually existing target differences,
independent of repetitions. This premise was indeed met. The
mean contrast score was clearly positive, M = +26.79, SD = 25.16
[CI 12.86; 40.72], t(14) = 4.12, d = 2.20, p = 0.001.

3Fully equivalent results were obtained (in all pilot tests and experiments) when the
five traits were weighted proportionally to their rated relevance to flat sharing (i.e.,
0.228, 0.178, 0.191, 0.216, and 0.187, respectively, for agreeable, communicative,
appreciative, companionable, and helpful), as determined in further pilot testing.
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No Warning —— Warning —e— Baseline

Stimulus Series 1 Stimulus Series 2

3 No warning E22 Warning —¢— Baseline

FIGURE 1 | Mean evaluative ratings (averaged across traits) of target persons
A, B, C, D by experimental conditions (warning vs. no warning vs.
no-repetition baseline) across experiments.

Note also that the sigmoid deviation from a purely linear
trend (i.e., the slightly enhanced increase from B to C) cannot
account for the repetition bias predicted for the experimental

conditions (ie, B > D > A > C), which implies that C
should decrease markedly relative to B. This is evident from a
repetition contrast defined as the sum of A, B, C, D evaluations
weighted by the linear coefficients —0.5, +1.5, —1.5, +0.5,
respectively, corresponding to the B > D > A > C pattern
reflecting a repetition bias. Indeed, this contrast score tended
to be negative, M = —12.60, SD = 25.32 [—26.62; 1.42],
t(14) = —1.93, d = 1.03, p = 0.074, indicating that, if anything,
the baseline evaluations worked against the predicted repetition
bias.

A nice feature of the present design is that baseline and
repetition contrasts are orthogonal; the cross product of —0.5,
+1.5, —1.5, 40.5 and —1.5, —0.5, 0.5, +1.5 is exactly 0. This
allows us to run independent tests of the impact of the effective
number of positive and negative attributes (captured by the
basic contrast) as well as the presentation frequencies (repetition
contrast).

Repetition Bias on Target Evaluations

Turning to the experimental groups, the same average
evaluation scores and contrast scores were used to analyze
evaluations after selective repetition. As evident from the
numerical means in the upper part of Table 3 (summarized
in Figure 1), the target evaluations reflect a mixture of
both determinants, which is, however, clearly dominated
by the repetition bias. Although the two superior targets
C, D together received slightly higher evaluations than
A, B, selective repetition caused a marked increase in the
evaluation of A and B, along with a decrease in the evaluation
of C and D, relative to the baseline. Explicit instructions
to discount repetitions in the warning group did slightly
decrease, but clearly not eliminate repetition biases (see
Figure 1).

To disentangle the relative impact of the effective set
size of different positive versus negative items and of
the repetition bias, the baseline-contrast scores and the
repetition-contrast scores were tested against zero. Across
all 84 participants, the repetition contrast was strong and
clearly above chance, M = +14.89, SD = 27.99 [+8.82
+20.96], #(83) = 4.874, d=1.064,p <0.001. The baseline

TABLE 3 | Means and standard deviations (italics) of target evaluations obtained in Experiments 1 and 2, as a function of instruction conditions (extra warning vs. no

warning to ignore repetitions) and two stimulus series.

Series 1 Series 2
Target person A B (o] D A B (o] D
Baseline from pretest 46.23 46.18 59.10 59.78 38.92 43.32 59.69 62.41
13.20 9.46 13.43 9.96 12.37 13.20 11.41 9.85
Experiment 1 No warning 50.99 56.42 48.75 55.41
12.27 13.92 12.11 13.72
Experiment 1 Warning 47.36 60.43 52.16 55.43
11.00 11.45 10.45 12.72
Experiment 2 No warning 50.96 57.09 47.76 62.81 43.16 55.01 50.85 62.86
15.84 13.44 13.93 10.47 11.70 13.84 9.80 11.61

Repetitions came from different speakers in Experiment 1 but from the same speaker in Experiment 2.
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contrast scores only slightly exceeded zero, M = +5.01,
SD = 2726 [-0.90; 10.93], #(83) = 1.684, d = 0.367,
p=0.096.

In the condition without an explicit warning to discount
repeated items, only the repetition-contrast score was
significantly positive M = +13.72, SD = 30.44 [4.88; 22.56],
t(47) = 3.12, d = 0.91, p = 0.003, but not the baseline-contrast
score M = +2.79, SD = 27.57 [—5.22; 10.80], £(47) = 0.70. This
means that the repetition bias completely overrode the baseline
evaluations.

An explicit warning to discount repetitions slightly
increased the baseline-contrast score to a marginally
significant level, M = +7.97, SD = 26.94 [—1.14; 17.08],
t(35) = 1.78, d = 0.60, p = 0.084. However, the repetition-
contrast score remained high and significant, despite the
warning, M = +16.44, SD = 24.70 [8.08; 24.80], #(35) = 3.99,
d = 135 p < 0.001. Indeed, the strength of repetition
bias increased slightly after a warning (from 13.72 to
16.44). While this difference was far from being significant,
t(82) = 0.44, p = 0.661, it highlights the ineffectiveness of the
warning.

The single-item summary evaluation vyielded a similar
ordering as the overall evaluation score based on five trait ratings
(M = 41.26, 51.48, 45.98, 49.62, SD = 23.78, 25.58, 24.72, 24.72,
for A, B, C, and D, respectively). Due to the restricted reliability
of this single-item measure, though, both the repetition-contrast,
M = +12.42, SD = 58.01 [—0.17; 25.01], #(83) = 1.96, d = 0.43,
p = 0.053, and the baseline contrast M = 49.78, SD = 51.37
[—1.37; 20.93], fell short of significance, #(83) = 1.75, d = 0.38,
p=0.084.

Altogether, these findings support the notion that even
when all collective knowledge is shared, the resulting
judgments are clearly biased. Mere repetitions of original
items caused a marked bias in favor of A and B and against
C and D, as portrayed in Figure 1. This finding fits a
fully normal law of learning. As learning increases with
repetitions, it is no wonder that the impact of repeated
information on evaluations is enhanced. Yet, it is reflective of
meta-cognitive myopia, the inability to correct for selective
repetition.

However, as repetitions in Experiment 1 always came
from different speakers, they may have been understood
as social validation. Although this cannot account for the
failure of explicit discounting instructions, it may have
facilitated the repetition bias. To rule out this possibility, we
conducted a new experiment with repetitions always coming
from the same speaker. If meta-cognition is sensitive to
social validation, the repetition bias should disappear, or the
resulting judgments should be at least reduced relative to the
different-speaker condition in Experiment 1. Conversely, if
clearly redundant same-person repetitions continue to exert a
systematic bias, this would lend further support to metacognitive
myopia.

Another limitation of Experiment 1 was the constant
assignment of attributes to targets. In Experiment 2, we used
two different stimulus tapes (Series 1 and 2) with different
assignments.

EXPERIMENT 2

Methods

Participants and Design

Fifty-four students (9 males and 45 females; mean age = 23.93,
SD = 6.19) of Heidelberg University participated either for
payment (3 Euro) or for course credit. The same distribution
of positive and negative target attributes was used as in
Experiment 1.

Materials

To rule out specific material effects, two different stimulus tapes
with different assignments of specific attributes to targets (cf.
Table 2) were assigned to different participants.

Procedure

All participants received instructions without a warning to
discount repetitions. Unlike Experiment 1, all repetitions
came from the same speaker, highlighted by the block-wise
presentation of all items per target. Otherwise the procedure was
identical to Experiment 1.

Results and Discussion

Baseline Impressions

Table 3 (right part) shows that both stimulus series led to
very similar baseline evaluations, consistent with the intended
ordering D > C > B > A. The mean baseline-contrast score for
the new tape was highly positive, M = 43.43, SD = 27.52 [CI 28.19;
58.67], t(14) = 6.11, d = 3.27, p < 0.001. The mean repetition-
contrast score was again negative, M = —12.81, SD = 22.99
[CI —25.54; —0.08], £(14) = —2.16, d = 1.15, p < 0.049. Any
material bias should thus render the test of a repetition bias
conservative.

Repetition Bias on Target Evaluations

Indeed, sensitivity to the effective differences in positive and
negative target attributes was enhanced when repetitions came
from the same speaker, thus ruling out any social-validation
effect. Same-speaker repetitions apparently sensitized judges to
the actual differences between targets. However, this did not
eliminate or reduce the repetition bias. Though the baseline
contrast score was elevated, M = +20.30, SD = 28.35 [12.56;
28.04], t(53) = 5.26, d = 1.45, p < 0.001, repetition contrast
scores remained high and significant, M = +18.00, SD = 29.14
[10.05; 25.95], t(53) = 4.54, d = 1.25, p < 0.001. Both versions
of the stimulus input replicated the same basic pattern (see
Table 3).

A comparison of Experiments 1 and 2 (drawing on same
materials and participant pool) corroborates the impression of
similar repetition biases induced by different and same speakers,
M = +14.89 vs. +18.00, t(136) = —0.628, d = —0.541, p = 0.531.
Independent of this comparison across experiments, the strong
and significant repetition bias obtained with same speakers in
Experiment 2 highlights the metacognitive insensitivity to lack of
social validation.
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EXPERIMENT 3

So far, we have silently assumed that the tenacity of the repetition
bias reflects a natural learning advantage of repeated stimuli. For
an empirical check on this assumption, the design of Experiment
3 was augmented to include a free recall test and a recognition
test. Both memory measures were expected to reflect the learning
advantage of repeated items. To render the two memory tests
sufficiently reliable, the number of stimulus items used was
doubled (Table 2, bottom part). Thus, Experiment 3 also affords
an extended replication.

While an ordinary-learning approach clearly predicts that
repetition biases should be manifested in memory performance,
this need not imply that the repetition effect on target evaluations
is mediated by its effect on memory. It is not clear whether
the final target judgments are memory based or reflective of
an online process of continuous updating taking place during
stimulus presentation (Hastie and Park, 1986; Hogarth and
Einhorn, 1992). Such an instance-based online learning process
(cf. Gonzalez and Dutt, 2011) may not produce a strong
correlation between item memory and evaluative judgments.
People who produce the strongest repetition bias in target ratings
need not also exhibit the strongest bias in target ratings. Selective
repetition (R) might be a common cause of independent biases in
memory (M) and judgment (J) tasks. Experiment 3 also offers an
opportunity to compare such a common-cause model R — M,]J
against a mediation model R - M — J.

Furthermore, Experiment 3 included a new manipulation to
gain a more refined picture of the meta-cognitive inability to
correct for selective repetition. Assuming that people cannot
undo repetition effects on learning does not mean that they
cannot correct their final judgments on demand. When told
that repetitions come from flat mates with vested interests in
manipulating the target evaluations, judges may easily follow the
demand and downgrade B and A (who profit from repetition)
relative to C and D (who suffer from repetition). But such
a demand-driven correction will hardly undo the learning-
advantage of repetition. The bias should still be alive in recall and
recognition, waiting to become social reality and to be utilized in
future judgments and communications.

Methods

Participants and Design

Ninety-five students of the University of Heidelberg (27 male,
68 female; average age 23.14, SD = 4.03) participated either
for payment (6 Euro) or to meet a course requirement. They
were randomly assigned to two experimental groups (warning
vs. no warning) that only differed in whether or not instructions
provided a warning to ignore selective repetitions from flat mates
with vested interests. Recall and recognition tests were included
along with the target ratings. A separate baseline group (n = 80)
rated the four targets based on one of four new stimulus series
without repetitions.

Materials and Procedures
The same materials and procedures were used as in all previous
experiments, except for three distinct changes. First, the number

of stimulus attributes was doubled to base the memory tests on a
reasonable number of items. As shown in Table 2, the number of
attributes was now 12 for targets A, B, and C and 16 for target D.
The presentation frequencies resulting from selective repetition
were also twice as high as in Experiments 1 and 2.

The selection and pre-scaling of the enlarged stimulus
set were accomplished in a new pilot study, in which
28 judges rated 114 attributes relevant to flat sharing for
valence. Four different versions of the stimulus series were
constructed, balanced for importance of positive (e.g., “It
is important for him that he has a good relationship with
his roommates,” “He takes care and respects the inventory
in the flat”) and negative behaviors associated with the
four targets (e.g., “He is not very dependable”). All 80
items (52 basic attributes plus 28 repetitions; cf. Table 2)
were tape-recorded and presented vocally by three male
volunteers.

In the warning condition, all positive repetitions of target
B and all negative repetitions of C and D always came from
the same voice (one for each target), consistent with the
suggestion that someone had vested interests in upgrading
or downgrading one particular target. Repetitions of target
A attributes came from all three voices. According to the
instructions, target A was known by all speakers because they
had recently met him at a birthday party. Target B was said to
be a study mate of one speaker, who was therefore interested
in Bs help on home work and exam preparation. C was
said to be unwanted by another speaker, because they both
owned a car and they would have to compete for a single
parking slot. The reason for the third speaker to avoid target
D was that bathroom conflicts could be anticipated because
both had to get up and rush to work early in the morning.
Pragmatically, then, it was easy to see that B ratings ought to
be downward-corrected whereas C and D ought to be upward-
corrected.

In the no-warning condition, the stimulus series consisted of
four counterbalanced blocks of target descriptions presented by
the same speaker (and thereby minimizing social validation).

Two computerized memory tests were presented at the end of
the session. The recall test always preceded the recognition test.
Participants were asked to write down all attributes they could
recall in separate text fields for targets “A” “B;,” “C” and “D”
(presented in random order). Responses were scored as correct
if they reflected the correct target reference and the substance
of an original item, according to two independent coders who
were blind for conditions (Cohen’s Kappa = 0.92). Separate recall
proportions were calculated for singular and repeated attributes
(pooling double and triple repetitions).

The final 71-item recognition test consisted of all 52 original
items intermixed with 19 new items that had been never
presented. Items were presented on head phones in random
order. Participants were then asked on screen, without time
constraints, whether the prompted item had been included
in the list. If the answer was “Yes, they had to indicate
the target with which the item had been associated. We
also assessed the confidence of recognition responses but
refrained from analyzing these data. Two separate measures were
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calculated, the proportion of correctly recognized unrepeated
items and the corresponding recognition proportion for repeated
items.

Results and Discussion

Baseline Impressions

We first of all conducted a test of the premise that, in the absence
of repetitions, the effective number of targets’ positive and
negative attributes would produce the ordering D > C > B > A.
The mean evaluation scores clearly increased as intended from
A to D (see Table 4 and solid lines in Figure 1). Closer analyses
revealed that this premise held for all four versions of the stimulus
tape. For an empirical check, we computed the same baseline
contrast scores as in previous experiments, summing up the
evaluation scores of targets A, B, C, and D weighted by the
contrast coefficients —1.5, —0.5, 4-0.5, +-1.5. The average baseline
contrast score in the baseline condition was highly positive,
M = +49.89, SD = 30.85 [43.03; 56.75] and different from zero,
t(79) = 14.46,d = 3.25, p < 0.001.

Again, we also computed the repetition-contrast scores to
rule out the possibility that the expected repetition bias in the
experimental conditions may be peculiar to specific stimuli.
Contrary to such a bias, the repetition contrast score (i.e.,
A, B, C, D ratings weighted by coefficients —0.5, 4+1.5, —1.5,
+0.5) actually tended to take on a negative value, M = —7.71,
SD = 24.54 [—13.17; —2.25], t(79) = —2.81, d = 0.63, p > 0.001.
Thus, as in Experiments 1 and 2, the baseline impressions were
slightly working against the experimental prediction; a contrast
capturing the repetition pattern B > D > A > C tended to be
negative.

Repetition Bias on Target Evaluations

Despite this conservative bias in the stimulus materials, the
introduction of selective-repetitions caused a strong shift toward
positive repetition-contrast scores. Across both conditions, the
distribution of repetition contrast scores was clearly above zero,
reflecting the expected repetition bias, M = +18.45, SD = 28.50
[12.64; 24.26], t(94) = 6.310, d = 1.295, p < 0.001. The baseline-
contrast score was also significant across both conditions,
M = +15.77, SD = 34.46 [8.75; 22.79], t(94) = 4.461, d = 0.915,
p < 0.001.

The strength of the repetition bias, however, was moderated
by the warning manipulation. When participants did not receive
a warning that selective repetitions came from speakers with
vested interests, the repetition-contrast score was positive and
highly significant, M = +28.34, SD = 25.82 [20.76; 35.92],
t(46) = 7.60, d = 2.22, p < 0.001. As in previous experiments,
a marked repetition bias was manifested in elevated ratings of
target B but lower evaluations of target D (see Table 4 and
Figure 1). The baseline-contrast score fell short of significance,
M = +7.90, SD = 32.34 [—1.60; 17.40], t(46) = 1.691, d = 0.493,
p =0.098. Apparently, then, judgments were no more sensitive to
independent attributes than to repetitions.

However, in the warning condition, the repetition bias
was greatly reduced, though not fully eliminated. The mean
repetition-contrast score, M = +9.56, SD = 28.55 [1.27; 17.85],
was still positive, £(47) = 2.35, d = 0.68, p = 0.023, though clearly

lower than in the no-warning group (cf. Table 4), £(93) = 3.39,
d=0.70, p = 0.001.}

The effect of warning conditions testifies to judges ability to
modify their ratings in accordance with explicit hints to deceptive
behavior (bottom chart of Figure 1). At the same time, the blatant
warning served to strengthen the original (baseline) ordering,
as evident in positive and significant baseline-contrast scores,
M = 42434, SD = 35.04 [14.16; 34.52], t(47) = 4.86, d = 1.40,
p < 0.001, which were higher than the baseline contrast scores in
the no-warning condition, M = 7.90, SD = 32.34, t(93) = 2.227,
d =0.459, p =0.028.

Apparently, then, when participants know that selective
repetitions serve a manipulative goal, they are capable of
correcting their final ratings. If speakers have vested interests
in benefitting B and harming C and D, judges know how to
correct for the bias: one only has to downgrade B ratings and to
upgrade C and D ratings. The crucial question, though, is whether
this correction eliminates the mental extract of the repetition
bias or whether it merely changes the overt judgment output.
The correction might remain superficial while the repetition
bias might live on in the judges’ memory, waiting to influence
later judgments or actions. Both memory measures afford a
straightforward test of this challenging issue. Even though
participants were apparently able to correct for a bias on overt
rating scales, they may not be able to undo the uncontrollable
effect of stimulus repetition on recall and recognition.

Recall

Indeed, across all participants, the correct-recall proportion of
repeated items was much higher, M = 0.120, SD = 0.100 [CI 0.109;
0.150], than proportions of recalled unrepeated items, M = 0.059,
SD = 0.054 [CI 0.048; 0.070], £(94) = 6.83, d = 1.39, p < 0.001.
This recall advantage of repeated items was similarly strong in the
no-warning condition, M = 0.126, SD = 0.104 [CI 0.096; 0.156],
versus M = 0.064, SD = 0.057 [CI 0.047; 0.081], #(47) = 4.95,
d = 1.44, p < 0.001, as in the warning condition, M = 0.113,
SD = 0.097 [CI 0.085; 0.141], versus M = 0.054, SD = 0.051
[CI 0.039; 0.069], t(48) = 4.66, d = 1.35, p < 0.001. Thus, the
blatant warning did not reduce the strength of the repetition bias
in recall, regardless of the corrections applied to the immediate
target ratings.

Recognition

The analysis of the recognition data provided further support
for the persistence of the repetition bias, although the pattern
was not quite the same. Across all participants, responses on
the combined recognition and assignment test were more likely
to be correct for repeated items, M = 0.372, SD = 0.145
[CI 0.342; 0.401], than for unrepeated items, M = 0.324,
SD = 0.102 [CI 0.302; 0.346], 1(94) = 2.91, d = 0.60, p = 0.005.
However, notably, this tendency was not significant in the no-
warning condition, M = 0.361, SD = 0.155 [CI 0.315; 0.406],

4The only significant result in a 2 (warning conditions) x 4 (material versions)
ANOVA was a main effect for conditions, F(1,87) = 11.181, p = 0.001. Neither the
material versions main effect, F(3,87) = 1.775, p = 0.158, nor the interaction was
significant, F(3,87) = 0.402, p = 0.752, reflecting a robust effect that is not peculiar
to specific stimuli.
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versus M = 0.327, SD = 0.100 [CI 0.298; 0.356], £(46) = 1.53,
d = 0.45, p = 0.132. Ironically, it was stronger in the warning
condition, M = 0.382, SD = 0.135 [CI 0.343; 0.422], versus
M =0.321, SD = 0.115 [CI 0.288; 0.354], £(47) = 2.52, d = 0.74,
p=0.015.

Thus, although the repetition bias was somewhat weaker
in recognition than in recall, the evidence from both memory
tests supports the notion that the bias persisted in memory
although deliberate responses on rating scales could be corrected
in accordance with instruction demands. Even when stimulus
input is strongly discredited, metacognition can hardly tell the
cognitive system not to learn from repetition. An interesting
question for future research is whether the memory advantage of
repeated information also persists after a longer delay.

Relating Judgment Biases to Memory Measures
Finally, it is interesting to examine the relationship between
individual judges’ repetition contrast scores and their
corresponding biases in the two memory tasks. In fact,
both correlations turned out to be low. Individual differences in
the repetition contrast scores were only weakly correlated with
individual measures of the differential proportions of correctly
recalled repeated items minus correctly recalled singular items,
r(df = 93) = 0.152, p = 0.142. When computed separately
per condition, this correlation was close to zero without a
warning, r(df = 45) = 0.063, p = 0.676, and slightly higher after
a warning, r(df = 46) = 0.230, p = 0.116. The corresponding
correlations between repetition contrast scores and differential
recognition proportions for repeated minus singular items
were negligible: r(df = 93) = —0.051, p = 0.625 across all
participants; r(df = 45) = —0.016, p = 0.917 without a warning,
and r(df = 46) = —0.029, p = 0.845 after a warning.

Relying on a total of 95 participants, these small correlations
can be hardly attributed to insufficient statistical power. Although
the present experiments were not designed to allow for strict
tests of the underlying mechanism, the range of correlations is
hardly compatible with the assumption that evaluative biases are
substantially mediated by selective memory biases. Much more
likely than a memory-based judgment process is the assumption
that evaluations are learned online (Hastie and Park, 1986) and
that evaluative ratings and memory responses are influenced by
the same common cause.

GENERAL DISCUSSION

The hidden-profile paradigm continues to fascinate scientists;
it is at the heart of democratic culture. Democracies deputize
decisions to collectives relying on a division of labor, calling
for the integration of the knowledge and expertise of several
agents or advisors. However, the available evidence (Kerr and
Tindale, 2004) shows that people have a hard time to coordinate
and exploit collective knowledge. Three decades of illuminating
experimental research in the hidden-profile paradigm testify to
this problem.

The failure to solve hidden profiles has been explained
in terms of such group-dynamic factors as the reward and
the social validation value of shared information (Wittenbaum
et al., 1999; Greitemeyer and Schulz-Hardt, 2003), the memory
advantage of shared over unshared arguments (Lightle et al.,
2009), and decision schemes favoring arguments consistent with
pre-existing individual preferences (Edwards and Smith, 1996;
Schulz-Hardt et al., 2016). Prior research has also noted that
shared and preference-consistent arguments are likely to be
repeated and that repetition (Schulz-Hardt et al., 2006; Stasser
etal., 2012) and resulting feelings of fluency (Weaver et al., 2007)
can influence subsequent target judgments.

However, prior research and theorizing never elaborated
on the fundamental rule that all evaluative learning increases
with the number of trials and that frequency of presentation
and repetition are therefore primary causal variables that
can explain troubles with hidden profiles independently of
motivated biases and group-dynamics. Even when all items
are shared and when there is no extra motive to process
particular items more than others, the presentation rate of
different information items will always vary as a function
of many environmental conditions. In the absence of any
bias to attend to or to elaborate on specific arguments more
than on others, presentation rates will be higher for majority
than minority arguments, for proximal than distal events,
for ingroups than outgroups, and for public than private
knowledge, to list but a few ecological determinants of item
frequency.

From such an ordinary-learning perspective, information
sharing, preference consistency, and social validation are only
special cases of a much broader class of environmental causes
of selective presentation and repetition. Even when all the

TABLE 4 | Means and standard deviations (italics) of target evaluations obtained in Experiments 3 as a function of instruction conditions (warning vs. no warning).

No warning Warning
Target person A B C D A B C D
Baseline (no repetition) 39.93 46.17 60.59 67.59
12.99 12.11 11.05 11.87
Version 1 43.07 50.20 62.99 65.73
Version 2 35.37 50.28 58.50 69.47 Same baseline data hold for the no-warning and the warning condition
Version 3 39.26 39.72 57.57 65.44
Version 4 39.84 42.16 61.96 70.64
Target evaluations 46.39 60.03 44.78 57.31 49.48 52.76 51.88 65.99
13.21 14.20 12.39 12.62 13.22 15.36 12.07 14.24
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prominent factors emphasized in previous research are controlled
for, one cannot expect the problem with hidden profiles to be
resolved because other, often quite normal, factors will continue
to create selective repetition. Some daily news are encountered
twice or more often; sometimes “breaking news” is indeed
recycled abundantly; the same emails often reach us multiple
times; misunderstandings or debates may motivate argument
repetitions, or in democratic discussions, the same points are
stated more frequently if held by a majority (Fiedler and Winke,
2009). And last not least, in science, frequently cited findings have
a clear-cut repetition advantage.

Because repetition biases are ubiquitous and because it
is impossible not to learn from repetition, a major role is
assigned to metacognition. If repetition biases are unavoidable
in the first place, because the opportunity to learn is never the
same across all items, monitoring and control functions are
required to detect and correct for repetition biases. However,
the present findings demonstrate that participants fail to correct
for selective repetition. Although the blocked presentation mode
facilitated the detection of repetitions, and when repetitions
coming by the same speaker minimized their social validation
value, evaluative judgments continued to be biased toward
selective repetitions. Moreover, even when judges were sensitized
through explicit debriefing and instructions not to be misled by
selective repetitions, ruling out pragmatic demands to consider
repeated arguments valid, the repetition bias could not be
erased.

Note that the causal role assigned to metacognitive monitoring
and control is independent of whether repetition rates might
be correlated with other factors such as fluency, inferred
consensus, or subjective validity. The theoretical importance
of metacognition is independent of such natural confounds of
repetition frequency. Regardless of what experiential cues drive
the enhanced impact of repeated arguments - fluency, social
validity, or sharedness — the correction of unavoidable repetition
biases calls for metacognitive monitoring and control functions.

It is not too surprising, of course, that metacognitive
control cannot undo automatic learning. One cannot tell the
cognitive system to cease learning from repetition, just as
we cannot tell our body to cease learning from repeated
pairing of conditional and unconditional stimuli in Pavlovian
conditioning. Unsurprising as this contention may be, it has
distinct and memorable implications for collective judgments
and decisions in democratic societies. Simply allowing every
argument to be presented is no guarantee for unbiased
judgments and decisions. Rarely presented minority arguments
will more likely be ignored, forgotten or overridden than
frequently presented majority arguments. To correct for this
inevitable learning asymmetry, it would be necessary to allow
rare arguments or minority positions to be presented more
often than common majority positions. However, such an
ironic minority privilege would not be compatible with the
spirit of democracy either. Democratic rules alone cannot
solve the dilemma. Rather, the burden of rational decision
making rests on democratic agents meta-cognitive ability
to distinguish valid from invalid, original arguments from
redundant repetitions.

The present findings strongly suggest that metacognitive
myopia prevents homo sapiens from this kind of critical
assessment, adding convergent evidence to existing findings on
metacognitive myopia (Fiedler, 2000, 2012; Fiedler et al., 2016).

We anticipate that it will hardly be possible to prevent
the initial occurrence of repetition biases in the first place.
We rather believe that the existence of this ubiquitous source
of bias must be taken for granted as a natural product of
environmental learning. It can only be diagnosed and corrected
at the metacognitive level. However, a host of convergent
evidence suggests that metacognitive myopia prevents homo
sapiens from critical assessment and correction (Fiedler,
2000, 2012; Fiedler et al., 2016). Even explicit reminders not
to be misled by selective repetition and lopsided sampling
do not prevent people from adopting the more frequently
presented arguments. The present findings corroborate
this conclusion in the context of collective judgments:
even when social validation is ruled out and when blocked
presentation makes argument repetition maximally visible,
and sometimes even after a warning to avoid a repetition
bias, participants continue to be strongly influenced by mere
repetition.

Note that metacognitive myopia affords a functionalist
account rather than a mechanistic (Fiedler, 2016). It highlights
the failure to engage in metacognitive monitoring and control
functions, which might involve a variety of different mental
algorithms. For some reason, homo sapiens is not sufficiently
motivated or may have actively learned not to engage in
retrograde correction of even blatant sampling biases (Fiedler,
2008, 2012). We exhibit perseverance after full debriefing that
some feedback was completely wrong (Ross et al.,, 1975); we
continue to be influenced by fake news after debunking (Chan
et al., 2017), we treat advertising as a source of evidence and
citation rates as a symptom of good science, without any attempt
to control for obvious sampling biases.

One may speculate that metacognitive myopia serves
adaptive functions, conserving one’s faith in the validity of
the empirical world and preventing people from tedious
correction processes for which there is often no normative
solution. Alternatively, there may have been insufficient
selection pressure, maybe because metacognitive monitoring
and control has only lately become important during a rather
short information era, or it may simply not constitute a
genuine survival advantage. Nevertheless, in the context of
specific problems, such as personnel selection or investment
decisions, it would be beneficial to develop decision aids
and training programs to overcome the constraints of
metacognitive myopia, to avoid injustice and irrational
action.
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Psychological research on people’s understanding of natural language connectives has
traditionally used truth table tasks, in which participants evaluate the truth or falsity of
a compound sentence given the truth or falsity of its components in the framework of
propositional logic. One perplexing result concerned the indicative conditional if A then
C which was often evaluated as true when A and C are true, false when A is true and
C is false but irrelevant” (devoid of value) when A is false (whatever the value of C). This
was called the “psychological defective table of the conditional.” Here we show that far
from being anomalous the “defective” table pattern reveals a coherent semantics for
the basic connectives of natural language in a trivalent framework. This was done by
establishing participants’ truth tables for negation, conjunction, disjunction, conditional,
and biconditional, when they were presented with statements that could be certainly true,
certainly false, or neither. We review systems of three-valued tables from logic, linguistics,
foundations of quantum mechanics, philosophical logic, and artificial intelligence, to see
whether one of these systems adequately describes people’s interpretations of natural
language connectives. We find that de Finetti’s (1936/1995) three-valued system is the
best approximation to participants’ truth tables.

Keywords: natural language connectives, three-valued truth tables, uncertainty, de Finetti’s tri-event, subjective
probability

INTRODUCTION: THE BAYESIAN APPROACH TO THE
PSYCHOLOGY OF REASONING

From the beginning of their investigations, and for nearly a century, psychologists studying
human deductive reasoning considered bi-valued logic as the sole frame of reference. Their
early inspiration was limited to Aristotelian syllogistic (Binet, 1902; James, 1908) but in the
1950s Piaget adopted propositional logic which he assumed to be the basis of adults’ cognitive
functioning (Inhelder and Piaget, 1958). The elementary connectives of natural language for
negation, conjunction and disjunction were identified with the logical connectives —, A, and
V, respectively, and the indicative conditional if A (antecedent), then C (consequent) was identified
with the material conditional (or implication A D C). However, in 1966, Wason observed that when
people are required to make judgments about conditionals in terms of true and false, they often
produce a table that differs from the material conditional. Participants consider that a conditional
if A then C is made “true” by the A and C state of affairs and made “false” by the A and not-C state,
but that the not-A cases (not-A and C and not-A and not-C) are “irrelevant” to the truth value of if
A then C. Psychologists came to call this truth table “defective” to underscore participants’ apparent
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imperfect comprehension of the material conditional which was
assumed to be the meaning of if ... then. This “defective”
conditional is represented in Table1 (column 1) as Cl/gzA.
Wason’s (1966) observation was confirmed by early experimental
studies in which part of the participants required to choose or
construct the states of affairs that make the sentence true or false
disregard the not-A states (Evans, 1972) or choose the option
irrelevant when it is offered to them (Johnson-Laird and Tagart,
1969), or spontaneously express the irrelevance of these cases
(Delval and Riviére, 1975; Politzer, 1981). Whatever this table is
called, it should be contrasted with the truth table for the material
conditional which is true in the not-A cases (see Table 1, column
2). In addition, a “defective” biconditional (denoted by C||, 4 A
in Table 1, column 3) has also been observed (Delval and Riviére,
1975). It is made true by the A and C state of affairs, and made
false by the A and not-C and not-A and C states, with the not-A
and not-C state alone “irrelevant” (see Evans and Over, 2004, for
further research on the “defective” conditional and biconditional
truth tables in psychology).

Until the end of the century, the major part of the theoretical
debate on deduction in cognitive psychology revolved around
the format of representation of the connectives. For one stream
of research the representation was assumed to be syntactic and
deduction rule-governed (Rips, 1994; Braine and O’Brien, 1998)
whereas for another stream it was assumed to be semantic
and deduction model-based (Johnson-Laird and Byrne, 1991).
Whatever the option may be, the frame of reference was still two-
valued logic and the explanation of the defective table was a major
item on the agenda. However, in recent years, this old model
of reference has been questioned and a new approach using a
probabilistic frame of reference has emerged. This new paradigm
in the psychology of reasoning emphasizes that most human
inferences take place when there is some degree of uncertainty
about the subject matter (Oaksford and Chater, 2007, 2009; Over,
2009, 2016; Pfeifer and Kleiter, 2010; Evans, 2012; Elgayam and
Over, 2013; Pfeifer, 2013; Baratgin et al., 2015; Baratgin and
Politzer, 2016; Over and Baratgin, 2017; Over and Cruz, 2018).
This uncertainty is found in both everyday thought and scientific
inference, when people are trying to decide what they will most
enjoy on a lunch menu, or to infer what has caused an outbreak
of food poisoning.

This new Bayesian approach to the psychology of reasoning
has received great impetus from two sets of experimental
findings. The first finding is that, as claimed by the theory, people
generally judge the probability of the indicative conditional,
P(if A then C), to be the conditional probability of C given A,
P(C|A) (for early data see: Evans et al., 2003, 2007; Oberauer
and Wilhelm, 2003, but see also Douven and Verbrugge,
2010; Vidal and Baratgin, 2017). The second finding is that
participants’ assessments of the conclusions of explicit deductive
inferences made under uncertainty tend to be in the coherence
intervals determined by the probability of the premises, that is,
participants tend to conform to the laws of probability (Pfeifer
and Kleiter, 2009, 2010, 2011; Pfeifer, 2014; Singmann et al., 2014;
Cruz et al,, 2015; Evans et al., 2015; Politzer and Baratgin, 2016).

An important target of the new Bayesian paradigm concerns
the “defective” table mentioned earlier. Supporters of the

new paradigm consider that far from being anomalous it
reveals a semantics that differs from the material conditional
(Baratgin et al, 2013, 2014)!. This point will be developed
below and generalized to the basic connectives of natural
language (negation, conjunction, disjunction) and also to the
biconditional.

THE DE FINETTIAN APPROACH

Is there a normative framework for unifying all these
experimental results? We have argued (Baratgin, 2015; Baratgin
and Politzer, 2016; Over and Baratgin, 2017; Over and Cruz,
2018) that de Finetti’s Bayesian subjective theory offers just such
a framework. De Finetti is one of the founding fathers of modern
probability theory, and the most prominent representative of
subjective Bayesianism. His overall approach to probability (de
Finetti, 1974) has deep psychological relevance (see Baratgin and
Politzer, 2006, 2007; Baratgin, 2015, for a discussion in the field
of the psychology of probability judgment). His conception of
probability as subjective degree of belief, and of the assessment
of probability through the well-known betting procedure, are
rooted in psychological reflection.

de Finetti (1980) proposed three levels of knowledge of an
event. The objective level, Level 0, corresponds to binary logic,
in which every statement that expresses the occurrence or the
non-occurrence of an event is objectively true or false. This is the
level of events that are known for sure. It is this level that was
traditionally studied in the psychology literature of reasoning,
even though it is severely limited for a psychological approach,
for people often do not know for sure what is true and what is
false. It is also, ironically, the level of which de Finetti (2006, p.
113) says that it is “sterile” because logic has no other use than
order, enumerate, and expound what is already known. A purely
logical science cannot be concerned in forecasting. Hence the
need to substitute this “rigid logic” with a “logic of the probable®
that is the logic of everyday allowing to make predictions with
regard to uncertain knowledge (de Finetti, 1977/1993, p. 494).

Beyond Level 0, de Finetti (1980) considered two other levels
that are subjective. On Level 1, the event (or statement) concerns
a specific object defined by its own characteristics known to the
individual. An event is always conditioned on the individual’s
personal state of knowledge. The statements can be classified as
having one of three values: true, characterizing an expected event
that has happened; false, characterizing an expected event that
has not happened; and uncertain. The value uncertain is to be
understood as follows. It represents the subjective point of view
of an individual who is wondering whether or not an event will
happen or, equivalently, whether the statement that expresses the
occurrence of the event is true or false. The third value reflects a

ISeveral philosophers have proposed an identical 2 x 2 “defective” table in their
analysis of “if” in ordinary language, with different interpretations of the third
value. According to Quine (1950) a conditional affirmation with a false antecedent
is as if it had never been made. O’Connor (1951) defines a table with a third
undetermined value. Dummet (1958/1959) presents a similar table where the third
value corresponds to neither true nor false. Kneale and Kneale (1962, p. 135-136)
suggest a “defective” table (in the sense of defective truth function) where the value
I (denoted by ") characterizes a truth-value gap.
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TABLE 1 | The different truth tables for the conditional if A then C: two-valued (columns 1-3') and three-valued (columns 4-7).

1 1/ 2 3 3 4 5 6 7

A c ClrgrA ClgA A>SC CllvgnA CllsA A c ClrA ClgA ClraA ClcA
T T T T T T T T T T T T T
T j%} ? j%) j%} 1%
T F F F F F F T F F F F F
o T ? o o T
%) %) ? j%) %) %)
o F ? o F F
F T o T F F F T o o 2 2
F 1% ? j%) j%} %)
F F [ o T o F F o 2 o o

T, true; F, false; |, Irrelevant; @, third value; ?, T or F or &;
1. (ClvgrA) , the 2 x 2 “defective” conditional table;

1. (C|gA), the 2 x 2 Finettian interpretation of 1;

2.(A D C), the 2 x 2 material conditional;

3. (CllngrA) , the 2 x 2 “defective” bicondiitional table;
3. (C||5A), the 2 x 2 Finettian interpretation of 3;

(Cl2A) , the 3 x 3 general (underspecified) conditional;
(C\p,) , the 3 x 3 de Finetti conditional table;

(C\paA) , the 3 x 3 Farrell conditional table;

(ClcA) ., the 3 x 3 Cooper conditional table.

4.
5.
6
7.
transitory state of ignorance (at a given time) until the statement
is verified or falsified. Until this takes place, it is impossible to give
it a truth value. Even though he did not vary in this conception of
the third value, he used various terms to designate it; his favorite
expression was “void” (e. g., de Finetti, 1967, 1974, 1995/2008)
which we will adopt and will denote by “@”.

To formalize these notions, de Finetti (1936/1995, 1967, 1974,
1995/2008, 2006) defined a three-valued system that uses the
third value void and is superimposed on a two-valued logic that
uses frue and false. We describe below the three-valued truth
tables that define this system, specifying how these values are
propagated for the usual connectives.

The second epistemic level in de Finetti (1980), Level 2, is
a development of the first level. At this level, the initially non-
numerical degrees of belief are finally expressed as numerical
probability judgments. People are seldom fully ignorant about
an event. They have expectations, make subjective probability
judgments, engage in wagers, etc. This level corresponds to the
full range of subjective degrees of belief about events where the
initial ignorance and the ensuing uncertainty give way to the
expression of additive probabilities. Fine distinctions are thus
possible at Level 2, which is of psychological importance, since
both ordinary people and scientists do often distinguish between
events that are uncertain, judging some as more probable
than others conditionally on their personal state of knowledge
(Baratgin, 2015).

A substantial amount of research on uncertain reasoning has
been carried out at Level 2—in fact most of the work mentioned
above on the probability of conditionals or deduction under
uncertainty. Hardly any research has been done to investigate
Level 1 (with the exception of Baratgin et al., 2013, considered
below). Level 1 should support and lead up to Level 2, and yet
most contemporary theorists in the de Finetti tradition have
concerned themselves with a much more refined and expressive
system at Level 2 in which the third value for if A then C is

specified by the conditional probability itself, P(C|A), and the
logical values true and false are replaced with 1 and 0 (Gilio,
1990; Jeffrey, 1991; Coletti and Scozzafava, 2002; Pfeifer and
Kleiter, 2009). As Baratgin et al. (2013) point out, Level 2 removes
some anomalies in Level 1, for people are never ignorant of
trivial tautologies, such as if A & C then A and A or not-A
(Over and Baratgin, 2017). But people do not always, and could
not always, make such fine-grained evaluations of Level 2. They
can, however, simply express their ignorance, or in other words,
can remain at the transitory level 1. In summary, there is a
gap to fill. De Finetti’s theory has gained much experimental
support at Level 2, but the question of its descriptive adequacy
at Level 1 is open. The present paper addresses this question
in several experiments, our aim being to test the descriptive
adequacy, for ordinary people’s judgments, of de Finetti’s Level
1 in his overall theory of subjective probability. For half a century
research in the psychology of reasoning has produced robust
results on the comprehension of the connectives of propositional
logic. People’s performance indicates that they possess negation
and conjunction, and to a lesser extent, disjunction (Manktelow,
2012) but their comprehension of the material conditional
and biconditional is “defective,” in the sense mentioned above.
However, these studies were limited to the framework of classical
bi-valued logic. The change of conceptual framework brought
about by the Finettian theory necessitates that these studies be
carried out with a tri-valued logic. The present study applies itself
to refine and reinterpret the old results.

We now turn to the analysis of de Finetti’s three-valued system
in some detail. We begin with focusing on the conditional, which
leads us to the concept of conditional event (or tri-event). A
conditional event is defined by de Finetti (1936/1995) as a logical
entity that is true when the antecedent A and the consequent C
are true; false when A is true and C false; and void in the sense
introduced above when A is false. The conditional event is closely
analogous to a conditional bet, which is won in the first case, lost
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in the second case, and called off in the third case, when it is
“void” and no one wins or loses (see Politzer et al., 2010, on this
analogy and the relation to Ramsey, 1926/1990, 1929/1990). So, at
Level 1, the betting interpretation helps illustrate the void case?.

It now appears that the empirical “defective” table for the
conditional should be called the “2 x 2 de Finetti table”
(and similarly for the “defective” biconditional) to avoid the
negative term “defective” (Milne, 2012; Baratgin et al., 2013,
2014; Nakamura and Kawaguchi, 2016). Notice (Table 1) that in
columns 1 and 3 the empirical “defective” table bears a symbol
”1“ (for irrelevant), whereas in column 1’ and 3’ the 2 x 2 de
Finetti tables bear the symbol “@” (for void). This point deserves
explication. The 2 x 2 “defective” table in column 1 (Table 1)
describes the psychological observation that participants judge
that the states of affairs in which the antecedent is false do
not allow to evaluate the conditional sentence in terms of true
or false. Participants say that the sentence is neither true nor
false, or that it may be true or false, or that one cannot know,
and the term “irrelevant” (readily endorsed by participants) was
coined by psychologists to express participants’ perplexity about
the truth value of the sentence. In other words, “irrelevant” and
“void” refer to the same state of ignorance, the former being
empirically-based and descriptive, and the latter theoretical.

The next step is to take into account the ignorance that
can affect elementary events, considering that they, too, can
be true, false or void (because for de Finetti all events are
conditional), leading to a three-valued (3 x 3) truth table for
the conditional event (denoted by C|rA in Table 1, column 5)
which de Finetti (1936/1995) called ”subordination®. Similarly,
he defined three-valued truth tables for the ordinary connectives
(negation, conjunction, disjunction, see below). This set of truth
tables which we will call “3 x 3 de Finetti tables” constitutes de
Finetti’s Level 1 system, abbreviated to Fi.

Traditional psychological experiments on the “defective” table
were limited by the fact that the antecedent A and consequent C
of the conditional did not have the third value, but de Finetti’s 3
x 3 table, while encompassing the 2 x 2 de Finetti table, allows
A and C to have the third value. In brief, we can find in the 3 x 3
de Finetti tables an answer to the question of what value does if A
then C have when A or C have the third value (even though this
was not his main objective). Of course, because the 3 x 3 table
incorporates the 2 x 2 table, it keeps answering the question of
what value does if A then C have when A is false: it is void. Note
that void defined by a state of ignorance (as well as irrelevant
expressed by participants in psychological experiments) is not
a truth value homogeneous with true and false; rather, it is a
meta-evaluation (for an analysis of this point, see Dubois and
Prade, 2001; Dubois, 2008). It is in this sense that the 3 x 3 logic
is superimposed on the 2 x 2 logic.

The conditional is so important that Baratgin et al. (2013)
initially focused on it in their experimental study of three-valued

2There is much more in the betting scheme: de Finetti (1937/1964) proposed it at
Level 2 as a procedure to operationally evaluate P(C|A), from which it follows that
the conditional event can be represented as a three-valued random quantity taking
on values 1, 0, P(C|A) (Gilio, 1990). Note that de Finetti (1962, 1964/1972, 1974)
proposed also the penalty criterion (based on the Brier score) as a procedure to
operationally evaluate P(C|A) (see for a recent analysis Gilio and Sanfilippo, 2011).

tables. They observed that almost 60% of participants who gave
responses in agreement with de Finetti’s 2 x 2 table expanded it
to produce de Finetti’s full 3 x 3 conditional event table, when
evaluating indicative conditionals and conditional bets. This is
the first result supporting de Finetti’s Level 1 system, but it is
limited. Extending it to the other connectives of the system would
demonstrate its descriptive adequacy, that is, provide a semantic
theory of the interpretation of natural language connectives under
uncertainty. This is the objective of the present paper. But before
proceeding to the experiments, we should make some theoretical
and methodological points. There exist many three-valued logical
systems (for reviews, see Rescher, 1969; Haack, 1974; Gottwald,
2015). Some of them appeared before de Finetti, and many more
have appeared in cognitive science since then. Psychologists of
reasoning have so far done little to study whether any of these
tables matches the judgments of ordinary people when they are
in a state of ignorance about what is true and what is false (but
see Elqayam, 2006, on “liar” paradoxes)>. Some of these systems
propose a conditional table encompassing the 2 x 2 de Finetti
table and so constitute possible alternative theories to de Finetti’s
Level 1 system, Fi. We give a short overview of these systems
in the next section. See Appendix A (Supplementary Material)
for a more detailed description, and Appendix B (Supplementary
Material) for a presentation of the authors’ individual reasons for
developing their systems.

NINE SYSTEMS OF THREE-VALUED
TABLES

An Extension of 2 x 2 Bi-valued Tables

In addition to de Finetti’s (1936/1995) 3 x 3 table for the
conditional event, there exist numerous other possibilities to
build a 3 x 3 table to represent the indicative conditional of
natural language, which we will call the natural conditional.
Consider column 4 in Table 1 in which C|-A represents a general
3 x 3 conditional table for this natural conditional. Here A and C
can be true (“T”), false (“F”), or judged to be neither. After lines
1, 3,7, and 9 have been filled in with the values of the “defective”
table, there remain five cells marked with “?.” The basic question
is: what value should be in the place of each “?” to represent
the natural conditional? There are 243 possible ways (3°), in
theory, of completing this conditional table. The same question is
also posed for the other connectives. Among the existing three-
valued logics we have found only nine three-valued systems that
extend the 2 x 2 de Finetti table for the conditional and that also
propose 3 x 3 tables that extend standard two-valued logic for
the conjunction and disjunction connectives. By “extending,” we
mean 3 X 3 tables that have the same true or false values as their 2
x 2 counterpart in lines 1, 3, 7, and 9 mentioned above. Looking
for such extensions is motivated by the experimental evidence
that the classical 2 x 2 conjunction and disjunction truth tables
are produced by a majority of people (Manktelow, 2012).

3Stenning and Van Lambalgen (2008) used Kleene’s (1938) three-valued logic in
the framework of logic programming, but they did not study participants™ truth
tables.
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These nine systems of three-valued tables originate from
the work of logicians, linguists, philosophers, and artificial
intelligence researchers, who had different theoretical interests
and approaches. As we will see in section Interpreting the
Connectives and Appendix B (Supplementary Material), this is
most evident in their interpretation of the third value. Some
of these systems were not originally intended to represent an
intuitive sense of uncertainty, which de Finetti aimed to capture
(Baratgin and Politzer, 2016), but even so, they do have some
prima facie interest for psychological modeling, simply because
they extend the traditional 2 x 2 tables of two-valued logic to
three-valued systems. Three-valued judgments have long been
found in truth table studies of the conditional in psychological
research, as we have described.

In summary, there are four basic connectives (negation,
conditional, conjunction, disjunction). Three types of
conditional (see Table 1, columns 5, 6, and 7) and four types
of conjunction and disjunction (see Appendix A, Table A.2
in Supplementary Material) constitute the differential building
blocks of the nine three-valued systems: as displayed in
Appendix A, Table A.3 (Supplementary Material), each system
is defined by using the involutive negation and by selecting one
type of connective among the other three basic connectives*. A
short reminder on the origins of three-valued logic is given in
Appendix B (Supplementary material), followed by the origins
of the nine “extended” systems [numbered (1)-(9)].

Interpreting the Connectives

The different truth tables for the connectives in Table 1 and
Tables A.1, A.2, A.5 (Supplementary Material) may appear
somewhat formal, and so we give a brief informal overview of
how they differ from each other. We begin with the conditional if
A, then C.

Recall that systems, (1)-(6) in AppendixB
(Supplementary Material), adopt the Fi conditional and so
share the notion that a conditional with a false antecedent takes
on the value @. Indeed, we have already seen through the betting
schema that, whenever the antecedent A is not known to be true
(@ or F), the Fi conditional takes on the value @. In addition, a
conditional sentence whose antecedent is true takes on the truth
value of its consequent.

What distinguishes the Fi conditional from the other two
conditionals, in columns 6 and 7 of Table 1, appears precisely for
the value @ of the antecedent in lines 4 and 6. Two of the nine
systems, (8) and (9) in Appendix B (Supplementary Material),
use the Cooper conditional. For this conditional, with a truth-
value gap @ (denoted by G for gap by Cooper) for the antecedent,
the conditional takes on the value of the consequent, which is
also the case when the antecedent is T. This captures the notion
that the conditional has the same value with a @ antecedent as
it has with a T antecedent. Only when the antecedent is F is the
conditional @ whatever the value of the consequent. The Farrell

six

4With the exception of the R system, the material conditional and the
material biconditional are not defining features because they can be derived
compositionally from the basic connectives using the formulas A O C =4 —=AVC,
and A <= C=4 (AD C)A(CDA).

conditional, (7) in Appendix B (Supplementary Material), differs
in that it adopts a slightly more cautious evaluation: When the
antecedent has a truth-value gap @ (denoted by I for ignorance
by Farrell) and the consequent is T the conditional is not T but
@ (Table 1, column 6). Note that both concur in holding the
conditional to be F when the antecedent is @ and the consequent
F. How this differs with Fi can be exemplified as follows. Suppose
it is unknown whether this chip is square, while it is false that this
chip is black. Then to evaluate if this chip is square, then it is black,
some theorists (like Farrell and Cooper) may have the intuition
that it is “false,” whereas others (like de Finetti) may have the
intuition that the value is “void™.

We can further examine the differences between systems by
comparing the four types of conjunction and disjunction on
which they are based that we have identified, viz., KLH, B,
S, and M [defined in Appendix A (Supplementary Material)].
Most proposed systems (like Fi) in Appendix B (Supplementary
Material) have truth-value gaps and consequently differ from
three-valued systems proper in which the third value is
homogeneous with the values T and F to which it can be
compared using a relation of order. Most authors define an
order between the truth-value gap and T and F. In de Finetti’s
framework, the truth-value gap is viewed as intermediate between
F and T. Mura (in de Finetti, 1995/2008) gives a pragmatic
justification with the bet schema: the payoft of a void bet is
clearly intermediate between the payoff of a bet that is lost and
a bet that is won (for more technical justification, see Hailperin,
1996; Milne, 1997, 2004; Blamey, 2001; Mura, 2016). It is exactly
the order of KLH connectives. Conjunction obeys the following
principle: the three values are formally put in an order denoted
by F < @ < T (Dubois and Prade, 1994); then, whenever
two sentences are connected, the value of the conjunction is
the minimum of their values, that is, the conjunction gets the
“weaker” value. Consider a context of chips of different shapes
and colors. With the interpretation of @ as a truth-value gap
resulting from ignorance, take a true sentence, for instance the
chip is square (T), and suppose one is ignorant whether the chip
is black (@); then the conjunction the chip is square and it is
black is evaluated as @ because min(T, @) = @. Suppose now the
chip is square to be false; then the conjunction the chip is square
and it is black is evaluated as F because min(F, @) = F. Similar
considerations obtain for disjunction, mutatis mutandis. Here the
value of the connection is defined by the maximum values of the
disjuncts. If it is known to be true that the chip is square (T)
and one is ignorant whether the chip is black (@), then the chip
is square or it is black will be evaluated as true because max(T,
2)=T.

The various conjunctions obey the min order but they
have their own formal order for the three values, which in

>One may balk at this notion because conditionals typically have uncertain
antecedents and nevertheless they often convey a high degree of belief (or disbelief)
rather than ignorance. One need not know whether it is true that this man will fall
from the 20th floor to hold it to be false that if this man falls from the 20th floor he
will survive. In this apparent counter example, which is on Level 2, the common
knowledge suggests a degree of belief. In contrast, with our abstract and arbitrary
material on Level 1 individuals have no expectations about the truth value of the
conditional.
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fact differentiates them from each other. The same obtains
for the disjunctions with the max order. We will not review
them in detail, but will have a look at what the choice of an
order intuitively means. Take Bochvar’s (1938/1981) conjunction
Ap. Its order is @< F < T. This means that whenever a
sentence with the third value is connected (conjunctively) with
another sentence whatever its value, the third value prevails and
“contaminates” the conjunction. Similarly for disjunction Vg, the
order corresponds to F < T< @. For instance, with a third value
interpreted as of no interest, the sentence the chip is square being
true or false and the chip is black being of no interest, the sentence
the chip is square or it is black will be evaluated as being of no
interest in each case. The situation is opposite for the Sobocinsky
connectives where the orders are F < T< @ for conjunction and
@ < F < T for disjunction, resulting in connections that appear
to be “immune” to the third value as the other values absorb it.
With the previous example, the disjunction will be evaluated as T
in the first case and F in the second one.

Finally, consider involutive negation, which all the systems
share. T is negated by F and F by T like in two-valued logic.
Negating the third truth value by itself captures the intuition that
one cannot consider a sentence that is not & as T any more than
consider it as E, so that it remains @.

Prima facie all the nine systems, irrespective of their
origins and motivations, provide candidates for three-valued
tables relevant to the psychological modeling of people’s
comprehension of connectives under uncertainty. They
accommodate and extend the 2 x 2 de Finetti table for the
conditional, which is supported by earlier psychological research,
as we have explained. Most of the systems above are directly
relevant to psychologists, especially those motivated by linguistic
considerations and the inappropriateness of the material
conditional to represent people’s interpretation of the natural
language conditional (such as BEM, etc., defined in Appendix A
(Supplementary Material). Clearly, an empirical investigation
is necessary to decide which of these three-valued systems
best fits ordinary people’s judgments about natural language
connectives. We present several experiments that aim to answer
this question by examining people’s truth tables for negation,
conjunction, disjunction, the conditional, and the biconditional.
More strongly, we ask whether the tables closest to people’s
judgments belong to one system in the literature. For all the
reasons detailed in section The de Finettian Approach, and in
view of the results we have already obtained for the conditional,
we consider de Finetti’s Level 1 system as the most serious
contender. Recall that it is characterized by the Fi conditional
and the KLH conjunction and disjunction.

EXPERIMENTS: THE FINETTIAN AND
OTHER THREE-VALUED SYSTEMS

Method

Participants

In Experiment 1 (N = 54) and Experiment 2 (N = 101),
participants were French native speakers. They were students
at the University Paris 8 who volunteered for the experiments.

They already held a degree and were resuming their studies in
a remote teaching program in the social sciences. They had no
specific background in logic or probability theory. In Experiment
3, participants were 58 undergraduate Japanese native speaker
students enrolled in a computer programming class at the
Tokyo Denki University. All were naive to the purposes of the
study. Experiments 1 and 2 were administered on a computer
screen and Experiment 3 was presented in a booklet. An online
informed consent was obtained from all participants. This
study was carried out in accordance with the recommendations
of the APA ethical principles and code of conduct and was
approved by the ethics committee of Laboratoire Cognitions
Humaine et Artificielle (EA 4004-CHArt), Université Paris 8,
France.

Materials
In Experiment 1 and 2 the same material was used. Participants
were presented with sentences that referred to a chip that could
be in one of two colors, black or white, and one of two shapes,
square or round. The task was to judge whether the sentences
were true, false, or neither. There were different conditions
of visibility. In one condition, the chip was seen through a
transparent window, making it clearly true whether the chip was
square, or round, and similarly making it clearly true whether the
chip was black or white. In another condition of visibility, the
chip was seen through a device that made it visually impossible
to know whether the chip was square or round. And in a third
condition of visibility, the chip was seen through a filter making
it visually impossible to know whether the chip was black or
white. And finally the chip could be seen through both the device
and the filter, making both the shape and the color impossible
to identify. This technique allowed us to fill up the nine cells
of a three-valued truth table with the participants’ responses
(see Figure 1).

In the third experiment (Japanese participants), an
isomorphic material with pictures of round or pointed chips that
could be blue or red was used (Figure 2).

Design and Procedure

In the three experiments, participants were required to judge
the truth value of the sentence under consideration for the nine
combinations corresponding to the nine cells of the truth table
(see Figure 3).

For the three experiments the combinations were presented in
arandom order and each one was accompanied by three response
options: certainly true, certainly false, neither true nor false. The
participants were required to select one option (see an example
in Figure 4 for the conjunction).

The choice of the adverb “certainly” reflects the Finettian
notion that when an event is known to have occurred or not
to have occurred, this is known with certainty, and so the truth
or falsity of the proposition that expresses it is certain. Besides,
this should avoid possible common fuzzy interpretations of “true”
and “false” such as “very likely to be true/false.” This wording has
already been used for the same purpose in the context of research
on the framing effect (Mandel, 2014).
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Statement

Photographs

chosen (one chip in each shape and each color).

and each color).

and each color).

in each shape and each color).

A pink opaque box is filled with chips that can be in one of two colors (black or
white) and in one of two shapes (round or square). Chips chosen at random are
dropped into an opaque blue box situated underneath. Whenever one or several
chips are dropped into the blue box a photograph is taken instantaneously.

For example, the photograph on the right has been taken after four chips have been

-The photograph can also be taken using a color filter that makes the chips look
grey, whether they are black or white, showing only their shape. The photograph
on the right was taken after four chips had been dropped (one chip in each shape

- The photograph can also be taken using a device that conceals the shape of the
chips, whether they are round or square, showing only their color. The photograph
on the right was taken after four chips had been dropped (one chip in each shape

- Finally, the photograph can also be taken using both the color filter and the
device that conceals the shape. In that case the falling chips leave a grey track. The
photograph on the right has been taken after four chips had been dropped (one chip

(=N=FENE

FIGURE 1 | The presentation of the game in Experiments 1 and 2.

Statement

Pictures

The pictures represent a chip that is round
or pointed in shape and red or blue in color,
yielding four variants in total.

A picture can be developed in black and
white, concealing the color of the chip.
(There are no grey chips.)

A picture can be damaged on the upper and
lower ends, concealing the shape of the
chip.

A picture can be damaged and
monochrome. Then both the shape and
color of the chip are uncertain.

FIGURE 2 | The presentation of the game in Experiment 3.

The choice of the wording neither true nor false for the third
option was made for several reasons. First it should be as close as
possible to de Finetti’s conception and formulation of the third
value. This third value (or void, as de Finetti often called it) is the
evaluation made by an individual who is not in a position to know

whether an event is true or false. Commenting on the tri-event,
de Finetti explicitly states that the third value is to be regarded as
neither true nor false: "Whenever the condition B is satisfied, then
A|B is either true or false (1 or 0). But unless the condition B is
satisflied, one can neither say that the event A|B is true, nor that
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Experiment 1 (E1) and Experiment 2 (E2)

Experiment 3 (E3)

Square Black Photographs Round Red Pictures
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table.

FIGURE 3 | The nine possible combinations of photographs (Experiments 1 and 2) or pictures (Experiment 3) corresponding to the nine cells of the three-valued truth

the event A|Bis false. It is void or null in the sense that the premise
under which it is considered either true or false no longer holds.
In my opinion, these three cases should be treated as distinct® (de
Finetti, 1995/2008, p. 170).

Second, it should capture participants’ natural evaluations,
that is, with as little suggestion as possible. In principle, the third
option could be “true or false” (or some equivalent expression
such as “It could be true or it could be false.” This option is correct
(and trivial) from a logician’s objective point of view. But it does
not readily accommodate subjective judgments, in particular
those generated by three-valued systems (see the various and
subtly different interpretations of the third value in section
Interpreting the Connectives). By parity of argument, it might

be objected that “neither true nor false” cannot accommodate
the choice of “true or false” because it is incompatible with
it. This is correct, but pragmatically rejecting the assertions
that the sentence is true and that it is false gives rise to the
assertion that it is neither. More precisely, participants who do
not find an assertable option are led to interpret the third option
as a means to express just this (and to disregard the logical
triviality in case it had come to their mind). The judgment
that neither “true” nor “false” are adequate options induces the
judgment that “neither true nor false” is adequate, which turns
the third option into a meta-option equivalent to “other” that
cannot be put on the same level as “true,” “false,” and “true or
false.”
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certainly false

"The chip is square and black"

neither true nor false

certainly true

FIGURE 4 | Example of a trial (one logical combination) for conjunction. The first conjunct has the third value @ and the second conjunct is false.

Third, the format should be common to all the connectives.
For the conditional in particular, it should be possible for
participants to express a judgment such as “void” or “irrelevant”
without any suggestion, which the “neither” option satisfies. Note
that the first constraint above is exemplified with the conditional
which theoretically returns the value void in case its antecedent is
not known to be true, but the other connectives also have logical
cases of voidness for which the option “neither” is appropriate
for the same reasons. In brief, the aim of the third option is to
capture the judgment that neither the first option nor the second
is adequate, in the spirit of de Finetti, without influencing the
participants, while being applicable to the various connectives,
and the formulation adopted does just that.

In Experiment 1, each participant was asked to judge
the truth value of a negated sentence (e.g., the chip is
not square when the shape of the chip presented could
be square or round or indeterminate, and the color black,
white or indeterminate), hence nine presentations (or “trials”).
Participants were randomly allocated to one of the two
statements, the chip is not square and the chip is not black.

In Experiment 2, each participant received four sentences: first
the simple affirmation, The chip is a square to familiarize them
with the task. This was followed by a conjunction, The chip is
square and black; then there were two sentences presented in
a counter-balanced order: a disjunction disambiguated by “or
both” written in parentheses, The chip is square or black (or
both)®, and a conditional, If the chip is square, then it is black. The
conditional will not be detailed here (for the results, see Baratgin
etal., 2013).

In Experiment 3 (Japanese sample), each participant received
four sentences, in this order: the simple affirmation, The chip is
red, the conjunction, The chip is round and red, the conditional,
If the chip is round, then it is red, and the biconditional, If the chip

®In doing so, we followed psychologists traditional way of disambiguating “or” in
the study of reasoning.

is round, then it is red, and if it is red, then it is round. The original
sentences in French and Japanese can be found in Appendix C
(Supplementary Material).

Results

Method of Analysis

The tables produced by participants will be analyzed in two
stages. The first stage casts the results in terms of the traditional
two-valued classification. That is, we restrict the analysis of
the answers to the four “old” cells of the traditional table that
correspond to the four cases where the antecedent and the
consequent are either true or false. This allows the identification
of a 4-cell truth table for each connective and each participant
(and a 2-cell truth table in the case of negation). In this way, we
take up the classic 2 x 2 tables before extending them into new
3 x 3 tables.

In the second stage of the analysis, we further characterize
the tables by considering all nine cells (and all three cells for
negation). Then the observed three-valued tables are compared
with the relevant three-valued formal tables of the nine systems.

The First Stage Analysis

Table 2 displays for each connective the frequency distribution
of the interpretations (the tables produced) in percent. To
answer the research question, we were basically interested in the
identification of the modal response, that is, we were looking
for a dominant interpretation belonging to the same system
across connectives. In each of the first three columns there is one
modal response >70% (close or equal to 100% in the first three
columns), that is, a clearly dominant response appears. However,
in the last two columns (conditional and biconditional) the
modal response is not so high. To identify this modal response
as a reliable dominant interpretation, a 95% confidence interval
for proportions (based on z values) was calculated (rounded to
the closest unit) for all percentages >10%. Confidence intervals
will also be given for the second stage analysis.
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TABLE 2 | First stage analysis.

Connective Negation Conjunction Disjunction Conditional Biconditional
Tables produced E1 E2 and E3 E2 E3 E3
Negation —A (or =C) 100 [94; 100]
Conjunction AAC 98 [93; 100] 22.4 [14; 35] 20.7 [12; 33]

(Experiment 2)

98 [90; 100]

(Experiment 3)
Disjunction Av C 73.3 [64; 81]
Conditional “defective” ClngnA 37.9 [27; 51] 1.7
Material conditional A > C 3.4
Material biconditional A < C 15.5[8; 27] 25.9 [16; 39]
Biconditional C||A 15.5[8; 27] 50.0 [38; 63]
Other 2 (Experiment 2) 26.7 [19; 36] 5.1 1.7

2 (Experiment 3)

Frequency distribution of the tables produced (in percent) for the five connectives considering only two truth values for A and C. In brackets: 95% confidence intervals. E1, Experiment

1, N = 54, E2, Experiment 2, N = 101, E3, Experiment 3, N = 58.

For negation (experiment 1), all participants answered in
agreement with the two-valued truth table of negation.

For the conjunctive statement, 98% of the participants
in Experiment 2 as well as in Experiment 3 respected the
conjunction table.

For the disjunctive statement 73.3% respected the disjunction
table. These rates correspond to the traditional rate of response
presented in the literature. In particular, the review made by
Evans et al. (1993) for disjunction shows that the true-false
combinations are evaluated as false between 10 and 28% of the
time, indicating a conjunctive interpretation. Similarly, virtually
all of the 27 participants who did not respect the standard truth
table answered false to the true-false combinations, either on one
occasion (20) or on both (6). This means that these participants
had difficulty processing disjunction and had a tendency to
construe it as a conjunction in line with the classic results, and
that their error was not due to having trouble with the uncertain
cases or with the response format, that is, with the three-valued
system. Finally, there was no case of exclusive interpretation,
indicating that the disambiguation by “or both” was effective.

For the conditional statement, the two main tables produced
by Japanese participants of Experiment 3 correspond to the usual
“defective” conditional (37.9%) and conjunction tables (22.4%).
These frequencies are comparable to Baratgin et al. (2013) French
data. The only notable difference is that the frequency of the
biconditional table which was virtually null now reaches 15.5%.

For the biconditional statement, the dominant interpretation
is the 2 x 2 de Finetti table (50%), followed by the material
biconditional table (25.9%) and the conjunction table (20.7%).

The Second Stage Analysis

We consider all nine cells of the observed truth tables. Each
participant’s table is classified by considering the formal table to
which it is the closest. Our criterion of “closeness” or “distance” is
as follows. A participant’s table is taken to be a perfect instance of
a formal table X when it is identical to X. A participant’s table is a
“close” instance of X when it differs from X just by one cell, and

from any other formal table by more than one cell. If a participant’s
table differs equally (by one cell) from two (or more) formal
tables, it is still “close” to, but classified as ambiguous between,
these tables (these are equally likely). Finally, if a participant’s
table differs by two or more cells from all formal tables, then it is
classified as “indeterminate”: it differs too much to make a reliable
identification.

First of all, for the simple affirmation, the chip is square, all
participants answered correctly, that is, certainly true when the
chip was square, certainly false when it was round, and neither
true nor false when its shape was blurred. This is evidence
that the square, blurred, and round shapes were visually well
distinguished, allowing participants to recognize the three logical
possibilities, and in particular, the representation of uncertainty
by the blurred image. Importantly, there was a perfect one-to-
one correspondence between the blurred image and the neither
answer, which validates this formulation.

For the negation, 48 participants (89%) fully conformed to
the involutive negation —; (in which the third value maps onto
itself) on all nine trials, and six participants (11%) answered
in agreement with this table on eight trials (meaning that
they were closer to the involutive negation than to any other
type of negation). Two of these six participants clearly made a
well-known slip triggered by double negation (Wason, 1959),
answering F instead of T to a round chip when the sentence
was The chip is not square. The other four participants negated
the @ chip by answering F (three cases) or the T chip by
answering & (just for one case). The answers provided by these
four participants are thus closest to an involutive negation than
to left and right negations. In brief, we find evidence of only the
involutive negation.

Before considering conjunction and disjunction, note that
the numbers for these two connectives are smaller than they
are in the first stage. This is because the three-valued tables
for conjunction and disjunction (like for negation) are built as
expansions of the corresponding classic two-valued tables which
serve as filters, so that only participants who have produced
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the latter can be considered in the second stage. For instance,
we have mentioned earlier that 98% of the 101 participants in
Experiment 2 (i.e., 99 participants) produced a conjunction table
in the first stage analysis. Consequently, the second stage analysis
for conjunction and the related percentages are based on those
99 participants. The only case where N is notably diminished is
disjunction in Experiment 2 (from 101 to 74, as mentioned in
section The First Stage Analysis). The results for conjunction and
disjunction are detailed in Tables 3, 4 in which we will examine
the sum column.

For conjunction (Table 3), it is apparent that a large majority
of the observations coincide with the KLH connective Ag defined
in Appendix A, Table A.2 (Supplementary Material) (82.8% in
Experiment 2 and 96% in Experiment 3). The remaining
interpretations correspond to the McCarthy Ay conjunction
(13.1 and 4%, respectively).

For disjunction (Table4), the absolute majority of the
observations (58.1%) coincide with the KLH connective Vg
defined in Appendix A, Table A.2 (Supplementary Material).
The remaining interpretations coincide with the Sobocinsky
disjunction Vg (14.9%) and to tables that we call “ambiguous”
because they differ equally (by one cell) from both disjunctions
VK and Vv S.

For the conditional (Table5), almost all the participants
interpretations coincide with a table that belongs to the Fi system.
We find notably that all of the 22 participants whose first stage
table was identified as de Finetti’s 2 x 2 “defective” table expanded
this table into de Finetti’s conditional event (3 x 3) table. In other
words, the conditional probability to produce the three-valued
conditional event table knowing that the two-valued table is the
“defective” table equals one. Also of interest is the fact that most
participants (84.6%) who have a conjunctive interpretation of the
conditional in the first stage expand this table into a conjunction
table (the KLH table) that is in the Fi system. These results
confirm the observations of Baratgin et al. (2013) with French
participants. Similarly, most participants giving a biconditional
interpretation produce the Fi biconditional. Interestingly, even
for the material biconditional interpretation, most participants
produce the associated Finettian table.

For the biconditional sentence (Table 5), the observations
are identical: almost all the participants interpretations
coincide with a table that belongs to the Fi system. In
particular, the dominant biconditional interpretation is
always the Finettian one, that is, 100% of 3 x 3 de

Finetti biconditional table. Similarly, most participants
(86.7%) with a material biconditional interpretation choose
the expanded Kleene material biconditional [defined in
Appendix A, Table A.5 (Supplementary Material)] and also
most of those (83.3%) with a conjunctive interpretation produce
the associated Finettian table [the KLH conjunction Ak defined
in Appendix A, Table A2 (Supplementary Material)]. All this
suggests a remarkable consistency within a unique logical system,
namely the Fi system.

We can summarize these results as follows. The
overwhelmingly dominant table for A and C is the KLH
conjunction Ak and the dominant table for A or C is the KLH
disjunction Vg, both of which are features of the Finettian
system. Whatever the interpretation for if A then C (conditional,
conjunction, biconditional, material biconditional), it is the
corresponding Finettian table that is overwhelmingly the
dominant choice. This obtains also for if A then C and if C
then A, whatever its interpretation (conjunction, biconditional,
material biconditional). In addition, the involutive negation is
always observed.

DISCUSSION

De Finetti’s Level 1 System as the Best

Approximation

The hypothesis that de Finetti’s Level 1 system is adequate to
model the psychological three-valued truth tables for natural
language connectives is clearly supported by the results in
the following two respects. One, its constitutive connectives:
involutive negation —;, the KLH conjunction Ak, the KLH
disjunction V, the Fi conditional C|rA and the Fi biconditional
Cl||pA, have been found to be the dominant interpretations.

TABLE 4 | Second stage analysis. Disjunction.

Disjunction tables produced (0) 1) Sum (0)+(1)
KLH (CvkA) 52.7 5.4 58.1 [48; 69]
Sobocinsky (CvgA) 8.1 6.8 14.9[9; 25]
Ambiguous (1 difference with vk and with vg) 16.2 16.2 [12; 29]
Other 10.8 [8; 22]

Frequency of tables produced (in percent) considering three truth values. Experiment 2,
N = 74. *(0), 0 difference (all nine cells coincide); **(1), one difference (8 cells coincide). In
brackets: 95% confidence intervals.

TABLE 3 | Second stage analysis. Conjunction.

Conjunction tables produced 0)* (1)~ Sum (0)+(1)

E2 E3 E2 E3 E2 E3
KLH (CAkA) 76.7 96 6.1 0 82.8[74; 89] 96 [88; 99]
McCarthy (CApA) 13.1 4 0 0 13.1 [8; 21] 4
Other 41 41 0

Frequency of tables produced (in percent) considering three truth values. *(0), O difference (all nine cells coincide); **(1), one difference (8 cells coincide). In brackets: 95% confidence
intervals. E2, Experiment 2, N = 99; E3, Experiment 3, N = 57. The Table reads as follows: in Experiment 2, 76.7% of the 99 participants produced the exact KLH table, and 6.1%
produced it with one difference, so that 82.8% produced the KLH table with at most one difference, with a 95% confidence interval of [74, 89], etc.
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TABLE 5 | Second stage analysis. Conditional and biconditional.

Conditional Biconditional
Tables produced (0)* (U Sum (0)+(1) 0) (1) Sum (0)+(1)
Conditional N = 22 (37.9%) N=1(1.7%)
de Finetti (C|gA) 95.5 4.5 100 [85; 100] 100 100
Conjunction N =13 (22.4%) N =12 (20.7%)
KLH (A Ak C) 53.8 30.8 84.6 [58; 96] 75 8.3 83.3 [55; 95]
Other 15.4 15.4 [4; 42] 16.7 16.7 [5; 45]
Material conditional N =2 (3.5%)
Kleene (A ok C) 50 50
Other 50 50
Material biconditional N =29 (15.5%) N =15 (25.9%)
Kleene (A <k C) 77.8 1141 88.9 [56; 98] 66.7 20 86.7 [62; 96]
Other 11.1 [2; 44] 13.3 13.3 [4; 38]
Biconditional N =9 (15.5%) N = 29 (50%)
de Finetti (C||gA) 77.8 77.8[45; 94] 93.1 6.9 100 [88; 100]
Other 22.2[6, 55]
Other N =3 (5.2%) N=1(1.7%)

Frequency of tables produced (in percent) considering three truth values. Experiment 3, N = 58. *(0), O difference (all nine cells coincide); **(1), one difference (8 cells coincide). In
brackets: 95% confidence intervals. The Table reads as follows: for the conditional, 22 participants (out of 568 = 37.9%) produced a conditional table that was identical to de Finetti’s
table and no other conditional table was observed; still for the conditional, 13 participants (out of 58 = 22.4%) produced a conjunction table; 11 of these (84.6%) produced a KLH table;

and 2 (15.4%) produced a different conjunction table, etc.

This was the case for the two languages studied, French and
Japanese, which offers a remarkable cross-linguistic support to
the Finettian theory on Level 1, given the remoteness of the
two linguistic families. Two, even when the conditional and
biconditional sentences are not construed as a conditional or
a biconditional, respectively, the truth table that is produced
still belongs most generally to the Fi system. However, it can
be objected to the first point that the other two logical systems
that are built on the same connectives, namely McDermott, and
Reichenbach could, eo ipso, be regarded as possible candidates. Is
there a way to decide between the three systems? We have seen
earlier that the latter two differ from de Finetti in that they have
additional connectives.

Consider first Reichenbach’s system, (2) in Appendix B
(Supplementary Material). It has additional connectives (two
more negations), and two material conditionals and two
material biconditionals [see Tables A.1 and A.4 (Supplementary
Material)]. We made no observation of a form of negation
other than the involutive one, nor did we find any trace of
the two forms of material conditional or biconditional. We can
conclude that Reichenbach’s three-valued logic is inadequate in
that it predicts several truth tables, that is, interpretations of the
negation, conditional, and biconditional, that our participants
never had. This is not too surprising given that the objective
of his logic is to account for a problem that belongs to the
epistemology of quantum mechanics. Even though there is
striking overlap between his system and the three-valued table
of the Finettian conditional, the additional connectives needed
for his purpose are irrelevant for psychological modeling. To
take but one example of the lack of plausibility of the system
from a psycholinguistic point of view, the cyclical negation of

A requires a triple application of the operator to get back to A:

A =~~~ A; and the complete negation holds only as: A = A,
whereas double negation does apply to diametrical (involutive)
negation: A = —;—;A (see Table A.1).

McDermotts system, (4) in Appendix B (Supplementary
Material), also has additional connectives: one conjunction (Ag)
and one disjunction (Vg). For disjunction, we did find some
trace of Vg (15%, against 58% for V), but for conjunction we
did not find any trace of Ag. This does not support the system.
However, before eliminating it, we must envisage that there
may be special conditions or circumstances under which the
second set of connectives is used, which our material may have
failed to meet. McDermott (1996) contented himself to remark,
based on intuition, that and, and or are ambiguous in natural
language, hence his definition of two different connectives in
each case. But to exemplify the ambiguity he did not use simple
sentences made of two atomic components, such as A and B,
or A or B. Instead, he used complex sentences, one component
of which was always a conditional (such as A and if B then
C, or A or if B then C). Obviously, if this is required for the
supplementary connectives to apply, the double connective claim
cannot be refuted by our experimental results, which are based
on at most two atomic sentences. McDermott’s theory is not
specified enough in its current state and the question remains
open for further research. But it should be noted that if the
claim becomes experimentally supported, it would come as an
extension of the Finettian system proper. It is remarkable that
McDermotts approach has much in common with de Finetti’s,
in particular in the assessment of truth values using the betting
method, and crucially in the definition of the natural conditional.
Finally, the conditions that trigger the additional connectives
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interpretation could have a pragmatic explanation, keeping the
Finettian system semantically unaltered. For all these reasons,
the objections to the first point above seem hard to maintain; in
addition they leave the second point unaffected. This is why we
can confidently conclude that our results designate the Finettian
system as the best approximation to the participants’ three-valued
truth tables obtained from judgments of truth and falsity of
atomic sentences describing uncertain characteristics.

The Significance of the Results: Logic and

the Study of Human Reasoning

Our results constitute a step toward giving an integrated answer
to three related questions. One, is there a dominant interpretation
of the basic connectives with sentences that have a truth-value
gap? Two, do these interpretations constitute a consistent system?
Three, is there a way to solve the half-a-century-old problem of
the “defective” truth table of the conditional?

The Existence of a Dominant Interpretation

We have obtained an affirmative answer to the first question. For
each connective (negation, conjunction, disjunction, conditional,
and biconditional), participants’ interpretations were distributed
over a limited number of table varieties among numerous
possible tables, and for each connective, there was a clear
dominant interpretation, namely, involutive negation, the KLH
conjunction Ak, the KLH disjunction Vg, the Fi conditional
C|riA and the Fi biconditional C||pA, respectively. For negation
there was a single interpretation (involutive). For conjunction
the modal interpretation (Ak), collapsed over two experiments,
was close to 90%. For disjunction the modal interpretation (V)
was chosen 58% of the time (among participants who had a
2 x 2 disjunctive interpretation) while the next most frequent
interpretation was seldom chosen (16%). For the conditional
and the biconditional, one interpretation (C|pA and Cl||gA,
respectively) was chosen 100% of the time (among participants
who had the corresponding 2 x 2 interpretation). In brief, given
people’s two-valued interpretation, there is always one way to
extend this interpretation to a three-valued table that musters
an absolute majority, and (except for disjunction) there is near
unanimity for this interpretation.

The Existence of a System

We have obtained an affirmative answer to the second question
too: not only is there a predominant interpretation for each
connective, but this interpretation always belongs to the same
system. It could have been the case that while the dominant table
for one connective belongs to one system, the dominant table
for another connective belongs to another system. But this is not
what we have observed: for each connective, out of all the possible
tables, it is the one that belongs to the Finettian system that
dominates. And there is more: even when the two-valued table
has deviating interpretations, which occurs for the conditional
and the biconditional, the table is almost always completed
into the corresponding Finettian table. See for instance how
in Experiment 3 the two-valued conjunctive interpretation of
the biconditional made by 12 participants (20.7%, Table 2, first
stage analysis) leads ten of them (83.3%) to the corresponding
conjunctive Finettian (Ag) three-valued interpretation shown in

Table 5 (second stage analysis). All this means that the present
results are more than an extension to the other connectives
of the results obtained for the conditional by Baratgin et al.
(2013). Rather, what we have established here is the existence,
in people’s judgments under uncertainty, of mutually consistent
interpretations of the standard connectives organized in one
system, namely de Finetti’s Level 1 system.

Interpreting the “Defective” Table

Finally, we have obtained confirmation of a positive answer to the
third question, “Can the puzzle of the defective table be solved?”
Three-valued truth tables generalize two-valued tables. They
collapse into two-valued tables when the component sentences
are certain. In such a case, for the conditional, the third value
@ left in the body of the 2 x 2 table constitutes the “defective”
table and the explanation of its origin. Note that there is no
conflict between the two-valued and three-valued tables. The
latter incorporate the former in the same way that rational
numbers include integers.

The Significance of the Results:
Interpreting the Third Value

We recalled some important findings in the introduction. For
several decades psychologists have known that people judge
that if A then C is true when A holds and C holds, false
when A holds and C does not, and neither true nor false
when A does not hold. For the last decade, there has been
growing psychological evidence that people tend to judge that
the probability of the indicative conditional, P(if A then C),
is the conditional probability of C given A, P(C|A). There
is also evidence supporting the claim that people tend to be
coherent in explicit deduction under uncertainty. More recently,
psychologists have shown that there is a close relation between
indicative conditionals and conditional bets (Oberauer and
Wilhelm, 2003; Politzer et al., 2010; Baratgin et al., 2013, 2014;
Nakamura et al., 2018). There is an urgent need to integrate
these experimental findings. The integration has been held back
because psychologists did not raise the general question of
which three-valued tables correspond most closely to people’s
judgments under uncertainty.

In the present paper, we have raised the question and proposed
an answer based on de Finetti’s Level 1 system, offering a model
of the interpretation of natural language connectives under
uncertainty. Obviously, we should keep in mind the limitations
of our study due to the size of the samples and more importantly
to the fact that the sentences in the experiments referred to
specific materials. No overall investigation of the foundations
of de Finetti’s system, at Level 1, had yet been carried out.
In view of the psychological relevance and plausibility of de
Finetti’s subjective approach to probability, and of the successful
application of his concepts and ideas recalled above, it would
have been deeply puzzling if the interpretation of connectives
had been found to be at variance with his system. But on
the contrary, our results showing that people conform to de
Finetti’s Level 1 system add much support to the project of
developing the psychology of reasoning on a de Finettian basis,
within the Bayesian account of ordinary reasoning that we
are pursuing.
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Our results should lead to more research. Important questions
concerning the interpretation of the third value still await
investigation. We have seen that the various systems of three-
valued logic have different uses and objectives in defining a third
value (even though most systems studied interpret it as a truth-
value gap, see Appendix B (Supplementary Material). However,
there appears to be an underlying common notion, that of doubt
about truth and falsity due to uncertainty.

Even though we have identified the most frequent
interpretation of each connective, namely the one that belongs
to the Finettian system, it must be kept in mind that this result
relies on a few experiments that operationalized uncertainty as
ignorance about which of two values a visually defined variable
had. Visual uncertainty about the identification of two shapes or
two colors was hypothesized to coincide with de Finetti’s concept
of a “void” judgment. We certainly acknowledge that there is
a need for additional experiments using other languages and,
more importantly, that vary the source of uncertainty. There
are perhaps other types of visual uncertainty, e.g., arising from
soritical series (see Douven et al., 2018), and we should move
beyond the visual modality, e.g., to sound or haptic modalities,
and then beyond the sensory modalities, e.g., to logical or
semantic uncertainty (as can be found in the paradoxes of
self-reference; see Elgayam, 2006). The choices are unlimited,
for uncertainty is everywhere in natural language, a point de
Finetti himself would have emphasized. If the results of such
experiments are consistent with the present observations, then
there will be stronger support for the general conclusion that
the Fi system is the best semantic theory of the interpretation of
natural language connectives under uncertainty.

In contrast, it is possible to operationalize a much more
common concept of uncertainty. Considering that ignorance
reflects a lack of information that could be dispelled as
information increases, still using the same material participants
could be provided with frequency distributions about the
proportions of round, square, black, and white chips, that is,
manipulating the base rates. With this additional knowledge, one
is invited to move from radical uncertainty to a gradable notion
of uncertainty in which the individuals’ degrees of belief vary
between 0 and 1. In this modified situation there is no more total
ignorance and the individual shifts from Level 1 to Level 2. But in
doing so, one would be losing the state of total ignorance whose
investigation is the objective of the present work, and as noted
earlier (section The de Finettian Approach) the psychological
research on reasoning under uncertainty (and indeed a large
amount of research on judgment and decision making under
uncertainty) has essentially been carried out on Level 2.

We have considered the basic connectives, but it might be
interesting for future research to study more complex sentences
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One final remark also for future research: in the current study
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Imprecise Uncertain Reasoning:
A Distributional Approach

Gernot D. Kleiter*

Fachbereich Psychologie, Universitét Salzburg, Salzburg, Austria

The contribution proposes to model imprecise and uncertain reasoning by a mental
probability logic that is based on probability distributions. It shows how distributions
are combined with logical operators and how distributions propagate in inference
rules. It discusses a series of examples like the Linda task, the suppression task,
Doherty’s pseudodiagnosticity task, and some of the deductive reasoning tasks of Rips.
It demonstrates how to update distributions by soft evidence and how to represent
correlated risks. The probabilities inferred from different logical inference forms may be so
similar that it will be impossible to distinguish them empirically in a psychological study.
Second-order distributions allow to obtain the probability distribution of being coherent.
The maximum probability of being coherent is a second-order criterion of rationality.
Technically the contribution relies on beta distributions, copulas, vines, and stochastic
simulation.

Keywords: uncertain reasoning, judgment under uncertainty, probability logic, imprecise probability, second-order
distributions, coherence

1. INTRODUCTION

1.1. Logic, Probability, and Statistics in Models of Human

Reasoning

Fifty years ago Peterson and Beach (1967) wrote a paper with the title “Man as an intuitive
statistician.” In the time before the heuristics-and-biases paradigm human judgments and decisions
were seen on the background of Baysian statistics. In the same time human reasoning was
exclusively seen on the background of classical logic. The Wason task became a prototypical
experimental paradigm. One might have written a paper with the title “The human reasoner as
an intuitive logician.” This changed from the middle of the 1990s when probability entered the
scene of human reasoning research. In 1993 Cognition published a special issue on the interaction
between reasoning and decision making (Johnson-Laird and Shafir, 1993) with contributions,
among others, by Johnson-Laird, Tversky, or Evans. Shortly afterwards Oaksford and Chater
(1995) proposed to model the Wason task in terms of probabilistic information seeking. In the
same year Over investigated the suppression task in terms of probabilities (Stevenson and Over,
1995). Before that time reasoning research was exclusively done on the background of logical
benchmarks, while judgment under uncertainty, however, was investigated on the background of
probabilistic and decision theoretic benchmarks. Reasoning investigated the human understanding
of material implications (like in the Wason task), propositional inference rules (like the MODUS
PONENS), inferences with quantifiers (like syllogisms), and the validity of inference forms.
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The MODUS PONENS, for example, was not cast into a
probabilistic format (except by George Boole more than 100
years earlier). The judgment under uncertainty community
investigated updating probabilities via Bayes theorem,
calibration, and later on the heuristics and biases. Logicians had
already started probability logic and default reasoning in the
1960s (Adams, 1965, 1966; Suppes, 1966)1.

In judgment under uncertainty logical rules like the MODUS
PONENS or the MODUS TOLLENS were not investigated. Inference
forms of classical logic could not directly be cast into a
probabilistic format. First, there was the problem of conditionals.
In classical logic a conditional is a material implication. In
probability logic the conditional is a conditional event to which
a conditional probability may be assigned. Conditional events,
however, are outside of classical logic. Second, probabilistic
inference is not “truth-functional” in a way that is analog to
classical logic. In classical logic the truth values of the premises
determine the truth-value of the conclusion. If A is true and
A — B is true, then B is true. In probability theory the
probabilities of the premises of a MODUS PONENS do not exactly
determine the probability of its conclusion; the premises only
constrain the probability of the conclusion by lower and upper
probabilities. If P(A) x and P(B|A) y, then xy <
P(B) < 1 — x + xy. Research on mental probability logic and
the new (probabilistic) paradigm after the middle of the 1990s
might have been published under the title “The human reasoner
as an intuitive probabilist.” At conferences one could follow
discussions on questions like “should binary truth values be basic
ingredients in models on human reasoning?”

No doubt, the adoption of probability extended and
enriched the research on human reasoning. However, probability
combined with some logic is still insufficient to model reasoning
and decision making in a complex and uncertain environment.
The reasoner as an “intuitive statistician” is missing. The
intuitive statistician is required when it comes to learning, to
prediction, and to decision making. A typical problem that
cannot be handled in elementary probability logic but than
can conveniently be handled in statistics is the distributional
precision. By distributional precision I mean the spread-out and
dispersion of a continuous distribution around a favorite value.
Mental probability logic assumes precise point probabilities or
probability intervals where the lower and upper bounds are again
precise. Representing imprecise uncertainties by distributions
opens the door to invoke an interface to frequencies observed in
the outside world. We will borrow the tool of beta distributions
from Bayesian statistics. Their use in psychological modeling
has the advantage of providing the possibility to update beliefs
in the light of new evidence and observed frequencies. “.. the
true power of a probabilistic representation is its ability not only
to deal with imprecise probability assessments, but to welcome
them as providing a natural basis for the system to improve with
experience” (Spiegelhalter et al., 1990, p. 285). In Pfeifer and
Kleiter (2006a) we used mixtures of beta distributions to model
inferences with imprecise probabilities.

'For Adam’s probabilistic validity in the more recent research on human reasoning
see Kleiter (2018).

The present paper proposes first steps toward a mental
probability logic based on distributions. It employs second-
order probability distributions and some more recent concepts of
modeling probabilistic dependence by copulas and vines. Human
reasoners and decision makers should be seen as a combination
of intuitive logicians, of intuitive probabilists, and of intuitive
statisticians. All three levels should be addressed in the basic
research questions, in the experimental paradigms, and in the
normative models.

Imprecision may be expressed by various distributions. One
option, for example, is the family of log-normal distributions.
We made a different choice and decided for beta distributions,
a family of distributions that seems to be simpler and more
flexible than the log-normal. So let us, at the outset, give a short
characterization of the beta family.

1.2. Beta Distribution

Throughout the contribution we will express imprecise
probabilities by beta distributions. Beta distributions build a rich
and flexible family of probability density functions (Johnson and
Kotz, 1970; Gupta and Nadarajah, 2004). An uncertain quantity
X is (standard) beta distributed in the interval [0, 1] with shape
parameters « and B if

_ D+ p)
- T(@T(B)

p(x) N1 —x)f (1)

0<x<l1.

For integer values the ratio of gamma functions simplifies to
(¢ +B8—D!/[(x—1DUB — D!]. We write for short X ~ Be(w, ).
The mean and the variance of the distribution are

ap

and Var(X) = PR CEY IS

2

o
EX =075

In the present context the random variable X is a first-order
probability and p(X) is a second-order probability density
function. In Bayesian statistics the shape parameters « and p are
related to the frequencies of success and failure. o and g may
be interpreted as weights of evidence, the pros and contras for
a binary event, or as real or hypothetical samples sizes. Be(1, 1) is
the uniform distribution. If @« > 1 and g > 1 the distributions is
uni-modal, if either @ < 1 or B < 1itis J-shaped, and if @ < 1
and B < 1itis U-shaped. Figure 1 shows uni-modal examples.

While beta distributions do not arise exclusively in Bayesian
statistics, Bayesian statistics is the field in which they are
most prominent. For the assessment of subjective probability
distributions Staél von Holstein proposed to fit beta distributions
to quantiles 1970 and before (Staél von Holstein, 1970;
Kleiter, 1981). Thomas Bayes was actually the pioneer of beta
distributions in his investigation of an uncertain probability
(Bayes, 1958).

The next section gives a motivating example of the application
of beta distributions. Imprecision is contained in the verbal
uncertainty phrases we use in everyday conversation and beta
distributions may be used to represent the imprecision in a
mathematical form.
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FIGURE 1 | Beta distributions for the verbal phrases of the Lichtenstein and

Newman data in Table 1. From (left) to (right): Very unlikely, unlikely, about as
likely as not, likely, very likely.

1.3. Verbal Uncertainty Phrases

Practically all human probability judgments are imprecise.
Take the following phrases in everyday communication: “very
probably,” “pretty sure,” “highly unlikely,” and so on. Verbal
phrases are not only used to express degrees of belief in
everyday conversation, they are also used to communicate expert
knowledge, for example in geopolitical forecasting (Friedman
et al., 2018) or in climate research. The Climate Science Special
Report of the United States Government’s (Wuebbles et al., 2017)
reports a list of Key Findings. In the Climate Report each Key
Finding is weighted by a verbal phrase for its likelihood. The
“semantics” given to each of the phrases are shown in Table 1.

“The frequency and intensity of extreme heat and heavy
precipitation events are increasing in most continental regions
of the world (very high confidence). These trends are consistent
with expected physical responses to a warming climate. Climate
model studies are also consistent with these trends, although
models tend to underestimate the observed trends, especially for
the increase in extreme precipitation events (very high confidence
for temperature, high confidence for extreme precipitation). The
frequency and intensity of extreme high temperature events are
virtually certain to increase in the future as global temperature
increases (high confidence). Extreme precipitation events will
very likely continue to increase in frequency and intensity
throughout most of the world (high confidence). Observed and
projected trends for some other types of extreme events, such as
floods, droughts, and severe storms, have more variable regional
characteristics” Wuebbles et al. (2017, p. 35).

One of the first empirical studies on the interpretation of
verbal uncertainty phrases in terms of numerical probabilities
was performed by Lichtenstein and Newman (1967). Table 1
shows the medians and standard deviations of the distributions

of the responses of 180 persons. We represent the verbal
uncertainty phrases by beta distributions. Figure 1 shows the beta
distributions fitted to the medians and standard deviations of the
data.

There are two different directions in which imprecise
uncertainty can be modeled, by down-shifting or by up-shifting.
Down-shifting relaxes the precision of the description and works
with qualitative or comparative probabilities. Baratgin et al.
(2013), for example, investigated human reasoning in terms
of qualitative probabilities. Up-shifting refines the level of the
description on a meta-level. Describing imprecise uncertainty
by distributions, as proposed in the present contribution, is an
example of up-shifting.

The elementary theorems of probability theory propagate
precise probabilities of the premises to precise probabilities of
the conclusions. If, for example, A and B are two probabilistically
independent events and P(A) = xand P(B) = y, then P(AAB) =
z = x - y. If probabilities are introduced in elementary logical
operators or theorems, however, precise probabilities of the
premises propagate to imprecise probabilities of the conclusions.
If the two events A and B are not probablistically independent
then the probability of A A B is an interval probability, P(LAAB) =
z € [max{0,x + y — 1}, min{x, y}].

The theory of imprecise probabilities (Walley, 1991;
Augustin et al, 2014) expresses imprecision by lower
and upper probabilities, ie., by interval probabilities. For
psychological modeling, however, interval probabilities have
several disadvantages. The iteration of conditional interval
probabilities leads to theoretically complex solutions (Gilio
and Sanfilippo, 2013). Moreover, empirically checking the
endorsement of inferences may become too permissive because
the responses of the participants may fall into very wide intervals.
Another, more principal and theoretical difficulty poses the
question how to base decisions on probability intervals. This
problem was especially raised by Smets (1990) (for a review see
Cuzzolin, 2012). Smets distinguished credal and pignistic degrees
of belief, the first one for contemplation and the second one for
action. We will tackle the question below and propose a new
criterion, the maximum probability of being coherent. But let us
first turn to the question of how to incorporate and propagate
distributions in the framework of basic logical operators.

2. PROPAGATING IMPRECISION IN
LOGICAL INFERENCES FORMS

2.1. Elementary Logical Operators
If our knowledge about the probability of an event A is
represented by the beta distribution P(A) ~ Be(a,f), then
our knowledge about its negation —A should be expressed by
P(—A) ~ Be(B,a). The parameters « and f just switch positions.
In many investigations (see for example Kleiter et al., 2002)
it was observed that probability assessments of A and —A do
not add up to 1. If the participants of an experiment assess the
probability of A and after a while give an assessment of —A then
usually P(A)+P(B) # 1.0. Probability judgments of “Is New York
north of Rome?” and “Is Rome north of New York?” may easily
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TABLE 1 | Verbal uncertainty phrases (Row A) and their numerical interpretation (Row B) as used in the US Government'’s climate report [Wuebbles et al. (2017, p. 35)].

A Exceptionally Extremely Very Unlikely About as Likely Very Extremely Virtually
unlikely unlikely unlikely likely as not likely likely certain
B 0-1% 0-5% 0-10% 0-33% 33-66% 66-100% 90-100% 95-100% 99-100%
10% (7%) 16% (10%) 50% (13%) 75% (11%) 90% (4%)
D Be(6, 25) Be(5,14) Be(7,7) Be(12,6) Be(66, 12)

Row C, Medians and standard deviations (in parentheses) of the interpretation of the same verbal phrases as in Row A by 180 persons in the study of Lichtenstein and Newman (1967).

Row D, Shape parameters of the fitted beta distributions shown in Figure 1.

lead to superadditivity, P; + P, > 1. Deviations from 1.0 may be
systematic or random. Poor experimental conditions contribute
to low reliability and next-best judgments. Erev et al. (1994) have
shown that low reliability of probability judgments may lead to
overconfidence and hyper-precision.

Let us next consider logical conjunction. For precise
probabilities of the premises we have

IfP(A)=x and P(B)=y

then P(A A B) = z € [max{0,x + y — 1}, min{x, y}]. 3)
The lower and the upper bounds are known as the two Fréchet-
Hoeftding copulas (Nelsen, 2006). Any probability assessment z
in the interval is coherent. A probability assessment is coherent
if it does not lead to a Dutch book (losing for sure). The
top left panel in Figure 2 shows lines for equal lower (upper)
probabilities as functions of the marginals P(A) and P(B). At
(0.8,0.6) the probabilities “project” to the interval [0.4, 0.6].
Next we replace the precise probabilities x and y by the two
random variables X and Y, where X ~ Be(a1,81) and Y ~
Be(az, B2). Moreover, we specify the kind and the degree of
dependence between X and Y by a copula C(x, y). To keep the
contribution as simple as possible we will use Gaussian copulas,
that is, Pearson’s correlations. The coefficients will be denoted
by p. There are many other copulas (Nelsen, 2006). The two
marginal distributions of X and Y, together with the copula
C(x, y), determine the joint distribution with the densities p(x, y)
on the unit square [0, 1]2. The bivariate Gaussian copula with the
correlation coefficient p is given by

Clu,v) = Np(@ ' (w), @' (v)
() 2 —2pst + 2
= —————— | | dsdt
271\/17,0/ / exP[ ( 1—p? )}S
(4)
with s = “=£¢ and t = “=** and ®~'(u) and ®~!(u) denote the

inverse of the univariate standard normal distribution function.

The unit square is analog to the 2 x 2 truth table in classical
logic. While a truth table has only the two values 0 and 1 on its
margins, the unit square has the real numbers between 0 and
1 along its two margins. In logic an operator maps the entries
from the 2 x 2 table into {0, 1}. In the distributional approach
an operator maps the densities on the unit-square to densities on
the [0, 1]-interval. The two place operators require two mappings,
one for the lower bound and one for the upper bound.

Each fixed value of the lower probability in (3) determines
a contour line in the joint distribution on the unit square.

Conjunction Disjunction
0123456.7891
1 1 1 1 | N N T N | 1
.9
0.8 - .8 0.8 -
7
0.6 ANTeN g 0.6
0.4 - 4 0.4 -
3
0.2 2 0.2 +
A
T T T 0 T T T
02 04 06 08 02 04 06 08
Conditional Modus ponens
1 1 1 1 ! | | 1
I .9 =9
0.8 - - .8 0.8 r .8
Tz 7
0.6 .6 0.6 .6
-5 D
0.4 - - .4 0.4 r .4
.3 .3
0.2 [ 2 0.2 I~ .2
-1 .1
T T T 0 T T T 0
02 04 06 08 02 04 06 08
FIGURE 2 | Lower and upper probabilities for the conjunction, the disjunction,
the conditional with P(A) = X and P(B) = Y, and the MODUS PONENS with
PA) = X and P(B|A) = Y. Numerical example for x = 0.8 and y = 0.6 (for the
MODUS PONENS slightly above 0.6). The yellow shadowed areas indicate the
projections to the intervals [0.4, 0.6], [0.8, 1], [0.5,0.7], and [0.5,0.7].

Collecting the densities along such a contour line gives the
probability density for a fixed value of the lower probability.
And the same holds for the upper probability. So we get
two distributions, one for the lower and one for the upper
probabilities. Technically in most cases these steps cannot be
performed analytically in closed form. We use a stochastic
simulation method implemented in the VineCopula package
(Mai and Scherer, 2012; Schepsmeier et al., 2018) of the statistical
software R (R Development Core Team, 2016). The R code of
program for the analysis of the four inference forms discussed
below is contained in the Supplementary Material.

We applied the stochastic simulation method to the
conjunction, the disjunction, to the conditional event
interpretation of the conditional (if A, then B means B|A)
and to the exclusive disjunction. Figure 3 shows a numerical
example for each one of the four operators. The distributions
of the probabilities of X ~ Be(30,3) and of Y ~ (20,20) are
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FIGURE 3 | Basic logical operators. (Top row, Left) Premises P(A) ~ Be(30, 3) and P(B) ~ Be(20, 20). (Right) Scatter diagram of the joint distribution with Gaussian
copula p = 0.5. (Middle and Bottom row) Histograms of the lower and upper probabilities for AND, OR, IF-THEN, and XOR operators together with the bold lines
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plotted in the left panel of the top row. The two first-order
probabilities are correlated with the Gaussian copula p = 0.5.
The scatter diagram shows the simulation of 10,000 points of the
joint distribution on the unit square.

The histograms in the four panels show the relative
frequencies of the lower and upper bounds resulting from the
simulations. The continuous distributions approximate the
probability density of being coherent. This is a meta-criterion.
It corresponds to the probability that the value of a first-order
probability assessment falls into the coherent interval between
the two Fréchet-Hoeffding bounds. The concept will be explained
below.

To consider correlations between probabilities may require
a short comment. Probabilities may provide information about
other probabilities. Take as an example co-morbidity in age-
related diseases. Diabetes, Parkinson’s and Alzheimer’s disease
often come together (Bellantuono, 2018). If we are 90% sure that
an elderly person gets diabetes we infer that the probability that
the person gets Parkinson’s disease rises to a value above average.
The probabilities of having the two diseases are correlated. Risks
may be correlated. Assume the father of a male person suffers

from prostate cancer. Knowing that the probability of having
inherited some of the critical gens is high, increases the risk that
the person will get prostate cancer.

Figure 3 shows a stunning result: The conjunction and
the conditional (with conditional event interpretation) lead to
nearly the same results. It will not be possible to distinguish
the two operators empirically in a psychological study. For a
speaker who expresses imprecise uncertainties the if-then and
the and have practically the same “meaning.” This throws a
new light on the conjunctive interpretation of conditionals.
In Fugard et al. (2011) and Kleiter et al. (2018) we observed
that about twenty percent of the participants give conjunctive
interpretations of the conditional. We also observed a higher
frequency of conjunctive interpretations in female participants.
In real life communication, where most content is uncertain
and the uncertainty is imprecise, this may not make a practical
difference. We will come back to this question below after we will
have introduced the distribution of being coherent.

2From Equation (6) is may be seen that as x approaches 1 the bounds of the
conditional approach the bounds of the conjunction in Equation (3).
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distributions are 0.101, 0.901, 0.157, and 0.701, respectively.

FIGURE 4 | Logical operators applied to rectangular distributions Re(0.60, 0.90) and Re(0.10, 0.30) and p = 0.7. The modes of the four probability-of-coherence
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Figure 4 shows the results for an example with rectangular
distributions. It assumes rectangular distributions of X and Y on
the intervals Re[ly, u; ] and Re[l,, u,]. Again, the conjunction and
the conditional are so similar that they cannot be distinguished
empirically.

Before we proceed with a discussion of the conjunction fallacy
we introduce the concept of the probability of being coherent.
The conjunction fallacy focuses on errors. The probability of
being coherent focuses on coherent probability assessments.

2.2. The Probability of Being Coherent
Probabilistic inferences that mimic logical inferences lead from a
set of precise coherent probabilities of the premises to coherent
interval probabilities of the conclusion. Coherence means to not
allow a Dutch book, i.e., a bet where you lose for sure®. Denote
the inferred interval by [w, m]. All values between w and m are
coherent.

3If the premises are specified by interval probabilities the situation gets more
complicated and requires the concepts of g-coherence (Gilio, 1995) or the
avoidance of sure loss (Walley, 1991). We do not need the concepts here.

In the present approach w and m are realizations of random
variables. The probability for an assessment z to be coherent is
equal to the probability that z is greater than w and less than m,
i.e, p(z € [w,m]). The distribution cannot be obtained in closed
form. Numerical results are determined by stochastic simulation.
Consider for example the conjunction of A and B with P(A) =
X ~ Be(ay, 1), P(B) = Y ~ Be(az, B2), and the copula C(x, y).
We perform the following steps:

1. Discretize the real numbers between 0 and 1 into # steps; we
rescale the [0, 1] interval by [0, 1, ..., 1000].

2. Initialize an array f[0], f[1],...,f[n] of length n + 1 with all

values equal to 0. The array will collect frequency counts.

3. Sample two random probabilities x and y from the two beta
distributions of A and B; for doing this use the copula C(x, y).
Independence is a special case.

. Determine the lower and upper bounds w = max{0,x+y—1}
and m = min{x, y}.

5. Add 1 to the frequency count of each discretized value between

wand m, f[i] = f[i] + 1, i = 1000 - w, ..., 1000 - m.
6. Repeat the steps 3 to 5 N times. N may, for example, be
50,000.
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7. Divide the frequency counts of the discretized values by N.
The result approximates the distribution of the probability of
being coherent.

We implemented these steps in R (R Development Core Team,
2016) using the package VineCopula (Schepsmeier et al., 2018).
The package offers a multitude of different copulas that may be
used to specify the kind and the strength of dependencies (see
also Mai and Scherer, 2012).

It is rational to require that a precise probability assessment
in a probabilistically imprecise world maximizes the probability
of being coherent. The second-order probabilities do not lose the
Dutch book criterion as claimed by Smets and Kruse (1997, p.
243). If there is a set of bets, it is reasonable to prefer that one
that maximizes the probability to avoid losses. The hierarchical
construction of first- and second-order probabilities goes hand in
hand with a multi-level rationality criterion.

Smets (1990) distinguished two levels of uncertainty
representation: The credal level—beliefs are entertained—and
the pignistic level—Dbeliefs are used to act. Interval probabilities
are typical of the credal level. They may be entertained in the
cognitive representation of uncertainty. Practical decisions,
however, require the selection of precise point values that
maximize, e.g., expected utility. Smets’ pignistic probabilities are
different from the maximum probability of being coherent. We
note that point probabilities are not always required for decision
making. In decision theory, economics, and risk management
distributions and not only exact probabilities are compared.
The criterion of stochastic dominance (Sriboonchitta et al,,
2010) may, for example, be applied to two distributions of being
coherent.

The discriminatory sensitivity of the logical connectives may
be studied by measuring the distance between two distributions
of being coherent. A well known measure for the distance
between two distributions is the Kullback-Leibler distance.
Because of the stochastic simulation the distributions of the
probability of being coherent are discrete, in our case having
N = 1,000 increments. The Kullback-Leibler distance between
two probability distribution P and Q is given by

P(x;)
Qxi)’
where x; = 1/N,x, = 2/N, ...

N

D(P; Q) = ) P(x;)log
i=1

s XN = 1.

Numerical probabilities equal to zero were set equal to 0.0001.
Table 2 shows the distances between ten pairs of distributions,
three kinds of beta distributions, and the two correlation
coeflicients p = 0.5 and p = —0.5.

The left side of Table 2 contains distances from the uniform
distribution (UFD). These distances are all high and relative
insensitive to the kind of the distributions of P(A) and P(B) and
the correlation coeflicients p. The greatest distances are between
OR and UFD and between AND and UFD.

On the right side of Table2 small distance indicate that
the probabilistic semantics of the two operators is similar. The
smallest value of D(P; Q) = 0.14 is obtained for the distance
between IF and AND for P(A) ~ Be(30,3) and P(B) ~ (20, 20),

that is, for one distribution with a high mean of 0.91 and one
distribution with a mean of 0.5. This may be related to the
empirical finding that about twenty percent of the interpretations
of if-then sentences are conjunction interpretations (Fugard
et al., 2011; Kleiter et al., 2018).

The conclusion that may be drawn from this analysis is:
The difference or the similarity of the probabilistic meaning
of two logical operators depends on the high, middle, or low
probabilities of the events and on the copula between the
two. This makes the empirical investigation of the semantics
of the logical operators in reasoning and everyday language
more difficult than often assumed. This holds, for example,
for our own experiments where we used truth-table tasks in
which relative frequencies were selected that may discriminate
conjunctions, disjunctions, conditionals etc. This is only possible
if the frequencies presented to the participants in the truth tables
are close to being equally distributed and not rather high or
low.

We next turn to the conjunction fallacy, one of the best known
fallacies in the heuristics and biases paradigm. We will see that
imprecision is a factor that may explain the fallacy at least to some
degree.

2.3. Conjunction Fallacy
In the same way as we asked for the probability of being coherent,
we may ask for the probability of being incoherent. A prototypical
example for incoherent probability judgments is the Linda task
(Tversky and Kahneman, 1983):
Linda is 31 years old, single, outspoken and
very bright. She majored in philosophy. As a
student, she was especially concerned with issues
of discrimination and social justice, and also
participated in anti-nuclear demonstrations. Rank
order the probabilities for

e Linda is a bank teller.
e Linda is active in the feminist movement.
e Linda is a bank teller and is active in the
feminist movement.
Many people think the conjunction is more probable than one
or even both its conjuncts. They are victims of the conjunction
fallacy.

Like many other tasks in the literature on fallacies and biases,
the Linda task is an example for highly imprecise probabilities.
Denote “Linda is a bank teller” by A, “Linda is a feminist” by B
and assume P(A) = X ~ Be(a1, B1), P(B) = Y ~ Be(as, B2), and
a Gaussian copula with p = 0.7.

You create two vague ideas of the probabilities of A and
B, modeled here by two beta distributions. Next you think
about reasonable values for the probabilities of the conjunction,
modeled here by the distribution of the probability of being
coherent. In the terminology of Smets the three distributions
belong to the credal level. The beliefs are just “entertained” and
their imprecision is part of their representation. When it is time
for judgment one value x is sampled from the distribution for A
and one value y from the distribution for B. Now if you really
think hard you infer the third value z on the basis of x and y and
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TABLE 2 | Logical operators: Kullback-Leibler distances between the second order distributions of the probability of being coherent and the uniform distribution (UFD)
and between the distributions of the conjunction (AND), the disjunction (OR), the conditional (IF) and the exclusive disjunctions (XOR).

P(A) P(B) P AND OR IF XOR OR IF XOR IF XOR XOR
UFD UFD UFD UFD AND AND AND OR OR IF
Be(30,3) Be(20,20) 0.5 7.80 8.78 7.80 7.74 11,06 0.14 0.63 9.94 9.30 0.21
Be(30,3) Be(20,20) -0.5 8.77 7.80 7.80 7.74 11,06 0.47 0.19 9.40 9.77 0.21
Be(100,10) Be(20,2) 0.5 8.22 9.10 8.45 8.17 6.78 3.16 10.43 0.716 10.47 10.46
Be(100,10) Be(20,2) —05 8.55 0.34 8.54 8.33 8.86 4.80 10.63 1.35 10.63 10.63
Be(20,100) Be(5,20) 0.5 8.55 7.88 6.91 7.67 6.41 6.18 3.25 3.13 1.46 0.68
Be(20,100) Be(5,20) -0.5 8.66 8,12 6.92 777 8.73 6.51 4.82 4.16 1.98 0.74
p denotes the value of the Gaussian copula.
- o the Dempster-Shafer belief functions, or in work on possibilistic

TABLE 3 | Probability of a conjunction error. .

and fuzzy approaches. In the coherence approach inferences
Beta distribution  Be(1,1) Be(2,2) Be(4,2) Be(8,2) Be(16,2) Wwhere the conclusion is a conditional require special methods.

The extension of the Fundamental Theorem of de Finetti to
Probability of a 0.50 0.50 0.33 0.22 0.15

conjunction error

The beta distribution of one conjunct is held constant at Be(30,5); Gaussian copula
p=0.5

the inferred value may be coherent. If you are lazy you sample a
third time, now a value z from the distribution for being coherent.
You come up with a judgment z that is decoupled from x and y.
If you think hard your judgment of z is coupled to the precise
values x and y, with less strain it is sampled from a distribution. In
this case z may easily exceed the upper bound of the conjunction
probability, i.e., the minimum of x and y and the result is a
conjunction error. The probability of this one-sided incoherence
corresponds to the probability that z is in the interval between the
upper bound m and 1, P(z € [m, 1]).

Applying simulation methods again gives a surprising result. If
my probability assessment of “Linda is a bank teller” is close to 0.5
or if my assessment of “Linda is active in the feminist movement”
is close to 0.5, the probability of a conjunction error may be as
high as 50%. Imprecise probabilities may induce a high percentage
of conjunction errors. If the location of the central tendency of
one of the marginals is close to 0.5, then the probability of a
conjunction error is close to 0.5. The probability decreases when
both means move away from 0.5. The size of the correlation (or
the copula parameter) does nearly not matter. Table 3 gives a few
numerical examples.

We next turn to uncertain conditionals, the salt in the soup of
probability logic. The interpretation of conditionals by humans
was and is an especially important topic in human reasoning
research. Imprecise conditionals were studied in terms of lower
and upper probabilities. In the next section we will turn to
distributional imprecision.

2.4. Conditional

Modeling conditioning with imprecise probabilities is an
intricate problem. This is seen from the many different proposals
made in many-valued logic, in work on lower probabilities and

conditional probabilities is due to Lad (1996). He also explains
how numerical results are found by linear in-equalities and
fractional programming (Lad, 1996).

The psychological literature reports many experiments on the
interpretation of uncertain conditionals.The truth table method is
used to distinguish between the material implication of classical
logic and the conditional event interpretation. Especially the
“new probabilistic paradigm” (Over, 2009; Elgayam, 2017) in
reasoning research has used this task. The task is based on
the truth values of the antecedent and the consequent. I, the
experimenter, show you, the participant, the four combinations
of the binary truth values of A and of B together with their
associated probabilities. You tell me the probability you assign
to “If A then B.” I infer on which truth values you were attending
and this allows me to reconstruct your logical interpretation of
the conditional.

Given P(A) = x and P(B) = y the probability of P(B|A) = z is
in the interval

ze[max{o,m},min{l,z}], x> 0. (6)
x x

The Figures 3, 4 show examples for the distribution of P(B|A),
the probability of a conditional. We have already pointed out that
the results for the conjunction and the conditional can be very
similar.

For the material implication (denoted by A — B) this is
different. Given P(A) = x and P(B) = y the probability of
P(A — B) = zis in the interval

z € [1 — minfy, 1 — x}, min{l — y + x, 1}]. (7)
The lower and upper probabilities are equivalent to those of the
disjunction —A Vv B. If the probability of the antecedent P(A) is
high then the distribution of the lower and upper probabilities
and the probability of being coherent are very similar to the
disjunction A v B. With increasing P(A) the distributions of
—A Vv B and A v B get more and more indistinguishable. In
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FIGURE 5 | Four inferences rules. (Upper panels) Probability distribution of the minor premise and the major premises P(B|A). Histograms of the lower and upper
probabilities of the four rules. The continuous distributions show the distributions of the probability of being coherent.
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an imprecise probabilistic environment the question “material
implication or disjunction?” does not matter. The question
“conditional event or material implication?”, however, makes
a big difference: The conditional event interpretation leads to
much lower probabilities than the material implication. This is
a highly relevant aspect for the interpretation of if-then sentences
in the context of risk assessment.

The interpretation of conditionals leads us to the next section,
to logical inference rules. Psychologists have often investigated
the MODUS PONENS along with the MODUS TOLLENS and two
logically non-valid argument forms.

2.5. The MP-quartet

Four inference rules were often investigated in the psychology
of human reasoning: The quartet of the MODUS PONENS,
the MODUS TOLLENS (both logically valid) and the argument
forms of DENYING THE ANTECEDENT and AFFIRMING THE
CONSEQUENT (both logically nonvalid), here called “the
MP-quartet” for short. The MODUS PONENS

From {if A then B, A} infer B

is the best known and most important inference rule in deductive
logic. It is endorsed by practically all people (Rips, 1994). If the
premises are uncertain and the conditional is interpreted as a
conditional event we have in terms of point probability:

From {P(B|A) = x, P(A) = y} infer P(B) = z, and z € [xy,1 — y + xy].

(8)
For the lower and upper bounds for the three other rules see for
example (Pfeifer and Kleiter, 2005).

Figure 5 shows the results for the four inference rules for a
numerical example. The premises have the distributions X ~
Be(15,3), Y ~ Be(6, 3), and the Gaussian copula p = 0.5%.

The MODUS PONENS has a maximum probability of being
coherent that is close to the distribution of the minor premise
P(A). For the MODUS TOLLENS the maximum probability is at
1.0. The MODUS TOLLENS is the strongest inference rule (Pfeifer
and Kleiter, 2005, 2006b). Psychologically the MODUS TOLLENS is
difficult and complex; its a “backwards” rule and it involves two

“4Denying the antecedent and affirming the consequent degenerate at 0; the MODUS
TOLLENS degenerates at 1.
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negations. Usually the endorsement is much lower than for the
MODUS PONENS.

The two logically non-valid inference forms lead to
probabilities of being coherence that are close to uniform
distributions. In a psychological investigation the two rules
should stick out by the variance of the probability judgments.
More or less any probability judgment in [0, 1] is coherent.

The following section applies distributional imprecision to
a series of examples. Most of them are well-known from the
psychological literature but the inclusion of imprecision into
their analysis leads to new properties and results.

3. APPLICATIONS AND EXAMPLES
3.1. Natural Sampling

One of the best known fallacies in judgment under uncertainty is
the base rate neglect (Kahneman and Tversky, 1973; Bar-Hillel,
1980; Koehler, 1996). A doctor may, for example, neglect the
prevalence of a disease and concentrate only on the likelihood of
a symptom given the disease. While this is often a major fallacy,
there are situations in which base rate neglect is completely
rational. This holds also for beta distributions: Assume the shape
parameters « and S of a distribution Be(«, 8) are equal to the
frequency of a binary feature in a sample of n observations,
n = a + B. Split the total sample into two subsamples so that
the sample sizes add-up to n. So the subsample sizes are not pre-
planned. In statistics this is called natural sampling (Aitchison
and Dunsmore, 1975). We have Be(ay, 1), Be(az, B2) and o =
a1 +azand B = B1+ B, and n = a; +ay + B1 + B2. For natural
sampling it was proven (Kleiter, 1994) that the base rates in Bayes’
Theorem are “redundant” and may be ignored. The result for
precise probabilities has often been used by Gigerenzer within his
frequentistic approach (Gigerenzer and Hoffrage, 1995; Kleiter,
1996).

Ignoring base rates may not only be rational for precise but
also for imprecise probabilities. For natural sampling it holds
that if the knowledge about the prevalence of a disease H is
represented by the beta P(H) ~ Be(w, ) and the conditional
probabilities of a symptom D are represented by the betas
P(D|H) ~ Be(ay,B1) and P(D|—H) ~ Be(ay,b,), then the
posterior distribution of the disease given the symptom D is
simply

P(H|D) ~ Be(alyaz):

o]
aj+az

s 9)

N rian = s .
variance (a1+a2)? (a1 +az+1)

mean =

If frequencies are used to update subjective probabilities and
if (and only if) natural sampling conditions hold, the resulting
degrees of belief remain in the family of beta distributions,
i.e., the distributions are natural-conjugates. Note that (relative)
frequencies and probabilities are not the same. The frequencies
are used to estimate probabilities and the representation of
the imprecision of these estimates is an integral part of any
statistical approach. The property of natural sampling extends
to multivariate Dirichlet distributions and is thus helpful
to represent imprecise degrees of belief in more complex
environments. If the natural sampling assumption is dropped,

then vines and copulas offer elegant methods to model the
representation and propagation of degrees of belief.

3.2. Rips Inference Tasks

To show that a wide range of logical inference tasks can be
modeled within the distributional approach we discuss very
briefly two examples from Rips (1994). Rips compared the
predictions of his proof-logical PSYCOP model with empirical
data. He investigated 32 inference problems of classical sentential
logic. Among them the following one:

IF Betty is in Little Rock THEN Ellen is in Hammond. Phoebe is in
Tucson AND Sandra is in Memphis. Is the following conclusion
true: IF Betty is in Little Rock THEN (Ellen is in Hammond AND
Sandra is in Mempbhis) (Rips, 1994, p. 105).

When we represent the conditional by a conditional event® and
first introduce precise probabilities:

P(B|A) = x
P(CAD)=y

P(B A D|A) € [0, x]

The interval probability of the conclusion, P(B A D|A) € [0,x], is
easily obtained after seeing that the probability of the conjunctive
premise is irrelevant. P(D) is greater than P(C A D) and may
maximally be 1. The upper probability of the conclusion is thus
P(BAD|A) = W and P(BAD|A) = P(D) P(}QQ)B’ = P(B|A).
Analog relationships hold for the probability distributions.

In a second step beta distributions for the premises are
introduced, say X and Y, and by stochastic simulation the
distributions for the lower and upper probabilities and the
distribution of the probability of being coherent are determined.
The distribution of the probability of being coherent is practically
uniform over the range between 0 and the mean of X. For
high probabilities of the conditional premise the inference is
inconclusive. In classical logic and in the proof-logical approach
of Rips the inference is valid.

Here is a second example (Example M in Rips, 1994, p. 151):

—A
B

—(AANC)A(BV D)

With P(—A) = x and P(B) = y the probability of the conclusion
isin the interval z € [max{0, x+y— 1}, 1}]. The lower probability
is the same as the lower probability of a conjunction. If x and y
are less than 0.5, then the inference is noninformative and the
distribution of the probability of being coherent is a uniform
distribution. The inference was endorsed by only 22.2% of the
participants.

Note that Rips (1994, p. 125) prefers the suppositional interpretation of the
conditional; the domain of a conditional consists only of those possibilities in
which the antecedent is true. PSYCOP rejects the paradoxes of the material
implication!
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We next turn to an example from the judgment under
uncertainty domain. It may be considered as an example of
Ockham’s razor (Tweney et al., 2010) where less is more.

3.3. The Doherty Task

For the conjunction of n events we have: If P(D;) = «; for
i=1,...,n, then

n
P(Di ADyA...AD,) € |:max {Za,- —(n— 1)},min{ai}}i| .
i=1
(10)
This is a straightforward generalization of the elementary
conjunction rule. Such generalizations were first investigated
by Gilio (2012) and are also studied in Wallmann and Kleiter
(2012a,b, 2014a,b). There is a psychologically interesting property
of such generalizations. It is the phenomenon called degradation.
As n, the number of events in the generalization, increases the
inferences become less and less informative. More information
leads to less conclusive inferences.

An example in the field of judgment under uncertainty is
the so called pseudodiagnosticity task introduced by Michael
Doherty (Doherty et al., 1979, 1996; Tweney et al., 2010; Kleiter,
2013). It was analyzed with second-order distribution by Kleiter
(2015).

Assume you are a physician and you are 50% sure that one of your
patients is suffering from disease H, P(H) = 0.5. You know that
the probability that if the patient is suffering from H, the patient
shows symptom D is 0.7, P(D;|H) = 0.7. You may obtain just
one more piece of information. There are three options:

1. P(D,|H), the probability of a second symptom given the
presence of the disease,

2. P(D;|—H), the probability of the first symptom given the
absence of the disease, or

3. P(D;|—H), the probability of the second symptom given the
absence of the disease.

What is your choice?

Most people select P(D,|H). Actually P(D;|—H) is the best
choice. With P(D;|—H) Bayes theorem gives the posterior
probability

P(H)P(D,|H)

PP = B PO H) + (1 - PEIPD: 1)

(11)

Before any of the three options is selected, the posterior
probability is in the interval (Tweney et al., 2010)

(12)

P(H|D,) € [ P(H)P(D\|H) 1} .

P(H)P(D|H) + 1 — P(H)’

If however, as most participants do, P(D;|H) is selected, then the
interval is

P(H)P(Dy, D,|H)
P(H)P(Dy,D,|H) + 1 — P(H)’

P(H|D,, D) € [ 1} a3

P(H), P(D|H), P(D|non-H) One symptom
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FIGURE 6 | Degradation in the Doherty task. (Top left panel) The symmetric
beta distributions Be(5, 5) of P(H) (blue), Be(20, 10) for P(D|H) (red), and the
uniform distribution Be(1, 1) for P(D|—=H) (black). (Top right panel)
Second-order posterior distribution of the probability of H when the
distributions of the likelihoods P(D|H) and P(D|—H) are known. (Bottom
panels) Lower and upper distributions of the probability of H when the
distributions of the likelihoods of three (Left panel) and four (Right panel)
symptoms are known; all likelihood distributions are Be(20, 10) and Be(1, 1),
respectively. The black line shows the probability of being coherent.

The interval in (13) is wider than the interval in (12) as
P(D1, D;|H) < min{P(D1|H), P(D;|H)} < P(D:|H).

Selecting P(D;|—H) results in a precise point probability while
selecting P(D,|H) results in an interval that is wider than the
initial one.

If we continue to select only the “affirmative ” likelihoods
given H and not those given —H, then the intervals get wider
and wider and after a few more steps become noninformative,
that is, [0, 1]. The additional information imports noise. Figure 6
shows an example for P(H) ~ Be(5,5), P(Dj|H) ~ Be(20,10),
and P(Dj|—H) ~ Be(1,1). For i = 1 there is one posterior
distribution, the lower and the upper distributions coincide;
for i = 3 and i = 4 the lower and upper distributions
get close to 0 and 1. The probability of being coherent
becomes a uniform distribution. One reason that contributes
to the degradation effect are the unknown probabilities of the
conjunctions P(D1|H) A ... A P(Dy|H) and P(D;|—H) A ... A
P(D,|—H).

The Doherty task demonstrates that we should compare the
results from experimental groups with those from control groups.
The preference for selecting the affirmative likelihood only is
seen as a confirmation bias: people do not consider alternative
hypotheses. The phenomenon that more information may induce
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more imprecision has been studied in Wallmann and Kleiter
(2012a,b, 2014a,b) and Kleiter (2013).

Technically the analysis of a multivariate problem like
the Doherty task requires stochastic simulation in vines.
“Vines are graphical structures that represent joint probabilistic
distributions. They were named for their close visual resemblance
to grapes ..” Kurowicka and Joe (2011, p. 1). Vines may
be compared to Bayesian networks. In psychology Bayesian
networks were used, for example, to model uncertain reasoning
(Oaksford and Chater, 2007), to model causal reasoning
(Tenenbaum et al., 2007), word learning (Xu and Tenenbaum,
2007), or to model cognitive development (Gopnik and
Tenenbaum, 2007). Bayesian networks encode conditional
independencies and represent the (usually precise) joint
probabilities in tables. Vines encode marginal probabilities and
(partial) correlations, or more generally, copulas. Psychologically
it is more plausible that humans encode multivariate uncertain
structures by their (conditional) dependencies and not by
their (conditional) independencies. Moreover, encoding
marginal probabilities is much easier than encoding multivariate
probability tables. There is no space here for further speculations.
For the mathematical treatment of vines the reader is referred to
Kurowicka and Cooke (2004, 2006), Kurowicka and Joe (2011),
and Mai and Scherer (2012).

A psychologically interesting difference between Bayesian
networks and vines is that vines encode dependencies “directly”
by (partial) correlations (actually copulas) and not by conditional
probabilities. It is highly plausible (but seldom investigated) that
humans encode the strength of a dependence not by a probability
table but by a one-dimensional quantity.

While Bayesian networks rely on (conditional) independence
assumptions, vines rely on copulas. Copulas encode
dependencies. To keep the present text simple we use Gaussian
copulas (correlations) only (see Equation 4). The recent advances
in the theory of copulas and vines, and the development of
software for the simulation methods allow to model multivariate
imprecise inference. There is not enough space here to discuss
a more complex example, but see the study of the Doherty’s
pseudodiagnosticity task in (Kleiter, 2015). The suppression task
in the following section involves three variables.

3.4. Suppression Task
The Suppression Task was introduced by Byrne (1989). She
observed that while a simple MODUS PONENS is endorsed by
nearly all people, the endorsement decreases substantially when
an additional conditional premise is introduced. The additional
premise suppresses the acceptance of the conclusion. Table 4
shows Byrne’s by now classical example: ~ The simple MODUS
PONENS “from {P1,P3} infer C” is endorsed by 96% of the
participants in Byrne’s Experiment 1. When the additional
premise P2a is included, “from {P1,P2a,P3} infer C” the
endorsement drops to 38%. When the alternative premise P2b is
introduced, “from {P1, P2b, P3} infer C,’ the endorsement is the
same as for the simple MODUS PONENS.

In an abstract formal system the second premise is logically
and probabilistically irrelevant. It has no impact upon the
conclusion, neither upon its truth nor upon its probability.

TABLE 4 | The various premises and the conclusion in the Suppression Task.

P Main conditional If Mary has an essay to write, then
she will study late in the library.

P2a Additional conditional If the library is open, then she will
study late in the library.

P2b Alternative conditional If Mary has some textbook to read,
then she will study late in the library.

P3 Categorical premise Mary has an essay to write.

C Conclusion Mary will study late in the library.

Attending to the semantic content of the conditional premises,
however, leads to a reinterpretation of the inferences. The
conditionals P1 and P2 have the same consequent and Mary can
only study late in the library if the library is open. Thus for
the additional conditional the semantic content (Byrne, 1989)
invites a conjunctive interpretation of the antecedent, {if A A B
then C,A}. The alternative conditional P2b, however, invites a
disjunctive interpretation of the antecedent, {if A v B then C, A}.

The distributional interpretation of the three different
inferences are:

1. Simple MODUS PONENS: P(C|A) = X, P(A) =Y.

2. Conjunctive antecedent: P(C|JA AB) = X ,P(AAB) =Y. We
note that if P(A) = x and P(B) is unknown and thus may have
any value between 0 and 1, P(A A B) is in the interval [0, x].
The bounds for the MODUS PONENS are z € [0,1 — x + xy]

3. Disjunctive antecedent: P(C|A Vv B) = X ,P(AV B) = Y. P(B)
is unknown and P(A Vv B) may have any value in the interval
[x, 1]. The bounds for the MODUS POENS are z € [xy, y].

Figure 7 shows the distributions of the lower and the upper
bounds and of the probability of being coherent. The example
uses the following distributions: (1) For the simple MODUS
PONENS P(A) = X ~ Be(10,5) and P(C|A) = Y ~ Be(20,5).
(2) For the conjunctive interpretation (additional conditional)
P(A A B) = X ~ Be(10,5) and P(C|A A B) = Y ~ Be(20,5)
(3) For the disjunctive interpretation (alternative conditional)
P(A Vv B) = X ~ Be(10,5) and P(C|A v B) = Y ~ Be(20,5).

In the figure the simple MODUS PONENS and the disjunctive
antecedent (If Mary has an essay to write or if Mary has a textbook
to read) lead to very similar results. The conjunctive antecedent
(If Mary has an essay to write and if the library is open) leads
to a very flat distribution. The distribution of the lower bound is
degenerate at zero. The probability of the conjunction is much
lower than the probability of the disjunction.

The distributional approach models the results of the
Suppression Task pretty well. Moreover, it provides quantitative
predictions for the differences in the various experimental
conditions.

The suppositional interpretation of an “if H then E” sentence
assumes H to be true. Also in a conditional probability P(E|H)
the event H is assumed to be true. Jeffrey pointed at cases where
observations are blurred. Under candle light the color of an object
may be ambiguous. How to condition on soft evidence? Jeffrey
was the pioneer of the analysis of soft evidence to which we will
turn next.
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3.5. Soft Evidence

Usually conditioning updates probabilities in the light of hard
evidence, that is, the conditioning event is supposed to be
true. But what if the conditioning event is only uncertain?
Jeffrey introduced “Jeffrey’s rule;” a proposal of how to update
probabilities by soft evidence (Jeffrey, 1965, 1992, 2004).
Historically the problem was ready posed by Donkin (1851)
and his solution is equivalent to Jeffrey’s rule (for a proof see
Draheim, 2017). Draheim gives an overview of the literature in
Appendix A of his monograph. Jeffrey’s rule has been criticized
by several authors (Levi, 1967; Diaconis and Zabell, 1982; Wedlin,
1996; Halpern, 2003; Jaynes, 2003). The rule is non-commutative,
i.e, it is not invariant with respect to the order of updating.
Moreover, it involves an independence assumption. For a
psychological investigation of Jeftrey’s rule see Hadjichristidis
etal. (2014).

In the present approach it is straightforward to update
probabilities by evidence that is probable only. We have two
random variables X and Y (first-order probabilities). We want
to know the (second-order) distribution of Y given a fixed value
of X. The problem is analog to a regression problem in statistics:
The distribution of Y is predicted on the basis of a given value of
X = x.The distributional approach offers a direct representation
of Jeffrey’s problem.

Figure 8 shows a numerical example. On the left side the
unit square [0,1]? and the contour lines from the bivariate
joint distribution resulting from two beta marginals and a

We have distinguished logical, probabilistic, and statistical
principles and argued that for a plausible model of human
reasoning ingredients from all the three domains are necessary.
We have seen that the constraints of probability logic induce
only lower and upper probabilities, or lower and upper
distributions in the case of imprecision; they do not lead to
exact point probabilities, or to just one distribution in the case
of imprecision. To overcome this kind of indeterminacy we
have introduced the concept of the probability of being coherent.
One may follow the proposal of Smets (1990) and distinguish
credal and pignistic degrees of belief, corresponding to the whole
distribution for the cognitive representation and the maximum
for selecting just one favorite value. It is rational to base one’s
decisions on values obtaining a maximum probability of being
coherent.

We have investigated the differences between the logical
conjunction and the conditional. For not too extreme
probabilities these differences may be small, so small that
it will be impossible to distinguish the two interpretations
empirically. We observed that in typical truth table tasks about
twenty percent of the participants interpret if-then sentences
as conjunctions (Fugard et al, 2011; Kleiter et al, 2018).
In the context of everyday conversation, say, the different
interpretations would not matter. We compared the sensitivity
of the differences between the logical operators by the Kullback-
Leibler distances between their distributions. The distance of an
inferred distribution, inferred from a logical argument, from the

SIn the literature Spearman correlation copulas are often preferred to Gaussian
copulas as they keep the distribution of the marginals and the correlation
independent.
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uniform distributions, as a standard of ignorance, is an indicator
of the informativeness and strength of the argument.

We remembered that neglecting base rates may be rational
under natural sampling conditions. This property holds for
beta distributions, their expected values and variances. We
have demonstrated how typical tasks of deductive reasoning
(Rips, 1994) can be cast into a probabilistic format including
imprecision. A paradoxical property is observed in Doherty’s
information seeking task (Doherty et al., 1979; Tweney et al,
2010; Kleiter, 2015): Sampling more and more information
from just one experimental condition, without sampling from
a control condition, leads to less and less precise conclusions.
The suppression task (Byrne, 1989) was among the first tasks
framed and analyzed in a probabilistic format (Stevenson and
Over, 1995). Expressing the implicit assumptions by second order
probability distribution predicts the empirical results reported in
the literature. Jeffrey’s proposal of how to update probabilities
by uncertain evidence is well known as Jeffrey’s rule (Jeftrey,
1965). In a bivariate model with two first order probabilities X
and Y treated as random variables the problem becomes a typical
regression problem, predicting the distribution of Y given a value
of X.

Gigerenzer et al. (1991) proposed a probabilistic mental
model (PMM) of confidence judgments. The model was
introduced and demonstrated by the experimental paradigm of
city size judgments. In the first of two experiments twenty five
German cities with more than 100,000 inhabitants were selected.
Participants were presented all 300 pairs of the cities and asked
to decide which one has more inhabitants. In addition, the
participants rated how sure they were that each of their choices
was correct.

Using just one quantitative property, city size, underlying
all questions in the experimental procedure introduced a big
difference with respect to the general knowledge almanac
questions widely used in other studies of overconfidence”.

The data may be looked at from the perspective of the
method of paired comparison (Thurstone, 1927). Processing the
data with Thurstone’s probabilistic model of paired comparison
one would introduce a normal distribution for the size of
each of the cities. Such a probability distribution models the
participant’s knowledge about the size of a city and the precision
of this knowledge. The confidence judgment then becomes
a function of the differences in the location and spread of
these distributions. The distributions are thus not second order
probability distributions, but distributions over a quantitative
property, here the number of inhabitants of a city. The property is
imprecise (compare the intervals in Figure 2 of Gigerenzer et al.,
1991), not the probability®. The same holds for the cues in the
PMMs.

7The study of overconfidence can be tricky as overconfidence for E goes hand in
hand with underconfidence for non-E. Scoring rules avoid this problem (Kleiter
etal., 2002).

81t may be mentioned that the evaluation of the data by the method of
paired comparison would allow to calculate several interesting statistics like item
characteristics, the consistency of the judgments, or interindividual differences.

I consider the analyses presented in this contribution as part
of a thorough task analysis of reasoning tasks. Task analysis
is a prerequisite for a good psychological investigation. The
results of our analyses show how difficult it may be to run
a good reasoning experiment. A major problem, e.g., is how
to manipulate and measure imprecision. Another problem
is that inferences with the same logical operators or the
same logical inference rules may be different for different
levels of the probabilities of the premises. High probabilities
may lead to one result, low probabilities to a different one.
Results may also not be invariant with respect to positive or
negative correlations of the involved uncertain quantities and
risks.

Modeling imprecise judgments has a long history. It
started with Gauss and his analysis of human judgment
errors in astronomical observations. It continued in the
nineteenth century with Weber’s and Fechner’s just noticeable
differences, thresholds and psychophysical functions. The
probabilistic modeling of sensory data by von Helmholtz
pioneered present day’s Free Energy Principle. Thorndike
introduced the law of comparative judgment. In the second
half of the twentieth century signal detection theory, stimulus
sampling theory, stochastic choice theory, Brunswick’s lens
model, stochastic response models, neural networks, and
decision theory took up the problem. At the beginning
of the twenty first century computational neuroscience
contributed substantially to model imprecision in information
processing.

Models of the functioning of the brain claim that the
neuronal processes underlying cognitive processes like memory,
perception, or decision making are inherently stochastic and
noisy. A good example is the work of Rolls and Deco (2010). Spike
trains of neurons follow Poisson distributions, cell assemblies are
modeled by mean-field analysis and the dynamics of elementary
decision processes are simulated by integrate-and-fire neural
networks. The authors observe that “... if a decision must be
made based on one’s confidence about a decision just made,
a second decision-making network can read the information
encoded in the firing rates of the first decision-making network
to make a decision based on confidence ...” (Rolls and Deco,
2010, p. 167). A probability assessment is a read-out of one’s own
confidence, the product of an auto-epistemic self-monitoring
process (Rolls and Deco, 2010, p.196fF.). The assessment might
correspond to the point of maximum probability of being
coherent.

Precision plays an important role in the theories of free
energy, active inference, and predictive coding (Friston, 2010;
Buckley et al., 2017). In a task in which the participants had
to decide on the direction of a set of systematically moving
dots in a set of randomly moving dots the precision of the
responses was related to the response times. It was shown that
the precision of the responses was controlled (among other
locations) in the posterior parietal cortex (FitzGerald et al., 2015).
Precision may be modulated by neurotransmitters. Friston et al.
(2012), for example, hypothesized that precision is related to
dopamin.
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In probability logic all operators and inference rules
infer interval probabilities. Using conclusions iteratively would
require to propagate lower and upper probabilities again and
again. For a human brain to keeping track of lower and
upper bounds will soon become too messy. One way out
of the exploding complexity is to simplify and process the
probability distributions of being coherent. To use a metaphor:
In a cell assembly the distributions may result from the
many single cell activations constrained by the coherence
criterion.
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Scientists agree that the climate is changing due to human activities, but there is less
agreement about the specific consequences and their timeline. Disagreement among
climate projections is attributable to the complexity of climate models that differ in
their structure, parameters, initial conditions, etc. We examine how different sources of
uncertainty affect people’s interpretation of, and reaction to, information about climate
change by presenting participants forecasts from multiple experts. Participants viewed
three types of sets of sea-level rise projections: (1) precise, but conflicting; (2) imprecise,
but agreeing, and (3) hybrid that were both conflicting and imprecise. They estimated
the most likely sea-level rise, provided a range of possible values and rated the sets
on several features — ambiguity, credibility, completeness, etc. In Study 1, everyone
saw the same hybrid set. We found that participants were sensitive to uncertainty
between sources, but not to uncertainty about which model was used. The impacts
of conflict and imprecision were combined for estimation tasks and compromised for
feature ratings. Estimates were closer to the experts’ original projections, and sets were
rated more favorably under imprecision. Estimates were least consistent with (narrower
than) the experts in the hybrid condition, but participants rated the conflicting set least
favorably. In Study 2, we investigated the hybrid case in more detail by creating several
distinct interval sets that combine conflict and imprecision. Two factors drive perceptual
differences: overlap — the structure of the forecast set (whether intersecting, nested,
tangent, or disjoint) — and asymmetry — the balance of the set. Estimates were primarily
driven by asymmetry, and preferences were primarily driven by overlap. Asymmetric sets
were least consistent with the experts: estimated ranges were narrower, and estimates
of the most likely value were shifted further below the set mean. Intersecting and nested
sets were rated similarly to imprecision, and ratings of disjoint and tangent sets were
rated like conflict. Our goal was to determine which underlying factors of information
sets drive perceptions of uncertainty in consistent, predictable ways. The two studies
lead us to conclude that perceptions of agreement require intersection and balance,
and overly precise forecasts lead to greater perceptions of disagreement and a greater
likelihood of the public discrediting and misinterpreting information.

Keywords: sources of uncertainty, conflict, imprecision, climate change, global warming, forecasting, ambiguity,
vagueness
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INTRODUCTION

Climate forecasts are riddled with uncertainty because climate
models involve uncertainties around the model’s structure,
the measurement of initial conditions, the parameters of
the key variables (e.g., future radiative forcing, population
growth, economic activity), and the relationship between these
variables. Moreover, because of the interactions between these
uncertainties, models are typically run multiple times with
different initial conditions and parameterizations, generating
a spectrum of predictions to properly capture the deep
uncertainties that drive the phenomena. The communication
of such deep uncertainty is crucial to allow decision-makers
(DMs) to make choices based on an accurate understanding of
the state-of-the-art science and strength of the evidence (e.g.,
Drouet et al., 2015). If scientists do not properly communicate
the nature, sources, and magnitude of the uncertainties, the
DMs can be either over- or under-confident in the evidence
and, in many cases, this can lead to suboptimal decisions
(Fischhoft and Davis, 2014). The effects of poorly specified
uncertainty can be profound. For example, the North Carolina
Sea-Level Rise Assessment Report (N.C. Coastal Resources
Commission’s Science Panel on Coastal Hazards, 2010) projected
a 39-inch rise in sea-level (ranging from 15 to 55 inches)
in the Outer Banks by 2100. In response to this overly
precise, long term projection, local conservative groups, worried
about the economic devastation associated with this projection,
launched an effective campaign against policy initiatives. The
local government subsequently banned policy addressing these
sea level projections suggesting much valuable real estate would
be under water (Siceloff, 2014, News and Observer).

Climate Model Complexity and
Decision-Making

Although there is high agreement among experts about the
reality and causes of climate change (CC) (e.g., Doran and
Zimmerman, 2009), there is much less agreement among
projections of the future climate. Experts disagree on the
primary drivers of uncertainty in climate projections including
if and how such vital uncertainties can be resolved (e.g.,
Morgan and Keith, 1995; Zickfeld et al, 2010). For model
projections to be useful, stakeholders in areas as diverse
as biodiversity, water, transportation, energy, and city and
regional planning must resolve the indeterminacy stemming
from multiple experts running multiple models with multiple
initial conditions producing multiple projections.

When making decisions under deep uncertainty, Decision
Makers (DMs) form mental models of the complex systems
involved, and these mental models drive subsequent beliefs and
behaviors (Newell and Pitman, 2010; Galesic et al., 2016). When
mental models are established, even tentatively, DMs evaluate
and fit new information into their existing structure and beliefs.
Holyoak and Simon (1999) have empirically demonstrated this
process for legal decisions: Once an individual reaches a tentative
decision, subsequent evaluations of evidence and arguments are
affected by the original decision, which in turn influences future

decisions. People also distort information to fit their tentatively
favored alternative (e.g., Russo and Yong, 2011). Ambiguity in
the definition of events, as well as vagueness and imprecision in
projected outcomes, allows DMs to interpret results congruently
with their own mental models instead of altering their beliefs to
incorporate the full range of information (see Kunda, 1990).

Sources of Uncertainty

The problem of subjective interpretation is magnified when
information comes from multiple sources. Research distinguishes
between two sources of indeterminacy stemming from multiple
sources: conflict and imprecision (Smithson, 1999, 2015).
Imprecision (sometimes referred to as ambiguity or vagueness)
occurs when quantities are specified inexactly and often takes
the form of a range of possible outcomes (e.g., “We expect
1-3 inches of snow in the next 24 h”) or an approximation
(“We expect about 2 inches of snow”). Conflict occurs when
quantities cannot simultaneously hold true (“Expert A expects
1 inch of snow in the next 24 h” and “Expert B expects 3 inches”).
DMs are generally more conflict averse than imprecision averse
(Smithson, 1999), but both conflict and imprecision contribute
toward overall perceptions [operationalized by subjective ratings
of uncertainty (Smithson, 2015)].

Professionals, such as insurance underwriters and
actuaries instinctively differentiate between these sources of
indeterminacy. Cabantous et al. (2011) presented insurers with
risk estimates for three hazardous events -fires, floods, and
hurricanes - from two modeling firms. The models agreed on
a mean value (risk), disagreed at either end of a range of values
(conflict), or agreed over the same range of values (imprecision).
The insurers tended to charge higher premiums for catastrophic
risks (e.g., floods) under conflict and higher premiums for
non-catastrophic risk (e.g., house fires) under imprecision.

Although  imprecision and conflict can operate
simultaneously, previous research has focused on the extreme
cases where they are distinct. The current studies examine
how various sources of uncertainty impact how DMs aggregate,
process, and resolve uncertain information from multiple sources
in the context of projections related to CC.

Attitudes Toward Imprecision

Decision-makers generally prefer precise over imprecise options
(Ellsberg, 1961; Wallsten et al., 1993; Kramer and Budescu, 2004),
but are sensitive to the level of precision and resolution that can
be expected in different contexts. As a rule, DMs prefer the most
precise option that can be reasonably expected within a specific
context. The congruence principle (Wallsten and Budescu, 1995)
states that DMs seek congruence between the degree of precision
of an event, the nature of the uncertainty surrounding the event,
and the representation of the uncertainty. For example, DMs
expect very precise estimates of uncertainty for unambiguous
events with easily quantifiable uncertainties (e.g., the chance that
a man born and residing in the United States will live at least
X years). On the other hand, they would probably reject equally
precise estimates in the context of ambiguous events with hard to
model and quantify uncertainties (e.g., the chance of a substantial
drop in the national unemployment rate in the foreseeable future)
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and would consider a moderately imprecise estimate to be more
credible and informative.

There is also evidence that laypeople do not always prefer
precision. Many individuals are imprecision (ambiguity) seeking
for unlikely gains and for likely losses (Einhorn and Hogarth,
1985, 1988) for both outcomes and probabilities (Hogarth
and Einhorn, 1990; Casey and Scholz, 1991; Gonzalez-Vallejo
et al., 1996; Budescu et al., 2002). For example, a preference
for imprecision was demonstrated in financial forecasting by
showing that DMs find moderately imprecise financial forecasts
to be more credible, more accurate, and induce more confidence
than their precise counterparts (Du and Budescu, 2005; Du et al.,
2011). Because of the complexity of predicting the future climate,
DMs would not expect highly precise predictions (such as a point
estimate of the mean global temperature over 50 years). In a task
inspired by CC, DMs who could use one of two decision aids,
preferred one that graphically showed the full range of values (i.e.,
stressing and highlighting uncertainty) over one that calculated
the expected value of the options and eliminated all uncertainty
(Budescu et al., 2014a,b).

Vagueness as Conflict
Vagueness in complex domains is often driven by expert
disagreement. Experts fail to arrive at the same conclusion
(whether precise or not) when there are too many unresolved or
unknown relationships among variables. The belief that scientists
disagree about severity and causes of climate change decreases the
endorsement of corrective actions, including policy initiatives,
to address the problem. Lewandowsky et al. (2013) show that
explaining that scientists agree that humans are causing climate
change, increases agreement that climate change and certain
climate trends (increased temperature, sea-level, and natural
disasters) are attributable to human activity. Differences in
perceptions of a scientific consensus are driven by individuals’
worldview, measured both by the strength of their belief in
the free-market (Lewandowsky et al., 2013) and their cultural
cognition - a theory describing how the values associated with
cultural identity determine beliefs (Kahan et al., 2011).
Decision-makers must decide how to weight competing
experts’ forecasts based on their information, knowledge, ability,
beliefs, etc. Disagreement among experts can be attributed to
features of the experts, such as competence, knowledge, bias,
or their candidness about uncertainty and to environmental
factors, such as complexity and stochasticity (Hammond, 1996;
Shanteau, 2000; Dieckmann et al., 2017). Interestingly, the
public’s knowledge and ability drive their perceptions of the
experts knowledge and ability, so that DMs with less topic
knowledge and who are less numerate are more likely to
attribute expert disagreement to incompetence (Dieckmann
et al,, 2015). More knowledgeable DMs attribute the conflict to
various biases and conflicts of interest, while more numerate
DMs attribute it to the stochastic nature of the events. DMs
must reconcile disagreeing forecasts by aggregating the available
information with their own beliefs. When individual judges
combine forecasts, they are sensitive to the structure of the
information and the nature of their cognitive processes (Wallsten
et al,, 1997). Simple aggregation methods, like averaging, are

often highly accurate and robust (Clemen, 1989). However, DMs
often fail to understand the benefits of averaging for reducing
individual error (Larrick and Soll, 2006), and fail to adjust their
own beliefs sufficiently to incorporate the advice of others (Yaniv
and Milyavsky, 2007).

Communication of Vague Information

The presentation of uncertain information is a tradeoff between
providing enough precision to be useful while being sufficiently
imprecise to be realistic. The communicator and audience often
have competing goals. Communicators prefer to communicate
vaguely, and audiences prefer precise information (e.g., Erev
and Cohen, 1990; Wallsten et al., 1993). The description of
uncertainty around climate change has ultimately led to a
divide between public and scientific perceptions of the problem
(Zehr, 2016), even though greater uncertainty leads to a greater
expectation of risk and damage (Lewandowsky et al., 2014).

Risk communication experts recommend transparency about
uncertainty to aid interpretability for DMs (Fischhoff and Davis,
2014). A simple and common communication tool is to provide
range estimates, such as confidence intervals, to express the
scope of values considered reasonably possible or probable.
Uncertainty about climate change, when presented as a range
estimate, is considered more credible when certainty is not
possible (MacInnis et al., unpublished). Interval estimates are
perceived to be more credible in hindsight and to have higher
utility for deciding at higher likelihoods (Dieckmann et al,
2010). Vagueness that characterizes both numerical ranges and
verbal ambiguity, interacts with message framing resulting in
vagueness avoidance for positively framed values and vagueness
seeking for negatively framed values (Kuhn, 1997). Ranges can
improve attributions of the likelihoods across possible outcomes
(Dieckmann et al.,, 2012) and can improve the appropriateness of
steps taken to address weather-related risks (Joslyn and LeClerc,
2012).

The Current Paper

We examine DM’ reactions to sources of uncertainty arising
from multiple forecasts in the context of CC. Climate is a
perfect domain for such studies. Due to the computational
constraints of running complex climate models, it is often
impossible to resolve these disagreements and indeterminacies
during modeling. There is a tradeoff between model resolution
and expected accuracy in climate models. Modelers can set
model parameters to estimate the future climate with high
resolution (say at the level of a county or a neighborhood),
but higher resolution can reduce confidence in the accuracy
of their forecasts. Conversely, lower resolution forecasts (e.g.,
global models) may be perceived as more accurate but
uninformative or even irrelevant at a local level. This tradeoff
is understood by laypeople who intuitively rate narrower
intervals as more informative than their precise counterparts
(e.g, Du et al, 2011), but less likely to be accurate, and
vice versa (Yaniv and Foster, 1995). Therefore, to maintain
a high degree of confidence, climate projections are typically
expressed with equivocacy by including vagueness or uncertainty
information.
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In two studies, we present respondents with two forecasts
related to future impacts of CC with various sources of
indeterminacy and disagreement. Consistent with the CC
literature we differentiate between model and source uncertainty.
Model uncertainty describes indeterminacy stemming from the
models” structure and inputs, and source uncertainty describes
disagreement between how expert sources utilize models and
interpret their output. The forecasts — which are projections
of sea level rise and their impact on the ports in southern
California over the next 50 years — vary in whether they
came from the same or different models and use the same
or different initial conditions. In addition, the various sets of
experts forecasts reflect different degrees of imprecision and
conflict. In each case, the respondents estimated the most
likely value as well as a range of possible values. Additionally,
we obtained their confidence in those estimates in two ways:
direct ratings and willingness-to-pay for insurance to reduce the
risk of losing money when betting on their estimates. Finally,
they provided comparative ratings of the forecast sets on key
attributes.

STUDY 1

We test how DMs react to various sources and types of
uncertainty underlying model projections. More specifically, we
test a 3 x 4 typology of uncertainty. One factor consists of three
levels of source uncertainty that describe how forecasts from two
experts relate to each other - conflict between precise experts,
imprecise agreeing experts, and a hybrid case which includes both
conflict and imprecision. The second factor — model uncertainty -
is based on a 2 x 2 crossing of structural uncertainty about
the model and uncertainty reflecting judgmental interpretation
of the models’ results. We manipulate structural uncertainty by
providing projections from the same, or different, models, and
we manipulate judgmental uncertainty by providing projections
from one or two sets of initial conditions. See Table 1 for a
schematic description of the design.

We test the effects of these various facets of uncertainty on
three distinct sets of dependent variables. The first two sets —
estimates of the target quantity and its feasible bounds, and
confidence in the estimates — are obtained for each case. The
third set consists of a group of concurrent, comparative ratings
of the various cases obtained after making all estimates. This set
provides a retrospective global evaluation of the various sources
of uncertainty.

Overall, our goal is to test how sensitive the DMs’ estimates
and expressions of confidence will be to the manipulations of
the various facets of uncertainty. Consider first the effects of the
source of uncertainty. We do not expect any differences in terms
of the best estimates of the target quantity which will, invariably,
be some simple aggregate of, or compromise between, the two
extreme — the lowest and the highest — values presented by the
forecasters'.

We have differential expectations about the range of the
estimates and the confidence they inspire. We expect that the
DMs will be most faithful to (deviate least from) the experts’
estimates in the case of identical and imprecise forecasts, and
we expect that the range of estimates will be the narrowest in
the hybrid case that, by its nature, highlights a narrow area
of agreement, so we expect the DMs to focus on it. In line
with previous results (Smithson, 1999; Baillon et al., 2012), we
expect the lowest levels of confidence and the highest willingness
to purchase insurance in the presence of conflict between the
experts. Similarly, we expect that, in retrospect, DMs will rate
the conflicting cases lowest (least desirable or attractive) in all
respects, and rate the imprecise cases highest on most attributes,
with the hybrid cases in between.

We expect that DMs will be less sensitive to our manipulations
of model uncertainty which are more subtle and, unlike
source uncertainty which is very direct and salient, reflect a
deeper understanding and analysis of the situation. In general,
we expect that lower (structural and judgmental) uncertainty
will induce narrower ranges of estimates, higher levels of
confidence and less willingness to purchase insurance. Finally,
we predict that DMs will react more strongly to information that
reduces structural (rather than judgmental) uncertainty, because
structural uncertainty implies there is conflict in the relationship
between physical phenomena while judgmental uncertainty,
can be attributed to changes in initial conditions or model
parameters, and can be resolved more easily.

Methods

Participants and Design

One hundred and thirty undergraduate and graduate students
from New York University and Fordham University participated
in the study. Eighty-seven (67%) were female, and the mean age
was 20.9 (SD = 2.8). Participants received $10 for participating
and a performance-based prize (up to an additional $20;

ISince there are only two values, Xmin and Xmayx, their mean, median and mid-
range are identical.

TABLE 1 | Typology of source and model uncertainty.

Model uncertainty (Between subjects)

Source of uncertainty (Randomly ordered within subjects)

Structural uncertainty Judgmental uncertainty

Conflict between two
precise forecasts

Two identical Imprecise
forecasts

Hybrid: Two conflicting
imprecise forecasts

One model One set of initial conditions
Two sets of initial conditions
Two Models One set of initial conditions

Two sets of initial conditions
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described below). We varied model uncertainty — a combination
of two binary factors reflecting structural and judgmental
uncertainties — between subjects. Participants were randomly
assigned to one of four groups, and they saw projections from
either one or two model(s), reflecting structural uncertainty,
and using one or two set(s) of initial conditions, capturing
judgmental uncertainty. We varied source uncertainty within-
subjects, so all participants saw three projection sets from various
pairs of experts: one set of precise, but conflicting projections;
one set of imprecise, but agreeing, projections; and one set of
hybrid projections that were both conflicting and imprecise (see
Table 1).

Material and Procedure

Participants saw the same scenario — describing the effects of
sea level rise on ports in Southern California - each time with
a different set of projections (see Supplementary Materials for
the full scenario). Additional tasks interspersed between them
served as distractors from the manipulation. Each projection set
consisted of two forecasts from two different experts. In each
condition, the pairs of forecasts were attributed to the same two
experts. These experts were labeled generically, so no specific
valence or ideology could be ascribed to either expert. The three
source uncertainty conditions were presented in random order;
all three versions had the same mean (25 inches) and the same
range (10-40 inches) of sea level rise projected over 50 years. The
conflict condition consisted of disagreeing point estimates (10
vs. 40 inches), the imprecision condition consisted of agreeing
interval estimates (both 10-40 inches), and the hybrid condition
consisted of two non-overlapping intervals with a common
endpoint (10-25 inches and 25-40 inches). To highlight why

similar models could result in different output, the following
statement was added to each scenario, “Note: Differences between
projections may reflect the experts’ uncertainty about the values
of the key parameters.”

Figure 1 presents the flow of the study from beginning to
end. Participants started by reading background information
about climate models including the basic science behind CC its
potential impacts, a description of Earth System Models (EaSMs),
and an explanation of why they are uncertain (see Supplementary
Materials for introductory text). We developed this text in
consultation with climate scientists, ecologists, and water experts.
This information provided a basic understanding of the sources
of imprecision and disagreement among the experts and model
projections, even when they agree on the general science of CC.

Next, participants completed a 12-item belief in CC inventory.
All items were five-option Likert statements (labeled from
“strongly disagree” to “strongly agree”) that were adapted from
Heath and Gifford (2006). There were six subscales of perceptions
of CC including general belief in, personal experience with, belief
in humans causing, belief in serious consequences of, self-efficacy
to make a difference in, and intentions to take alleviative actions
to address, climate change. The original subscales include 4
items each, but we administered only 2 of the items to shorten
the experiment time. We conducted a factor analysis on 374
responses (from the US sample of Budescu et al., 2014b) using
a single factor and retained the top two items (i.e., with the
highest loading) in each. The reduced scale maintained the level
of reliability of the full scale and maintained or improved upon
the reliability for all subscales except one (personal experience
dropped from o = 0.87 to 0.80; see Supplementary Table S1 in
the Supplementary Material for the reduced scales). Participants

Insurance Bid i i
Start Survey > i Scenario 1 Numeracy Quiz> Comparative Ratings Demographics
Informed Consent inStuctons = > > 6 items > P & ) 6 items
10 item quiz
" 1.1 Estimates = 4.1 Rating
ég"::g;h&r:j; d Most Likely, Lower Scenario 2 Characteristic 1 Payment revealed
infg & Upper Bounds + 21024 (on all 3 sets of >
Instructions Confidence forecasts) End Survey
Beliefin CC > Repeat quiz . Beliefin CC >
12 items items 1-5 + Confidence 12 items
A
l l ‘ ¢ 4.8 Rating
Characteristic 8
1.3 Open-ended Scenario 3
justification 3.1to34 l
1.4 Bid results
|
FIGURE 1 | Study flow for one participant.
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were credited with an endowment of $10 for completing the 12
belief items for use in the first (of three) incentivized betting task
to determine their underlying uncertainty.

Participants then read a one paragraph summary of a scenario
regarding the need to raise the ports in Southern California
to protect against projected sea level rise. Participants saw two
expert projections pertaining to the scenario. The experts were
labeled generically (e.g., Scientist A and B) and the models were
given fictitious names Global Circulation Simulation model -
version X (GCSX) and Earth System Generation model - version
Y (ESGY).

After reading the scenario, the participants provided their best
guess of the target value, stated a range of likely values, and rated
their confidence on a seven-option Likert scale from “not at all”
to “extremely.” They then were asked to imagine they were a
consultant to the port authority and recommend a value to plan
for and rate their confidence on the same seven-point scale. They
were also allowed to give an open-ended justification for their
estimates, but an analysis of the content is beyond the scope of
this paper.

To motivate the subjects to provide honest estimates, they
were told that their estimates for a scenario will be part of a
bet that potentially paid based on its accuracy. If their estimate
was within 10% of the “true” value, they could double their
$10 endowment, and if their estimate was off by more than
10%, they would lose their endowment. The true values were
generated by calculating the mean of ten runs assuming expert
projections was distributed normally over the range. Before
resolving their bet, participants were offered the opportunity
to purchase insurance in a bidding procedure adapted from
Becker et al. (1964), by using the $10 they earned previously.
Specifically, they could bid any amount $B ($0 < B < $7.50)
to purchase insurance. If their bid was at least as large as
our randomly generated counteroffer (between $0 and $5,
in increments of $.25), they were insured, and their loss
would be reduced to $2.50 plus the cost of insurance (which
was equal to the counteroffer). If their bid was less than
the counteroffer, they were uninsured. This procedure was
designed to elicit bids that accurately reflect the DM’s perceived
uncertainty.

Participants were told that overbidding can lead to
overspending on insurance and underbidding can lead to
under-protection, and they completed a quiz about the bidding
procedure. The quiz provided an example including a best guess,
insurance bid, counteroffer, and true value. Participants were
asked if the bid was successful in purchasing insurance, the price
of insurance, if the bet was successful, winnings/losings, and
total payment for the example. Participants answered these five
questions for two different examples. If they answered fewer than
8 questions correctly, they repeated the first example and the
associated quiz questions.

After completing all the stages of the first scenario, the
participants took a six-item numeracy quiz which served as a
distractor and to control for numeracy since it has been found
to be a strong predictor of decision-making skill (e.g., Cokely
et al., 2018). We adapted our numeracy quiz from the eight-item
Weller et al. (2013) scale dropping two items, for being too time

consuming. Participants were credited with a $10 endowment to
use in the second bet for completing the numeracy quiz.

After completing all stages — estimates and insurance bids -
of the second scenario, participants completed the same 12-item
belief in CC inventory to test the reliability of this measure and as
a distractor before the third and final projection set. They were
credited with their third (and final) $10 endowment after the
completion of this inventory and completed all stages — estimates
and insurance bids - of the third scenario.

The estimation and insurance bid on the second and
third procedure were identical to the original one. The labels
identifying the experts and models and number of initial
conditions were fixed across scenarios within participants. Only
the values and structure of the forecasts varied across scenarios.

After completing the third projection set, participants
concurrently rated the three projection sets on eight attributes:
ambiguous, conflicting, precise, credible, likely to be accurate,
informative, complete, and easy to reconcile/decide. All three
projection sets were shown on the screen and subjects were asked
to rate all three projection sets independently for each attribute
using a 7-point Likert scale from “not at all” to “extremely.” Each
trait was presented on a separate screen in a random order.

Finally, the participants answered some basic demographic
questions including age, sex, major of study, year in school,
political affiliation (Republican, Independent, Democrat, or
other), and strength of political identity (five-options from “very
weak” to “very strong”), and they received the winnings of one
randomly selected bet.

Results

We ran a series of 3 x 2 x 2 mixed MANCOVAs with
source uncertainty as the within-subjects factor and (number
of) models and initial conditions as between-subjects factors
and numeracy as a covariate’. Several results stand out: (1)
We did not find any significant differences across conditions
for the participants’ best estimates and their recommendations,
as expected, so we report their personal estimates throughout
the results; (2) We did not find significant effects of the two
components of model uncertainty (structural and judgmental) on
any dependent variable; (3) We found several systematic effects
of source uncertainty which we describe and discuss below one
dependent variable at a time (Table 2 shows the means and
standard errors of all estimates by source uncertainty); (4) We did
not find order effects: response patterns do not change if we only
analyze the first condition seen by each participant, so differences
cannot be attributed to the influence of previous judgments.

Range Estimates Across Sources of Uncertainty

The lower bound, upper bound, and range estimates all varied
significantly by source uncertainty. In all the conditions, the
two estimated bounds were shifted away from the expert
projections toward the center of the intervals. In other words,
the judged lower bounds are higher than the lower forecasts,

%Interestingly, we did not find significant association between the DMs’ responses
with different levels of belief in climate change or political identification. Neither
these factors, nor personal demographics were significant when included as
covariates in the models.
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the judged upper bounds are lower than the upper forecasts
and, consequently, the judged ranges are narrower than the
actual range of forecasts. The estimates vary significantly across
conditions: F(2’123) = 4.09, F(2,120) = 9.37, and F(2,119) =12.43
for the lower bounds, upper bounds and the range, respectively.
Figure 2 shows boxplots of the bound estimates by source
uncertainty. The DMs’ range estimates are most consistent with
the forecasts in the imprecise condition; the median bounds
under imprecision are, essentially, equal to the experts” forecasts.
On the other hand, we observed the greatest reduction in range
in the hybrid condition - the median range for hybrid sources is
reduced by about one third - suggesting that the distinct effects
of imprecision and conflict are cumulative.

Confidence and Insurance Across

Sources of Uncertainty

There was a markedly different pattern of confidence and
willingness-to-pay for insurance as a function of source
uncertainty F 125y = 9.01 and 6.51 for estimates and
recommendations, respectively. DMs were most confident under
imprecision and least confident under conflict. Conversely, the
mean insurance bids were lowest for imprecision and highest
under conflict. The two patterns were consistent, since a higher
insurance bid implies lower confidence. DMs used different
bidding strategies under imprecision compared to conflict and

the hybrid source of uncertainty. Recall that the minimal possible
bid was $0 and the maximal was $7.50. We considered all small
bids (<$0.25) as a rejection of insurance, very high bids (>$7.25)
as a commitment to purchasing insurance, and moderate bids €
(80.25, 7.25) as reflecting a more nuanced conditional approach
(purchase “if the price is right”). Most DMs (87%) followed the
same strategy for all three sources of uncertainty, and we found
no difference in the proportion of DMs who placed conditional
bids (between 84% and 85%) in all conditions. DMs were more
likely to reject insurance than purchase it under imprecision
(12% vs. 5%). Conversely, they were more likely to commit to
purchasing insurance under conflict (9% vs. 6%). In the hybrid
condition the two rates were similar (8% vs. 6%). The difference
between conflict and imprecision was significant, x*@) = 8.27,
p = 0.02 using Stuart-Maxwell test for matched categories,
with 11% of DMs more likely to purchase insurance under
conflict, and only 2% more likely to purchase insurance under
imprecision.

Retrospective Ratings Across Sources

of Uncertainty

We reverse scored “ambiguous” and “conflicting,” so that high
values refer to positive valence for all attributes. Figure 3
shows the mean ratings by source uncertainty. We found no
differences in the ratings of “precision,” but for the other

TABLE 2 | Descriptive statistics of estimates and confidence by source uncertainty.

DV Overall Imprecision Conflict Hybrid
N Mean SE N Mean SE N Mean SE N Mean SE
Best guess 390 25.40 0.22 130 25.88 0.33 130 25.10 0.42 130 25.21 0.36
Lower bound 388 13.71 0.26 129 13.22 0.43 130 13.62 0.50 129 14.29 0.42
Upper bound 382 35.59 0.30 128 36.55 0.47 128 35.38 0.56 126 34.81 0.52
Range 380 21.69 0.46 127 23.28 0.75 128 21.67 0.84 125 20.09 0.75
Confidence 390 4.02 0.07 130 4.28 0.14 130 3.78 0.12 130 3.98 0.12
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FIGURE 2 | Bound estimates by source uncertainty (Study 1).
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FIGURE 3 | Comparative rating means by source uncertainty (Study 1). Error bars reflect standard error of the mean for each condition.

seven attributes the differences were significant: On average,
DMs rated the imprecise set highest and the conflicting set
lowest. The largest difference between the three sources was
observed for the rating of (non-)conflicting scale, and the
smallest difference was observed for the (un-)ambiguous scale.
The hybrid set was consistently rated in between the other
two sets for all seven significant attributes, but its distance
from the two extreme conditions varies as a function of the
attribute. Mean ratings of the hybrid sets more closely resemble
the mean responses under conflict for “(non-)conflicting
“(un)ambiguous,” and “easy to reconcile/decide.” On the other
hand, the mean hybrid ratings were more like the mean ratings
of the imprecise set for “completeness.” The mean hybrid ratings
were equidistant from imprecision and conflict for the other
three attributes: “informative,” “credible;” and “(likely to be)
accurate.”

STUDY 2

In the second study, we focus on the intriguing, and previously
unstudied, hybrid cases by examining the differential impact
of various patterns of (interval) projections sets obtained from
pairs of forecasters. The design is similar to Study 1, with
some minor changes: Each DMs saw one of 30 different hybrid
projection sets — involving distinct combinations of conflict and
imprecision - in addition to the same set of conflicting (and
precise) forecasts and the same imprecise (and agreeing) set. We
also simplified the willingness-to-pay for insurance task. Rather
than bidding for insurance with the BDM procedure, DMs could
choose to purchase one of four levels of insurance at different
pre-determined prices. Considering the results of Study 1, we
did not manipulate model uncertainty. Thus, we only study
source uncertainty and our hypotheses are focused on the hybrid
projection sets.

We expect that DMs will react more strongly to information
that reduces perceived conflict than perceived imprecision
because DMs tend to be more conflict averse than imprecision
averse (Smithson, 1999), as we confirmed in Studyl. Following
Study 1, we expect that both conflict and imprecision will
contribute toward overall uncertainty, and when combined (as a
hybrid or mixed source condition) their effects will be aggregated
differently based on the task: (a) DMs will use a weighted
mean for global preferential judgments including confidence,
so we expect contributions toward overall uncertainty in the
following pattern: ambiguity < hybrid < conflict, but (b) they
will have combined effects for estimation tasks, so we will
observe the following pattern of shifting away from the experts:
ambiguity < conflict < hybrid.

We develop a systematic typology of hybrid patterns and
predict that the DMs’ responses will vary based on the two
key factors of this classification — overlap and (a)symmetry. We
expect that the type and degree of overlap between the two
estimates will have a stronger influence on the global ratings than
the level and nature of asymmetry between the estimates, because
overlaps will drive the perceived agreement between projections.
On the other hand, the degree of (a)symmetry should have a
stronger influence on quantitative estimates than overlap because
a large degree of asymmetry signals that averaging may not be
the best method of aggregation compared to other methods (like
using the median).

Methods

Participants and Design

A total of 1,084 participants completed the study online. They
were recruited both via Fordham University’s business school
subject pool (12%) and via a Qualtrics national panel (88%).
The former group received course credit, and the latter received
Qualtrics’ standard honorarium for completing the study. Since
there were no differences between the two groups of subjects we
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combine them in the analyses. In addition, 10% of all participants
were randomly selected to receive an additional cash incentive of
up to $14 based on their performance on one randomly selected
task.

Responses were pre-screened for validity by the following pre-
determined criteria to remove responses with inadequate effort:
Participants must have (1) completed the survey, (2) taken at least
6 min to complete it, (3) had fewer than 15% of responses missing,
and (4) straight-lined (answered identically) on at most 10 (out
of 14) pages. Fewer than 14% of the responses did not meet
the minimum criteria (the valid response rate did not vary by
recruitment method), so we analyze a total of 937 valid responses.
The sample was 50% female, the mean age was 44.4 (SD = 15.7).
About 32% each self-identify as Democrats and Independents,
and 28% as Republicans. Most respondents (45%) had at least
a college degree, 33% had some college credit, and 22% had no
college education.

Given the clear results of Study 1, we did not manipulate
model uncertainty, so all participants saw forecasts from two
experts and two models for each set of forecasts. The source
of uncertainty was varied within-subjects, and participants saw
one set of conflicting, and precise forecasts, one set of imprecise,
agreeing, forecasts and one hybrid set. The unique feature of this
study is that participants were randomly assigned to one of 30
conditions differentiated by 30 distinct hybrid conditions.

The various projection sets can be characterized by the type
and degree of their overlap and (a)symmetry. We distinguish
between four categories of overlap: (1) intersecting sets are
partially overlapping, (2) nested sets feature one interval as a
subset of (embedded within) the other, (3) tangent sets include

intervals that share a common endpoint (as in Study 1), and
(4) disjoint sets do not overlap. Let LBI and LB2 be the lower
bounds of the two intervals and let UBI and UB2 be their
corresponding upper bounds. Without loss of generality, we
assume that LBl < LB2 and UBI < UB2 so, in other words,
the first interval is lower and the second is higher. We define a
measure of Degree of Overlap, DO, that measures the size of the
interval of each set that is (dis)similar (i.e., intersecting, nested,
or disjoint).

UB1 — LB2 if non-nested

egree of Overlap ‘ UB2 — LB if nested

DO is positive for intersecting and nested sets, negative for
disjoint sets, and 0 for tangent sets. For example, the interesting
set HO1 and the nested set HO6 have equal DOs, while the disjoint
set H26 has a negative DO of equal magnitude (see Figure 4).

There are many ways to define the degree of (a)symmetry of
the two sets. The basic definition we use to describe the design is
based on the distance between the midpoints of the two intervals
from the midpoint of all estimates. Let M be the midpoint of all
four points, and m; be the midpoint of the 7’th interval (i = 1,2).
Formally: M = w and m; = w (i=1,2). We
define:

Asymmetry = AS = |M-my| — |M-m;|.

If the midpoints of both intervals are equidistant from M,
they are considered symmetric (AS = 0). If the midpoint of
the lower (upper) interval is farther from the center, M, then
the set is positively (negatively) skewed. For example, set H16
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' L T i Ho2
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FIGURE 4 | Graphical representation of the pairs of interval forecasts used as stimuli for Study 2.
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has a positive skew, and set H20 has a negative skew of equal
magnitude. All forecast sets cover the same 30-inch range (from
10 to 40), so DO and AS for each set can be thought of as
the breadth of that range that is overlapping (or not) and
unbalanced.

Materials and Procedure

Participants were randomly assigned to one of 30 different
hybrid conditions. Each included a set consisting of two interval
projections that are both conflicting and imprecise to various
degrees. These sets were constructed by varying the type and
degree of overlap (intersecting, nesting, tangent, or disjoint)
and asymmetry (symmetric or skewed), so they span the full
4 x 2 typology of the two factors. The complete classification is
displayed in Figure 4.

We used the same procedure as in Study 1 with some minor
modifications. Participants started by reading the informed
consent and a shortened version of the background information.
We used the same scenario describing how sea-level rise will
affect California ports (see Supplementary Materials) showing
two accompanying forecasts, but we fixed the number of
experts (2) and the number of models (2). The projections
were presented in a chart, and we randomized the order of
presentation for each pair, so either the higher or lower projection
could appear on the left or right. Participants performed the
same estimation tasks and confidence ratings, but they did
not provide recommendations as a government consultant.
Instead, we asked them to provide a 90% probability interval,
so we had a benchmark to compare the width of their range
estimates.

We altered the willingness-to-pay for insurance item
because the bidding procedure was time-consuming, and some
participants struggled to understand it. After making their
estimates, participants chose one of four levels of insurance with
different levels of coverage and, of course, different costs. They
could choose to (1) be uninsured, (2) pay $1 to reduce their
possible loss from $7 to $5, (3) pay $2 to reduce their possible
loss to $3, or (4) pay $3 to reduce their possible loss to $1°.

We also shortened the belief in CC inventory to two lists
of 10 items each. In total there were two items from each
subscale one of which was repeated in both lists. Beyond the
six repeated items, there was one item for each subscale that
was not repeated, so participants saw half of the non-duplicated
items in each list. We added an item calling for self-assessment
of knowledge in CC (using the same five-option scale). We
used a four-item numeracy test including two items from
Schwartz et al. (1997) and two items from the cognitive reflection
test (Frederick, 2005) (see Supplementary Materials for scale
items).

In the comparative questionnaire we dropped the rating of the
trait “informative,” because of its high similarity to “complete,”
and in the demographic questionnaire we replaced the major and
year in school with highest level of education because most of the
Qualtrics respondents were not students.

3We eliminated the quiz on the bidding procedure since we used a simple forced
choice question.

Results

We ran 4 x 2 x 3 mixed MANOVAs with source uncertainty
(imprecision, conflict, or hybrid) as the within-subjects factor.
The 30 hybrid cases were combined into four types of overlap
(intersecting, nested, tangent, or disjoint) and two levels of
symmetry (symmetric vs. asymmetric) and defined the between-
subjects factors. We report first the results pertaining to the
source of uncertainty, which replicate Study 1.

Estimates as a Function of Source of Uncertainty

We replicated the key results regarding the range estimate from
Study 1. The lower and upper bounds, ranges, and the confidence
ratings (see Table 3) varied significantly across the sources of
uncertainty. DMs estimated the widest ranges under imprecision
and the narrowest in the hybrid conditions. The best estimates
systematically underestimated the mean of the experts’ forecasts,
and the deviation from the mean of the experts’ forecasts was
significantly greater when the two experts disagreed (conflict).

Confidence and Ratings as a Function of Source

of Uncertainty

The analysis of the mean confidence and attribute ratings
replicated the patterns from Study 1. DMs were most confident
under imprecision, but there were no differences between conflict
and the hybrid sets, and there were no significant differences
across various levels of overlap or (a)symmetry. The pattern of
insurance bids was similar to Study 1 with participants most
likely to decline, and least likely to purchase the highest level of
insurance, under imprecision. However, that difference was not
significant, and fell short of a small effect, x*() = 5.64, p = 0.46,
Cramer’s V = 0.03.

Replicating the pattern from Study 1, the imprecise set was
rated highest and the conflicting set was rated lowest for most
attributes (there are no difference in the “precision” ratings).
It is striking how stable the ratings were in their preference
for imprecision and aversion to conflict for all four structures.
There were main effects of source uncertainty on the ratings
for the structure of overlap, but not differences between levels
of asymmetry. The mean ratings of intersecting and nested
hybrid sets were similar to ratings of the imprecise set and
the mean ratings of the disjoint and tangent hybrid sets were

TABLE 3 | Means by source uncertainty.

Outcome Source
Imprecision Conflict Hybrid

Mean SE Mean SE Mean SE
Estimate (shift) -2.18 0.28 —3.66 0.29 —-2.17 0.29
Lower bound 13.56 0.24 12.67 0.24 14.07 0.25
Upper bound 31.33 0.37 29.64 0.39 29.89 0.38
Range 17.77 0.37 16.97 0.35 15.81 0.33
Confidence (est) 4.39 0.05 4.23 0.05 4.23 0.05
Insurance bid 1.19 0.04 1.24 0.04 1.23 0.04
Confidence Interval 17.47 0.44 16.99 0.44 16.11 0.40
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similar to ratings of conflict. There were significant differences
for the ratings of ambiguous and conflicting: nested and disjoint
sets were rated the most ambiguous, and tangent and then
intersecting were the least. Figure 5 displays the mean ratings for
all attributes by source of uncertainty and structure of overlap.
Participants were most likely to decline insurance when viewing
tangent and disjoint groups, and least likely when viewing nested
and intersecting, but the effect was small and not significant,
x2(9) =929, p = 0.41, Cramer’s V = 0.03.

The unique and novel feature of this study is the use of 30
hybrid conditions that vary along several attributes which allow
us to analyze and determine if, and why, DMs are sensitive
to imprecise and conflicting forecasts. Next, we discuss some
of these results separately for the various dependent variables.
To capture and model the subtle effects associated with various
degrees of overlap and asymmetry of the 30 hybrid cases, we use
regression models using the degree of each major factor and their
interaction as predictors. We conducted separate regressions to
predict the mean and variance of each estimate of the 30 hybrid
sets allowing us to test how the key factors affect the magnitude
as well as variability of the estimates. Most DMs, as expected,
gave estimates close to the mean and the bounds of the set, and a
small - but non-trivial - number of DMs gave greatly different
responses. Focusing on the mean and variance of each group
allows us to focus on the typical respondent and minimize the
influence of unusual individuals.

Estimates as a Function of (A)Symmetry of the Sets
We ran regression models predicting each of the DMs’ estimate
using the degree of overlap, degree of asymmetry, and their

interaction as predictors. The degree of asymmetry was a
significant predictor of the means of all three estimates — most
likely value, lower bound, and upper bound - but not for the
estimated ranges, the subjective 90% probability intervals, or
the confidence ratings (see Table 4). Figure 6 displays the set
of mean estimates by level of asymmetry. Generally, there was
more shifting away from the experts’ upper bound than the lower
bound, and the best estimates were consistently shifted below the
set mean, suggesting that DMs act as if the forecasts overestimate
the “true” value. As expected, the positively skewed sets were
shifted considerably toward the lower end. The symmetric set
was closer to the center, but slightly shifted to the lower end.
Estimates for the negatively skewed sets curbed expectations.
The estimated mean was closer to the midpoint than the set
mean, and the upper bounds were greatly shifted in the negative
direction.

Most likely estimates were shifted further below the set mean
for negatively skewed sets (—4.78, SE = 0.62) than both symmetric
(—1.41, SE = 0.55; mean diff. = 3.37, 95% C.I. = [1.45, 5.29],
p < 0.001) and positively skewed sets (—1.29, SE = 0.41; mean
diff. = 2.76, 95% C.I. = [0.80, 4.73], p = 0.003)*. There was
significantly less shifting away from the lower bound when the
set had a positive skew (12.94 (SE = 0.31) compared to 14.91
(SE = 0.51), mean diff. = 1.97, 95% C.I. = [0.59, 3.35], p = 0.002
for symmetric and 15.51 (SE = 0.54), 2.58, 95% C.I. = [1.17,
3.99], p < 0.001 for negatively skewed sets), and significantly
lower upper bound estimates for positively skewed sets (28.73,
SE = 0.55) compared to symmetric sets (31.73 (SE = 0.70), mean

* All pair-wise comparisons based on Tukey-Kramer tests.

mean rating

— Imprecision ---- Conflict --- Hybrid
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FIGURE 5 | Comparative ratings by structure of overlap.
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TABLE 4 | Regression models of mean and variance of estimates by overlap and asymmetry.

Outcome Source Best estimate Lower bound Upper bound
B SE DW B SE DW B SE DW
Mean Intercept —2.58 0.33 14.46 0.28 30.20 0.41
Overlap 0.02 0.03 0.01 —0.01 0.03 0.01 0.02 0.04 0.00
Asymmetry 0.27 0.06 022 * -0.23 0.05 0.24 * -0.22 0.08 013 *
O’lap x Asym 0.00 0.01 0.22 0.00 0.01 0.24 0.00 0.01 0.13
Adj-R? 0.39 0.43 0.17
Variance Intercept 81.62 6.49 58.28 6.67 131.81 11.18
Overlap —0.86 0.59 0.04 —1.30 0.61 0.06 * —0.30 1.02 0.00
Asymmetry —1.53 1.24 0.02 —2.26 1.27 0.04 0.01 2.13 0.00
O’lap x Asym 0.13 0.16 0.08 0.23 0.16 0.15 0.03 0.27 0.00
Adj-R? 0.03 0.16 —0.11
*Significant at p < 0.05; DW, general dominance weight.
lﬁ st Pﬁ o
% 7 1 Imprecision
(D/‘o San
e
Q)
|-V-|> ----------- -|-$-| ------- --- -I—V-l Negative Skew
e e i Pt 0- - ----- +##  symmetric
B Bf-o----—-—--- o Positive Skew
H H }I{ Conflict
I I T I I I I
10 15 20 25 30 35 40
Estimates (inches)
FIGURE 6 | Estimates (best, lower, and upper bounds) by level of asymmetry. Each source has a unique color, and each condition has a unique symbol. Responses
to the Hybrid sets are averaged across direction of skewness. Error bars display the standard error of the mean for each condition.

diff. = 3.00, 95% C.I. = [0.86, 5.13], p < 0.003), but no difference
from the negatively skewed sets (30.31, SE = 0.75).

Estimates as a Function of Overlap

The differences between the four overlap categories (intersecting,
nested, tangent, or disjoint) are less pronounced. Figure 7
displays their respective mean estimates. There was a significant
difference in shift from the set mean between the categories of
overlap [F(3,926) = 3.03, p = 0.03], which was driven by the
difference between disjoint sets, which show the largest shift, and
nested sets, with the smallest (mean diff. = 1.79, 95% C.I. = [0.01,
3.58], p = 0.049.

Multidimensional Scaling of the Estimates
To fully understand the response patterns across all 32 sets and
the variety of measures, we ran two multidimensional scaling
(MDS) analyses, one based on the estimates and the other on the
post-estimation ratings.

For the first solution, we calculated the Euclidian distance
between the 32 mean profiles using five responses per profile:

the best estimate, lower and upper bounds and lower and upper
bounds of the 90% probability intervals. A three-dimensional
solution (see Figure 8) yields the best fit (stress = 0.04 compared
to 0.23 and 0.10 for 1- and 2-dimensional solutions). The left
panel colors the conditions by the degree of asymmetry (from
highest positive skew in red to highest negative skew in blue).
Asymmetry correlates highly with the first two dimensions (see
the scatterplot matrix in the Supplementary Materials): Positively
skewed sets are high, and negatively skewed sets are low, on
dimensions 1 and 2.

We performed a cluster analysis on the 3-dimensional solution
to help interpret it. We used hierarchical clustering with Ward
linkage because it is efficient and flexible to handle both chain-like
and concentric clusters. Ward’s method is intuitively appealing
since it minimizes the difference in sum of squares at each step
in the algorithm. In the right panel of Figure 8, we impose
the four-cluster solution that seems to be driven primarily by
(a)symmetry and only to a lesser extent by overlap. One (cyan)
cluster contains all negatively skewed sets (except one); a second
(blue) cluster contains five (out of six) symmetric sets. The last
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two clusters contain primarily positively skewed sets. One (red)
is almost entirely (7/8) nested sets including the imprecise set
and a mix of five positively skewed and three symmetric sets. The
other (green) is mostly (9/12) positively skewed sets and primarily
the non-nested overlap categories including three quarters of
the intersecting sets, the two positively skewed tangent sets, and
five disjoint sets including the conflicting set. In summary, DMs’
estimates tend to vary as a function of the direction of skewness,
and the nested sets lead to the most distinct estimates. This
solution shows that asymmetry plays a large role in estimation,
as expected, since M shifts within the projection set and the
estimates shift correspondingly.

Multidimensional Scaling of the Post-estimation
Ratings

We also calculated Euclidian distances between the 32 stimuli
based on their seven comparative ratings: how (un-)ambiguous,
(non-)conflicting, precise, credible, (likely to be) accurate, easy to
reconcile, and complete each set was rated to be. The relevance of

the source and type of uncertainty is apparent even for the one-
dimensional solution with a stress of 0.27 (see Supplementary
Materials). The conflicting case is at one end of this continuum
and the imprecise set is at the other end with most hybrid sets
located in-between (with only one exception at each end). The
other clear result is that DMs rate disjoint and tangent sets as
similar to the conflicting set (to the left end of the scale) and
nested and intersecting sets as similar to the imprecise set (to the
right end of the scale).

The 3-dimensional solution is the best fitting solution
(stress = 0.10) and is driven by both the degree and type of
overlap. The left panel of Figure 9 colors the conditions by the
degree of overlap (from highest positive overlap in red to highest
negative overlap in green). Overlap correlates highly with the first
two dimensions (see the scatterplot matrix in the Supplementary
Materials). Sets with a positive overlap are high, and sets with
a negative overlap are low, on dimensions 1 and 2. We ran
a cluster analysis using Wards linkage based on the distances
from the 3-dimensional MDS solution. The five-cluster solution
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(see right panel of Figure 9) shows that imprecision forms a
cluster with the nested sets which is close to the cluster with the
intersecting sets. Conflict is on the other end of the plot and
the disjoint cluster is nearby. The tangent sets are divided by
direction of skewness, so positively skewed form one cluster, and
non-positively skewed share a cluster with conflict. In summary,
tangent sets are perceived as the most conflicting followed by
disjoint, and nested sets are the most agreeing followed by
intersecting.

DISCUSSION

As predicted, the best estimates were, essentially, compromises
between the two expert forecasts and were unaffected by
differences between the models. Most surprisingly, we found
no effects of model uncertainty — neither the structural nor the
judgmental component - on any of the dependent variables, but
we found systematic and significant effects of source uncertainty.
DMs responded to the most salient surface cues — in this case
the values of the forecasts, including their relative agreement and
precision, but they ignored more subtle, yet relevant, cues - the
labels of the experts, models, and model parameters. These results
are consistent with the system neglect hypothesis (Massey and
Wu, 2005; Budescu and Yu, 2007).

There is a paradox in communicating CC information that
as models get more complex, the public seems to become
less sensitive to uncertainties in the models (e.g., Pidgeon and
Fischhoff, 2011). Instead it appears that in domains involving
deep uncertainty, such as CC, DMs are highly sensitive to the
source of indeterminacy. Normatively, climate policy preferences
should change according to the goal for uncertainties stemming
from states of nature vs. differences between models (Drouet
et al., 2015). As predicted, we observed a greater reduction in
the judged range estimates (compared to the experts’ original
forecasts) for conflicting point forecasts than for agreeing
imprecise interval forecasts. DMs show a consistent dislike of, and
aversion to, conflict and react more positively to communications
that reflect imprecision: (1) Imprecision resulted in the greatest

consistency with the expert forecasts; (2) DMs expressed higher
confidence and preferred imprecise forecasts on characteristics
ranging from credibility to completeness. This supports previous
findings that conflict aversion is stronger than imprecision
aversion (Smithson, 1999, 2015), and implies that there is a
broader dimension, such as overall perception of uncertainty, that
is driven by the degree of agreement between the forecasts.

The results confirm that DMs are not universal seekers of
precision, but are rather sensitive to the nature, and features,
of the decision environment. They expect a certain degree of
imprecision or uncertainty in climate projections, and in line with
the congruence principle (Budescu and Wallsten, 1995; Olson
and Budescu, 1997; Du et al., 2011), they favor forecasts that seem
to capture and reflect this imprecision. In fact, using bounded
estimates to express uncertainty in climate projections leads to
higher belief in and concern about CC since a high degree of
uncertainty is expected (Maclnnis et al., unpublished).

In the presence of hybrid projections that are both imprecise
and conflicting, the DMs’ responses depend on the nature of
the task. The joint effects of the two source uncertainties seem
to lead to a compromise between the effects of imprecision
and conflict for all judgmental tasks — confidence, willingness-
to-pay for insurance and comparative ratings. However, we
observed a combining pattern in estimation tasks — estimating
the most likely value and range of possible values — where DMs
displayed the least consistency with the experts in the hybrid
condition. Response patterns do not reflect simple arithmetic
on the endpoints. The relative agreement and configuration
of the sets seem to promote differential weighting of the
expert forecasts due to preferences and overall feeling about
uncertainty.

These task-specific differences are consistent with the
contingent weighting model (Tversky et al., 1988) and the
subsequent task-goal hypothesis (Fischer et al., 1999) which
state that task objectives influence response processes. We
found differences in the processes used for estimation and
rating tasks. In estimation tasks, DMs give range estimates
closer to the endpoints under imprecision because those are
the more prominent features, or focal points, while they give
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range estimates closer to the middle for the hybrid set since
the common point (in Study 1), which is the midpoint of the
set’s range, is the most prominent feature. In comparative ratings,
DM:s can see the hybrid set contains some features of conflict and
some features of imprecision. Given that they are more averse to
conflict than to imprecision (Smithson, 1999) they assign ratings
that are more favorable than those of conflict, but less favorable
than imprecision.

The focus of Study 2 was to develop a robust mapping of how
conflict and imprecision are combined. Across the 30 different
hybrid sets, reactions were a function of two key factors —
structure of overlap and level of asymmetry. The results help
explain why differences in cognitive processes and attention
are used to respond to different goals. The size and direction
of (a)symmetry of the two sets showed a stronger influence
on quantitative estimates than their overlap, seemingly because
asymmetry creates a tension between various measures of central
tendency. Asymmetry highlights the deviation between the mean
and median and makes it the prominent feature of the set.
The structure and degree of overlap within a set had greater
influence on preferential ratings seemingly because the (lack of)
overlapping areas were the prominent set feature and altered the
perception of (dis)agreement between experts. Sets with a positive
overlap (nested and intersecting) were rated more similarly to
imprecision indicating participants paid greater attention to the
agreeing segment, and sets with a non-positive overlap (disjoint
and tangent) were rated more similarly to conflict indicating
participants paid greater attention to the distinct and disagreeing
segments.

The two multidimensional scaling analyses confirm that
estimates are driven by the degree of asymmetry and ratings
are driven by the degree of overlap. Some pronounced response
patterns within the key factors should be explored in further
detail. First, heavy skewness caused the greatest bias from the set
means because it creates the greatest discord between possible
definitions of “center.” Our hybrid sets were confined to a
common range (10-40 inches), so the most skewed sets had
the largest discrepancy of interval widths between projections.
The large degree of bias could indicate that participants
weighted the experts based on the width of their forecast.
A narrower, more precise, projection seems to be associated
with greater credibility. Judges perceive a tradeoff between
accuracy and the informativeness of others’ estimates where
more narrow estimates are considered more informative, but
less likely to be accurate (Yaniv and Foster, 1995). We extend
these results to sets of multiple experts showing that experts
providing narrower intervals are perceived as more credible and
informative.

A large degree of overlap, whether an area of intersection
(or positive DO) or space (negative DO), between the forecasts
induced the greatest difference in ratings since it represents a
larger unresolved region. A wide area of intersection suggests the
experts agree, but the agreement is still imprecise. A wide area of
disjointedness suggests the experts are far from agreement, and
when the projections showed the most disagreement, participants
rated the sets almost as conflicting and hard to resolve as pure
conflict. This indicates that preferences are more complicated

than following simple mathematical rules since sets with a large
degree of overlap had the same range and same statistical center
as corresponding sets with a small degree of overlap.

We did not observe differences based on belief in CC or
political identification which, in principle, could have resulted
in the discounting of projections that were inconsistent with
one’s political affiliation. By design, the experts and models
in this study were not individualized (expert A vs. B and
model GCSX vs. ESGY). Thus, the observed patterns of
preference cannot be attributed to prejudices about either.
Social and political attributions of the experts motivation
are a natural part of the assessment of their judgments,
and it appears individuals make credibility judgments in
this partisan domain even in the absence of identifying
information. Moreover, recent evidence suggests attributions
are a function of the educational and cognitive levels of the
judges; those with lower education are more likely to attribute
disagreement to incompetence, and those with higher education
attribute disagreement to complexity and aleatory uncertainty
(Dieckmann et al., 2015). Future work should consider the impact
of these factors.

Unexpectedly we found the greatest shift away from the
experts occurred when the set had a negative skew, especially for
the best estimate and the lower bound. The shifting for all sets
was toward lower values; best estimates were below the set mean
and range estimates were narrower than the experts. This pattern
is consistent with status quo bias and “system justification” -
defending existing social systems - which is associated with
discrediting CC (Feygina et al, 2010). Participants are less
trusting of the worst-case projections, either because they do not
believe the climate will continue to change at the current rate,
or they tend to attribute “alarmist” motives to the forecasters
who predict higher, and more threatening consequences from
CC. Alternately, it implies that individuals intuit that the expected
damage from CC has a specific shape that lower values are more
likely than extremely high values (Lewandowsky et al., 2013).
And, of course, these possibilities are not exclusive.

CONCLUSION

In two studies, we have shown that perceptions of multiple
climate projections are driven by the type and degree of
disagreement between them, but the judges are insensitive
to the differences between the models and how they were
run. Moreover, judgmental reactions to the experts are driven
by how two key factors - the structure of overlap and the
level of asymmetry - interact with the task at hand. It
appears that previously identified uncertainties stemming from
multiple sources, conflict and imprecision, are special cases
of overlap and asymmetry. Perceptions of agreement require
intersection and balance. While, overly precise forecasts lead
to a greater perception of disagreement among experts, and a
greater likelihood of the public discrediting and misinterpreting
information. Future studies should build on this work by
exploring how the (mis)match between the judge and various
experts alters perceptions of the evidence. Further, research
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should explore if overlap and asymmetry similarly impact
perceptions of uncertainty in domains outside of CC.
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A Book Review on
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Consider the future as a product of interplay between the states of the nature on one hand and
our choices on the other. Perceivably, we can make a particular future come true if we can specify
possible outcomes of choices and their relative likelihood. Needless to say, we shall always choose
the best option. Economists employ mathematics and logic to make this conviction concrete.
Addressing these issues, the Handbook of the Economics of Risk and Uncertainty consists of two
masterfully crafted prefaces and 14 chapters written by leading economists in theory, empirical,
and experimental economics. Below I highlight some central concepts that are examined from
different perspectives in many (though not all) chapters. Corresponding chapters and sections in
the handbook that discuss each topic are indicated inside parentheses.

Bet on what you believe in. This adage was made concrete by the seventeenth-century
representation of beliefs in possible lottery outcomes, artfully complemented three centuries later
with the operationalization of the inference of beliefs from observed choices. The latter enabled
specifying prior beliefs about future prospects, which was missing from the original Bayesian
approach to updating beliefs based on new information (1). Not only could beliefs be represented as
specifiable probability distributions, but also the best value or maximum utility could be calculated
for rational players whose well-behaved preference rankings were capable of being captured in
utility functions. Under risk, where all prospects and their probabilities can be objectively specified,
rationality is mainly reflected in the independence axiom, which holds that the introduction of a
third option, z, should not alter an initial preference order between two existing options, x and y:
Xz=y— ax+ (1 —a)z = ay+ (1 — ) z. Allais famously produced lottery choices that violate
this essential axiom, launching an ongoing line of literature (2).

Moving from risk to situations of uncertainty, probabilities of prospects need to be subjectively
assessed. Here the consistency requirement of rationality is preserved by Savages sure-thing
principle, which assigns a premium to a given prospect equal to the expected value of the lottery,
tantamount to rational risk aversion. However, Ellsberg’s famous experiment revealed that not all
uncertainties can be captured by subjective probability assignments—giving rise to the concept of
ambiguity and much follow-up work (2.6, 13, 14.4). Probabilities can be classified according to the
distinction not only between objective and subjective but also between aleatory and epistemological.
When risk is not objectively known, it can be assessed subjectively, even if it is essentially knowable.
On the other hand, economic risk corresponds to the aleatory category of probabilities arising
from relative frequencies in repeated trials, whereas uncertainty corresponds to the epistemological
category of probabilities, as in degrees of belief. Both meanings seem to lose operational relevance
when unknown prospects are involved. This third category of unknowns is referred to as ignorance
and is material for future research (Preface 2).
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Actions do not affect probabilities. This is the main flavor of
expected utility calculations. Von Neumann and Morgenstern’s
(VNM) expected utility theory (EUT) concerns the formation
of strategies, mixed and otherwise, for noncooperative, zero-
sum situations with no pure equilibrium when uncertainty
is objectified as risk (1.2, 3.3). Maximizing a utility function
that satisfies the three axioms of vNM—namely, completeness,
transitivity, and continuity—is equivalent to choosing the best
possible prospect, which by definition is the most preferred
option. Savage’s contributions to decision theory came in
two phases. First, his subjective probability theory provided
a framework for constructing relative likelihoods of prospects
without preference ordering. Second, his subsequent axiomatic
approach to choice under uncertainty defined necessary and
sufficient criteria for the joint existence and uniqueness of utility
and probability for choices with deterministic consequences in
static situations, thereby extending vNM utilities to the subjective
level (1.3, 14.1). Further extensions of this idea to dynamic
situations by others (2.5, 14.2) dictated that only naive agents who
change taste at every stage or myopic agents who overlook future
stages violate intertemporal consistency, whereas resolute agents
keep executing the initial plan despite changes in preferences
and sophisticated agents plan by backward induction based on
perfect foresight of their future taste developments, hence acting
in a consistent manner along a dynamic path. Thus, resolute and
sophisticated agents are rational agents for whom time does not
affect planned actions.

The conception of expected utilities can be traced back to
the 18th century when, with the introduction of diminishing
marginal utility, Daniel Bernoulli remedied the inadequacy of
expected value maximization, posed for one by the St. Petersburg
paradox. Nonetheless, until the mid-twentieth century, that
is, prior to EUT, economists remained focused on analysis
of valuation in terms of simple mean-variance (M-V) utility
functions, such as V (o, ) = u — A.o?, that rank the agents’
preference over random returns (3). This ranking, which is
independent of all higher moments, remains to date the main
tenet of asset pricing, where the tradeoff between risk and return
can be optimized for an investor with given preferences. In
model building, these preferences were assumed as given. In the
laboratory, risk preferences are elicited in one of three ways (4,
7.2): the proportion of investment in risky versus safe assets in

a portfolio, the point at which subjects switch from a risky to a
safe gamble on a given menu, and the named selling or buying
price for a gamble, which reveals certainty equivalents. The EU
ranking coincides with the M-V ranking for normal distribution
and generally in the case of a CARA (constant absolute risk
aversion) utility function (3.6). Otherwise, when higher moments
are significant, such as in skewed distributions, econometrics
methods provide nonlinear representations for assessment of risk
preferences (4.3).

In sum, the contributors to this handbook view rational
decision making as static or dynamic and model it
in combination with deterministic, risky, or uncertain
consequences. The impetus of the majority of arguments lies in
experiments conducted mainly by economists. This collection
is deeply rooted in theoretical and axiomatic conceptualizations
of decision making under risk and uncertainty with a sprinkling
of the psychological studies of heuristics (4.7). This handbook
is most useful for cognitive scientists and psychologists who
want to learn about the background details of what economists
explored and entertained that are now known as central notions
of behavioral economics, presented in psychology terminology
such as risk aversion, domain of gain versus loss, and reference
point. These very concepts, only in different terms, can be traced
back to the joint work of Friedman and Savage from 1948 and the
subsequent investigations by Harry Markowitz, who observed:
“Generally people avoid symmetric bets. This suggests that the
curve falls faster to the left of the origin than it rises to the right
of the origin.”
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lowa Gambling Task (IGT) is one of the most widely used tools to assess economic
decision-making. However, the research tradition on aging and the lowa Gambling Task
(IGT) has been mainly focused on the overall performance of older adults in relation to
younger or clinical groups, remaining unclear whether older adults are capable of learning
along the task. We conducted a meta-analysis to examine older adults’ decision-making
on the IGT, to test the effects of aging on reversal learning (45 studies) and to provide
normative data on total and block net scores (55 studies). From the accumulated
empirical evidence, we found an average total net score of 7.55 (£25.9). We also
observed a significant reversal learning effect along the blocks of the IGT, indicating
that older adults inhibit the prepotent response toward immediately attractive options
associated with high losses, in favor of initially less attractive options associated with
long-run profit. During block 1, decisions of older adults led to a negative gambling net
score, reflecting the expected initial pattern of risk-taking. However, the shift toward more
safe options occurred between block 2 (small-to-medium effect size) and blocks 3, 4, 5
(medium-to-large effect size). These main findings highlight that older adults are able to
move from the initial uncertainty, when the possible outcomes are unknown, to decisions
based on risk, when the outcomes are learned and may be used to guide future adaptive
decision-making.

Keywords: lowa Gambling Task, decision-making, risk, uncertainty, aging, older adults, neuropsychology

INTRODUCTION

Decision-making is a fundamental process in everyday life and subject to major changes over the
lifespan. According to a recent meta-analysis, early adolescents show a pattern of risk-seeking
behavior compared to mid-late adolescents, despite similar performances in decision-making
between children and adolescents (Defoe et al., 2015). Moreover, adolescents were found to be
more risk-seeking in tasks with immediate feedback compared to adults (Defoe et al., 2015).

A meta-analysis in healthy older adults was further conducted by Mata et al. (2011), while
differentiating participants’ decision-making performance in contexts of uncertainty and risk.
Uncertainty refers to circumstances in which the probabilities of the possible outcomes are
unknown, while in decisions under risk the outcomes and probabilities are given in advance
(Ellsberg, 1961; Kahneman and Tversky, 1979; Mata et al., 2011). Older adults seem to
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engage more often in disadvantageous decisions than younger
adults, but only under uncertainty (Mata et al., 2011). Under risk,
younger and older adults showed similar patterns of decision-
making (Mata et al., 2011). Interestingly, older adults engage
less in risky activities compared to younger adults, and are more
responsive to warnings about potential risks (Rolison et al., 2016).
The aging-related reduction in risk-taking seems to occur steeply
for financial and recreational decisions, but smoothly for ethical
and health-related decisions (Rolison et al., 2013). It seems that,
under risk, older adults respond to threat levels with increased
cautiousness (Rolison et al., 2013, 2016), but the threat level may
be difficult to identify without previous information, as occurs in
decision-making under uncertainty (Mata et al., 2011).

The processes and mechanisms that may explain the
abovementioned age differences in decisions under risk and
uncertainty are still poorly understood. The Iowa Gambling Task
(IGT) (Bechara et al., 1994) may advance our knowledge on the
differential patterns of performance under risk and uncertainty,
since the decisions along this task are expected to move from
uncertainty to risk (Brand et al., 2007).

In the IGT, participants are asked to choose a card from
four different decks to win as much money as possible.
While performing the task it is expected that participants
learn to discriminate advantageous (Decks C and D) from
disadvantageous decks (Decks A and B). However, learning
during the IGT requires more than just adjusting behavior
as a function of reliable feedback signaling long-term correct
and incorrect responses. Considering that high rewards in the
IGT are included in the disadvantageous decks, the prepotent
response is initially oriented to the decks that are also associated
with increased losses (Kovalchik and Allman, 2006). Adaptive
behavior requires the inhibition of the prepotent response,
as participants learn to forego the high monetary rewards
(immediately attractive options that are also associated with high
losses) in favor of the low to moderate monetary rewards (initially
less attractive options that are associated with reduced losses
and long-run profit). The shift in the prepotent response during
the learning process is conceptualized as the reversal learning
effect (Kovalchik and Allman, 2006). The difference between the
number of disadvantageous (Decks A and B) and advantageous
choices (Decks C and D) is considered a Gambling Index—
the total net score (Bechara et al., 1994)—that captures the
reversal learning effect and the adaptive course of action. Since
the implicit feedback in the first half of the task is considered a
close correlate of the uncertainty experienced in real-life (Bechara
et al,, 1994; Verdejo-Garcia et al., 2006; Bechara, 2007; Brevers
et al,, 2013), the reversal learning effect may unveil the moment
in which participants learn the advantageous strategy. Brand
et al. (2007) reported that only the last trials of IGT were
correlated with the performance under risk, supporting that
decks probabilities are learned along the task.

The starting point to conceptualize the shift from uncertainty
to risk is grounded on Damisio’s Somatic Marker Hypothesis
(Damasio, 1994). Damasio (1994) proposed that the affective
signals generated from the match between choices and associated
outcomes guide subsequent decisions, by biasing the decision
to the options associated with positive affective states. The

affective states are detected by the limbic system, particularly,
the amygdala. During the first trials, the limbic areas trigger the
affective values of gains and losses, and generate the automatic
somatic states (primary inducers) (Bechara et al., 2003; Bechara
and Damasio, 2005). Interestingly, levels of uncertainty are
positively associated with amygdala activation, suggesting that
this structure is recruited to detect relevant information when the
probabilities are unknown (Hsu et al., 2005).

An affective executive system—the hot executive functioning
(EF)—also accounts to detect monetary rewards and losses
under uncertainty. The hot EF is defined as the set of abilities
that regulate emotional awareness, impulsive reactions and goal
achievement, by integrating emotional, affective, and visceral
processes (Miyake et al., 2000; Zelazo and Miiller, 2002; Séguin
etal., 2007; Brevers et al., 2013). The incentive saliency measured
under uncertainty is monitored by the hot executive functioning
to signal the best outcomes. Then, the information from primary
inducers is accommodated in the memory systems (Bechara
et al,, 2003; Bechara and Damasio, 2005), and the hot EF
assists the cold EF in an integrated decision process (Zelazo
and Miiller, 2002; Séguin et al., 2007; Brevers et al., 2013).
The cold EF is conceptualized as the cognitive determinant
of risk and gains, updating and maintaining the information
in working memory (Zelazo and Miiller, 2002; Séguin et al.,
2007; Brevers et al., 2013). The hot and cold EF interplay is a
critical process to plan the necessary changes to future choices
(Zelazo and Miiller, 2002; Brevers et al., 2013). The ventromedial
prefrontal cortex (vmPFC) will be critical to guide future adaptive
decision-making, mediating the secondary inducers—somatic
states generated by the recall of emotional events (Bechara et al.,
2000, 2003; Bechara and Damasio, 2005). The vmPFC activation
is associated with global IGT performance (Northoff et al., 2006;
Lawrence et al., 2009; Li et al., 2010) and, interestingly, with
performance in the final trials (Northoff et al., 2006), suggesting
that the vmPFC becomes less dependent on amygdala-driven
autonomic responses at the end of the task (Bechara et al., 2003).

Functional age-related changes in brain areas implicated in
decision-making [e.g., insula and anterior cingulate cortex (Good
et al, 2001), superior temporal sulcus (Sowell et al., 2003),
dorsal and ventral striatum (Raz et al., 2005; Walhovd et al,,
2005), prefrontal (West, 2000), and orbitofrontal cortex (Resnick
et al., 2007)] suggest that older adults exhibit less resources to
decide adaptively. EF, mainly dependent on prefrontal areas,
are particularly vulnerable to age-related cognitive decline (Best
et al., 2009). From the 7th decade of life, a detrimental effect is
found in several executive domains, such as response inhibition,
planning, and set shifting (Best et al., 2009), that are important
functions to reversal learning. Older adults tend to make more
perseverative errors, which indicate an inability to plan future
behavior in function of previous feedback and a failure to
inhibit an activated response pattern that as proven to be
disadvantageous.

A reversal learning effect in older players performing the IGT
is not detected when compared to younger players (Kovalchik
and Allman, 2006). Kovalchik and Allman (2006) proposed that
the lack of an initial preference in older adults compromises the
subsequent process of reversal learning. Decision-making and
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reversal learning seem, therefore, to become inoperative with
age, suggesting that a random selection strategy may be guiding
decision-making in elderly (Kovalchik and Allman, 2006).

Steingroever et al. (2013) also proposed that IGT performance
on healthy groups are characterized by slow learning processes,
and 100 trials are not sufficient to learn to discriminate the
safe over the risky options. The infrequent occurrence of losses
in decks B and D provides little information to learn that
deck B should be avoided. Moreover, with the exception of
the deck A, the remaining decks seem to have too similar
outcomes (Steingroever et al., 2013). Participants fail, therefore,
to distinguish bad from good decks, failing to progress from an
initial stage of exploration to a later stage of exploitation. The
limitations of the learning processes expected to occur during
the IGT may be particularly observed in older groups, since this
group have increased difficulty in discriminating negative from
positive outcomes in reinforcement learning tasks. The reduced
Feedback-Related Negativity (FRN) amplitude was found to be
similar after losses and gains, suggesting a decreased focus of
the monitoring system in classifying the outcomes according
to task-specific goals (Hammerer et al, 2011). In fact, older
adults need more trials to identify the option more likely to
be rewarded, particularly when differences in reward likelihood
between choices are small (Himmerer et al., 2011).

The revised literature documents that older adults show
detrimental changes in decision-making brain-related areas
that may compromise critical functions as EF, reversal and
reinforcement learning that are critical processes to decision-
making under uncertainty. However, and considering that
decisions under risk are similar (Mata et al., 2011) or even
improved compared to younger adults (Rolison et al., 2013,
2016), it remains unclear whether older adults are capable of
learning adaptive strategies and move from uncertainty toward
risk, that is, to integrate affective automatic responses in memory
and rational analytical systems that facilitate future adaptive
decision-making.

The current meta-analysis aims to address this gap in the
literature. The IGT includes both initial stages of exploration
(decisions under uncertainty) and later stages of exploitation
(decisions under risk) (Brand et al., 2007; Steingroever et al.,
2013), providing a comprehensive analysis of decision-making.
This allows extending Mata et al.’s (2011) results, which were
obtained with tasks assessing decision-making under risk and
under uncertainty independently. Also, Mata et al’s (2011)
conclusions are retrieved from studies with a between-group
design (older vs. younger groups), from which we cannot infer
directly that older adults are not capable of learning.

For this purpose, we have meta-analyzed the performance
of older adults along the IGT blocks. The within-subject
design of our meta-analysis allow monitoring the participants’
performance along the task and to isolate the reversal learning
effect. The analysis of the shift from uncertainty to risk is of great
importance, since older adults’ difficulties in decision-making
appear to be restricted to uncertainty (Mata et al., 2011). We
hypothesize that the contrasting pattern of performance under
risk and uncertainty is explained by the lack of a reversal learning
effect in older adults (Kovalchik and Allman, 2006). The reversal

learning effect is required to perform adaptively in tasks under
uncertainty, and subsequently to move to a context of decision-
making under risk, in which the task contingencies have been
learned and may guide future adaptive decisions.

This hypothesis constitutes an innovative approach to the
IGT, since the results are typically analyzed in terms of the total
net score, disregarding the dynamics of learning that occurs
within the task. Finally, we also provide normative data on older
adults’ performance from the literature reviewed, namely a group
reference criterion to compare individual values of IGT total and
block net scores.

METHODS

The current meta-analysis followed the PRISMA Statement
guidelines for reporting systematic reviews and meta-analyses
(Moher et al., 2009).

Eligibility Criteria

The focus of the systematic search was studies that assessed
economic decision-making processes in older adults with the
IGT.

As inclusion criteria, the studies had to: (1) describe empirical
results; (2) report the Bechara et al.’s (1994) original version of the
IGT, in its manual or computerized versions; (3) include a sample
of healthy older adults (mean age > to 55 years old and standard
deviation < to 10). Mean age criteria was based on Denburg’s
et al. (2005) cut off, and standard deviation criteria was defined
to avoid samples with a large interval of age.

Studies were excluded if: (4) none of the parameters of the
current review (total and block IGT net scores) were reported;
and (5) contained overlapping results.

To avoid publication bias, we considered unpublished
results, but none were retained after the application of
inclusion/exclusion criteria.

Study Selection

PubMed, EBSCOhost (Academic  Search  Complete,
PsycARTICLES, Psychology and Behavioral Sciences Collection),
and Web of Knowledge databases were used to identify papers
published since the first administration of IGT (Bechara et al,,
1994) (1994-September 2016).

The search expression, limited to titles and abstracts in
English, was (neurodegenerative OR Alzheimer OR Parkinson
OR Huntington OR dementia OR “mild cognitive impairment”
OR “frontotemporal dementia” OR ageing OR aging OR
“older adults” OR elderly) AND (“lowa Gambling Task”).
Neurodegenerative disorders were included in the search
expression to identify papers using healthy adults as controls.

The selection of the studies included the following steps:
(1) combination of search results from different databases and
removal of duplicates; (2) assessment of inclusion criteria by two
independent raters (RP, CF), considering the abstract and full
text. Disagreements were resolved by consensus; (3) reference
lists were screened to identify additional relevant papers; (4)
authors were contacted to provide missing information; (5)
papers with missing or repeated data were excluded.
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Data Collection and Variables Extracted
During the assessment of inclusion criteria, the inter-rater
agreement Cohen’s kappa was used to compare the agreement
between the researchers, revealing an almost perfect agreement
(K = 0.95).

A standardized coding form was then developed to
systematically collect the main parameters of analysis. This
process was conducted by two independent researchers (RP and
ARG).

The extracted variables from the included studies were: final
sample size (n), gender (n females), age (mean and standard
deviation), years of education (mean and standard deviation),
task administration (computerized or manual), compensation
(none, fixed, proportional to the performance), total and blocks
net score (means and standard deviations).

Data Analysis
The quantitative results obtained from total and block net scores
were used to achieve our main goals.

To compute the normative data, the standard errors of the
mean extracted from the figures were first converted to standard
deviation by multiplying the standard error of the mean by the
square root of the sample size (Higgins and Green, 2011). Pooled
means (Mpooled) and pooled standard deviations (SDpooled)
were then calculated for each study. These pooled parameters
compose a single unit of analysis in which larger sample sizes
are proportionally represented by a greater effect on the overall
estimate, which improves the estimate precision and allows to
compare independent sample estimates.

To explore the effects of aging on reversal learning, we
computed the magnitude of the effect size from the difference
between block net scores, always in reference to the baseline
(block 1; B1). All analyses were conducted on Comprehensive
Meta-Analysis software (3.0; Biostat, U.S.A).

The meta-analytic methods were performed in accordance
to a within-subject design, as the data for the same participants
was entered for more than one condition, introducing
statistical dependence between the conditions. The work on
statistical methods for meta-analysis has been more focused on
independent sample sizes, whereas repeated measures received
more limited attention. The use of the same methods to calculate
independent and dependent effects is not recommended, as it
introduces significant estimate bias on within-subject designs
(Dunlap et al., 1996; Morris and DeShon, 2002). The calculation
of the within-subject effect size is dependent on the value of the
correlation between conditions, in addition to the means and
standard deviations of each condition. However, this value is
rarely provided in research reports. Indeed, none of the reviewed
studies reported this correlation, because the main interest
was to test group differences between the older group and the
younger or clinical groups. This issue has a critical relevance
to the current meta-analysis, as the magnitude of the effect size
depends on whether the correlations between the conditions
are smaller, larger, or equal to 0.5 (Morris and DeShon, 2002;
Ferreira-Santos, in press).

Given the issues outlined above, we opted to impute the
estimated correlation from the databases provided by the authors,

where the correlation values between all blocks were available
(seven samples). Correlations were pooled by using the weighted
average of Z-transformed coeflicient coeflicients, which was
then transformed back into a correlation coefficient via Fisher’s
Z inverse transformation (Silver and Dunlap, 1987). Because
the distribution of Z is approximately normal, this method
tends to be less biased than a simple arithmetic average, which
distribution becomes negatively skewed as the correlation is
larger than zero, particularly when including small samples
(Silver and Dunlap, 1987).

All the seven samples used to impute the correlation
coeflicient revealed a low correlation between blocks: r = —0.107
to 0.219 (B2-B1); r = —0.039 to 0.379 (B3-Bl); r = —0.155 to
0.198 (B4-Bl); r = —0.024 to 0.277 (B5-B1). This resulted in
an imputed r value of 0.007 in B2-B1, of 0.086 in B3-BIl, of
0.018 in B4-B1, and of 0.068 in B5-B1. For the seven samples
where the r value was available, the original value was maintained
in accordance to the performances between blocks. To assess
whether the variation in the correlation value would modify the
reported effect size, a sensitivity analysis using a range of plausible
correlations was conducted using moderated (0.50) and high
(0.80) correlations.

From the imputed correlation coeflicients, we calculated the
Hedge’s g This method prevents the overestimation of the
absolute value of the effect size parameter in studies with small
samples (Hedges, 1981), as frequently observed for Cohen’s d
(Cohen, 1988).

High scores on g indicate a positive net outcome (i.e., better
decisions on later decks when compared to the first deck),
while negative values are associated with negative outcomes and
disadvantageous behavior.

Heterogeneity Analysis

The heterogeneity analysis allows testing the consistency of
results across included studies. Statistical heterogeneity between
studies is considered inevitable, since methodological diversity
always occurs (Higgins and Green, 2011).

The variability between studies, that is, differences in effect
sizes that are caused by other factors than chance (sampling
error), was tested using the Q test (Cochran, 1954) and I
(Higgins and Green, 2011). The significance of Q indicates
the presence of heterogeneity, while the I* describes the
percentage of the variability in effect estimates that is due to
heterogeneity. Heterogeneity was present in the current meta-
analysis, suggesting that there is in fact more than one true
effect sizes at the population-level. Considering this, we may
not assume that individual effect sizes are measures of a single
population effect size (fixed-effects models). The alternative is
to incorporate the heterogeneity in the random-effect models,
where individual estimates are measures of a distribution of
possible population-level effect sizes (Field, 2001; Schmidt et al.,
2009; Higgins and Green, 2011). Providing a hyperparameter
of the population distribution, random-effect models allow us
to generalize the findings to the population, whereas inferences
based on fixed-effects models are restricted to the set of the
studies reviewed (Schmidt et al., 2009).
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Moderation Analysis
To further explore the factors that may be accounting to the
heterogeneity in results, we performed a moderation analysis.

Sample (proportion of females, age and years of education)
and task variables (administration and compensation) are
variables systematically identified in the literature and thought to
modulate the performance in the IGT (for a review see Fernie
and Tunney, 2006; Areias et al., 2013). However, the lack of
variability in task administration and compensation variables,
in addition to restricted information from several variables of
interest, conditioned the assessment of moderation effects of
these variables. Consequently, these variables were only used to
better characterize the studies in which the use of the normative
data may be particularly relevant.

Regarding the sample characteristics, age, years of education,
and percentage of females were considered as continuous
moderator variables. Independent meta-regressions across block
performance were conducted to test the learning effect, when
moderated by age, years of education, and the percentage of
females in the sample.

RESULTS

Study Inclusion
Detailed information on the study selection process is described
in the PRISMA Flow Diagram (Figure 1).

A total of 403 non-duplicated articles were found and 10
studies were added by cross-reference check.

In nine studies, it was not possible to assess inclusion
criteria. Authors were then contacted and asked to provide more
detailed information about the mean age and respective standard
deviation of the samples. Responses were not obtained for one
study (response rate = 88.9%) that was, therefore, excluded based
on inclusion criterion 3.

Twenty-one studies did not meet the inclusion criterion 1, 45
the inclusion criterion 2, and 279 studies the inclusion criterion 3.

For the 68 eligible papers, only three studies reported all
the required information to test our main hypothesis. For the
remaining studies, the authors were contacted. Data was no
longer available for five studies, but additional information was
provided for 25 studies. Of note, Caselli et al. (2011) kindly
sent to us a larger dataset of the published study. Lamar also
provided us with a more recent database from Visagan et al.’s
(2012) study. This latter paper only reports IGT performance
for a younger group, but the authors kindly authorized us to
report the performance of the healthy older adults collected at
the time. For the studies with no response or with no information
available, the total and block net scores were extracted from the
graphical illustrations using Engauge Digitizer software (V9.8,
https://markummitchell.github.io/engauge-digitizer/). However,
14 articles did not contain the required information and were
removed from the analysis (exclusion criterion 4).

The contact with the authors and the overlap of the outcome
measures also allowed us to identify repeated data across studies
(exclusion criterion 5). One study was removed.

Fifty-three articles (55 cells) were retained to calculate the
normative data for the IGT performance in aging. A subset of 44

studies (45 cells) was used to test the effect of aging on the reversal
learning effect. All the studies were published between 2002 and
2016".

Sample

The data from 1977 older adults (55% female) were used to
calculate normative data on the IGT performance (Table 1). The
mean age of the sample was 68.2 years and the mean years of
formal education was 13.2.

Task

Seventy-six percent of the studies used the computerized version
of the IGT. The remaining studies did not report the procedure
associated with task administration (manual vs. computerized),
which led to the exclusion of this parameter from the moderator
analysis.

None of the included studies rewarded participants based
on the IGT performances. Of the five studies reporting
payment to participants, only four compensated the participants.
Considering the few data points available, compensation was
removed from moderator analysis.

Normative Data

The samples from the included studies had an age range of 55-79
years old. Normative data for the total and blocks net scores is
presented at Table 1.

Reversal Learning Effect

Figure 2 provides a graphical illustration of the reversal
learning effect. There is a significant small-to-medium effect size
considering the difference of block 2 performance relative to
block 1, g = 0.48, 95% CI [0.37, 0.58], Z = 8.50, p < 0.001. Forest
plot of B2-B1 is displayed at Figure 3. The reduced consistency
between studies suggests that block 2 still corresponds to an
exploratory stage of learning, that is, the trials performed up
to this point were not sufficient to learn to discriminate task
contingencies.

From the block 3 onward, a gradual increase in a medium-
to-large effect size is found in relation to block 1: B3-Bl, g =
0.70, 95% CI [0.56, 0.84], Z = 9.70, p < 0.001; B4-Bl, g =
0.73, 95% CI [0.58, 0.89], Z = 9.17, p < 0.001; B5-B1, g = 0.74,
95% CI [0.58, 0.89], Z = 9.26, p < 0.001. Forest plot of B5-B1
comparison is displayed at Figure 4. The increase in effect size
magnitude suggests that, in later blocks, studies systematically
report that older adults learn to discriminate advantageous from
disadvantageous decks.

The remaining forest plots (B3-B1 and B4-B1) may be found
in Figures 5, 6 (Supplementary Information).

Despite systematic search procedures, meta-analyses often evidence publication
bias since studies reporting significant differences and large effects, are more likely
to be published than studies that report non-significant differences (e.g., Dickersin,
2015). To assess the overestimation bias in the reported effect sizes we calculated
the Egger’s (1997) regression intercept for each block comparison. Egger’s intercept
was not significant in B2-B1 (B = 1.04, p = 0.172). However, a significant intercept
was found in B3-B1 (B = 2.97, p < 0.001), B4-B1 (B =3.59, p < 0.001), and B5-B1
(B =13.58, p < 0.001), suggesting the existence of publication bias.
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FIGURE 1 | PRISMA flow diagram.
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Sensitivity Analysis

The sensitivity analysis did not reveal major alterations in the
reported effect sizes using either a moderate 0.05 correlation
coeflicient (B2-B1; g = 0.47, 95% CI [0.36, 0.58], Z = 8.43, p <
0.001; B3-B1, g = 0.72, 95% CI [0.60, 0.86], Z = 9.91, p < 0.001;
B4-B1, g = 0.77, 95% CI [0.61, 0.93], Z = 9.58, p < 0.001; B5-
Bl, g = 0.77, 95% CI [0.61, 0.93], Z = 9.62, p < 0.001), or a
0.08 correlation coefficient (B2-B1, g = 0.46, 95% CI [0.35, 0.60],
Z = 8.36, p < 0.001; B3-B1, g = 0.71, 95% CI [0.57, 0.85], Z
= 10.0, p < 0.001; B4-B1, g = 0.78, 95% CI [0.63, 0.94], Z =
9.98, p < 0.001; B5-B1, g = 0.78, 95% CI [0.63, 0.94], Z = 10.0,
p < 0.001). These results indicate that variation in the actual
correlation value would not substantially modify the reported
effect sizes and the overall findings of the current meta-analysis.

Heterogeneity Analysis
Significant heterogeneity was found, suggesting variability
between studies and demonstrating the importance of accounting
for study-level moderators.

B2-B1, Q(44) = 89.4, p < 0.001, I* = 50.8; B3-B1, Q(qq) = 144.1,
p < 0.001, * = 69.5; B4-B1, Quq) = 160.1, p < 0.001, I* = 72.5;
B5-B1, Qu4) = 89.4, p < 0.001, I = 50.8.

Moderation Analysis
None of the moderators described below approached
significance, indicating that the heterogeneity between studies is
not explained by increased age, differences in years of education
or proportion of females.

B2-Bl1: age, b = 0.01, CI 95% [—0.01, 0.03], Z(44) = 0.82, p
= 0.410; years of education, b = —0.0002, CI 95% [—0.04, 0.04],
Z(35) = —0.11, p = 0.912; proportion of females, b = 0.46, CI1 95%
(—0.27, 1.19], Z(z5) = 1.22, p = 0.221.

B3-B1: age, b = —0.004, CI 95% [—0.03, 0.02], Z(44) = —0.28,
p = 0.777; years of education, b = 0.0038, CI 95% [—0.05, 0.05],
Z35) = 0.15, p = 0.880; proportion of females, b = 0.37, CI 95%
[-0.60, 0.34], Z(35) = 0.75, p = 0.453.

B4-B1: age, b = —0.004, CI 95% [—0.04, 0.03], Z(44) = —0.26,
p = 0.795; years of education, b = —0.004, CI 95% [—0.06, 0.049],
Z(35) = —0.15, p = 0.882; proportion of females, b = 0.0007, CI
95% [—1.07, 1.07], Z35) = 0.00, p = 0.999.

B5-B1: age, b = —0.005, CI 95% [—0.04, 0.03], Z(44) = —0.29,
p = 0.770; years of education, b = —0.004, CI 95% [—0.06, 0.05],
Z(35) = —0.16, p = 0.873; proportion of females, b = 0.0018, CI
95% [—1.06, 1.06], Z (35, = 0.00, p = 0.997.

DISCUSSION

The IGT is one of the most widely used tools to assess decision-
making. However, most of the research on IGT and aging has
been mainly focused on the performance comparison between
older adults and clinical or younger groups. Despite the evidence
that older adults make more disadvantageous decisions than
younger groups on the IGT (Mata et al., 2011), one question
remains unclear: do older adults learn to choose advantageously
along the task?

The trend to collapse the choices across blocks to create a
summary score—the total net score—restricts the understanding

BLOCK 1 BLOCK 2 BLOCK 3 BLOCK 4 BLOCK 5

NET OUTCOME

A L N B ok N ow s on

FIGURE 2 | Mean values (and standard errors) of net outcomes (y-axis)
considering the performance of older adults across IGT blocks (x-axis).

of learning processes that may take place during the IGT. In fact,
and to our knowledge, this study is the first to consider within-
subject methods when meta-analyzing the IGT performance in
different blocks. This method is a relevant contribution to the
research field of decision-making in older-adults, as performance
in IGT may be ruled by two distinct types of decision-making—
under uncertainty and under risk—and only the first is found
to be impaired in older adults (Mata et al., 2011). Therefore, it
is critical to understand if older adults’ decisions remain ruled
by uncertainty or, in turn, older adults are capable to learn from
experience and move to decisions based on known outcomes.

During the first blocks, the decision-making on the IGT is
expected to be driven by affective cues. This is an exploratory
stage of learning, as participants have not yet deciphered the
contingencies of the decks, and decision-making is made under
uncertainty (Brand et al., 2007). Confirming the exploratory
process of learning, a negative block net score on block 1
stands out in the older group. Right after block 1, a significant
reversal learning effect was found. However, the effect size in
relation to the difference between block 2 and block 1 was only
small-to-medium in magnitude (g = 0.48), demonstrating that a
significant improvement in performances is not a robust finding
across studies.

From trial 50 onward, choices are expected to be more
adaptive and driven by the acquired knowledge (Bechara, 2007).
The decision is now expected to be made under risk, as the
contingencies of the task are expected to be learned (Brand et al.,
2007). The effect sizes from block 3 to block 5 became medium-
to-large in magnitude (g = 0.70 to 0.78), which is in line with
the literature defining the trial 50 as the starting point to develop
adaptive choices on the IGT (Bechara, 2007).

The main findings provide evidence that older adults exhibit
an advantageous pattern of performance during the IGT. The
robust reversal learning effect evidenced in block 3 suggests that
the shift from ambiguity to risk seems to occur in this block, and
importantly, around the trial proposed by Bechara and colleagues
(Bechara, 2007). The hypothesis that older adults, compared to
younger groups, tend to choose immediately attractive options
on IGT that lead to higher monetary losses along the task (Mata
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Study name Statistics for each study
Hedges's Standard Lower Upper

g error  Variance limit limit
MecFherson et d., 2002 0.3%4 0.259 0.067 -0.153 0.861 1.367
Fosietal., 2016 0.663 0.180 0032 0311 1.016 3687
Auzou et d., 2014 0.000 0.317 0101 -0622 0.622  0.000
barretxe-Bibao et al., 2009 0.529 0.298 0089 -0056 1.113 1.774
Mepelii et al., 2014 0.491 0.366 013 -0227 1209 1.339
Poletti et al., 2010 0.708 0.307 00%4 0106 1.310 2305
Torralva et al., 2009 -0.088 0.355 0126 -0784 0608 -0.248
lcellioglu, 2015 0.649 0.277 0077 0.106 1.192 234
Schiebener & Brand, 2016 0.640 0.235 0055 0179 1.100 272
Carvahoetal., 2012 0.19%6 0.221 0049 -0236 0629 08%
Euteneuer et al., 2009 1.052 0.358 0128 0350 1.754 293
Kobayakawa et al., 2008 -0.244 0.294 0087 -0820 0333 -0.829
Czernecki et al., 2002 0.903 0.313 0098 0290 1517 288
Balconi et a., 2014 0.072 0.214 0.046 -0.347 0.491 0.338
Caselli etal.., 2011 0.621 0.150 0023 0327 0915 4141
Evens et al., 2015 -0.188 0.245 0060 -0668 0.293 -0.766
Kloeters et al., 2013 0.487 0.275 0075 -0051 1.026 1775
Smartetal., 2015 0.558 0.295 0087 -0020 1135 1.8
Bertoux et al., 2013 0.453 0.264 0070 -0064 0969 1716
Isellaet al., 2008 0.060 0.219 0048 -0369 0489 0274
Zamerian et a., 2008 1.032 0.240 0057 0562 1.501 4.307
Delazer et a., 2012 0.249 0.210 0044 -0163 0660 1.18
Balconiet .., 2014 2036 0.393 0154 1266 2806 51&
Gleichgerrcht et al., 2012 -0.04 0.355 0126 -0790 0603 -0.264
Torralva et al., 2007 -0.053 0.408 0.166 -0852 0.747 -0.129
Baenaetal., 2010 0.181 0.223 0050 -0256 0.618 0810
Sasai et d., 2012 0.360 0.244 0060 -0.118 0838 1475
Ottaviani et d., 2011 0.287 0.134 0018 0025 0550 2148
Cardosoetal., 2014 0.641 0.351 0123 -0047 1329 1.8%6
Menes et al., 2011 -0.090 0.355 0126 -0.786 0606 -0.253
Visaganet al., 2012 0.6% 0.261 0068 0.185 1.207 2669
Buelow et d., 2013 0.400 0.382 0146 -0349 1.149  1.047
Darrholct et al., 2011 0.329 0.253 0064 -0.166 085  1.302
Delazer et al., 2009 114 0.403 0162 0404 1.983 29¢4
Fein et al., 2007 0.263 0.196 0038 -0121 0647 1.343
Bayard et d., 2015 0.778 0.309 00% 0172 1385 2517
Wyart et al., 2016 0.264 0.215 0046 -0.157 0685 1.231
Caseliietal., 2011 0.772 0.174 0030 0431 1.114 4432
McCGovernet a., 2014 0.521 0.246 0060 0040 1.003 2124
Alexopoulos et al., 2015 0.536 0.269 0072 0.009 1.063 1.9%4
Zamarian et ., 2010 1.075 0.369 0136 0352 1.798 2916
Sinz et al., 2008 1.347 0.407 0166 0549 2145  3.309
Delpero et a., 2015 0.844 0.326 0106 0204 1483 258
Hotetal., 2014 0.888 0.289 008 0321 1454 3073
Derburg et al., 2005 0.342 0.225 0051 -0099 0783 1520

0475 0.056 0003 0365 0584 8502

Z-Value p-Value

Hedges's g and 95%Cl

0.172
0.000
1.000
0.076
0.180
0.021
0.804
0.019
0.006
0373 —
0.003
0407
0.004
0.735
0.000
0444
0.076
0.058
0.086
0.784
0.000
0.236
0.000
0.792
0.898
0418
0.140 -
0.032
0.068
0.800
0.008
0.295
0.193 —
0.003
0.179 -1
0.012
0218 -
0.000
0.034
0.046
0.004
0.001
0.010
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0.000
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FIGURE 3 | Forest plot of older performance in the initial IGT block (B2-B1).

et al.,, 2011) does not necessarily mean that older adults are not
capable to learn under uncertainty. The within-subjects design
of our meta-analysis highlights that learning processes under
uncertainty are not entirely compromised with increased age.
Moreover, our analyses illustrate how collapsing the choices in
a total net score might hide the reversal learning effect across
the blocks, masking the older adults’ ability to learn under
uncertainty.

From our results, older adults seem to be able to use the
salient affective stimuli and then integrate these somatic markers
(Damasio, 1994) in memory and rational analytical systems,
albeit in a less effective way than younger adults (Frank and Kong,
2008; Himmerer et al., 2011; Mata et al., 2011).

The reviewed studies indicate that older adults show a positive
net outcome while performing the task, which means that they

finish the task with an adaptive pattern of decision-making,
by choosing the advantageous decks more frequently. Only 8
of the 43 studies reported a negative performance in older
adults. Despite the positive outcome evidenced by older adults,
it should be acknowledged that a net score of >10 is the cut-
off index that describe performances that are not within the
range of vmPFC patients (Bechara and Damasio, 2002; Bechara
et al.,, 2002). The total net normative value of older adults is
below 10 by Becharas criterion (Bechara et al., 2002), which
would suggest impaired performance and a “myopia for the
future” in older groups. The variance around the mean must
be taken, however, into account (425.9), as well as individual
differences.

Direct evidence from the 8 studies reporting negative net
scores (Bakos et al., 2008; Wagner et al., 2009; Ottaviani
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Study name Statistics for each study Hedges's g and 95%Cl
Hedges's Standard Lower Upper

g error Variance limit limit Z-Value p-Value
MacFherson et al., 2002 0.326 0.249 0062 -0.163 0815 1308 0.191 —_——
Rosi etal., 2016 0.734 0.158 0025 0424 1045 4637 0000 ——
Auzou etal., 2014 0.218 0.311 0097 -032 0828 0700 0484 —_—
Ibarretxe-Bilbao et al., 2009 2.404 0545 0297 1336 3472 4411 0000 —
Mapell et al., 2014 1.148 0439 0193 0288 2009 2614 0009 =
Poletti et ., 2010 2313 0519 0269 1296 3330 4457 0000 —
Torralva et al., 2009 0.508 0.368 0135 -0212 1228 1382 0.167 &
Icellioglu, 2015 1.025 0.303 0092 0432 1618 338 0001
Schiebener & Brand, 2016 0.615 0226 0051 0172 1059 2721 0007
Carvalho et a., 2012 0.000 0212 0.045 -0415 0415 0000 1.000 ——
Euteneuer et al., 2009 1.005 0.341 0116 0336 1673 2945 0003
Kobayakawa et al., 2008 0.612 0.307 0.0%5 0009 1214 1989 0047 =
Czernecki et al., 2002 1.254 0.344 0118 0581 1928 3650 0000 e ]
Baconi et d.., 2014 0.571 0224 005 0133 1009 2553 0011 ——
Casellietal.., 2011 0.780 0.158 0.025 0469 1.0 4924 0000 ——
Evens et al., 2015 -0.163 0237 0.0% -0.627 0302 -0687 0492 ——
Kloeters et al., 2013 0.921 0.302 0091 0330 1513 3052 0002 e e,
Smarteta., 2015 0.642 0292 008 0070 1215 2199 0028 —_—
Bertoux et al., 2013 0.338 0.250 0062 -0.152 0828 1352 0176 -1
Isella et al., 2008 0.098 0212 0.045 -0.318 0514 0461 0645 ——
Zaarian et al., 2008 1.275 0253 0064 0780 1.771 5045 0000 —_—
Delazer etal., 2012 1.043 0.250 0083 0553 1534 4172 0000 ——
Balconi et al., 2014b 9.557 1.493 2228 6631 1248 6403 0000 b
Gleichgerrcht et al., 2012 0.486 0.366 0134 -0230 1202 1329 0.184 T
Torralva et al., 2007 0.497 0423 0179 -03% 1326 1175 0240 &
Baenaet d., 2010 0.105 0215 0.046 -0.316 0526 0490 0624 ——
Sasai et al., 2012 0.709 0.257 0066 0205 1213 2759 0006 ——
Ottaviani et al., 2011 0.246 0.129 0.017 -0.007 049 1907 0057 —il—
Cardosoetal., 2014 0.826 0.360 0130 0120 153 2293 0022 —e
Manes et al., 2011 0.551 0372 0138 -0.177 1279 1483 0.138 =
Visagan et al., 2012 0.706 0253 0064 0210 1208 2787 0005 —_—l—
Buelow et al., 2013 0.886 0426 0182 0050 1.721 2077 0038 —_—
Darholct etal., 2011 -0.025 0229 0052 -0473 0424 -0107 0914 —_—l—
Delazer etal., 2009 2,001 0522 0272 0978 3025 384 0000
Fein et al., 2007 0.667 0207 0043 0262 1073 3227 0001 ——
Bayard et al., 2015 0.832 0.359 0120 0128 153 2318 0020 ——
Wyart etal., 2016 0.716 0230 0053 0266 1167 3115 0002 ——
Caseliiet al., 2011 0.4%9 0.168 0028 0171 0828 2981 0003 —i—
McGovern et al., 2014 0.610 0243 0059 0133 1087 2508 0012 ——
Alexopoulos et al., 2015 0.812 0.282 0079 0260 1.365 283 0004
Zaarian et al., 2010 1.054 0.355 0126 0359 1749 2972 0003 ——
Sinz et al., 2008 1.935 0487 0237 0980 289 3973 0000 |
Delpero et al., 2015 0.818 0278 0078 0272 1364 2937 0003 ——
Hot etal., 2014 2613 0504 0254 1625 3602 5183 0000 —
Denburg et al., 2005 0.229 0215 0.046 -0.191 0650 1070 0285 ——

0.736 0.080 0.006 0580 08% 9259 0000 -

-2.00 -1.00 0.00 1.00 2.00
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FIGURE 4 | Forest plot of older performance in the final IGT block (B5-B1).

and Vandone, 2011; Bertoux et al, 2013; Auzou et al., 2014;
Evens et al., 2015; Schiebener and Brand, 2016) may help
to identify relevant individual differences implicated in IGT
performance, since the moderators systematically reported in
the literature failed to achieve significance in our meta-analysis.
This comprehensive analysis is limited, however, by the focus
of the included studies on group differences. The focus of
the majority of the studies reporting negative net outcomes is
redirected to variables that explain impaired performance in
clinical groups as opposed to a comprehensive interpretation of
the performance of healthy older groups. Nevertheless, Bakos
et al. (2008) observed that the oldest old group exhibited poor
decision-making in IGT compared to the younger elderly group,
despite similar performance in selective attention, short-term
memory, and working memory. This finding would suggest that

increasing age may compromise adaptive performance in IGT,
but our meta-regression showed that age did not moderate the
findings. In turn, Schiebener and Brand (2016) included an age
range of 18-86 years. Remarkably, age-related variance on IGT
performance occurred only in the last 60 trials and in a task
with explicit instructions, that is, when decisions are expected
to be conducted under risk (Schiebener and Brand, 2016).
In the first 40 trials—decision-making under uncertainty—
the association between increasing age and less advantageous
decision-making was small. This main finding is in line with the
theoretical background of the current meta-analysis, highlighting
that economic decision-making in later life shows specific
dynamics.

Under uncertainty, the amygdala is a critical brain area to
trigger affective cues and respond to primary inducers (Damasio,
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1994; Hsu et al.,, 2005) and, interestingly, age does not seem to
significantly affect this structure (Mather et al., 2004). This may
explain why older adults are capable of deciding advantageously
under uncertainty. The difficulty in achieving a performance
similar to the younger group, as previously documented in Mata
et al’s (2011) meta-analysis, may be explained by a functional
deficit in cognitive functioning. Schiebener and Brand (2016)
reported that, after controlling for the effects of cognitive
abilities, no age-related variance in decision-making in the
IGT remained. This result suggests that age-related changes in
EF and reasoning may explain individual differences in IGT
performance.

The differences between older and younger adults may be
further explained by the difficulty in the older group to persecute
the option more likely to be rewarded when differences in reward
likelihood are small (Himmerer et al., 2011). Steingroever et al.
(2013) argued that 3 of 4 decks seem to present too similar
outcomes. Reduced and similar FRN amplitude in the processing
of gains and losses in older adults was previously documented
(Hammerer et al., 2011).

Age-related effects on risky decision-making extends beyond
cognition and is also linked to individual differences in
personality. Denburg et al. (2009) found that high levels of
trait neuroticism in older adults (i.e., proneness to experience
negative affective states such as fear, anxiety, sadness, guilt, and
anger) is associated with impaired decision-making performance.
Importantly, younger adults with high trait-anxiety (Suhr and
Tsanadis, 2007) and negative affect (Miu et al, 2008) also
show impaired decision-making under uncertainty, despite the
increased and potentially adaptive anticipatory somatic signals
associated with high trait-anxiety (Suhr and Tsanadis, 2007).
The main findings suggest that affect and personality are
critical mechanisms to extend our knowledge on older adults’
performance in the IGT and, therefore, studies should include
these variables.

From the empirical evidence accumulated along the years, the
normative total net score for older groups is of 7.55 (£25.9).
The lack of age moderation effects suggests that the proposed
normative score is representative of the 55-79 age range. The
calculation of normative scores, even limited to a statistical
criterion, constitute a group reference to compare individual
performances of IGT in healthy older adults. Future studies may
cluster impaired and unimpaired performances from Z scores.
The Z scores represent the number of standard deviations below
or above the mean considering the individual total net score.
Moreover, performance may be analyzed depending on whether
the overall score is significantly different from the normative
pooled mean, in a negative or positive direction, using the
binomial test (Siegel, 1956; Damasio, 1994; Denburg et al., 2005).
Under the assumption that a total net score of zero reflects
equal probability to choose advantageous and disadvantageous
decks, impaired performance is significantly different from zero
in a negative direction, while unimpaired performance differs
significantly in a positive direction (Denburg et al., 2005). The
participants whose total score is not statistically significant from
zero in either direction may be included in the borderline group
(Denburg et al., 2005).

In sum, our results contradict the assumption (Kovalchik
and Allman, 2006) that older adults engage in a random
selection strategy, since older adults tend to evidence a pattern of
advantageous decision-making. Furthermore, our meta-analysis
point that the performance within-study variability reported by
Steingroever et al. (2013) contrasts with a robust effect size
between-studies. Steingroever et al. (2013) proposed that 100
trials were not sufficient to learn to discriminate safe from risky
options and, subsequently, the switch behavior from exploration
to exploitation would not occur. From our data, older adults seem
to first explore the different decks, as evidenced in negative net
outcomes in block 1, and then exploit the most profitable options,
culminating in positive net outcomes from block 2 onward. The
reversal learning effect is consistently found around block 3.
These results are line with Bechara’s (Bechara et al., 1994; Bechara,
2007) assumption that after 50 selections participants tend to
choose the long-term attractive decks. In the later blocks of IGT,
older adults decide in some extent toward less risky choices,
suggesting that older adults do not remain unconditionally under
uncertainty. In turn, the selection strategies seem to be guided
in some way by explicit rules acquired in the course of the
task.

From our findings, we propose that decision-making on
IGT and aging moves toward uncertainty—where the outcomes
are unknown—to risk—where the outcomes were learned and
may be used to guide adaptive economic decisions. Differences
between younger and older groups found in previous studies may
be explained by in a great extent by age-related changes in brain
areas associated with cold EF and not, necessarily, with impaired
reversal learning.

Limitations

This meta-analysis has some limitations that must be taken into
account when interpreting the results. Despite the efforts to
include gray literature, publication bias was found in the current
systematic search, indicating a possible overestimation of the
results.

Correlation coefficients between blocks were further
imputed since the values means and standard deviations
of block net scores were not reported on the original
statistical analysis. Importantly, the sensitivity analysis did
not alter the overall findings of the meta-analysis. We strongly
recommend authors using the IGT in their research to report
correlation values between blocks, as well as all the variables
systematically identified in the literature thought to modulate
IGT performance.

In the current meta-analysis, the included studies were
too heterogeneous, but the moderators with satisfactory data
points were non-significant. Since the moderators explaining the
heterogeneity remain unknown, the use of the normative data
and the generalization of the findings may be compromised.
A detailed description of variables relevant to assess IGT
performance would allow to explore systematically not only the
variables accounting for the heterogeneity between-studies, but
also to explain the idiosyncrasies on performances evidenced by
Steingroever et al. (2013).
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Future Directions

Steingroever et al. (2013) proposed that the frequency of losses
is an important variable to explain performance on the IGT,
given that participants seem to prefer the decks with infrequent
losses. Our meta-analysis did not allow to test the trial-to-trial
behavior adjustment after losses and gains, again due to the lack
of available information. The analysis of gains and losses ratio
in function of decks selection is of high relevance to increased
caution after losses (Rolison et al., 2013, 2016). This would also
help to clarify the pattern of strategies of older adults that may be
associated with reduced total net scores.

The existing meta-analyses should also be extended to explore
the reversal learning effect in younger (children, adolescents, and
younger adults) and clinical populations. Although older adults
show a robust learning effect on the expected block, in light of a
previous meta-analysis (Mata et al., 2011) it would be important
to explore if the elderly need more trials to overcome the initial
uncertainty than younger adults. Since a reversal learning effect
is observed, we would expect that once under risk (i.e., when
the task contingencies were learned) an equivalent performance
would be achieved. However, the reversal learning effect may be
faster in younger groups, giving them an advantage to reach a
more positive total net outcome on the IGT.
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