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Editorial on the Research Topic

Generative AI in education

In the field of education, there is a growing interest in the use of Generative Artificial

Intelligence (Generative AI) to reshape the educational landscape. This Research Topic

investigates the transformative potential of Generative AI in various aspects of education.

The papers in this edited volume shed light on the latest discoveries, new insights, novel

developments, and future challenges in this rapidly advancing field.

By leveraging machine learning models, these intelligent systems extract useful insights

from vast amounts of data, making them capable of delivering highly individualized

content. They can analyze a learner’s proficiency level, learning style, and pace, and then

tailor the study material accordingly. Generative AI can adapt its content generation

strategies to meet distinct preferences and learners’ needs. This can increase student

engagement and comprehension, highlighting its potential to transform traditional

teaching methodologies.

This Research Topic also explores the use of Generative AI as part of AI tutors, capable

of tailoring instructions and feedback dynamically based on each learner’s progress. Acting

as an ever-present mentor, Generative AI can offer learning aids beyond class hours,

facilitating continuous learning and immediate doubt clarification. This can be crucial

for learners encountering obstacles outside the typical school hours or during self-study

periods. Anyway, to use Generative AI as a tutor, further research is needed to examine not

only the accuracy of its answers but also their emotional content, as emotions play a crucial

role in the learning process.

This Research Topic includes 11 papers (Original Research: six; Perspective: two;

Opinion: two, and Mini-Review: one). These papers explore areas such as: (a) using Large

Language Models (LLMs) to generate feedback, (b) the use and perceived usefulness

of a Generative AI chatbot for schoolwork among adolescents, (c) the potential of

Generative AI in supporting critical thinking and enhancing human interactions, (d)

using ChatGPT to support pre-service mathematics teachers in constructing mathematical

proofs, (e) opportunities and challenges of LLMs tomodel the “whole learner,” (f) exploring

Generative AI for personalized educational assessment, (g) the use of AI-mentors in career

exploration, (h) the responsible integration of AI in education, (i) the use of LLMs to

automatically generate interactive listening tasks, (j) the potential of AI-enhanced robots to
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generate incorrect information and deceive students, and (k) the

potential harm when AI-enhanced robots generate. The main

contributions of these articles are described below.

Comparing emotions in ChatGPT answers and human answers

to the coding questions on stack overflow by Fatahi et al.. This

paper presents a study aimed to compare the emotional content

in human and AI answers. Specifically, it examines the emotional

aspects in answers from ChatGPT and humans to 2,000 questions

sourced from Stack Overflow, finding that ChatGPT’s answers

tend to be more positive, while human responses often express

anger and disgust. Additionally, human emotions exhibit a broader

spectrum than ChatGPT. The authors suggest that ChatGPT shows

promise as a virtual tutor for students by answering queries and

fostering collaboration. However, further research is needed on the

emotional aspects of responses.

Adolescents’ use and perceived usefulness of generative AI for

schoolwork: exploring their relationships with executive functioning

and academic achievement by Klarin et al.. The article explores

adolescents’ frequency of use and perceived usefulness of generative

AI chatbots for schoolwork, focusing on their relationship with

executive functioning (EF) and academic achievement. Two studies

were conducted with adolescents. Findings indicate that older

students use Generative AI tools as more frequently. Also, students

facing more EF challenges perceive Generative AI tools as more

useful for completing assignments. However, no significant link was

found between the use of Generative AI and academic achievement.

Future work involves exploring additional Generative AI issues

such as potential gender differences, implications for academic

equity and the impact on adolescent cognitive development.

Using Generative AI in education: the case for critical thinking

by Lee and Low. This opinion article makes the case for focusing

the use of Generative AI in enhancing students’ critical thinking

and human interactions. The authors describe two case studies: (a)

teaching communication skills and (b) teaching data structures and

algorithms with AI chatbots. The two cases illustrate the potential

use of Generative AI to enhance teaching and learning. The

authors discuss the benefits of AI-based personalized feedback in

improving student engagement and fostering strategic and critical

use of AI tools. The article encourages the ethical and responsible

use of generative AI in education with potential implications for

the workforce.

Using large language models to support pre-service teachers’

mathematical reasoning—an exploratory study on ChatGPT as an

instrument for creating mathematical proofs in geometry by Dilling

and Herrmann. LLMs can be a great source to extract knowledge. It

thus appears natural to expect them to generate the texts of classical

mathematical proofs. The authors explore how pre-service teachers

employ them to produce proofs. Using the lens of instrumental

genesis, their study shows a variety of usage patterns with limited

knowledge about the inner workings of the models. It sketches the

road to become a teacher support instrument.

Large language models for whole-learner support: opportunities

and challenges by Mannekote et al. examines the transformative

potential of LLMs in education through the development of

personalized learning environments that address both cognitive

and non-cognitive dimensions of learners, including motivation

and socioemotional needs. The authors underscore the necessity

of enhancing the interpretability of LLMs to ensure accurate

learner representations, leveraging adaptive technologies for

customized pedagogical support, and refining methods for

authoring and evaluating educational agents. However, the

article also highlights significant challenges, such as model

interpretability, ethical considerations, and privacy concerns,

which must be resolved.

Opportunities and challenges of using generative AI to

personalize educational assessment by Arslan et al.. The article

explores the challenges and opportunities of integrating Generative

AI in supporting personalized educational assessments. The

authors describe potential benefits of Generative AI personalized

assessments, such as increasing learner engagement, motivation,

performance, and access. Challenges include ensuring validity,

reliability, and fairness. Finally, potential solutions include

implementing guidelines for the ethical use of AI, aligning the

purpose of the assessment with the intended use of Generative AI,

and deploying human-in-the-loop approaches.

Navigating STEM careers with AI mentors: a new IDP

journey by Chang et al.. The MyIDP, a Web-based STEM career

development-mentoring platform, is the synergistic outcome of

experts from diverse associations and universities (Hobin et al.,

2012). Concerned with time and resource capacities, Chang

et al. investigate the efficacy of a comprehensive list of prompts,

when students engage with human-Google Gemini mentors.

Progress/achievements in the Assessment, Career Exploration,

Create Plan and Implement Plan phases, are measured by

SMART goals. Findings reveal the emergence of the sequential

integration and concurrent collaboration interaction models, and

the importance of human mentors in refining and personalizing

Gemini’s more generic answers.

Shaping integrity: why generative artificial intelligence does not

have to undermine education by Tan and Maravilla examines the

role of Generative AI in promoting academic integrity. The authors

argue that Generative AI can enhance learning by fostering intrinsic

motivation, digital literacy, and knowledge construction.Moreover,

its responsible integration can support personalized and interactive

learning while upholding ethical standards. However, the paper

also emphasizes the need for ethical guidelines, transparency, and

thoughtful implementation to address challenges such as data

privacy and algorithmic bias. Ultimately, the paper concludes that

Generative AI is a tool to enrich education, preparing students for

the complexities of a technologically advanced world with integrity

and ethical awareness.

A generative AI-driven interactive listening assessment task by

Runge et al.. This article discusses the development and evaluation

of an interactive listening assessment task in the context of a

large-scale assessment. LLMs are used to enhance automated

item generation. A pilot study with 713 tasks demonstrated the

feasibility of this approach, showing that AI-driven item generation

can produce high-quality, diverse assessment content. The study

highlights the potential of Generative AI and human-in-the loop

to improve language testing by interactive assessment tasks.

Deception detection in educational AI: challenges for Japanese

middle school students in interacting with Generative AI robots

by Salem and Sumi. The authors investigate whether twenty-two

Japanese middle school students can detect different types of lies
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(lying, paltering, pandering, and bullshitting) via an anime face

in contrast to a human-like face. Analyses from ten teaching

sessions indicate that there are no significant differences in learning

effectiveness, and in motivation and encouragement. However,

most of the students are deceived. There is also a significant

difference with regards to total belief.

Exploring the utilization and deficiencies of generative artificial

intelligence in students’ cognitive and emotional needs: a systematic

mini-review by Ortega-Ochoa et al. examines how Generative AI

tools, like ChatGPT, address students’ cognitive and emotional

needs in educational contexts. The paper reviews four empirical

works and notes challenges in scalability and generalizability,

emphasizing the need for improved accuracy, personalization, and

ethical integration of Generative AI to support meaningful and

adaptive learning experiences. Furthermore, the paper highlights

Generative AI’s effectiveness in fostering engagement, emotional

regulation, and instant feedback. However, it also identifies

limitations, such as the inability to foster critical thinking,

inconsistent response accuracy, and insufficient personalization to

individual emotional and cognitive states.

As a whole, this Research Topic provides interesting insights

regarding the use of Generative AI in education. The papers

collectively explore the multifaceted roles of generative AI in

education, examining its impact on emotional engagement,

academic achievement, critical thinking, personalized assessment,

STEM career guidance, and ethical considerations, while also

addressing the challenges and opportunities it presents in shaping

the future of learning and assessment. Our contribution represents

an early step toward a scientific approach away from the trendy

statements. The volume identifies the potential benefits and

opportunities for additional work in this area. We hope you

find these articles informative and help inspire new work in this

active area of research. Finally, we would like to acknowledge

the reviewers who participated in this Research Topic as well as

Professor Rita Orji (Dalhousie University, Halifax, Canada), who

served as the editor for one of the submitted manuscripts.
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Adolescents’ use and perceived 
usefulness of generative AI for 
schoolwork: exploring their 
relationships with executive 
functioning and academic 
achievement
Johan Klarin , Eva Hoff , Adam Larsson  and Daiva Daukantaitė *

Department of Psychology, Lund University, Lund, Sweden

In this study, we aimed to explore the frequency of use and perceived usefulness 
of LLM generative AI chatbots (e.g., ChatGPT) for schoolwork, particularly in 
relation to adolescents’ executive functioning (EF), which includes critical 
cognitive processes like planning, inhibition, and cognitive flexibility essential for 
academic success. Two studies were conducted, encompassing both younger 
(Study 1: N  =  385, 46% girls, mean age 14 years) and older (Study 2: N  =  359, 
67% girls, mean age 17  years) adolescents, to comprehensively examine these 
associations across different age groups. In Study 1, approximately 14.8% of 
participants reported using generative AI, while in Study 2, the adoption rate 
among older students was 52.6%, with ChatGPT emerging as the preferred 
tool among adolescents in both studies. Consistently across both studies, 
we found that adolescents facing more EF challenges perceived generative AI 
as more useful for schoolwork, particularly in completing assignments. Notably, 
academic achievement showed no significant associations with AI usage or 
usefulness, as revealed in Study 1. This study represents the first exploration into 
how individual characteristics, such as EF, relate to the frequency and perceived 
usefulness of LLM generative AI chatbots for schoolwork among adolescents. 
Given the early stage of generative AI chatbots during the survey, future 
research should validate these findings and delve deeper into the utilization 
and integration of generative AI into educational settings. It is crucial to adopt 
a proactive approach to address the potential challenges and opportunities 
associated with these emerging technologies in education.

KEYWORDS

generative AI, executive functions, learning, cognition, academic achievement, 
ChatGPT

1 Introduction

After the release of ChatGPT, a Large Language Model (LLM) generative AI chatbot, a 
debate emerged in Sweden in spring 2023 regarding its allowance or prohibition in educational 
settings. At the heart of this debate were concerns about the potential for AI to be exploited 
for cheating, contrasted with its potential to enhance learning outcomes and promote equality 
in education by serving as an educational aid for students at risk of falling behind their peers. 

OPEN ACCESS

EDITED BY

Diego Zapata-Rivera,  
Educational Testing Service, United States

REVIEWED BY

Ioana Ghergulescu,  
Adaptemy, Ireland
Teresa Ober,  
Educational Testing Service, United States
Yang Jiang,  
Educational Testing Service, United States

*CORRESPONDENCE

Daiva Daukantaitė  
 daiva.daukantaite@psy.lu.se

RECEIVED 11 April 2024
ACCEPTED 26 June 2024
PUBLISHED 28 August 2024

CITATION

Klarin J, Hoff E, Larsson A and 
Daukantaitė D (2024) Adolescents’ use and 
perceived usefulness of generative AI for 
schoolwork: exploring their relationships with 
executive functioning and academic 
achievement.
Front. Artif. Intell. 7:1415782.
doi: 10.3389/frai.2024.1415782

COPYRIGHT

© 2024 Klarin, Hoff, Larsson and Daukantaitė. 
This is an open-access article distributed 
under the terms of the Creative Commons 
Attribution License (CC BY). The use, 
distribution or reproduction in other forums is 
permitted, provided the original author(s) and 
the copyright owner(s) are credited and that 
the original publication in this journal is cited, 
in accordance with accepted academic 
practice. No use, distribution or reproduction 
is permitted which does not comply with 
these terms.

TYPE Original Research
PUBLISHED 28 August 2024
DOI 10.3389/frai.2024.1415782

7

https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/frai.2024.1415782&domain=pdf&date_stamp=2024-08-28
https://www.frontiersin.org/articles/10.3389/frai.2024.1415782/full
https://www.frontiersin.org/articles/10.3389/frai.2024.1415782/full
https://www.frontiersin.org/articles/10.3389/frai.2024.1415782/full
https://www.frontiersin.org/articles/10.3389/frai.2024.1415782/full
https://www.frontiersin.org/articles/10.3389/frai.2024.1415782/full
https://www.frontiersin.org/articles/10.3389/frai.2024.1415782/full
mailto:daiva.daukantaite@psy.lu.se
https://doi.org/10.3389/frai.2024.1415782
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/Artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/Artificial-intelligence#editorial-board
https://doi.org/10.3389/frai.2024.1415782


Klarin et al. 10.3389/frai.2024.1415782

Frontiers in Artificial Intelligence 02 frontiersin.org

The utilization of generative AI tools in higher education is already 
evident, with a study in Germany revealing that two-thirds of 
university students employ these tools in their coursework for tasks 
such as text analysis, creation, problem-solving, and decision-making 
(von Garrel and Mayer, 2023). A similar trend is observed in Sweden, 
where a survey among adolescents and young adults aged 15–24 
showed that 75% use generative AI for various educational purposes, 
including structuring presentations and papers, writing texts, 
studying, and social support (The Nordic Youth Barometer, 2023).1

These initial findings regarding AI tool usage suggest their 
application in strengthening behaviors associated with executive 
functioning (EF)—a set of cognitive processes critical for planning, 
concentration, and attention, encompassing working memory, 
inhibition, and cognitive flexibility, among others (Diamond, 2013). 
These functions are crucial for goal-directed behavior, especially in 
tackling tasks requiring significant cognitive effort. In educational 
settings, such goal-directed activities often involve cognitive 
assignments like writing papers, necessitating independent initiation, 
planning, and execution. Lower EFs have been linked to reduced 
academic achievement across various subjects and stages of life (Pino 
Muñoz and Arán Filippetti, 2021). Short-term effects of EF deficits can 
manifest as challenges in planning and problem-solving, difficulties in 
peer relationships, and unfinished schoolwork (Frazier et al., 2007). 
In the long term, the skills nurtured by EF are crucial not only for 
academic and social success in school but also for vital life outcomes 
such as employment stability and resistance to substance abuse later 
in life (Bailey, 2007; Miller et al., 2011).

While informative, the aforementioned surveys lack a deeper 
analysis of the individual conditions that may impact the use and 
effectiveness of generative AI, as well as the potential relationship 
between the use of generative AI and EF problems in adolescence. 
Moreover, there appears to be a scarcity of studies investigating the 
adoption of these tools among young adolescents aged 12–14. 
Therefore, in this study we aimed to provide preliminary insights into 
two key objectives: (1) investigating the frequency of usage and 
perceived usefulness of generative AI tools in schoolwork, including 
potential gender differences in both usage and perceived usefulness, 
and (2) analyzing how these patterns of usage and perceived utility are 
related to adolescents’ EF and academic achievement.

2 Literature review

2.1 Generative AI chatbots

Chatbots are interactive, language-based chat interfaces that 
automatically respond to user inquiries. They can be categorized into 
two groups: those utilizing pattern matching and those employing a 
machine learning approach. Pattern matching chatbots adhere strictly 
to predefined decision trees and consider only the current dialog turn. 
In contrast, machine learning-based chatbots can engage more flexibly 
with users, taking into account the entire context of a conversation 
(Maroengsit et  al., 2019; Adamopoulou and Lefteris, 2020). Both 
pattern matching and machine learning-based chatbots are forms of 

1 https://info.ungdomsbarometern.se/publika-rapporter/back2school-2023

artificial intelligence (AI), which simulates human intelligence 
through machines or systems (Xu et al., 2021). In the realm of chatbot 
applications, one historical drawback of machine learning-based AI 
chatbots has been the extensive amount of training data required to 
yield satisfactory results (Adamopoulou and Moussiades, 2020). LLMs 
are machine learning models designed to comprehend and generate 
human language text. The new generation of chatbots, powered by 
LLMs, exhibits remarkable capabilities due to extensive training 
datasets and advancements in natural language processing (NLP). 
These models, such as GPT-3, generate human-like text with high 
precision (Kasneci et  al., 2023) and display emergent abilities in 
reasoning, planning, decision-making, and in-context learning, 
primarily due to their vast scale of pre-trained material (Naveed et al., 
2023). However, they also carry the risk of perpetuating biases present 
in their training data (Bender et al., 2021). Recent evidence indicates 
that LLMs may propagate outdated and harmful race-based content, 
particularly in healthcare contexts (Omiye et  al., 2023). The vast 
corpora of training data that enable their generative capabilities also 
give rise to the “black box” issue, wherein the reasoning behind AI 
outputs remains opaque to both users and developers (Cabitza et al., 
2017). Some of these risks can be mitigated by quality filtering of data 
(Naveed et al., 2023) and using alignment tuning for LLMs, where 
human feedback is employed to make them helpful, honest, and 
harmless (HHH) (Askell et al., 2021). While these risks associated 
with bias from flawed training data and opacity of processes pose 
significant concerns, addressing these issues could unlock the 
potential of these tools to enhance cognitive processes (Baido-Anu 
and Ansah, 2023) and educational experiences (Al Shloul et al., 2024).

2.2 Executive functioning and generative AI

The EF refers to a set of cognitive processes, including working 
memory, inhibition, and cognitive flexibility (Diamond, 2013), which 
are essential for planning, concentration, and attention, and are crucial 
for academic performance in various ways. Although there are 
definitional disagreements regarding the exact components of EF, 
there appears to be a consensus that they are involved in goal-directed 
behavior requiring effortful problem-solving (Diamond, 2013; Gioia 
et  al., 2015). In this study, we  use the revised Behavior Rating 
Inventory of Executive Functioning (BRIEF-2; Gioia et al., 2015), a 
widely used EF rating scale, to measure various EFs, including 
inhibition, self-monitoring, flexibility, emotional control, task 
completion, working memory, and planning/organization.

In an educational setting, students rely on different cognitive 
processes for goal-directed behavior; for instance, when tackling 
writing assignments, they must independently initiate, plan, and 
complete tasks. Hence, EF plays a crucial role in successfully 
completing school assignments and achieving long-term academic 
success. Research has consistently linked lower EF to decreased 
academic achievement across various subjects, from childhood 
through adulthood (Best et al., 2011; Samuels et al., 2016; Pino Muñoz 
and Arán Filippetti, 2021). Preliminary evidence suggests that Swedish 
adolescents utilize generative AI tools as study aids for assignments 
that challenge their EF (The Nordic Youth Barometer, 2023).

Thus, the field of AI technology and its utilization among 
individuals with varying levels of EF is in a nascent stage. Until now 
studies on the intersection of AI and EF have primarily focused on 
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exploring the potential of AI to assist clinicians in diagnosing 
various psychiatric conditions, including Attention Deficit 
Hyperactivity Disorder (ADHD) (Loh et al., 2022). In addition to 
this, certain studies have explored the potential of AI chatbots as 
supportive tools for children with special needs, such as Autism 
Spectrum Disorder (ASD) and ADHD, conditions which are 
frequently linked to lower EF (Tervo-Clemmens et al., 2023). This 
area appears to be in its preliminary stages of development as well 
(Torrado et al., 2023). While existing studies (e.g., Haleem et al., 
2022) offer valuable insights into the impacts of various digital tools 
on the learning outcomes of young individuals, the introduction of 
new LLM AI chatbots since 2022 represents a significant 
advancement in the application of machine learning technologies in 
education. Their unparalleled accessibility and features signify a 
notable departure from traditional educational resources, including 
other digital tools, underscoring the urgent need for further research 
to comprehensively understand their implications. None of the 
aforementioned studies have investigated the new LLM AI chatbots 
and their effects on knowledge acquisition, and there is an apparent 
dearth of research focusing on non-clinical populations.

In an adult population, preliminary evidence suggests that use 
of ChatGPT can increase professionals’ productivity in writing tasks 
while maintaining the same quality of output, with participants with 
lower level of skills benefitting especially from their use (Noy and 
Zhang, 2023). A similar equalizing effect was observed in a different 
study (Brynjolfsson et  al., 2023), where adult customer support 
agents with lower skill levels derived greater benefits from their use 
of the technology compared to their more highly skilled 
counterparts. Hence, it appears that adult users with lower skill 
levels seem to have larger relative gains from employing generative 
AI compared to their more skillful counterparts when solving tasks 
relevant to their work. It is uncertain if a comparable effect exists 
among adolescents when addressing tasks related to their academic 
studies. A different question is if a similar performance raising effect 
would be as desirable in an educational setting, where learning, not 
production, is the main goal. Might there be risks for decreases in 
learning? At the same time, research has indicated that children with 
poorer EF derive the greatest benefit from activities aimed to 
improve these functions (Diamond and Lee, 2011). Therefore, before 
implementing widespread structured use of generative AI in 
education, it is crucial to thoroughly examine the potential risks and 
benefits associated with its introduction.

While cheating by submitting work done by generative AI as one’s 
own is an obvious risk and a negative use of these tools, generative AI 
chatbots such as ChatGPT, if implemented safely, may also have a 
potential for strengthening individuals’ functioning in educational 
settings (Bai et al., 2023). In a recent study by Jauhiainen and Guerra 
(2023), ChatGPT demonstrated capabilities of customizing and 
personalizing learning material to match students at different levels. 
This was achieved by using ChatGPT to tailor the main text of lessons 
and attached exercises to three levels: basic, intermediate, and 
advanced. The level of each student was assessed by collecting grades 
in four key subjects (Jauhiainen and Guerra, 2023). In a recent quasi-
experimental study on older adolescent students, the group with 
access to ChatGPT showed improvements compared to the non-user 
group in three subskills: knowing, applying, and reasoning. 
Additionally, qualitative insights revealed enhanced problem-solving 
in the experimental condition (Wardat and Alneyadi, 2024). Thus, 

students, particularly those with EF challenges, might benefit from 
using generative AI chatbots as aids in their schoolwork—for instance, 
in initiating or organizing academic tasks to facilitate timely 
completion of assignments. It can potentially provide an equalizing 
effect in terms of strengthening problem-solving skills in students 
with EF challenges for example by integrating AI-support into special 
education programs. Furthermore, generative AI could assist 
adolescents in various subjects and topics, providing external feedback 
on schoolwork and explaining concepts (Kasneci et  al., 2023). 
However, relying excessively on AI chatbots as direct replacements for 
these functions, especially those involved in completing schoolwork, 
may diminish the very cognitive abilities they substitute (León 
Dominguez, 2024). Recent research emphasizes adolescence as a 
crucial stage for executive function development (Tervo-Clemmens 
et al., 2023), underscoring the importance of continuing to explore 
any tools that might either hinder or enhance the natural progression 
of EF during this life stage.

2.3 Present study

The present study had two primary objectives: (1) to investigate 
the frequency of usage and perceived usefulness of generative AI tools 
in schoolwork, including potential gender disparities in both usage 
and perceived usefulness; and (2) to examine how these usage patterns 
and perceived utility are associated with adolescents’ EF and academic 
achievement. These objectives were pursued through two separate 
studies. Study 1 focused on a sample of young adolescents, comprising 
middle school students, while Study 2 involved older adolescents, 
including high school students. Given the early stage of research on 
AI, particularly in educational settings, no specific hypotheses were 
posited, and the study was approached as an exploratory 
correlational investigation.

3 Study 1

3.1 Materials and methods

3.1.1 Sample
The analytical sample of the study comprised 385 young 

adolescents (179 girls, 203 boys, 3 undisclosed or not identifying as 
either a girl or boy, 24.3% with foreign background).2 They were 
enrolled in seventh to ninth grade at four Swedish primary schools, 
with ages ranging from 12 to 16 years and a mean age of 14 years 
(SDage = 0.85). These schools, located in the Southern part of 
Sweden, specifically in the Scania region with a population of over 
1,340,000, shared similar socioeconomic status according to 
Statistics Sweden (SCB). All students in the relevant grades were 
invited to participate in the questionnaire, and the response rate 
was 80%. Additionally, all middle and high school students in 
Sweden receive laptops at no cost, regardless of whether they attend 
a municipal or private school.

2 Defined as the child either being born abroad with at least one parent born 

abroad as well or being born in Sweden with both parents being born abroad.
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3.1.2 Measures

3.1.2.1 The use of generative AI
Information regarding the utilization of generative AI was 

collected through items assessing its forms, frequency, and usefulness 
(three items), developed by the authors due to the lack of validated 
measures for the use of Generative AI for schoolwork. One of these 
items served as a gate question, permitting access to subsequent 
related inquiries only for those who responded affirmatively. The gate 
item was visible to all participants: “I use AI services such as ChatGPT, 
My-AI on Snapchat, Youchat, Bing-chat, or Socratic in my schoolwork. 
For example, when doing homework or solving tasks in school.” 
Participants responded with either ‘Yes’ or ‘No’.

Participants who answered ‘Yes’ to the gate item were directed to 
subsequent follow-up questions inquiring about the specific AI services 
they used, the frequency of their use of generative AI in schoolwork 
(on a 4-point scale from ‘rarely’ to ‘often’) and their agreement with 
three statements assessing the tools’ perceived usefulness for (1) 
initiating, (2) planning/organizing, and (3) completing schoolwork 
(rated on a 5-point scale from ‘not correct at all’ to ‘exactly right’). The 
scores from these three usability items for ChatGPT in schoolwork 
were aggregated to create a usability score, demonstrating high internal 
consistency with a Cronbach’s α value of 0.82.

3.1.2.2 The BRIEF 2 self-report form
The revised Behavior Rating Inventory of Executive Functioning 

(BRIEF-2; Gioia et  al., 2015) self report form was used to measure 
EF. The self-report form targets respondents aged 11–18 years and 
comprises 55 items divided into seven subscales: Inhibit (the ability to 
resist or not act on an behavioral impulse), Self-monitor (awareness of 
one’s impact on other people and outcomes), Shift (alteration of attention, 
flexibility in change, adjustment and problem-solving), Emotional 
control (the ability to regulate emotions), Task completion (the ability to 
complete tasks and/or homework on time), Working memory (the ability 
to hold information in mind during task completion) and Plan/organize 
(the ability to manage current- and future demands related to tasks). 
Summing the scores from the Inhibit and Self-monitor subscales 
composes the Behavioral Regulation Index (BRI), summing the scores 
from the Shift and Emotional control subscales composes the Emotional 
Regulation Index (ERI), and summing the scores from the Task 
completion, Working memory, and Plan/Organize subscales composes 
the Cognitive Regulation Index (CRI). Summing the scores of all indices 
collectively contributes to the Global Executive Composite (GEC), which 
serves as a global measurement of an individual’s EF. The BRIEF has 
demonstrated good validity and reliability across various countries (e.g., 
Pino Muñoz and Arán Filippetti, 2021; Huizinga et  al., 2023). For 
instance, in the standardization sample for the BRIEF-2 self-report from, 
Cronbach alpha for the scales ranged between 0.81 and 0.97 (Gioia et al., 
2015). In the present study, the BRIEF-2 demonstrated acceptable to 
excellent Cronbach’s alpha values, ranging from 0.71 for self-monitoring 
to 0.91 for task completion.

3.1.2.3 Academic achievement
The participants’ grades in Swedish, Math, and English for the 

current academic year were collected from the schools and 
amalgamated to form an aggregate score representing their academic 
achievement. Grades in Swedish schools are denoted from F to A, with 
A being the highest. These grades were converted to a scale from 0 to 

5 for each subject (Swedish, Math, and English) and were found to 
be highly correlated: Math correlated with Swedish at 0.70 and with 
English at 0.63, while the correlation between Swedish and English 
was 0.67 (all significant at p < 0.001). This demonstrates that the grades 
form a unidimensional construct with a Cronbach’s alpha of 0.85. The 
scores were then combined to create an overall measure of 
academic achievement.

3.1.3 Procedure
This study was conducted as an exploratory correlation study and 

is part of the larger project titled “Well-being in School Environment,” 
led by Daiva Daukantaitė at the Department of Psychology, Lund 
University. Data collection took place at four secondary schools during 
a designated lecture hour, with both a teacher and a research assistant 
present. Each student received a personal link to a web-based survey, 
which they completed digitally using either personal or school-
provided laptops. Prior to starting the survey, participants were briefed 
on the study’s purpose and content and were informed about the 
voluntary nature of their participation, providing consent accordingly. 
The survey took approximately 45 min to complete. In addition to the 
scales outlined in the preceding section, other measures related to 
mental health, emotional regulation, and life satisfaction were 
collected, although they were not utilized in this particular study. The 
research has been approved by the Swedish Ethics Committee 
(reference numbers: 2021–01666 and 2023–01013-02).

3.1.4 Data cleaning
In total, 393 students participated in the survey. Eight participants 

who did not provide a response (either ‘yes’ or ‘no’) regarding their use 
of generative AI in schoolwork were excluded from the sample, 
resulting in a reduction from 393 to 385 participants.

Participants who responded “no” to the gate question about the 
use of generative AI in schoolwork were included in the analytic 
sample to investigate differences between users and non-users. Despite 
their response, these participants completed all questions regarding 
executive functions, allowing for a comparison of non-users with 
BRIEF-2 scores alongside the user group.

About 5% of participants had single missing items in the BRIEF-2. 
The handling of missing data adhered to the strict guidelines outlined in 
the BRIEF-2 manual (Gioia et al., 2015) during the data cleaning process.

3.1.5 Statistical analysis
The statistical analyses were conducted using SPSS 29 (IBM Corp., 

2017). Initial exploratory analyses examining gender and background 
differences among users and non-users of different generative AI tools 
for schoolwork were conducted using Chi-Square tests. Independent 
t-tests were employed to evaluate gender differences in the perceived 
usefulness of AI for schoolwork and differences in EFs between users 
and non-users of AI for schoolwork. Furthermore, Pearson 
correlations were performed to explore associations between measures 
of EFs, the frequency of use, perceived usefulness of generative AI for 
schoolwork, and academic achievement.

Assumptions regarding the homogeneity of group variances and 
normality of variables were assessed using Levene’s test for homogeneity 
of variance and Shapiro–Wilk tests, respectively. In instances where 
these assumptions were violated, Mann–Whitney U tests and 
Spearman’s correlations were utilized to validate the significance of the 
independent t-tests and Pearson correlations conducted.
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Cohen’s d was employed as a measure of effect size for t-tests, 
where a value of 0.2 indicates a small effect size, 0.5 represents a 
medium effect size, and 0.8 signifies a large effect size (Cohen, 2013).

Given the exploratory nature of the study, numerous analyses 
were conducted, posing an increased risk for type 1 errors (false 
significance). To mitigate this risk, subscales for EF were only included 
in analyses if the Global Executive Composite, an overarching measure 
of EF problems, yielded significant results in preliminary analyses.

4 Results and discussion

4.1 Descriptive statistics

Out of 385 participants, 57 young adolescents (14.8%) indicated that 
they used some form of generative AI for schoolwork. These usage rates 
appear to be lower compared to findings among a youth sample aged 
15–24 in Sweden (The Nordic Youth Barometer, 2023) and university 
students in Germany (von Garrel and Mayer, 2023), where approximately 
two-thirds reported using generative AI in their schoolwork.

Table  1 illustrates the types of generative AI tools utilized by 
participants in our study for their schoolwork; multiple choices were 
permitted. Among these tools, ChatGPT emerged as the most favored, 
being utilized by 40 (70%) adolescents. A Chi-Square test was 
conducted to examine whether the probability of using different 
generative AI tools for schoolwork varied by gender. As shown in 
Table 1, our analysis revealed that boys were more inclined to use 
ChatGPT for school-related tasks compared to girls, 
χ2

(1) = 3.96, p = 0.047, while no other notable gender differences were  
identified.

A Chi-Square test assessed the likelihood of using generative AI 
tools for schoolwork based on foreign background. Results showed no 
significant differences, χ2

(1) = 0.11, p = 0.918.

4.2 Gender differences in frequency of use 
and perceived usefulness of generative AI 
for schoolwork

In terms of the frequency of use and perceived usefulness of 
generative AI for schoolwork among students who reported its usage, 
the majority indicated infrequent use, with 37.9% using it rather 
seldom and 46.6% using it very seldom, while only a small percentage 
reported using it very often (6.9%). These patterns did not differ 
significantly by gender, χ2

(3) = 1.14, p = 0.769.
Regarding perceived usefulness, Table  2 presents descriptive 

statistics and gender differences in perceived usefulness for 
schoolwork. While girls tended to rate the usefulness of generative AI 
for initiating, structuring, and completing various assignments slightly 
higher, no significant gender differences were observed.

4.3 Differences between users and 
non-users of generative AI for schoolwork 
in self-rated EF

To investigate whether users of generative AI for schoolwork 
differed from non-users in self-rated EF, an independent t-test was 
initially conducted on BRIEF-2 self-report form Global Executive 
Component (GEC) scores. Users of generative AI for schoolwork 

TABLE 1 Numbers of users of different generative AI-tools for schoolwork.

Type of tool All Girls Boys χ2 p

N % N % N %

Any tool 57 100 24 100 31 100 0.27 0.612

  ChatGPT 40 70 12 50 26 84 3.96 0.047

  Bing-Chat 3 5.3 1 4.2 2 6.5

  YouChat 3 5.3 1 4.2 2 6.5

  Socratic 2 3.5 0 0 2 6.5

  Othera 25 44 14 58 11 35 0.92 0.341

  Snapchat MY-AIb 20 35 12 50 8 26 1.46 0.233

aIf Other was selected as choice, users were asked to specify which generative AI tool they used for schoolwork.
bSnapchat MY-AI was the most common answer in the “Other” group.

TABLE 2 Gender differences in perceived usefulness of ChatGPT in initiation, structuring and completion of schoolwork.

Usefulness for 
schoolwork 
(ChatGPT)

Boys Girls Gender differences

M SD M SD t p Cohen’s d

Perceived usefulness for

  Initiation 4.13 1.36 4.42 1.38 0.59 0.560 0.21

  Structuring 4.32 1.28 4.42 1.00 0.25 0.820 0.08

  Completion 4.00 1.44 4.25 1.54 0.46 0.638 0.17

Overall usefulness 12.67 3.62 13.08 3.15 0.35 0.742 0.12
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reported significantly higher GEC scores, t(376) = 2.55, p = 0.011, 
Cohen’s d = 0.37, indicating that those who use AI for schoolwork 
reported significantly more EF problems. As depicted in Table 3, a 
notable difference was observed, particularly on the BRIEF-2 
Emotional Control subscale, indicating that students with EF deficits 
may encounter difficulties in the self-regulatory skills required for 
initiating and completing tasks assigned by others.

4.4 Relationships between frequency of 
use, perceived usefulness of generative AI 
for schoolwork and self-rated measures of 
EFs

The analysis exploring the relationships between the frequency of 
use, perceived usefulness of generative AI for schoolwork, and self-
rated measures of EF was specifically conducted for the ChatGPT user 
group, given its sufficient sample size for analysis. The results revealed 
moderate positive significant correlations between the perceived 
usefulness of ChatGPT, the frequency of use, and EF problems (see 
Table 4). These findings suggest a potential compensatory relationship, 
wherein users with more EF problems reported finding ChatGPT more 
useful for initiating, structuring, and especially completing assignments 
in their schoolwork. This observation aligns with prior research 
indicating that individuals with lower skill levels may experience 

greater productivity gains from using ChatGPT compared to their more 
proficient counterparts (Brynjolfsson et al., 2023; Noy and Zhang, 2023).

4.5 Relationships between frequency of 
use and perceived usefulness of generative 
AI for schoolwork and academic 
achievement

We explored the associations between the frequency of use and 
perceived usefulness of generative AI for schoolwork and academic 
achievement. Although a modest trend suggested that higher grades 
were associated with finding ChatGPT useful for structuring (r = 0.19), 
conversely, there was a slight inclination for lower grades to be linked 
with finding the tools helpful for completing school assignments 
(r = −0.16). However, these correlations, including those with 
frequency of use (r = −0.05) and finding tools useful for initiating 
(r = 0.02), were generally weak and not statistically significant (see 
Table 4).

5 Study 2

To broaden the applicability of our findings from Study 1, 
we explored the frequency and perceived usefulness of AI chatbots for 

TABLE 4 Pearson correlations between usefulness of ChatGPT for schoolwork, frequency of use of generative AI for schoolwork and global measure of 
EFs problems and academic achievement.

Frequency of use Global measure of EF problems (GEC) Academic achievement

Perceived usefulness of ChatGPT for

  Initiation 0.48* 0.37* 0.02

  Structuring 0.45* 0.28 0.19

  Completion 0.36* 0.44* −0.16

Overall usefulness 0.53* 0.41* 0.03

*p < 0.05. GEC, global executive composite.

TABLE 3 Differences in self-rated EF problems between students using- and not using generative AI for schoolwork.

Variable Users
(N =  57)

Non-users
(N =  328)

Differences

M SD M SD t p Cohen’s d

Executive functioning

  Inhibit 14.75 4.07 13.53 3.56 2.34 0.020 0.34

  Self-monitor 8.88 2.51 8.35 2.30 1.58 0.116 0.23

  Shift 14.65 4.00 13.73 3.53 1.77 0.078 0.26

  Emotional control 11.12 3.53 9.90 3.09 2.70 0.007 0.39

  Task completion 13.74 4.21 12.72 3,79 1.84 0.067 0.26

  Working memory 15.44 4.04 14.21 3.92 2.17 0.031 0.31

  Plan/ organize 19.28 4.99 17.77 4.38 2.34 0.020 0.34

  BRI 23.63 6.10 21.84 5.37 2.28 0.023 0.33

  ERI 25.77 6.99 23.63 5.97 2.43 0.016 0.35

  CRI 48.46 12.61 44.65 11.35 2.29 0.022 0.33

  GEC 97.86 23.78 89.96 21.19 2.55 0.011 0.37

BRI, Behavior Regulation Index; ERI, Emotion Regulation Index; CRI, Cognitive Regulation Index; GEC, Global Executive Composite.
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schoolwork, as well as their association with EF problems, among 
older adolescents in high school (aged 15–19) in Study 2. Expanding 
on our insights garnered from schools and recent studies published 
subsequent to our data collection in Study 1, we  incorporated 
additional dimensions of usefulness based on findings from German 
and Swedish research (The Nordic Youth Barometer, 2023; von Garrel 
and Mayer, 2023), as outlined in the Measures section. Additionally, 
we  expanded our assessment by including teacher ratings of 
adolescents’ EF alongside self-rated EF, aiming to compare results 
obtained from both sources. However, measures of academic 
achievement were not available for Study 2, as this data for high school 
students typically becomes accessible only at the end of the school year.

5.1 Materials and methods

5.1.1 Sample
The sample comprised 359 adolescents (239 girls, 111 boys, 9 

undisclosed or not identifying as either a girl or boy; 14.8% with foreign 
background). They were enrolled in the first to third year at one large 
Swedish high school (gymnasium) with approximately 1,200 students 
and 5 different main programs. The participants’ ages ranged from 15 
to 19 years with a mean age of 17 years (SDage = 0.89) representing the 
various main programs. All students from the selected programs were 
invited to participate in our survey, resulting in an 81% response rate.

The school is a communal one with relatively high entrance 
requirements, drawing students from across the Scania region. The 
region has a unique arrangement between municipalities, allowing 
students to freely choose their schooling from any part of the larger 
region, whether private or municipality schools, without tuition fees. 
As previously mentioned, all high school students in Sweden receive 
laptops at no cost.

5.1.2 Measures

5.1.2.1 The use of generative AI
The same measure employed in Study 1 to assess the use of 

generative AI was utilized, with additional items included to evaluate 
the perceived usefulness of generative AI for schoolwork. In addition 
to rating the perceived usefulness for initiation, structuring, and task 
completion, we introduced items regarding perceived usefulness for 
summarizing, improving texts, explaining concepts, and writing texts. 
These four additional items were worded similarly to the original 
questions from Study 1, prompting participants to indicate their level 
of agreement with each statement on a 5-point scale ranging from ‘not 
correct at all’ to ‘exactly right.’ The Cronbach’s alpha for the extended 
measure for usability of generative AI in schoolwork was 0.74.

Furthermore, we  incorporated one item linked to the use of 
generative AI and avoidance of effortful thinking in schoolwork, which 
was worded as follows: “I prefer to ask an AI tool for help rather than 
try on my own when I encounter difficulties in my schoolwork” (rated 
on a 5-point scale from ‘not correct at all’ to ‘exactly right’). This item 
will be referred to as ‘Avoiding effort’ in the forthcoming results section, 
which will follow the structure of the results section for Study 1.

5.1.2.2 The BRIEF-2 self-report
The BRIEF-2 self-report form, described in more detail in Study 

1, was used to measure EF in Study 2 as well. In this study, the BRIEF-2 

demonstrated acceptable to excellent Cronbach’s alpha values, ranging 
from 0.73 for self-monitoring to 0.90 for task completion.

5.1.2.3 The BRIEF-2 teacher-report
In addition to the Self-report form, we also utilized the BRIEF-2 

Teacher-report form in this study, which is designed for assessing EF 
in children and adolescents aged 5–18. The teacher form consists of 
63 items with nine scales of EF. Seven of these scales (Inhibit, Self-
Monitor, Shift, Emotional Control, Working Memory, and Plan/
Organize) correspond to the scales in the self-report version. 
Additionally, two new scales are introduced: Task-Monitor (which 
assesses difficulties in recognizing minor errors in work output) and 
Organization of Materials (evaluating the orderliness of workspaces, 
play areas, and storage spaces) (Gioia et al., 2015). Summing the scores 
from the nine scales of the teacher form comprise three indices: BRI, 
ERI, and CRI, as well as the overall score GEC (Gioia et al., 2015). As 
documented in the BRIEF-2 manual (Gioia et al., 2015), the test–retest 
reliability for the teacher form was 0.87, and the Cronbach’s alpha 
values for the scales and indices were excellent, ranging from 0.81 to 
0.97. In this study, the BRIEF-2 demonstrated excellent Cronbach’s 
alpha values, ranging from 0.86 for organization of materials to 0.95 
for emotional control.

5.1.3 Procedure
Data was collected at a large high school. Similar to Study 1, each 

student received a personalized link to a web-based survey, which they 
completed digitally using either personal or school-provided laptops. 
Participants received an information letter outlining the project’s aims 
and their right to withdraw at any time without needing to provide 
reasons, along with contact information for the project leader in case 
they had additional questions via email, the week before data 
collection. Before completing the survey, students were asked to 
provide consent accordingly. The survey took approximately 30 min 
to complete. The research has been approved by the Swedish Ethics 
Committee (reference numbers: 2021–01666 and 2023–01013-02).

5.1.4 Data cleaning
In total, 359 students participated in the survey, and all of them 

responded to a question regarding their use of generative AI in 
schoolwork, with options ranging from “never” to “very often.” 
Participants who responded “never” to the gate question about the use 
of generative AI in schoolwork were included in the analytic sample 
to investigate differences between users and non-users and also 
completed all questions regarding executive functions, allowing for a 
comparison of non-users with BRIEF-2 scores alongside the 
user group.

About 4% of participants had single missing items in the BRIEF-2. 
The handling of missing data adhered to the strict guidelines outlined 
in the BRIEF-2 manual (Gioia et  al., 2015) during the data 
cleaning process.

5.1.5 Statistical analysis
As in Study 1, statistical analyses were conducted using SPSS 29 

(IBM Corp., 2017). Chi-Square tests examined gender and background 
differences among AI tool users and non-users. Independent t-tests 
assessed gender differences in perceived AI usefulness and EFs 
differences. Pearson correlations explored associations between EFs, 
AI use and perceived usefulness.
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TABLE 6 Gender differences in perceived usefulness of generative AI in schoolwork and for avoiding effort.

Boys Girls Gender differences

M SD M SD t p Cohen’s d

Perceived usefulness for

  Initiation 3.32 1.37 3.13 1.36 −0.91 0.365 −0.14

  Structuring 2.80 1.18 2.44 1.32 −1.85 0.066 −0.28

  Completion 2.28 1.2 2.57 1.32 1.44 0.153 0.23

  Summarization 3.77 1.13 3.69 1.20 −0.4 0.693 −0.06

  Improving texts 2.45 1.27 2.46 1.30 0.05 0.962 0.01

  Explaining concepts 3.38 1.35 3.7 1.44 1.42 0.156 0.22

  Writing texts 2.37 1.27 2.21 1.29 −0.82 0.413 −0.13

Overall usefulness 20.41 4.96 20.19 5.34 −0.27 0.787 −0.04

Avoiding effort 2.02 1.03 2.21 1.08 1.13 0.259 0.18

Assumptions of variance homogeneity and normality were 
checked with Levene’s and Shapiro–Wilk tests. Violations were 
addressed with Mann–Whitney U tests and Spearman’s correlations. 
Cohen’s d measured effect sizes for t-tests (0.2: small, 0.5: medium, 
0.8: large).

To reduce type 1 errors, EF subscales were analyzed only if the 
Global Executive Composite showed significant results.

6 Results study 2 and discussion

6.1 Descriptive statistics

Out of 357 participants, 189 adolescents (52.6%) indicated that 
they used some form of generative AI for schoolwork, a percentage 
that was still lower than those found in published Swedish (The Nordic 
Youth Barometer, 2023) and German studies (von Garrel and Mayer, 
2023). Table 5 presents which types of generative AI tools they use in 
their schoolwork; multiple choices were allowed. ChatGPT was the 
most popular generative AI for schoolwork, used by 168 (88.9%) 
adolescents.

A Chi-Square test was conducted to determine whether the 
likelihood of being a user of different generative AI tools for 
schoolwork differed based on gender. As presented in Table  5, 
we  found that boys were more likely to use ChatGPT, χ2

(1) = 8.04, 
p = 0.004, while girls preferred Snapchat MY-AI for schoolwork, 
χ2

(1) = 12.48, p < 0.001.

A Chi-Square test assessed the likelihood of using generative AI 
tools for schoolwork based on foreign background. A trend indicated 
that participants with a foreign background were somewhat more 
likely to use generative AI, though this was not statistically significant, 
χ2(1) = 3.78, p = 0.052.

6.2 Gender differences in frequency of use 
and perceived usefulness of generative AI 
for schoolwork

Regarding the frequency of generative AI use for schoolwork 
among students who reported using AI, the majority used it rather 
seldom (50%) or sometimes (28%), while a smaller percentage used it 
rather often (17.4%) and often (4.2%). No gender differences were 
observed in these patterns, χ2

(3) = 1.09, p = 0.780.
As for perceived usefulness, Table 6 shows that no significant 

gender differences were found in the perceived usefulness of 
generative AI for schoolwork.

6.3 Differences between users and 
non-users of generative AI for schoolwork 
in self- and teacher-rated EFs

To investigate whether users of generative AI for schoolwork 
differed from non-users in self-rated and teacher-rated EF, two 

TABLE 5 Numbers of users of different generative AI-tools for schoolwork.

Type of tool All Girls Boys χ2 p

N % N % N %

Any tool 189 100 126 100 61 100 3.17 0.574

  ChatGPT 168 88.9 106 84 60 98 8.04 0.004

  Bing-Chat 4 2.1 2 1.6 2 3.3

  Bard 3 1.6 1 0.7 2 3.3

  Snapchat MY-AI 61 100 51 40 9 15 12.48 <0.001

  Other 7 3.7 6 4.7 1 1.6
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independent t-tests were conducted. Although both self-reported 
(M = 94.31, SD = 19.66) and teacher-reported EF problems (M = 71.00, 
SD = 13.85) were somewhat higher among users compared to 
non-users (M = 91.26/69.15, SD = 18.45/13.93 for self/teacher ratings), 
no significant differences were found between the two groups in either 
self-reported or teacher-rated EF problems, as measured with the 
BRIEF-2 Global Executive Component (GEC).

6.4 Relationships between frequency of 
use, perceived usefulness of generative AI 
for schoolwork and self-and teacher-rated 
EFs

To explore the relationships between the frequency of use and 
perceived usefulness of generative AI for schoolwork and self- and 
teacher-rated EF problems, Pearson correlations were conducted. 
The frequency of use of generative AI for schoolwork showed 
positive and significant correlations with all aspects of perceived 
usefulness. Regarding EF problems, the most prominent and 
moderately strong correlations were observed between self- and 
teacher-rated EF and perceived usefulness for completing 
schoolwork (r  = 0.29, p  < 0.01 for both self and teacher ratings), 
followed by perceived usefulness for improving texts (r = 0.18 and 
0.17, p < 0.05) and effort avoidance (r = 0.21 and 0.19, p < 0.05) (see 
Table 7). For informational purposes, the overall scores of self- and 
teacher-rated EFs were moderately positively correlated (r = 0.39, 
p < 0.001).

7 General discussion

In this study, our primary aim was to investigate the frequency 
and perceived usefulness of LLM generative AI chatbots for 
schoolwork, focusing specifically on their relationships with 
adolescents’ executive functioning (EF), which encompasses cognitive 
processes, including planning, inhibition, and cognitive flexibility, all 
critical for academic success. To accomplish this aim and ensure the 

validity of the findings we  conducted two studies involving both 
younger and older adolescents, aiming to comprehensively examine 
these relationships across different age groups. As far as we are aware, 
this study represents the first attempt to explore these aspects among 
adolescents, providing valuable insights into their use of LLM 
generative AI chatbots and their implications for academic 
performance and cognitive development.

7.1 Frequency of use of generative AI in 
schoolwork

In Study 1, approximately 14.8% of participants reported using 
generative AI, while in Study 2, this figure was 52.6%. The notable 
disparity in usage rates between the two studies may be attributed to 
several factors. Firstly, the temporal aspect likely played a role, with 
Study 2 conducted nearly a year later than Study 1, suggesting a 
potential rise in the adoption of generative AI over time. Additionally, 
differences in participant age between the two studies could have 
influenced usage rates, with older adolescents possibly demonstrating 
a higher inclination to utilize such technology. This is supported by 
findings from other studies, such as The Nordic Youth Barometer 
(2023) and research by von Garrel and Mayer (2023), which also 
indicate an upward trajectory in generative AI usage with age. 
Moreover, as older adolescents often encounter more complex 
assignments in their schoolwork, they might rely more on generative 
AI tools to aid them. Lastly, variations in school environments, such 
as differences in technological infrastructure or educational practices, 
might have contributed to the observed differences in usage rates.

Although our findings reveal variability in the adoption of 
generative AI among different adolescent populations, the usage rates 
observed in our studies were notably lower compared to those 
reported in studies involving older youth populations, such as 
university students in Germany (von Garrel and Mayer, 2023) and a 
broader age range of youths (15–24 years) in Sweden (The Nordic 
Youth Barometer, 2023), where usage rates reached as high as 
two-thirds. One potential explanation for this disparity, as mentioned 
above, is the age difference among participants. Additionally, 

TABLE 7 Pearson correlations between perceived usefulness of generative AI for schoolwork and frequency of use of generative AI for schoolwork and 
measures of EF.

Global measure of EF problems (GEC)

Frequency of use Self-rated Teacher-rated

Perceived usefulness for

  Initiation 0.37*** 0.01 0.01

  Structuring 0.39*** 0.10 0.02

  Completion 0.38*** 0.29*** 0.29**

  Summarizing 0.28*** −0.07 0.04

  Improving texts 0.26*** 0.18* 0.17*

  Explaining concepts 0.19* 0.11 0.00

  Writing texts 0.25*** 0.19* 0.10

Overall usefulness 0.52*** 0.26*** 0.14

Effort avoidance 0.50*** 0.21** 0.19*

*p < 0.05, **p < 0.01, ***p < 0.001.
GEC, global executive composite.
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variations in the formulation of our survey questions, albeit slight, 
might have influenced participant responses. Finally, while data 
collection in previously published studies likely occurred anonymously 
and remotely, in our study we collected data in school settings using 
pseudoanonymization (assigning each participant a numerical code, 
with their names registered on a single master list). Despite assuring 
participants that their information would be treated confidentially and 
that individual data would not be analyzed or presented, this approach 
may have led to underreporting of usage rates. Therefore, further 
research involving data collection in school settings and utilizing 
diverse methodologies is warranted to delve deeper into 
this phenomenon.

7.2 The perceived usefulness of generative 
AI in schoolwork and its relationship to 
executive functioning and academic 
achievement

Only in Study 1 did we observe that users of AI for schoolwork 
reported significantly more EF problems compared to non-users. 
However, in both studies, we found a consistent pattern indicating that 
users of generative AI in schoolwork with more EF problems perceived 
AI as more useful for schoolwork, particularly regarding its perceived 
usefulness for completing school-related assignments. This result may 
be linked to previous research indicating that individuals with lower 
work-related skill levels (e.g., difficulties in writing tasks relevant to 
their work) derive greater productivity improvements from using AI 
tools compared to their more proficient counterparts (Brynjolfsson 
et al., 2023; Noy and Zhang, 2023). However, our findings also raise 
important questions about the manner in which AI is utilized in 
completing school assignments. Specifically, it remains unclear 
whether AI is primarily used to assist with tasks already initiated or to 
independently complete entire assignments. This distinction is crucial 
as it not only informs discussions surrounding the ethical implications 
of AI usage in education but also highlights concerns about academic 
integrity and the uncritical reliance on AI-generated material. For 
instance, Noy and Zhang (2023) found that a majority of individuals 
who reported productivity gains simply copied and pasted output 
from ChatGPT. If AI is used uncritically, with a reliance on 
AI-generated material, it poses risks beyond academic integrity. Such 
risks include potential biases in the output (Bender et al., 2021) and 
the dissemination of outdated or harmful content, as evidenced by the 
discovery of race-based content in healthcare applications (Omiye 
et al., 2023). Therefore, it is imperative to address not only the ethical 
concerns but also the broader implications of uncritical AI usage in 
academic settings.

In our study, we observed that adolescents with more EF problems 
predominantly use ChatGPT and other generative AI tools for 
completing assignments rather than for initiating or structuring them, 
which raises significant concerns. While utilizing these tools for 
initiation or structuring, especially in the initial stages of structured 
AI usage in a school setting, could potentially enhance or augment 
existing abilities and foster educational attainment, their direct 
substitution—where these tools replace rather than enhance existing 
abilities—may exacerbate academic disparities in the long term. 
Recent research underscores adolescence as a pivotal period for EF 
maturation (Tervo-Clemmens et al., 2023), emphasizing the necessity 
of continued investigation into any tools that may interfere with or 

amplify the natural development of EFs during this life stage. 
Additionally, León-Domínguez (2024) proposes theoretical scenarios, 
informed by neuroscience, to explore the potential outcomes of 
increased generative AI usage among adolescents. A primary concern 
is the possibility of certain groups developing an excessive dependence 
on these technologies, which might encourage the evasion of 
challenging cognitive tasks, potentially resulting in a stagnation or 
deterioration of cognitive capabilities in the long term (León-
Domínguez, 2024). This highlights the importance of considering the 
broader implications of generative AI usage among adolescents and 
the need for proactive measures to mitigate potential negative impacts 
on cognitive development and academic achievement.

7.3 Strengths and limitations

The study has several strengths, including the utilization of two 
relatively large samples of adolescents and a high response rate, which 
enhances the study’s external validity by providing a diverse 
representation. Moreover, the inclusion of teacher ratings of EF in 
Study 2 adds depth and validation to the results, offering a more 
comprehensive understanding of the relationship between generative 
AI use and EF among adolescents.

However, there are also some limitations to consider. Firstly, the 
survey for Study 1 was conducted in spring 2023, during the early 
stages of introducing generative AI chatbots. Consequently, the results 
may not reflect current trends or usage patterns, as technology 
adoption and usage habits may have evolved since then and the timing 
of the study could be  a potential confound. Furthermore, more 
nuanced research is needed to clarify how AI chatbots were used for 
different school-related tasks, such as whether they assisted with tasks 
already initiated by students or were used to independently complete 
entire assignments. Understanding these distinctions could provide 
deeper insights into the specific ways AI chatbots are utilized. 
Additionally, the relatively low number of AI users for schoolwork 
observed in Study 1 may have impacted the statistical power of our 
analyses, potentially leading to Type II errors.

Another limitation lies in the reliance solely on self-report 
measures for EF in Study 1. To overcome this, future research could 
integrate teacher and parent ratings for younger individuals and 
explore performance-based assessments in schoolwork with and 
without generative AI. This approach would offer a more 
comprehensive understanding of the impact of these tools on EF 
among adolescents.

Additionally, the absence of validated scales for evaluating the 
usefulness of ChatGPT and other generative AI tools in schoolwork 
poses a challenge. Custom questions and scales were developed for 
this study, but they may not fully capture the relevant factors. While 
the scale for the usefulness of ChatGPT demonstrated good internal 
consistency in both studies, further validation in future research is 
necessary Moreover, a more precise inquiry—such as quantifying how 
frequently students use AI tools for schoolwork in terms of times per 
week or day—might yield more insightful results compared to the 
more ambiguous response options like “rarely” or “often” used in the 
current study.

Furthermore, in Study 2, data was collected from a single, albeit 
large, school, which may introduce selection bias. Therefore, 
conducting multi-site studies would enhance the generalizability of 
the results. However, the classes from the school were chosen 
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randomly, covering a broad range of specialties, and the response rate 
of 81% may provide a good representation of that age group of 
adolescents. While non-significant differences regarding foreign 
background were found in both studies, a clear tendency observed in 
Study 2 suggests that this should be studied further in a larger sample 
to examine the nuances of these relationships as well as their 
connections to EF. Given the novelty of this research field, further 
exploration of other potential covariates related to the relationships 
between AI use, perceived usefulness, and EF/academic achievement 
would be beneficial.

Lastly, the extensive number of analyses conducted in this study 
increases the risk of type 1 errors, which should be  taken into 
account when interpreting the findings. Given the exploratory 
nature of the research and the limited existing literature on the 
topic, further validation through additional research studies 
is warranted.

7.4 Practical and theoretical implications

The utilization of generative AI for schoolwork appears to 
be  relatively uncommon among Swedish youths aged 12–16, as 
evidenced by the findings of Study 1. However, in a slightly older 
population, comprising high school students, more than half reported 
using these tools for their academic tasks. Although the discrepancy 
could be partially attributed to age differences, in line with current 
research (The Nordic Youth Barometer, 2023; von Garrel and Mayer, 
2023), the almost one-year difference between data collections is likely 
to be a significant confound. The results may not fully reflect current 
trends or usage patterns, given that technology adoption and usage 
habits could have evolved since the data were collected. Nevertheless, 
the introduction of such tools, with the potential to amplify, impact, 
or substitute critical abilities necessary for academic success, without 
thorough scientific investigation, raises significant concerns.

Educators should take note of the implications highlighted by this 
study, particularly regarding the potential risks associated with 
generative AI use among students with EF difficulties. Evidence from 
both Study 1 and Study 2 suggests that these individuals may be more 
inclined to use AI tools and may prefer utilizing them in a manner that 
does not enhance existing abilities. This could have negative 
implications for their long-term learning outcomes and the natural 
development of EF.

However, if thoughtfully implemented, AI chatbots might have 
the potential to aid students, especially those with EF deficits, by 
enhancing their ability to plan and manage tasks effectively. Given the 
link between EF deficits and academic struggles, which can lead to a 
vicious cycle resulting in early school dropout (Esch et al., 2014), these 
tools could potentially bridge the gap between students with varying 
levels of EF, offering opportunities for educational equity.

8 Conclusion

This study represents the first exploration of how individual 
characteristics, such as EF, relate to the frequency and perceived 
usefulness of LLM generative AI chatbots for schoolwork among 
adolescents. By conducting two studies involving both younger and 
older adolescents, we gained valuable insights into these relationships 

across different age groups. Our findings illuminate the usage patterns 
of generative AI among the studied adolescents, although it is 
important to note that these patterns could have evolved since the data 
were collected. The observed disparities between studies underscore 
the necessity for further investigation into the factors influencing 
generative AI usage rates among adolescent populations. Future 
studies should also evaluate whether there are preferences for different 
tools tied to gender, as the use of various tools may impact users in 
different ways. The potential gender-based differences in the likelihood 
of using tools like ChatGPT and Snapchat MY-AI for schoolwork 
could be  a significant topic for future research. If these tools 
demonstrate varying effectiveness when used for schoolwork, 
differences in usage between genders could have negative implications 
from an equality standpoint.

Our findings reveal that adolescents with more EF problems tend 
to perceive generative AI tools as more useful for schoolwork, 
especially for completing assignments. This association prompts 
questions about the role of AI in education and its potential impact on 
academic integrity and ethical considerations.

This study emphasizes the urgency for policymakers, researchers, 
and educators to carefully evaluate the integration of generative AI 
into school environments. While our findings suggest potential risks 
associated with generative AI use, particularly among students with 
EF difficulties, these tools also may offer the possibility of aiding 
students in managing academic tasks more effectively. Further 
research and proactive measures are essential to ensure the safe and 
effective use of these technologies, while also considering their 
implications for academic equity and cognitive development 
among adolescents.
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Introduction: Recent advances in generative Artificial Intelligence (AI) and 
Natural Language Processing (NLP) have led to the development of Large 
Language Models (LLMs) and AI-powered chatbots like ChatGPT, which have 
numerous practical applications. Notably, these models assist programmers 
with coding queries, debugging, solution suggestions, and providing guidance 
on software development tasks. Despite known issues with the accuracy of 
ChatGPT’s responses, its comprehensive and articulate language continues to 
attract frequent use. This indicates potential for ChatGPT to support educators 
and serve as a virtual tutor for students.

Methods: To explore this potential, we conducted a comprehensive analysis 
comparing the emotional content in responses from ChatGPT and human 
answers to 2000 questions sourced from Stack Overflow (SO). The emotional 
aspects of the answers were examined to understand how the emotional tone 
of AI responses compares to that of human responses.

Results: Our analysis revealed that ChatGPT’s answers are generally more 
positive compared to human responses. In contrast, human answers often exhibit 
emotions such as anger and disgust. Significant differences were observed in 
emotional expressions between ChatGPT and human responses, particularly in 
the emotions of anger, disgust, and joy. Human responses displayed a broader 
emotional spectrum compared to ChatGPT, suggesting greater emotional 
variability among humans.

Discussion: The findings highlight a distinct emotional divergence between 
ChatGPT and human responses, with ChatGPT exhibiting a more uniformly 
positive tone and humans displaying a wider range of emotions. This variance 
underscores the need for further research into the role of emotional content in 
AI and human interactions, particularly in educational contexts where emotional 
nuances can impact learning and communication.

KEYWORDS

generative AI, large language models, natural language processing, emotion analysis, 
Stack Overflow, ChatGPT, programming assistance

1 Introduction

With the advancement of technology, especially in artificial intelligence (AI), we  are 
witnessing the emergence of novel tools. Over the past decade, text-based chatbots have gained 
widespread popularity across diverse application domains. This surge in adoption has been 
described as a ‘chatbot tsunami’ (Grudin and Jacques, 2019), enabling human interaction with 
machines through natural written language. In November of 2022, OpenAI introduced 
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ChatGPT-3.5 (Open AI, 2023), a chatbot AI built on top of existing 
Large Language Models (LLMs) to facilitate interactive communication 
through a conversational interface. OpenAI achieved this interactive 
capability by employing reinforcement learning from human feedback, 
building upon prior work from InstructGPT (Ouyang et  al., 2022). 
ChatGPT rapidly gained popularity and attained a milestone by 
amassing 100 million users by January 2023 (Saini, 2023), reaching 
1.5 billion monthly visitors as of the time of writing this paper. ChatGPT 
can generate diverse text forms, encompassing scientific abstracts, 
domain-specific question answers, programming code, lifelike 
conversational exchanges, text summarization, language translation, and 
providing suggestions and recommendations. However, ChatGPT also 
carries potential risks, such as enabling copyright violations, plagiarism, 
over-dependence, and possibly reduced creativity. Also, studies indicate 
that people are concerned about cybersecurity threats posed by 
malicious entities using ChatGPT to create harmful code, hack, gather 
information, and trick people into revealing private or sensitive 
information (Okey et al., 2023; Khoury et al., 2023; Poremba, 2023; 
Malwarebytes, 2023). The risk of AI-generated content being passed off 
as human-written may lead to potential harm, such as the spread of fake 
content on social media. AI-generated content is riskier than human-
written posts because AI can produce vast amounts of tailored 
misinformation quickly, making it hard to detect and flag. Its ability to 
personalize messages increases their persuasiveness, and the 
autonomous, adaptable nature of AI allows it to continuously evolve and 
evade detection. It could also cause significant problems in various areas, 
such as information security and digital forensics. In addition to its 
ability to provide specific answers to user questions, ChatGPT can 
be utilized for completing written assignments and examinations on 
behalf of students, raising concerns about AI-assisted cheating (Susnjak 
and McIntosh, 2024). In response, some schools have implemented bans 
on access to ChatGPT on campus (Dibble, 2023). The implications of 
ChatGPT in the field of education were explored in a review and the 
findings revealed that educators expressed concerns about the use of 
ChatGPT in education, fearing that students might outsource their work 
to ChatGPT due to its capability to rapidly generate acceptable texts 
(Mhlanga, 2023). Although the development of ChatGPT can 
be challenging, it may simplify the application of AI in teaching and 
learning, making it more accessible for instructors and helping students 
increase their knowledge in a proper way. Despite the drawbacks 
associated with misusing AI Chatbots like ChatGPT, there are numerous 
advantages in its application in education. These include personalized 
tutoring: ChatGPT facilitates personalized tutoring, leading to enhanced 
learning outcomes (Alshahrani, 2023). Automated essay grading: It 
streamlines the essay grading process, saving valuable time for teachers 
(Parker et al., 2023). ChatGPT aids in language translation, making 
educational materials more accessible to a broader audience (Zhao et al., 
2024). Interactive learning: It promotes interactive learning, offering 
effective support for students (Murad et al., 2023). Adaptive learning: 
ChatGPT could potentially adapt teaching methods based on a student’s 
progress and performance, especially in the context of learning 
programming languages.

Given the significant influence of emotions on perception, the 
learning process (Tyng et al., 2017), and communication in humans, 
there is substantial evidence indicating that learning is intertwined 
with emotions (Hökkä et al., 2020; Bohn-Gettler and Kaakinen, 2022; 
Um et al., 2012). Consequently, if ChatGPT interacts with humans in 
a way that aligns with the positive aspects such as optimism and 

positive emotions, it could prove more beneficial in the field of 
education by effectively assuming the role of a teacher, as previous 
research has shown the impact of AI on learning (Wang et al., 2024; 
Kasneci et  al., 2023). However, there is still a lack of research in 
education comparing the emotional content in human and AI 
responses, which warrants further investigation for a 
comprehensive understanding.

The current trend in chatbot development is toward empathetic 
and emotionally intelligent bots, capable of recognizing user feelings 
and generating fitting answers (Adamopoulou and Moussiades, 2020). 
However, to what extent can AI chatbots understand human emotions 
and respond with a human level of empathy, and to what extent can 
they mimic believable emotional responses to a situation? Despite 
notable advancements in chatbot development (Adam et al., 2021; 
Rapp et al., 2021; Adamopoulou and Moussiades, 2020), accurately 
capturing and expressing the right emotions within chatbot 
interactions remains a persistent challenge. ChatGPT has shifted 
researchers’ perspectives to some extent. For instance, one study 
(Elyoseph et  al., 2023) showcased ChatGPT’s capacity to produce 
suitable Emotional Awareness (EA) responses, with the potential for 
significant improvement over time.

However, there is a gap in research when it comes to comparing the 
emotional aspects of human and ChatGPT responses in different areas. 
Our study focuses on understanding these differences in how questions 
related to programming language are answered. Learning programming 
is tough for many in education today, and ChatGPT can assist students 
and programmers with problem-solving. That is why we have chosen 
this field to look into the emotional differences in responses between 
humans and ChatGPT. The findings from this research may offer useful 
insights that could inform future developments of ChatGPT, enhancing 
its utility for education and learning.

To accomplish this goal, we  address the following 
research questions:

Research Questions:
RQ1: What is the distribution of emotions in questions, human-

generated answers and ChatGPT answers?
RQ2: What are the dominant emotions exhibited in ChatGPT 

answers, and what are the dominant emotions in human-
generated answers?

RQ3: How does the range of expressed emotions differ between 
human generated and ChatGPT answers?

To answer our research questions, we conducted a comprehensive 
analysis, comparing emotional aspects in responses from both 
ChatGPT and humans to 2000 questions sourced from Stack 
Overflow (SO).

The subsequent sections of this paper are structured as follows: 
Section 2 delves into the literature review of our study, providing an 
overview of recent research related to ChatGPT. Section 3 outlines our 
methodology. The results are presented in Section 4, followed by the 
discussion in Section 5 and the conclusion in Section 6.

2 Literature review

Since November 2022, ChatGPT has attracted significant 
attention, resulting in numerous applications and extensive research 
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(Kalla et al., 2023). This section aims to provide a clearer introduction 
to the applications of ChatGPT within the context of software 
engineering. Specifically, we  explore its utility within the Stack 
Overflow dataset, focusing on studies that examine ChatGPT’s role 
and effectiveness in this domain.

Jalil et  al. (2023), the researchers assess the performance of 
ChatGPT in addressing common queries from a used software testing 
curriculum. Their investigation shows that ChatGPT’s current 
capabilities effectively address 77.5% of the questions examined. Among 
these questions, it provides fully or partially accurate answers in 55.6% 
and correct or partially correct explanations in 53% of the cases. The 
findings of this research diverge from the outcomes of implementing 
ChatGPT in other fields, such as medicine (Kung et al., 2023) or law 
(Choi et al., 2021), where ChatGPT has demonstrated success in passing 
specific portions of their examinations. This discrepancy suggests that 
although ChatGPT exhibits capability, it also possesses limitations, 
including a lack of comprehensive knowledge and the tendency to make 
incorrect assumptions, contributing to potential response inaccuracies.

Surameery and Shakor (2023), researchers investigated the role of 
ChatGPT in solving programming bugs. They found that ChatGPT is 
superior to other tools in cost, speed, customization, ease of use, and 
scalability. However, when it comes to fitting into existing systems, 
traditional debugging tools are more effective due to their integration 
capabilities. Additionally, the accuracy of ChatGPT depends on the 
quality of its training data, while traditional debugging tools generally 
provide higher accuracy levels.

An empirical investigation (Nascimento et al., 2023) compared 
the performance of software engineers and AI systems, such as 
ChatGPT, across various evaluation metrics. ChatGPT-generated code 
was evaluated against code created by developers and submitted on 
Leetcode. The study revealed that automated systems like ChatGPT 
can, in certain instances, surpass the performance of novice software 
engineers in specific tasks. This superiority was particularly apparent 
in resolving easy and medium-level problems, where ChatGPT 
consistently outperformed novice contest programmers.

Kabir et al. (2023), a comprehensive analysis was conducted on 
ChatGPT’s answers to 517 questions sourced from Stack Overflow 
(SO). The assessment encompassed the correctness, consistency, 
comprehensiveness, and conciseness of these answers. The manual 
analysis indicated that 52% of the answers provided by ChatGPT 
contained inaccuracies, while 77% were found to be  excessively 
verbose. Nevertheless, users preferred ChatGPT’s answers 39.34% of 
the time due to their thoroughness and articulate language style. The 
results of the linguistic analysis demonstrated the formal nature of 
ChatGPT’s answers, which rarely expressed negative sentiments. 
Although the user study showed that users had a higher preference 
and quality rating for SO, they occasionally erred by favoring incorrect 
ChatGPT answers due to the model’s well-articulated language style 
and seemingly plausible logic presented with positive assertions. These 
findings highlight the requirement for meticulous error correction 
within ChatGPT while also emphasizing the need to make users aware 
of the potential risks associated with answers that appear accurate.

Liu et al. (2023) conducted a study to examine the comparative 
efficacy of ChatGPT and SO in assisting programmers. Two 
groups of students with similar programming abilities were 
instructed to use the two platforms to solve three programming 
tasks: algorithmic challenges, library usage, and debugging. The 
findings reveal that, in terms of code quality, ChatGPT exhibits 

significantly better performance than SO when aiding in the 
completion of algorithmic and library-related tasks. However, 
Stack Overflow proves more beneficial for debugging tasks. 
Concerning task completion speed, the ChatGPT group 
demonstrates notably faster results than the SO group, specifically 
in algorithmic challenges, while displaying similar performance 
in the other two tasks.

Delile et  al. (2023) explore the privacy issues encountered by 
developers. They compare the responses accepted on SO with those 
generated by ChatGPT for these queries to evaluate if ChatGPT could 
be a helpful alternative. The results reveal that most privacy-related 
questions center on choice/consent, aggregation, and identification. 
Additionally, ChatGPT provides roughly 56% of responses that match 
the accuracy level of SO.

Following Stack Overflow’s decision to ban ChatGPT, 
Borwankar et al. (2023) examined how the users of SO responded 
to this change. They studied the quality of content using natural 
language processing (NLP) techniques and voting patterns across 
SO and the AskProgramming subreddit on Reddit. The results 
indicate that SO users adjusted their answer style after the limitation, 
leading to more positive, longer responses than AskProgramming 
subreddit users. This study shows that there has been an 
improvement in content quality post-limitation, reflected in 
increased upvotes for answers.

The research discussed in this section sheds light on various 
aspects of ChatGPT’s capabilities and limitations in software 
engineering. A prevailing consensus suggests that the ability to 
differentiate between ChatGPT and human-generated text is crucial. 
As mentioned, emotion is a distinguishing factor for identifying the 
human and ChatGPT (Pamungkas, 2019). However, it is noteworthy 
that relatively few studies have investigated emotion in communication 
with ChatGPT. Elyoseph et  al. (2023) focused on assessing the 
emotional awareness (EA) capabilities of ChatGPT. Using the Levels 
of Emotional Awareness Scale (LEAS), researchers conducted two 
examinations involving 20 scenarios to evaluate ChatGPT’s EA 
performance, comparing it to norms established by a previous study. 
ChatGPT’s emotional awareness (EA) scores were compared to those 
in a previous study (Nandrino et al., 2013). To check how accurate 
ChatGPT’s answers were, two professional psychologists 
independently rated each answer based on how well it fits the 
situation. They used a scale from 0, meaning “the feelings described 
do not match the scenario at all,” to 10, meaning “the emotions 
described fit the scenario perfectly.” The results illustrated that 
ChatGPT can produce suitable emotional awareness (EA) answers, 
potentially enhancing performance over time.

To the best of our knowledge, no existing research compares 
emotions in answers generated by ChatGPT with those created by 
humans in the software engineering domain. Additionally, there has yet 
to be a study focused on using emotion as a fingerprint to differentiate 
between human and ChatGPT-generated answers. This paper addresses 
these gaps and delves into this unexplored research area.

3 Methodology

This study uses a comparative analysis approach to assess the 
answers generated by ChatGPT in contrast to those provided by 
humans on Stack Overflow.
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3.1 Data

We chose the subject matter, Software Engineering, because it is 
less inclined toward emotional interactions, as it is primarily about 
resolving programming problems. This makes it a more ‘neutral’ 
domain for analysis. For instance, datasets containing reviews of 
products, hotels, or restaurants are likely to feature numerous strongly 
opinionated positive and negative reviews. This could skew the 
comparison, placing a heavier emphasis on human emotions.

As a source of data, we  chose Stack Overflow because it is a 
popular free question-and-answer community, extensively used for 
many years by programmers and software engineers (Spolsky and 
Atwood, 2008), and the data is readily accessible and abundant. 
We used the open dataset1 provided in Kabir et al., 2023, comprising 
answers from ChatGPT and human experts to a randomly selected set 
of 2000 Stack Overflow questions. As an example, one of the data 
points is presented in Table 1.

3.2 Model

To extract emotions from the questions, ChatGPT answers, and 
human answers, we  utilized an emotion-multilabel model from 
Hugging Face. This model is a fine-tuned version of cardiffnlp/twitter-
roberta-base-2022-154 m (Mohammad et al., 2018) and is based on 
EmoBERT, a novel emotion-based variant of the BERT (Devlin et al., 
2018) transformer model. Multi-label EmoBERT comprises three 
main components. The first component involves two encoders: one 
for all tokens (Word Encoder) and another designed explicitly for 
emotion-word hashtag tokens (Hashtag Encoder). The second 
component is a compositional layer that represents sentiment 
semantic composition. The final component is a label correlation layer 
that learns the correlation between co-existing emotions.

1 https://github.com/SamiaKabir/ChatGPT-Answers-to-SO-questions

The emotions were selected for this model based on the basic 
emotion model (Ekman, 1992; Plutchik, 1980; Parrott, 2001; Frijda, 
2017) and the valence–arousal–dominance (VAD) model (Russell, 
1980). Finally, researchers considered an emotion classification task 
encompassing 11 emotions commonly expressed in tweets: anger, 
anticipation, disgust, fear, joy, love, optimism, pessimism, sadness, 
surprise, and trust for this model.

Its performance demonstrated close approximation to published 
results in extracting emotions from the Stack Overflow dataset, 
achieving a Micro-F1 score of 83.36 (Li and Xiao, 2023). The schematic 
diagram of our study is shown in Figure 1.

4 Results

When the Multi-label EmoBERT model is applied to the dataset, 
it produces a vector of emotions as an output (Table 2). This vector 
comprehensively represents the emotional content embedded within 
the questions and the sets of humans and ChatGPT answers. In the 
initial phase, we used the Chi-squared test to examine the relationship 
between the emotion in the question and the emotional response from 
both humans and ChatGPT. As depicted in Table  3, our findings 
indicate a notable correlation between the emotions conveyed in 
questions and the emotional responses from both human participants 
and ChatGPT. It should be  mentioned that we  opted to use the 
Chi-squared test instead of the Pearson correlation for the following 
reasons. The Chi-squared test is particularly suitable for categorical 
data, in contrast, the Pearson correlation coefficient is designed to 
measure the linear relationship between two continuous variables. 
Our data consisted of categorical variables in this step, making the 
Chi-squared test the appropriate choice. Also, the Chi-squared test is 
used to determine whether there is a significant association between 
two categorical variables. Our objective was to assess the independence 
or association between these variables. The Pearson correlation 
assumes a linear relationship between variables and can provide 
misleading results when applied to non-linear or non-continuous 
data. The Chi-squared test does not require any assumptions about the 

TABLE 1 A sample of Stack Overflow questions with answers from human and ChatGPT.

Question

I need to grab the base64-encoded 

representation of the ViewState. Obviously, this 

would not be available until fairly late in the 

request lifecycle, which is OK. For example, if 

the output of the page includes: &lt;input 

type="hidden"name="__VIEWSTATE"

id="__VIEWSTATE" value="/

wEPDwUJODU0Njc5MD...==" /&gt;

I need a way on the server side to get the value 

"/wEPDwUJODU0Njc5MD...=="

To clarify, I need this value when the page is 

being rendered, not on PostBack. e.g. I need to 

know the ViewState value that is being sent to 

the client, not the ViewState I'm getting back 

from them.

Human answer Rex, I suspect a good place to start looking is solutions that compress the 

ViewState—grabbing ViewState on the server before it is sent down to the 

client and gzipping it. That is exactly where you want to be.

Scott Hanselman on ViewState Compression (2005) ViewState Compression 

with System.IO.Compression (2007)

ChatGPT answer

To get the base64-encoded representation of the ViewState on the server 

side, you can use the following code in your ASP.NET page:

“csharp

string viewStateValue = Page.ClientScript.GetHiddenField(‘__

VIEWSTATE’).Value

This code uses the ‘ClientScript’ object to access the hidden ‘__

VIEWSTATE’ field and retrieve its value”.

Note that this code should be executed after the ViewState has been 

populated, which typically happens during the Page's “PreRender” event. 

You can add the code in the appropriate event handler of your page, such as 

the “Page_Load” or “Page_PreRender” event.

Keep in mind that the ViewState value may not be available until the page 

has been fully rendered, so you might need to experiment with different 

events to find the right timing for retrieving it
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nature of the relationship between the variables other than their 
categorical nature, making it more flexible and appropriate for our 
analysis. In the next step, we calculate the average value of emotions 
in SO questions, human answers, and ChatGPT answers. As Figure 2 
shows, questions frequently exhibit emotions such as anticipation, 
anger, and disgust. There is a notable similarity in emotional patterns 
between humans and ChatGPT.

Upon a detailed comparison of human and ChatGPT answers, 
shown in Figure 2, it becomes evident that ChatGPT answers tend to 
be more optimistic and joyful, while human answers often contain 
more expressions of anger and disgust.

In the next step, our focus shifts to identifying the predominant 
emotion in both the questions and their corresponding answers. 
We determine the maximum emotion intensity for each answer rather 
than considering a range of different emotions. As shown in Table 2, 
a spectrum of emotions is present, but Anticipation emerges as the 
dominant emotion for both the question and the answers from 
humans and ChatGPT. Now we focus our attention on the dominant 
emotions, excluding those detected marginally, e.g., Love, Pessimism, 

and Trust (see Figure  3). Notably, when we  focus solely on the 
dominant emotion for each question/answer and calculate the mean 
emotion value, it differs from the previous calculation.

To understand the data distribution, we examined how the data is 
dispersed using a box plot (Figure 4). The results show that for some 
emotions, such as Anger, Disgust, and Joy, there are considerable 
differences between ChatGPT and human responses. Notably, human 
emotions exhibited a wide dispersion. Conversely, for emotions like 
Anticipation, Optimism, and Sadness, the distributions appeared 
consistent between human and ChatGPT-generated answers.

We performed a t-test to compare the data represented in the 
boxplots shown in Figure 4. For the “Anger” variable, the results indicate 
that the t-statistic is 6.27 and the p-value is 1.28e-6. These results suggest 
a highly significant difference between the groups being compared. The 
large t-statistic indicates a substantial difference in the means of the two 
groups, while the extremely small p-value indicates that this difference 
is statistically significant, far below the conventional significance level 
of 0.05. This provides strong evidence that the observed differences in 
“Anger” levels between the groups are not due to random chance.

For “Disgust,” the results show that the t-statistic is 4.36 and the 
p-value is 1.89e-5. Since the p-value (0.0000189) is far below the 
common significance level of 0.05, we can reject the null hypothesis. 
This means there is strong evidence to suggest a significant difference 
between the means of the two groups.

For “Joy,” the p-value is 4.41e-7 (0.00000044), which is much 
smaller than the conventional significance level of 0.05. This indicates 
that there is a statistically significant difference between the two groups.

FIGURE 1

Schematic diagram of our study.

TABLE 2 Values of emotions for a sample of Stack Overflow questions and answers.

Emotions Anger Anticipation Disgust Fear Joy Love Optimism Pessimism Sadness Surprise Trust

SO Question 0.03 0.72 0.04 0.01 0.05 0 0.06 0.02 0.02 0.04 0.02

Human 

Answer
0.11 0.45 0.12 0.01 0.13 0.01 0.05 0.02 0.04 0.06 0.02

ChatGPT 

Answer
0.02 0.49 0.02 0 0.24 0.01 0.15 0.01 0.01 0.02 0.03

TABLE 3 Relationship between emotions in Stack Overflow questions 
and answers from human and ChatGPT.

Emotion in Stack Overflow and 

Human answer

X2 (df = 10, N = 2000) = 123.74, p < 0.001

Emotion in Stack Overflow and 

ChatGPT answer
X2 (df = 10, N = 2000) = 311.32, p < 0.001
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FIGURE 3

Comparison of dominant emotions in human answers and ChatGPT answers.

FIGURE 2

Means of emotion scores for SO questions, human answers, and ChatGPT answers.
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In the next step, we applied topic modeling (Alghamdi and Alfalqi, 
2015) to uncover the relationships between topics and emotions 
(Table 4). Specifically, we utilized Latent Dirichlet Allocation (LDA; Blei 
et al., 2003), a probabilistic generative model widely employed in natural 
language processing (NLP) and machine learning. LDA is a technique 
adept at identifying underlying topics within a set of documents. In our 
analysis, we  employed the LDA model on the questions, human 
answers, and ChatGPT-generated answers to extract topics.

When examining Figure 5, it becomes evident that each topic is 
associated with a predominant emotion. For instance, in the case of 
Text Processing and Data Structures topic, Disgust holds a prominent 
proportion compared to other emotions in the human answers.

We conducted a statistical analysis, and the results are shown in 
Table 5. The results confirm that in each topic, the Chi-square test 
results show significant differences in the proportions of emotions 
between ChatGPT and human responses. The very low p-values across 
all topics confirm that the observed differences are statistically 
significant, indicating real and substantial differences in how emotions 
are represented by ChatGPT versus humans in each topic (Tables 6, 7).

5 Discussion

We conducted a comprehensive analysis comparing emotional 
aspects in answers from ChatGPT and humans to 2000 questions 
sourced from Stack Overflow. Our findings indicate notable 
differences in emotional expression between humans and ChatGPT 
across various topics. Humans tend to have more negative responses 
with higher variance compared to ChatGPT. ChatGPT’s responses 
tend to lean toward optimism, whereas humans are more inclined 
toward expressing anger and disgust. This difference may be one of 

reasons people prefer ChatGPT’s answers 40% of the time due to their 
thoroughness and articulate language style (Liu et al., 2023).

When humans express an emotion, the variance is larger than in 
ChatGPT. It appears that ChatGPT provides responses based on 
patterns in training data and aims to be helpful. Human responders 
on Stack Overflow are real individuals with their own feelings, 
thoughts, and experiences.

Upon investigating the results comparing emotions in different 
topics, it is evident that humans tend to exhibit consistent emotional 
responses, encompassing feelings of Disgust or Anger. In contrast, 
ChatGPT demonstrates a discrepancy in emotional expression across 
various topics, expressing a range of emotions including Optimism, 
Sadness, Joy, Fear, and Anticipation. This suggests that human 
responses may be more authentic and natural, stemming from the 
inherent frustration of the searching process.

In exploring RQ1, the initial analysis shows that ChatGPT’s 
answers tend to be more optimistic and joyful, while human answers 
often contain more expressions of anger and disgust.

In addressing RQ2, when we focus on the predominant emotion 
and determine the maximum emotion intensity for each answer, 
Anticipation emerges as the dominant emotion for both the questions 
and the answers from humans and ChatGPT. Additionally, the results 
show considerable differences between ChatGPT and human 
responses for some emotions, such as Anger, Disgust, and Joy. Human 
emotions exhibit higher variance compared to ChatGPT.

Regarding RQ3, investigating emotions across different subjects 
reveals substantial differences in how emotions are represented by 
ChatGPT versus humans in each topic. Specifically, our analysis 
highlights that humans tend to exhibit a narrower emotional range 
within each topic, predominantly showing negative emotions like 
Disgust and Anger. This consistency in human emotional expression 

FIGURE 4

Box plot comparison of emotional responses between ChatGPT and human.

TABLE 4 Topic modeling results.

Topic Label Top 10 words in the topic

Text Processing and Data Structures emacs, dictionary, date, printf, echo, hello, struct, sizeof, iphone, margin

File and Project Management file, path, files, server, folder, directory, project, command, version, windows

Application Development and Performance code, performance, like, tools, application, http, provides, data, specific, good

Database Operations and User Management table, data, query, code, thread, database, user, session, server, page

Visual Design and Libraries color, myclass, bean, boost, colors, datetime, signal, iterator, serialization, vector

Object-Oriented Programming and Methods string, class, function, value, public, code, method, return, event, object
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across topics could be  attributed to the personal and situational 
frustrations users encounter when seeking help on technical issues.

Understanding these differences in emotional expression is crucial 
for improving AI systems like ChatGPT and holds importance from 
three perspectives.

Detection of AI-generated Text: The emotional differences can 
serve as unique fingerprints, enabling the detection of text generated 
by ChatGPT when compared to human-generated content.

Application in Supportive Roles: Generative AI and LLM-based 
chatbots may be particularly suited for roles where being a patient, 

A

B

C

D

E

F

FIGURE 5

Comparison between dominant emotions of humans and ChatGPT answers for different topics.

TABLE 5 Chi-square test results for emotional proportions in ChatGPT vs. human responses across topics.

Topic Chi

Text Processing and Data Structures X2 (df = 6) = 324.70, p < 0.001

File and Project Management X2 (df = 6) = 161.30, p < 0.001

Application Development and Performance X2 (df = 6) = 146.39, p < 0.001

Database Operations and User Management X2 (df = 6) = 173.86, p < 0.001

Visual Design and Libraries X2 (df = 6) = 78.62, p < 0.001

Object Oriented Programming and Methods X2 (df = 6) = 184.33, p < 0.001
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optimistic, and joyful partner in dialog is beneficial, such as in 
education, online help, and customer service applications.

Enhancing AI Emotional Diversity: For developing more 
believable and empathetic AI chatbots, it is important to enhance their 

emotional diversity and variance. This can lead to more realistic 
emotional responses, making AI interactions more engaging and 
relatable. Future research could explore personalized and emotionally 
adaptive AI chatbots that reflect and respond to the user’s emotional 

TABLE 6 Examples of ChatGPT answers.

Answer Extracted emotion
Exposing the `eval()` function in JavaScript to execute dynamically generated JavaScript can indeed pose a security risk. This is because 

any JavaScript code passed to the `doScript()` function will be executed without any validation or sandboxing.

By allowing the execution of raw JavaScript code, you are essentially opening up your application to potential script injection attacks, 

where an attacker could execute harmful or unauthorized actions on the client-side.

To mitigate this risk, it is recommended to carefully validate and sanitize any user-generated JavaScript code before executing it. One 

approach is to leverage server-side validation and only allow specific, pre-defined operations to be executed.

Alternatively, you could use a more secure method such as using ExternalInterface to call pre-defined, specific JavaScript functions that 

perform the necessary actions. This way, you can have more control over the execution and ensure that only trusted operations are 

performed.

In summary, executing raw JavaScript code from Flex can be a security risk if not properly validated and sanitized. It is important to 

carefully consider the potential risks and implement appropriate security measures to protect your application and users.

Fear

Unfortunately, I could not find any free Vi add-ins specifically for MS Visual Studio 2005. The Google Summer of Code project 

you mentioned may have been promising, but it’s unclear if it has been completed or if the add-in is available.

ViEmu is a popular commercial option for using Vi/Vim keybindings in Visual Studio. However, since you mentioned that you cannot test 

it at work and do not have a Windows computer at home, it may not be a viable solution for you.

In situations like this, where you have specific requirements or restrictions, it’s always best to consult with your IT department or adhere to 

the company’s policy on software installation. They may provide alternative solutions or guidance on how to proceed.

Sadness

While Adhearsion is a popular choice for Ruby developers working with Asterisk, there are alternatives available for developing AGI-based 

IVR applications. One such alternative is the AsteriskRuby framework, which is well-documented and supported by the community.

However, if you are open to considering non-Ruby frameworks, some other options include:

 1. FastAGI: FastAGI is an interface for writing AGI scripts in any programming language. It provides a simple socket-based protocol to 

communicate with Asterisk. This allows you to choose the programming language you are most comfortable with.

 2. PHPAGI: PHPAGI is a PHP framework specifically designed for building AGI scripts. It provides a high-level object-oriented API for 

working with the various features of Asterisk.

 3. Java AGI: Java AGI is a Java library for building AGI scripts. It provides a programming interface that abstracts the complexities of the 

AGI protocol, making it easier to develop robust IVR applications in Java.

Ultimately, the choice of framework depends on your specific requirements and the programming language you are most comfortable 

with. It is recommended to evaluate each option, considering factors like documentation, community support, and the ease of integration 

with your existing infrastructure.

Optimism

TABLE 7 Examples of human answers.

Answer Extracted emotion

SipX is really the wrong answer. I’ve written some extremely complicated VoiceXML on SipX 3.10.2 and it’s been all for naught since SipX 4 

is dropping SipXVXML for an interface that requires IVRs to be compiled JARs. Top that off with Nortel filing bankruptcy, extremely poor 

documentation on the open-source version, poor compliance with VXML 2.0 (as of 3.10.2) and SIP standards (as of 3.10.2, does not trunk 

well with ITSPs). I will applaud it for a bangup job doing what it was designed to do, be a PBX. But as an IVR, if I had it to do all over again, 

I’d do something different. I do not know what for sure, but something different. I’m toying with Trixbox CE now and working on tying it 

into JVoiceXML or VoiceGlue.

Also, do not read that SipX wiki crap. It compares SipX 3.10 to AsteriskNOW 1 to Trixbox 1. Come on. It’s like comparing Mac OS X to 

Win95! A more realistic comparison would be SipX 4 (due out 1Q 2009) to Asterisk 1.6 and Trixbox 2.6, which would show that they 

accomplish near identical results except in the arena of scalibility and high availability; SipX wins at that. But, for maturity and stability, I’d 

advocate Asterisk.

Also, my real-world performance results with SipXVXML:

Dell PowerEdge R200, Xeon Dual Core 3.2GHz, handles 17 calls before jitters.

HP DL380 G4, Dual Xeon HT 3.2 GHz, handles 30 calles before long pauses.

I’ll post my findings when I finish evaluating VoiceGlue and JVoiceXML but I think I’m going to end up writing a custom PHP called from 

AGI since all the tools are native to Asterisk.

Anger

ViEmu works great with Visual Studio. I used Vi(m) strictly in Linux, but I was turned on to bring the Vi(m) editing process into the 

Windows world by JP Boodhoo. JP praises about it also.
Joy
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tone. Such chatbots could be invaluable in areas like mental health 
counseling, child, and elderly care.

6 Conclusion

In this research, we  conducted a comprehensive analysis 
comparing the emotional aspects of answers from ChatGPT and 
humans to 2,000 questions sourced from Stack Overflow. Our 
findings indicate notable differences in emotional expression 
between humans and ChatGPT across various topics. Humans 
tend to have more negative responses with higher variance 
compared to ChatGPT. ChatGPT’s responses tend to lean toward 
optimism, whereas humans are more inclined toward expressing 
anger and disgust.

Theses analysis highlights distinct emotional patterns across 
different topics. These insights underscore the need for 
improving AI systems to enhance their believability and user 
engagement, particularly in roles requiring supportive and 
patient interaction.
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Opportunities and challenges of 
using generative AI to personalize 
educational assessment
Burcu Arslan *, Blair Lehman , Caitlin Tenison , Jesse R. Sparks , 
Alexis A. López , Lin Gu  and Diego Zapata-Rivera 

ETS Research Institute, Princeton, NJ, United States

In line with the positive effects of personalized learning, personalized 
assessments are expected to maximize learner motivation and engagement, 
allowing learners to show what they truly know and can do. Considering the 
advances in Generative Artificial Intelligence (GenAI), in this perspective article, 
we  elaborate on the opportunities of integrating GenAI into personalized 
educational assessments to maximize learner engagement, performance, 
and access. We  also draw attention to the challenges of integrating GenAI 
into personalized educational assessments regarding its potential risks to the 
assessment’s core values of validity, reliability, and fairness. Finally, we discuss 
possible solutions and future directions.

KEYWORDS

personalization, educational assessment, generative artificial intelligence, validity, 
reliability, fairness

1 Introduction

Personalized learning has been shown to enhance learner motivation, engagement, and 
performance (Bernacki et al., 2021; Walkington, 2013; Walkington and Bernacki, 2018, 2019). 
Personalization can be delivered via humans (e.g., students or teachers), digital assessment 
systems (e.g., via a virtual agent embedded in a digital platform), or a combination (e.g., 
recommender systems). In educational assessment, standardization has been one of the most 
essential requirements for fair and valid measurement (Sireci, 2020). However, more recent 
discussions put the learners in front and expect that personalized assessments yield similar 
benefits to personalized learning (Bennett, 2023; Buzick et  al., 2023; Sireci, 2020). The 
transition from standardized to more personalized assessment of learning (i.e., summative 
assessment) and assessment for learning (i.e., formative assessment) comes with inherent 
challenges in ensuring the validity, reliability, and fairness of more tailored, 
individualized assessments.

Artificial intelligence (AI) in education dates back more than four decades (see Holmes 
and Tuomi, 2022; Williamson and Eynon, 2020, for reviews). However, recent technological 
advancements and generative AI (GenAI) have broadened AI’s scale and potential applications 
in education due to its ability to create human-like text, being generic enough to be employed 
for different tasks, and real-time personalization capabilities. GenAI is a subcategory of AI 
designed to generate content, including images, videos, and text. Large language models 
(LLMs) are specifically trained on vast amounts of text data. When powered by LLMs, GenAI 
models can have a contextual understanding, enhanced memory, and create content based on 
natural language input (Hadi et al., 2023).
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Recent research has increasingly focused on the integration of 
GenAI and LLMs in educational settings, examining their 
potential (e.g., Barany et  al., 2024; Gökoğlu, 2024; Hu, 2023; 
Kasneci et al., 2023; Mazzullo et al., 2023; Nguyen et al., 2023; 
Olney, 2023; Pankiewicz and Baker, 2023; Pardos and Bhandari, 
2024; Wang et  al., 2022). Similarly, some studies focus on the 
application of GenAI and LLMs in educational assessment, 
exploring their impact and implications (e.g., Bulut et al., 2024; 
Hao et  al., 2024; Jiang et  al., 2024; von Davier, 2023; Swiecki 
et al., 2022).

Despite these advancements, to our knowledge, the potential 
opportunities and challenges of using GenAI to personalize 
educational assessment have not been explored. As we mentioned 
above, the shift from one-size-fits-all assessments to more culturally 
relevant and responsive approaches is becoming more critical, 
especially as stakeholders recognize the limitations of traditional 
assessments in responding to the needs of diverse populations. Thus, 
personalized educational assessments are increasingly viewed as a 
means to enhance learner engagement, performance, and access 
(Bennett, 2023; Buzick et al., 2023; Randall et al., 2022; Sireci, 2020).

Similar to the other application areas, advances in GenAI offer 
opportunities and challenges to personalized educational assessment 
(see Kirk et  al., 2024, for benefits and risks of personalization in 
general with LLMs). GenAI can be  integrated with the existing 
frameworks for including personalization, adaptation, or 
responsiveness in assessments, such as caring assessments (Lehman 
et al., 2024; Zapata-Rivera et al., 2020), socioculturally responsive 
assessments (Bennett, 2023), formative assessments (Bennett, 2011; 
Black and Wiliam, 2009), and intelligent tutoring systems (Corbett 
et al., 1997; Graesser et al., 2012). For example, in line with the caring 
assessment framework, GenAI may be leveraged to tailor content to 
the learner’s emotional, motivational, and cognitive state. Similarly, in 
line with socioculturally responsive assessments, GenAI may adapt 
assessment content to reflect diverse perspectives and contexts, 
considering the learner’s cultural background. Moreover, GenAI may 
enhance formative assessments and intelligent tutors by providing 
real-time, personalized feedback in a conversational style that helps 
learners improve continuously (e.g., Cheng et al., 2024). By leveraging 
these established frameworks, GenAI can offer robust personalized 
assessments that are not only effective but also responsive to the 
diverse needs of learners.

Integrating GenAI into the existing frameworks may play a crucial 
role in efficiently personalizing educational assessments by 
automatically generating images, videos, scenarios, and metadata and 
evaluating and scoring assessment items. Moreover, GenAI has the 
potential to generate or modify assessment items in real-time (Arslan, 
2024), adapt to the learner’s responses, performance, interests, or 
cultural background, and provide personalized feedback and reporting 
dashboards. Additionally, GenAI can be used to create personalized 
conversations about the construct that can be used for assessment 
purposes to create assessment content at varying levels of language 
complexity or translate it into multiple languages. These potential uses 
of GenAI can help to achieve the previous efforts of enhancing the 
assessment experience through maximizing learner performance and 
engagement, activating existing funds of knowledge (González et al., 
2005), and making assessments more relevant and accessible to 
learners, including neurodiverse and multilingual learners 
(Sireci, 2020).

However, using GenAI to personalize educational assessment also 
introduces significant challenges, such as ensuring fairness and 
maintaining validity and reliability. Research increasingly highlights 
the challenges and risks associated with GenAI, including issues such 
as bias, copyright infringement, the potential for harmful content, 
minimal control over its output, security concerns, and lack of 
interpretability and explainability (Bender et al., 2021; Kasneci et al., 
2023). Table 1 shows the potential opportunities and challenges of 
using GenAI for personalized assessments, potential solutions, and 
future directions.

2 Potential opportunities for applying 
GenAI in personalized assessments

GenAI may offer significant opportunities to enhance the 
personalization of assessments to maximize learner motivation and 
engagement, performance, and access.

2.1 Personalization for maximizing 
motivation and engagement

Increased motivation during test-taking leads to cognitive 
engagement, resulting in learners giving their best effort when 
answering assessment items (Finn, 2015; Wise and Kong, 2005; Wise, 
2017). Cognitive engagement improves the likelihood that test scores 
will accurately represent what learners know and can do, as the 
interpretation of scores relies on the assumption that learners are 
trying their best (Finn, 2015; Wise, 2017). An effective way of 
maximizing engagement for learners with diverse interests and 
sociocultural is to personalize the context of assessment items 
(Bennett, 2023; Bernacki and Walkington, 2018; Sireci, 2020; 
Walkington and Bernacki, 2018). Context personalization can 
significantly enhance learner motivation and engagement by allowing 
learners to bring their cultural identity to the learning environment, 
leading to better learning outcomes (Walkington, 2013; Walkington 
and Bernacki, 2018, 2019).

LLMs have made it possible to personalize the context of 
assessment items during assessment based on each learner’s input 
about their interests embedded in their cultural identities, thus 
maximizing engagement through situational interest (see Hidi and 
Renninger, 2006) and has the potential to allow learners to show 
what they know and can do (Arslan, 2024). Unlike personalization 
approaches that leverage background variables (e.g., race/ethnicity) 
to create culturally relevant forms and assign each form to a group 
of learners based on their demographic information (e.g., Sinharay 
and Johnson, 2024), using LLMs offers real-time tailoring of content 
to individual interests and cultural background by providing learners 
agency and relevance that is often missing in standardized 
assessments. This approach acknowledges the diversity among 
learners, avoiding the pitfall of assuming homogeneity within groups 
(Arslan, 2024).

Integrating conversational virtual agents into assessment 
platforms is another way of making assessments more engaging and 
user-friendly. The virtual agents, powered by LLMs, can respond to 
queries in natural language, providing real-time, contextual support 
that assists both students and teachers during their interactions with 
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TABLE 1 Potential opportunities and challenges of using GenAI for personalized assessments, potential solutions, and future directions.

Opportunities Challenges Consequences Potential solutions and future 
directions

Maximizing Engagement  • Lack of control over the quality and content of the 

output (e.g., Bender et al., 2021; Jurenka et al., 2024).

 • Hallucinations, potential bias and fairness issues (e.g., 

Jurenka et al., 2024; Hu, 2023; Jurenka et al., 2024; 

Jurenka et al., 2024; Jurenka et al., 2024; Jurenka et al., 

2024; Jurenka et al., 2024; Ye et al., 2023; Jurenka 

et al., 2024).

 • Lack of interpretability and explainability of the system’s 

underlying decision-making (see Jurenka et al., 2024 for 

a survey).

Jeopardizing assessment’s core values of:

 • Validity.

 • Reliability.

 • Fairness (American Educational Research Association, 

American Psychological Association, National Council 

on Measurement in Education, Joint Committee on 

Standards for Educational and Psychological Testing 

(US), 2014; Jurenka et al., 2024).

 • Developing guidelines and standards for the ethical use 

of GenAI in personalized assessment (e.g., Hu, 2023; 

Jurenka et al., 2024).

 • Aligning the purpose and goals of the assessment with 

how GenAI is being leveraged (Jurenka et al., 2024).

 • Developing methodologies to evaluate the quality of the 

output of GenAI (e.g., human-in-the loop approaches; 

Jurenka et al., 2024; Jurenka et al., 2024; Jurenka 

et al., 2024).

 • Working with practitioners and students to co-design 

solutions (Penuel, 2019).

 • Identifying and implementing guardrails (Rai  

et al., 2024).

 • Combining neuro-symbolic approaches and/or using 

computational cognitive architectures to create  

decision-making systems that leverage knowledge of 

human cognition (e.g., Jurenka et al., 2024; Jurenka 

et al., 2024).

 • On-the-fly context personalization (e.g., Arslan, 2024; 

Bennett, 2023; Bernacki and Walkington, 2018; Hidi 

and Renninger, 2006; Sireci, 2020; Walkington, 2013; 

Walkington and Bernacki, 2018, 2019).

 • Conversational agents to enhance usability (Zapata-

Rivera, 2012; Bull and Kay, 2016; Zapata-Rivera and 

Greer, 2002).

Maximizing Performance

 • Conversational agents to gather additional evidence, to 

provide just-in-time feedback (e.g., Kochmar et al., 

2020; Ma et al., 2014; Mazzullo et al., 2023; Meyer et al., 

2024; Matelsky et al., 2023; Pardos and Bhandari, 2024; 

Wang and Han, 2021), and to enhance dashboards for 

reporting (e.g., Forsyth et al., 2017; Xhakaj et al., 2017).

Increasing Access

 • Conversational agents, scaffolds, and language supports 

for neurodiverse and multilingual learners (e.g., Ali 

et al., 2020; López, 2023; Yang, 2024).
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the platform (Zapata-Rivera, 2012; Bull and Kay, 2016; Zapata-Rivera 
and Greer, 2002).

2.2 Personalization for maximizing 
performance

Unlike traditional summative assessments, personalized formative 
assessments can significantly enhance performance by providing 
feedback tailored to each learner’s needs (e.g., Kochmar et al., 2020; 
Ma et al., 2014; Mazzullo et  al., 2023; Hu, 2023; Wang and Han, 
2021). LLMs can generate hints and adaptive feedback during 
assessments at scale in an efficient way, helping learners understand 
their mistakes and learn from them in real-time (e.g., Meyer et al., 
2024; Matelsky et al., 2023; Pardos and Bhandari, 2024) and facilitate 
adaptive conversations that guide learners through their thought 
processes (Hu, 2023; Forsyth et al., 2024; Zapata-Rivera et al., 2024).

LLMs can also enhance reporting by providing detailed, narrative 
insights for learners, teachers, and other interest holders. These insights 
can help interest holders understand assessment information more 
deeply and make informed decisions. For example, it can influence 
what teachers know about their student and their decision-making 
through dashboards (e.g., Forsyth et al., 2017; Xhakaj et al., 2017).

2.3 Personalization for increasing access

Personalized assessments can be crucial in increasing access for 
diverse learner populations, including neurodiverse and/or 
multilingual learners. LLMs offer various options for making 
assessments more linguistically responsive to the needs of multilingual 
learners (Yang, 2024). A significant way LLMs can enhance 
accessibility for multilingual learners is by providing support and 
scaffolds, such as translations to the learner’s preferred language, 
language simplification, glossaries, and read-aloud features. These 
tools allow multilingual learners—who comprise 10.6% of the student 
population in US public schools (National Center for Education 
Statistics, 2024a)—to utilize all available linguistic resources without 
compromising the construct being measured. These tools offer 
multilingual learners alternative ways to access and engage with 
assessment content, ensuring that language barriers do not block 
learners’ ability to fully demonstrate what they know and can do 
(Bennett, 2023; Sireci, 2020). In this context, LLMs are leveraged to 
provide enriched, inclusive means for all learners to access the 
assessment content and showcase their conceptual understanding 
using multiple modes of communication (e.g., linguistic, visual, aural, 
spatial, gestural) to reflect the diversity of needs and abilities in 
U.S. public schools (National Center for Education Statistics, 2024b). 
In essence, LLMs allow learners to use their entire linguistic repertoire, 
enabling them to express their KSAs through multiple forms of 
representation, including oral and written language and drawings 
(García and Wei, 2014; López, 2023). This approach, associated with 
translanguaging, supports providing multiple forms of expression, 
making assessments more inclusive and reflective of learners’ diverse 
backgrounds (Bennett, 2023).

Conversational virtual agents powered by LLMs can also be used 
to further support usability for neurodiverse and/or multilingual 
learners by enabling interactive, natural language-based supports with 

a choice of spoken and written communication in understanding and 
navigating the assessment platform, interpreting assessment items, 
and providing real-time, context-sensitive assistance. (e.g., see Ali 
et al., 2020). This potential application makes the platform more user-
friendly, as discussed in the above section, and may ensure that all 
learners, regardless of their language proficiency, can fully participate 
in the assessment process.

3 Challenges, potential solutions, and 
future directions

Despite its potential, GenAI introduces significant challenges for 
personalized assessments. In this section, we first mention GenAI’s 
challenges in this context. Subsequently, we provide an overview of 
potential solutions to these challenges and future directions 
for research.

3.1 Challenges

Alongside research applying GenAI to new problems and 
domains, a growing body of work highlights the limitations and 
risks associated with its use. These discussions address potential 
biases, copywriting infringement, and the harmful content that can 
be introduced by large training datasets over which users have little 
control (Bender et  al., 2021). Additionally, concerns about data 
privacy and security, particularly in educational contexts, are 
increasingly relevant when using these models (Kasneci et  al., 
2023). These general issues pose specific challenges when 
considering how GenAI can be used responsibly to support the 
design, administration, and reporting of personalized assessments 
while upholding the core values of validity, reliability, and fairness 
(see Johnson, 2024). Although these challenges may vary depending 
on the type and purpose of the assessment (e.g., formative vs. 
summative), we  discuss several overarching challenges that are 
likely to shape the future development of personalized assessments 
using GenAI.

Personalizing assessments with GenAI offers benefits such as 
reducing construct-irrelevant variance indirectly by maximizing 
engagement (e.g., see Section 2.1) or directly by maximizing access 
(e.g., Section 2.3). However, without careful use, GenAI is just as likely 
to introduce new sources of construct-irrelevant variance. Approaches 
like Evidence-Centered Design (ECD; Mislevy et  al., 2003) 
systematically align every aspect of the assessment process with 
theoretical and empirical evidence needed to support the claims made 
based on test scores. Part of the strength of this approach for 
generating valid assessments is the transparency at each step of the 
assessment development process and mapping decisions made to the 
intended interpretations and uses of the test. When using GenAI for 
on-the-fly content generation (e.g., see Section 2.1) or as a 
conversational virtual agent (e.g., see Sections 2.1 and 2.3), the lack of 
control over the output of GenAI makes it harder to ensure that the 
assessment content is measuring what we intend to measure (e.g., see 
Hong et al., 2024). With less control over the content, risks span from 
the introjection of inappropriate (e.g., see Greshake et  al., 2023), 
non-sensical (Ye et al., 2023), incorrect (Hicks et al., 2024), or biased 
content and representations that these models have been known to 
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exhibit (Cheung et al., 2024; Jiang et al., 2024; UNESCO, IRCAI, 2024; 
Schleifer et al., 2024; Zhou et al., 2024). Moreover, LLMs perform 
complex computations, complicating the interpretation of their 
decision-making processes. This ‘black-box’ nature of GenAI makes 
it harder to detect the sources of problematic output and to create 
explanations for interest holders (see Zhao et al., 2024 for a survey of 
the explainability of LLMs).

One of the cornerstone principles of standardized summative 
assessments is the consistency of test forms and the comparability of 
scores, which ensures the reliability and validity of scores across 
different test administrations (American Educational Research 
Association, American Psychological Association, National Council 
on Measurement in Education, Joint Committee on Standards for 
Educational and Psychological Testing (US), 2014). For example, in 
standardized summative assessments, on-the-fly personalization with 
GenAI, which generates uniquely tailored items during the assessment, 
may introduce construct-irrelevant variance into the measurement. 
This poses significant challenges to critical tenets of reliability and 
validity and complicates the currently established process for 
evaluating and documenting the reliability or precision of a given 
assessment. These challenges add a new dimension to ongoing 
discussions of the need for an expanded psychometric toolbox (such 
as computational psychometrics; von Davier et al., 2021), as well as 
more explicit guidance on valid score inferences when incorporating 
AI (Huggins-Manley et al., 2022) and personalization in assessments 
(Buzick et al., 2023).

Finally, developing and maintaining GenAI models specialized for 
personalized assessments involves numerous technical challenges. 
While prompt engineering is a popular method for adjusting a GenAI 
model’s behavior, its ability to alter the model’s actions is limited to 
what the model has already learned during pre-training (Bozkurt and 
Sharma, 2023; Jurenka et al., 2024). Alternative approaches like fine-
tuning are much more expensive, requiring both quality data and 
expertise (e.g., Chevalier et al., 2024). Lastly, concerns regarding the 
hosting and management of GenAI models highlight critical data 
privacy and security issues. These are especially pertinent in 
educational contexts, where the sensitivity of learner data requires 
stringent security measures and ethical considerations (see 
Johnson, 2024).

3.2 Potential solutions and future 
directions

There are several key areas for future research to understand 
better how GenAI can be leveraged for personalized assessments. The 
first area is identifying, developing, and distributing guidelines and 
standards for the ethical use of GenAI in personalized assessments. A 
set of guidelines and standards helps guide future research and 
development and facilitates clear expectations for interest holders. 
Several emerging efforts exist to establish responsible AI standards in 
educational assessment (Burstein, 2023; Johnson, 2024). However, 
continued work is needed to establish guidelines and standards that 
encompass the full potential uses of GenAI in assessment design and 
development (e.g., content development to be evaluated by humans 
vs. on-the-fly personalization). To this end, as we briefly mentioned 
in the Introduction, existing frameworks for personalization, 

adaptation, and responsiveness in assessments may help identify these 
potential uses and important use cases.

The second area for future research is identifying how to best 
leverage GenAI in different testing contexts. As is typically the case in 
education, there is unlikely to be  a one-size-fits-all solution for 
leveraging GenAI for personalized assessments (Bennett, 2023). For 
example, on-the-fly item generation may not be  appropriate for a 
summative, high-stakes assessment in which there are high demands 
for score comparability. However, it may be appropriate for a formative, 
low-stakes assessment in a classroom context. Moreover, when 
additional approaches are taken to mitigate the inherent challenges of 
GenAI (e.g., nonfactual information and bias), it may be appropriate 
to leverage it to provide learners with conversational support during 
the assessment. Thus, it is essential to align the purpose and goals of 
the assessment with how GenAI is being leveraged and to develop 
methodologies to evaluate the quality of the output of GenAI before 
operationalizing the personalized assessments (e.g., see Zapata-Rivera 
et al., 2024 for leveraging ECD). It will be critical to regularly evaluate 
the impact of using GenAI-developed content for assessments on the 
perceptions of various interest holders when applied in different 
manners to different testing contexts. (e.g., teachers, learners, 
policymakers). It will also be essential to leverage GenAI to address the 
current needs of practitioners (e.g., teachers, assessment developers) 
and learners to improve the experience of developing, administering, 
and completing assessments. For example, teachers may struggle to 
provide all aspects of students’ Individualized Education Programs 
(IEPs) during an assessment due to tools without the appropriate 
nuance and/or resource limitations, such as one teacher in a class of 30 
students (Lehman et  al., submitted).1 Researchers can work with 
practitioners and students to co-design solutions to these real-world 
problems that utilize GenAI (Penuel, 2019).

When establishing how best to leverage GenAI in different testing 
contexts, a third area of research is needed to identify the guardrails 
that must be implemented to address some of the abovementioned 
challenges. While it may be  tempting to let GenAI run free to 
maximize its potential benefits fully, key guardrails can 
be  implemented to limit unintended negative consequences and 
maintain rigorous, appropriate content for personalized assessments. 
For example, implementing a ‘human-in-the-loop’ approach allows 
for human inspection and evaluation before GenAI-generated content 
is presented to learners (Amirizaniani et al., 2024; Drori and Te'eni, 
2024; Park, 2024). However, this type of human review can limit some 
potential uses of GenAI, such as on-the-fly personalization. Moreover, 
rigorous research is essential to narrow the decision space for GenAI 
and mitigate the ‘black-box’ nature of LLMs. This can be achieved by 
integrating neuro-symbolic approaches or using computational 
cognitive architectures to develop decision-making systems that 
leverage an understanding of human cognition (e.g., Sumers et al., 
2023; Sun, 2024). Additionally, combining these approaches with 
insights from key interest holders—such as teachers, students, and 
assessment developers—can help identify effective ways to utilize 
GenAI while minimizing unintended negative consequences.

1 Lehman, B., Gooch, R., Tenison, C., & Sparks, J. R. (submitted). The role of 

teachers in digital personalized assessments. Paper submitted to the annual 

meeting of the American Educational Research Association. Denver, CO.

35

https://doi.org/10.3389/frai.2024.1460651
https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org


Arslan et al. 10.3389/frai.2024.1460651

Frontiers in Artificial Intelligence 06 frontiersin.org

The previous areas for future research have focused on the content 
generation process via GenAI. However, there is also a need for rigorous 
research to evaluate the personalized assessments that are developed 
with GenAI. This research will need to evaluate the quality of the 
content developed with or by GenAI and how the use of GenAI impacts 
the broader uptake of personalized assessments. When appropriate, it 
will be necessary to evaluate the utility of GenAI content within the 
current assessment development process. For example, it will 
be necessary to document if GenAI content results in more efficient 
content development processes that still maintain high levels of quality 
(e.g., see Park, 2024). Another area for future research is how GenAI 
could be leveraged to support response scoring, which could support 
personalized assessment and more efficient reporting (e.g., Section 2.2.).

Lastly, the full potential of utilizing GenAI for personalized 
assessments can only be realized if interest holders (e.g., teachers, 
learners, curriculum experts, and policymakers) view those 
assessments as valid, reliable, and fair, thus trustworthy and helpful in 
supporting learning.

4 Conclusion

Overall, there is a significant opportunity to enhance the 
deployment and effectiveness of personalized assessments, which 
could offer learners more relevant test materials, leading to greater 
engagement, improved performance, and broader access. This, in turn, 
has the potential to produce more valid test outcomes. However, while 
the potential of GenAI to create more valuable assessments is 
promising, it is crucial to proceed with caution. The field must 
continue to explore how GenAI can be effectively harnessed, but this 
exploration should be grounded in a rigorous evaluation of its utility.

As we move forward, it is essential not to abandon the potential 
for future advancements in assessments in favor of holding onto 
outdated development and evaluation processes (Huggins-Manley 
et al., 2022; Sireci, 2020). While embracing the possibilities offered by 
AI, we must ensure that these new tools are evaluated against criteria 
that recognize the affordances of both current and future technologies. 
However, this should never come at the expense of the core values of 
assessments—validity, reliability, fairness, and alignment with valued 
educational goals. By balancing innovation with caution, we can strive 
to create assessments that are both cutting-edge and trustworthy.
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Navigating STEM careers with AI 
mentors: a new IDP journey
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Introduction: Mentoring is crucial to the success of STEM higher education. 
The Individual Development Plan (IDP) is a common career development tool in 
STEM graduate education that facilitates structured mentor-mentee interactions 
and goal setting. This study examined the integration of AI mentors into the 
myIDP framework to provide real-time support and career insights.

Methods: Using Google Gemini as an AI mentor, this study developed and 
assessed AI prompts within the myIDP framework. Eighteen STEM graduate 
students, primarily from underrepresented groups, were trained to engage with 
the AI mentor. Their interactions, feedback, and comments were analyzed using 
sentiment and thematic analysis.

Results: Participants reported positive experiences with AI mentors, noting 
benefits, such as immediate responses, up-to-date information, access to 
multiple AI mentors, enhanced ownership of career development, and time 
savings. However, concerns about misinformation, bias, privacy, equity, 
and algorithmic influences have also been raised. The study identified two 
hybrid human-AI mentoring models—Sequential Integration and Concurrent 
Collaboration—that combine the unique strengths of human and AI mentors to 
enhance the mentoring process.

Discussion: This study underscores the potential of AI mentors to enhance 
IDP practices by providing timely feedback and career information, thereby 
empowering students in their STEM career development. The proposed human-
AI mentoring models show promise in supporting underrepresented minorities, 
potentially broadening participation in STEM fields.

KEYWORDS

individual development plan, myIDP, career development, career planning, STEM 
mentoring, human-AI mentoring, mentorship, large language model

1 Introduction

Mentoring plays a critical role in advancing success in higher education (U.S. Department 
of Education, 2012). With the growing emphasis on career readiness and global competitiveness 
in the fields of science, technology, engineering, and mathematics (STEM) (National Science 
Foundation, 2022), career development has become a fundamental component of STEM 
mentoring. This form of mentoring goes beyond basic guidance, establishing a strategic 
framework for navigating educational and professional challenges. By accelerating skill 
development, offering industry insights, fostering networking, and providing essential career 
and psychosocial support, effective mentorship is crucial for thriving in the competitive STEM 
landscape (National Academies of Sciences, Engineering, and Medicine, 2020).
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Recognizing the value of mentorship, the U.S. CHIPS and Science 
Act of 2022, along with various federal funding agencies [e.g., National 
Science Foundation (NSF)], has emphasized the integration of 
mentorship into workforce development, particularly in sectors like 
semiconductor manufacturing, where aligning academic preparation 
with industry needs is critical. The act mandates that all NSF-supported 
graduate students utilize Individual Development Plans (IDPs), a 
widely recognized tool in STEM graduate education, to map 
educational goals, facilitate career exploration, and guide professional 
development in collaboration with principal investigators or mentors 
(CHIPS and Science Act, 2022; National Science Foundation, 2024). 
By fostering structured, two-way communication within the mentor-
mentee relationship, IDPs help students achieve their career 
aspirations (Chang et al., 2021; Hobin et al., 2012), thereby supporting 
the development of a diverse and skilled workforce essential for 
maintaining U.S. leadership in global science and technology.

myIDP is a commonly used web-based IDP platform1 developed 
in 2012 by the American Association for the Advancement of Science 
(AAAS), the Federation of American Societies for Experimental 
Biology (FASEB), and experts from multiple universities (Fuhrmann 
et al., n.d.). It has gained significant popularity in U.S. universities, 
enabling graduate students to self-assess, explore different career 
paths, and set SMART (Specific, Measurable, Achievable, Relevant, 
and Time-Bound) goals with the assistance of mentoring teams. 
During the self-assessment stage, myIDP offers assessments for 
scientific skills, career interests, and work-related values. Based on the 
assessment results, the platform provides users with a variety of career 
options, each with a matching score to help them consider career fit. 
Additionally, myIDP offers resources including articles, books, and 
professional societies to help users understand each career path. To 
further explore their target career, myIDP provides tips for attending 
relevant events and networking with professionals. Once a career path 
is selected, users are prompted to create SMART goals for career 
advancement, skill improvement, and project development. The 
platform also offers tips on identifying a mentoring team to discuss 
these goals and support the career development process. Upon 
completion, a certificate can be generated, which is often part of the 
paperwork required to meet degree or program requirements at some 
universities (Chang et al., 2023).

Due to the rapid evolution of STEM professions over the last 
decade, some resources about current career options on myIDP are 
limited and outdated. For example, as of July 1, 2024, the suggested 
books for each career path were mostly published before 2010, with 
publication dates ranging from 1993 to 2015. Consequently, student 
users working with myIDP rely heavily on human mentors for 
support. The drawback is that mentees cannot receive immediate 
feedback and up-to-date career information from human mentors due 
to time limitations and knowledge blind spots. In light of the 
advancements and applications of Large Language Models (LLMs), 
such as those used by Google Gemini and ChatGPT, this study 
explores the feasibility of using artificial intelligence (AI) mentors to 
enhance myIDP practice. We hypothesize that graduate students can 
receive real-time support throughout the process from AI mentors, 

1 https://myidp.sciencecareers.org/

while acknowledging that this integration might also face challenges 
(Köbis and Mehner, 2021).

Recent advancements in Generative Pre-trained Transformer 
(GPT) models have significantly influenced various industries around 
the world (Dehouche, 2021; ChatGPT Generative Pre-trained 
Transformer and Zhavoronkov, 2022; Li, 2020). In educational 
research, notable examples of these applications are the language 
processing AI systems ChatGPT and Gemini. These systems are built 
on Large Language Models (LLMs), which are so-called because of the 
substantial memory required for their training, maintenance, and 
optimization. LLMs operate using algorithms that analyze extensive 
text data to identify patterns and relationships within text. Through 
this training, LLMs develop the ability to generate outputs that align 
with the patterns observed in the training data. The more data the 
model is trained on, the more precise it becomes in producing 
accurate outputs. The models developed by OpenAI (ChatGPT) and 
Google (Gemini) were released to the public to gather additional data 
through organic usage. In addition to these efforts of sourcing data 
from the public by natural user experiences, OpenAI and Google both 
gathered enormous amounts of data for their models to assimilate. 
OpenAI had roughly ten billion dollars of funding from Microsoft to 
train and develop their model. Google has access to even larger 
amounts of user data through their search engine, website ads, and 
many other data sources they own. This distinction in data-as-a-
resource allowed OpenAI and Google to develop some of the leading 
models in terms of accuracy and performance. The potential creates 
possibilities for higher education mentoring and career guidance 
in STEM.

Human-centered approaches to mentoring in STEM fields play a 
pivotal role in guiding students from academic learning to professional 
careers. This form of mentorship is critical as it facilitates the practical 
application of theoretical knowledge, enabling mentees to acquire 
essential skills, attitudes, and professional networks essential for 
success in STEM (National Academies of Sciences, Engineering, and 
Medicine, 2020). According to National Academies of Sciences, 
Engineering, and Medicine (2020), effective mentorship not only 
fosters career and psychosocial development but also cultivates deep, 
impactful relationships that contribute to the holistic development of 
STEM professionals. Further, research by Atkins et  al. (2020) 
highlighted that mentoring significantly aids the career planning 
process, especially for underrepresented minority students, by 
fostering a scientific identity and providing them with role models and 
opportunities for growth in research contexts. This support 
strengthens students’ self-identification as scientists and encourages 
diverse pathways into further STEM leadership, underscoring the 
need for tailored and research-focused mentoring approaches. These 
traditional mentoring methods are instrumental in developing the 
next generation of STEM leaders, making them an indispensable part 
of educational strategies aimed at enhancing career trajectories in 
these fields. However, as valuable as these types of mentoring 
relationships are, they are time and resource intensive.

While traditional human-centered mentoring in STEM fields has 
proven invaluable, generative AI offers a unique opportunity to bridge 
resource gaps, performing personalized tasks for students that can 
supplement human mentor availability (Neumann et al., 2021; Wollny 
et al., 2021). Scholars have highlighted the potential of AI to offer 
students more personalized career guidance, aligning with a changing 
labor market (Duan and Wu, 2024) as well as enhancing professional 
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development in specific fields such as preservice teacher education 
(Lu et  al., 2024). AI mentoring also has the potential to provide 
equitable access to resources, particularly through virtual mentoring 
and AI-driven platforms (Akiba and Fraboni, 2023). These platforms 
not only facilitate personalized career advising but also significantly 
elevate engagement and satisfaction among diverse and underserved 
student populations (Okado et al., 2023). As AI continues to change 
mentoring and career development, it has the potential to be  a 
powerful tool for inclusivity and adaptability in learning environments.

However, despite these promising developments, there remains a 
critical gap in understanding how exactly mentors and mentees might 
integrate their current mentoring practices to make the most of 
generative AI. A critical area that remains underexplored is the 
integration of generative AI into the development planning aspects of 
IDPs. Students could utilize aspects of AI to tailor development plans 
to their own needs and career paths, while leaving time for more 
nuanced and human-directed activities. Addressing these gaps could 
enhance the functionality of platforms like myIDP and help mentors 
and mentees envision new ways to utilize the IDP process and make 
effective use of their mentoring time.

The purpose of this study is to investigate the potential of AI mentors 
to enhance myIDP practices for STEM graduate students. The research 
methodology comprises three key components: (1) development of a 
comprehensive set of AI-based prompts aligned with the current myIDP 
framework, (2) evaluation of these prompts by a diverse cohort of STEM 
graduate students, predominantly from underrepresented groups, and 
(3) collection of participant feedback on the efficacy of AI mentors and 
strategies for optimal integration with human mentorship. Participants 
tested the AI prompts while engaging with myIDP and provided insights 
on the strengths and limitations of AI mentorship. Additionally, they 
offered perspectives on effectively leveraging both AI and human 
mentors throughout the IDP process. The findings contribute to the 
emerging field of AI integration in STEM mentoring, highlighting 
potential benefits, identifying areas for improvement, and exploring 
avenues to empower underrepresented minorities in STEM.

2 Materials and methods

2.1 Materials

This study initially evaluated the LLM-supported technologies of 
Google Gemini and ChatGPT. To streamline the process, we decided 
to utilize only one platform. During the data collection phase of our 
study, Gemini rapidly enhanced its features, a development anticipated 
given Google’s extensive data collection, amassing over 7 billion data 
points daily for more than a decade (Sagiroglu and Sinanc, 2013). The 
vast resources available to Gemini were evident in its evolution during 
our prompt testing period. In our comparative tests, Gemini 
demonstrated more accurate real-time results and current responses 
compared to ChatGPT, pre-trained on data up to 2022. Furthermore, 
Gemini offered integration with Google products, such as Google 
Scholar, providing peer-reviewed literature to support its responses. 
Based on our architectural knowledge of LLMs and prompt testing 
outcomes, we concluded that Gemini was better suited for producing 
supportive results for myIDP guidance. The data for this study was 
generated using prompts created for myIDP, chosen due to its 
significant impact and extensive user base.

There are four major components in the myIDP framework: 
Assessment, Career Exploration, Create Plan, and Implement Plan. 
The research team, with diverse expertise in computer science, 
mentoring, myIDP, STEM career development, and research methods, 
collaboratively generated meaningful prompts by leveraging their 
varied knowledge. After initial testing of these prompts, the team 
refined the prompts to help graduate students use myIDP more 
effectively. The final prompts are shown in Table 1. The Assessment 
component included prompts to clarify unclear or unfamiliar 
assessment items for Skills (e.g., demonstrating workplace etiquette), 
Interests (e.g., negotiating agreements), and Values (e.g., independence 
vs. working alone). The Career Exploration component covered 
prompts for topics such as considering career fit, reading about 
careers, attending events and workshops, talking to people, and 
choosing a career path. The Create Plan component included prompts 
for creating goals related to career advancement, skill improvement, 
and project development. For the final component, Implement Plan, 
prompts were designed for building a mentoring team.

To integrate Google Gemini as an AI-mentor within the myIDP 
framework, participants were asked to use the prompts we generated 
(see Table  1) while navigating through the myIDP process. The 
prompts we generated were designed to help mentees acquire critical, 
up-to-date information, regarding their career development, which 
the myIDP portal cannot efficiently provide. For instance, the prompt 
“What is a typical workday as a [job title]?” could be  used when 
mentees were navigating through the process of “Read about Careers” 
in myIDP. By using the generated prompts to ask Google Gemini 
questions aligned with the different aspects in myIDP, the AI mentor 
can be effectively integrated with the myIDP framework. The process 
of providing feedback on their experience with the AI-mentor and 
prompts will be addressed in the next section.

2.2 Methods

2.2.1 Data collection and sample
After the study was approved by the Institutional Review Board at 

the authors’ university (Protocol #HM20028450), we  recruited 
participants via the university’s daily events newsletter as well as 
directed communication via the School of Engineering and Career 
Services. Starting with the myIDP website, participants were asked to 
integrate the provided prompts into their myIDP process, then provide 
feedback through a survey about their experiences using Gemini as 
their AI mentor. To help the participants with the process, we provided 
a tutorial that walked them through the myIDP process as well as how 
to use Google Gemini as an AI mentor with the prompts. Participants 
provided their comments on the prompts they tested and the responses 
from the AI mentor along with the Google Gemini public shared links. 
After completing the prompts testing, participants were asked to 
complete open-ended questions of their thoughts on the strengths and 
concerns of using the AI mentor. Participants each received a $100 gift 
card to compensate for their participation.

This study involved 18 participants, all of whom were from STEM 
fields, as defined by the U.S. Department of Homeland Security’s 
STEM Designated Degree Program List (U.S. Department of 
Homeland Security, 2023), which includes health-related disciplines. 
Of these, 15 were full-time graduate students in the United States, 
and three were visiting students from other countries. Half of the 
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TABLE 1 Prompts with the sentiment analysis results.

myIDP Examples of prompts Number of uses Number of comments Average 
sentiment
(−1 to  +  1)

Assessment 0.37

Skills assessment

(Optional)

What is [item name]?

(e.g., What is [demonstrating workplace etiquette]?)

8 6 0.42

Interests assessment

(Optional)

What is [item name]?

(e.g., What is [negotiating agreements]?)

8 6 0.43

Values assessment

(Optional)

What is [item name]?

(e.g., What is [independence]? What is [working alone]?)

10 5 0.23

Career exploration 0.26

Consider career fit

(Choose at least one prompt)

What are some ways to know if I would be a good [job title]? 17 12 0.32

[Talk about your top values first]. Could I pursue a career in [career path]? 5 3 0.78

Read about careers

(Choose at least four prompts)

What is a typical workday as a [job title]? 17 12 0.03

What is the average salary for a [job title] in [career path] this year? 16 11 0.13

What job searching websites can I use to find job postings in [career path]? 10 11 0.24

What skills and qualifications are typically required for careers in [career path]? 10 4 0.19

What is the demand like for jobs in [career path]? 8 4 0.23

What are some potential career growth opportunities or advancement prospects in [career path]? 4 2 0.5

What are the main challenges or drawbacks associated with careers in [career path]? 7 4 0.36

Are there any specific certifications or additional training that can enhance job prospects in [career path]? 5 3 0.42

Can you suggest any resources or websites to explore for further information on careers in [career path]? 4 2 0.6

What does the future hold for jobs in [career path]? 1 1 0.63

Are there any notable trends or emerging areas within [career path] that might impact future job prospects? 1 0 NA

Attend events and workshops

(Choose at least three prompts)

What are some annual or regional events in [city/locale] to assist in [given goal]? 6 2 0.21

What are some upcoming events or workshops related to [career path] in [city/locale]? 13 9 0.3

Can you recommend any conferences or industry-specific events that are beneficial for someone interested in 

[career path]?

11 6 0.15

Are there any scholarships, grants, or funding opportunities available for attending career-related events or 

workshops in [career path]?

10 6 0.36

How can attending events or workshops help me gain insights and network within [career path]? 6 2 0.33

How can I make the most out of attending events or workshops to enhance my career prospects in [career path]? 3 3 0.33

Can you suggest any resources or websites where I can find information about career-focused events and 

workshops in [career path]?

6 3 0.38

(Continued)
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myIDP Examples of prompts Number of uses Number of comments Average 
sentiment
(−1 to  +  1)

Talk to people

(Choose at least four prompts)

Where can I find people to ask questions about [career path] topics? 6 3 0.15

What are some effective strategies for networking in [career path]? 12 5 0.46

How can I identify and approach professionals in [career path] for informational interviews? 11 5 0.21

What are some key questions to ask during an informational interview? 12 5 0.4

How can I make a positive impression and build connections through networking events or online platforms? 8 4 0.22

Can you provide tips on following up and maintaining relationships after networking events or informational 

interviews?

9 5 0.32

How important is it to establish a personal brand or online presence for networking purposes? 6 4 0.09

Are there any common networking mistakes to avoid? 7 3 0.21

How can I leverage social media platforms for professional networking in [career paths]? 1 0 NA

Are there any specific resources or websites to help me find networking opportunities in [career path]? 3 1 0.44

Can you suggest some professionals in [career path] in [city/institution], with whom I can connect to gain insights 

into a career in [career path]?

5 2 0.36

Choose a career path

(Required)

[Talk about your long-term goal first]. What transition experience do I need to reach this long-term goal? [You 

may have follow-up questions about the suggestions from AI]

18 8 0.26

Create plan 0.37

Career advancement goals

(Choose at least one prompt)

As a [role], what are some SMART career advancement goals [in the next X years]? 11 7 0.23

[Describe your current status]. This year, I want to [list the career advancement areas you want to improve this 

year]. Do you think my plan is feasible?

7 4 0.47

[Describe your current status]. What are my SMART goals to improve [your target career advancement area this 

year]? [You may have follow-up questions about the suggestions from AI]

2 1 0.42

Skill goals

(Choose at least two prompts)

How [SMART metric] is this goal for [identity] on a scale of 1 to 10 with 10 being unlikely? [Goal] 2 0 NA

What are some SMART skill goals for [identity] in [concentration/major]? 6 4 0.43

What are some SMART skill goals for [career path]? 8 4 0.48

What are some SMART skill goals for becoming a [career path]? 9 2 0.57

[Describe your current status]. This year, I want to [list the skills you want to improve this year]. Do you think my 

plan is feasible?

5 1 0.46

[Describe your current status]. What are my SMART goals to improve [your target skill this year]? [You may have 

follow-up questions about the suggestions from AI]

8 3 0.35

(Continued)

TABLE 1 (Continued)
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TABLE 1 (Continued)

myIDP Examples of prompts Number of uses Number of comments Average 
sentiment
(−1 to  +  1)

Project goals

(Choose at least two prompts)

How [SMART metric] is this goal for [context] on a scale of 1 to 10 with 10 being unlikely? [Goal] 2 2 0.31

What are some SMART project goals for [context] in [concentration/major]? 7 3 0.27

What are some SMART project goals for [career path]? 10 6 0.32

What are some SMART project goals for becoming a [career path]? 10 5 0.32

[Describe your current status]. This year, I want to [list the project areas you want to improve this year]. Do 

you think my plan is feasible?

3 1 0.53

[Describe your current status]. What are my SMART goals to improve [your project area this year]? [You may have 

follow-up questions about the suggestions from AI]

4 1 0.42

Implement plan 0.52

Mentoring team

(Choose at least three prompts)

What are the key qualities or characteristics to look for in a mentor? 14 5 0.59

How can I identify potential mentors who align with my career goals and interests? 7 3 0.39

What are some effective strategies for approaching and initiating conversations with potential mentors? 7 2 0.64

How can I evaluate whether a mentor is a good fit for my development needs? 10 3 0.56

What are some common challenges in mentoring relationships and how can I address them proactively? 8 2 0.44

What are the benefits of having a diverse mentoring team? 2 1 0

How can I maintain and nurture my relationships with mentors over the long term? 4 2 0.4

What are some effective ways to communicate my expectations and goals to my mentors? 7 0 NA

How can I make the most of each mentoring session or interaction? 4 2 0.57

[Describe your career goals or areas you want to improve]. Are there any specific industries or professional 

networks where I can find mentors in my field?

1 0 NA

Our research participants had the freedom to interact with AI mentors using the suggested prompts. To prevent overwhelming the participants or diminishing their motivation and interest in working with AI mentors, we asked them to test some of the prompts that 
they found useful when working on myIDP. Providing comments for each prompt was not required, which may result in the number of comments being smaller than the number of uses. Additionally, instructions in the first column, such as “Choose at least three 
prompts,” were designed for the research participants. We encouraged readers to use any AI prompts in the table they found useful.
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participants were in the initial stages of their master’s programs, 
while the others were at various stages of their doctoral studies. These 
students were pursuing careers across a broad spectrum of fields, 
aiming to make significant contributions in both the public and 
private sectors. The demographic composition of the participants 
reflected a focus on including underrepresented groups in 
STEM. Specifically, 15 of the participants identified as women or 
non-binary/genderqueer, and 4 identified as Black or Hispanic/
Latino. A total of 16 participants were classified as underrepresented 
minorities, with the remaining two being Asian men. Additionally, 
eight participants were first-generation college students, and six were 
international students. In terms of familiarity with the IDPs, while 
only seven participants had prior experience, all received training on 
the myIDP tool before participating in the study. Background 
information of the participants can be found in Table 2.

2.2.2 Data analysis
Participants’ comments to selected prompts around Assessment, 

Career Exploration, Create Plan, and Implement Plan were assessed with 
sentiment analysis using VADER from the nltk Python package. This 
sentiment analysis method is a supervised program of mapping text-by-
word tokenization to the speakers’ feelings and emotions (Devika et al., 
2016). Comments were tokenized into individual words and assigned a 
score from −1 being most negative, 0 being neutral, and + 1 being most 
positive as they have been previously defined in the VADER lexicon. The 
lexicon is pre-trained and provided openly by the ntlk Python package.

Due to the limited number of responses in our sample, 
we examined the aggregate sentiment to have a loose idea of how 
participants favored our prompts. Through running our sentiment 
analysis on participant comments, we  noticed the algorithm has 
approximately 90% accuracy in rating the sentiment of the comments. 

TABLE 2 Participants’ background information.

ID Degree Year Career goal Gender Race/
ethnicity

Age First-
gen

International 
student

IDP 
experience

S1 Master’s First year Biotechnology 

industry scientist

Woman Multiracial 18–23 No No No

S2 Master’s First year Government 

conservation 

organization

Nonbinary /

gender queer

Hispanic or 

Latino

18–23 Yes No No

S3 Doctoral sixth year Postdoctoral 

fellowship

Woman White 30–39 No No Yes

S4 Doctoral Third year Occupational 

therapist

Man Black 24–29 Yes No No

S5 Doctoral Third year Academia Woman White 24–29 No No Yes

S6 Doctoral Fourth year Material scientist Man Asian 24–29 Yes Yes Yes

S7 Master’s First year Fertility or 

medicine

Woman Asian 18–23 No No Yes

S8 Master’s First year Software 

engineering

Man Asian 24–29 Yes Yes No

S9 Master’s First year Public health 

related

Woman Asian 30–39 Yes Yes No

S10 Doctoral Fourth year Doctor Woman Black 24–29 No No No

S11 Doctoral First year Community 

College 

Instructor

Woman White 30–39 No No Yes

S12 Doctoral Second year Private industry 

or NGO

Woman Black 30–39 No No Yes

S13 Doctoral Third year Private industry Woman White 30–39 Yes No Yes

S14 Doctoral Third year Clinic work and 

academia

Woman White 24–29 Yes No No

S15 Master’s First year Ecology research Nonbinary /

gender queer

White 18–23 No No No

S16 Master’s Second year Counselor Woman Asian 24–29 No Yes No

S17 Master’s Second year Counseling 

psychologist

Woman Asian 24–29 Yes Yes No

S18 Master’s Third year Helping 

professionals 

work

Woman Asian 24–29 No Yes No
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Only the categorical impressions, the average of all prompt aggregate 
sentiments within the category are mentioned below, but we provide 
the more detailed sentiment analysis results in Table 1. Results were 
analyzed in conjunction with a word cloud to better understand the 
most pertinent comments. In addition to the sentiment analysis, 
participants’ comments were analyzed using the thematic analysis 
approach to identify recurring and important perspectives.

Participant responses regarding the strengths and concerns of AI 
mentors were also analyzed using the qualitative data analysis software 
packages, Atlas.ti and MAXQDA. A thematic analysis approach was 
employed to systematically identify and categorize recurring themes 
within the data. The process began with familiarization, where 
researchers reviewed all responses to gain a comprehensive 
understanding of the content. Key points and significant statements 
were then identified and coded, marking relevant segments of the 
data. These codes were grouped into potential themes, reflecting 
broader patterns and advantages and concerns identified by the 
participants. Themes were subsequently reviewed and refined to 
ensure they accurately represented the data. Finally, clear names were 
assigned to each theme to encapsulate their meaning as understood 
by the researcher. This methodological approach provided an in-depth 
analysis of participant responses, highlighting both the strengths and 
concerns associated with their engagement with AI mentors.

To ensure the reliability of our thematic coding, we employed a 
multi-coder approach, enhancing the reliability of our findings through 
intercoder agreement (Creswell, 2012). Each coder independently 
developed a set of codes through team discussions and reflexive reading 
of the participant responses. These codes were then synthesized into 
overarching themes, which highlighted higher-level advantages and 
disadvantages. The team collectively reviewed and discussed these 
themes to gain a comprehensive understanding of the potential use of AI 
for mentoring purposes. This collaborative process aimed to minimize 
individual bias and enhance the reliability of our qualitative analysis.

3 Results

3.1 AI prompts

3.1.1 Assessment
Comments for the assessment prompts were relatively few. The 

assessment categorical sentiment was moderately positive (0.37). Most 
participants had somewhat positive experiences using the prompts to 
clarify certain concepts. The participants found it helpful in explaining 
terms and also in providing useful insights on what they asked the AI 
mentor. For example, one participant asked the AI mentor the 
meaning of “keeping up with current events” and thought that the 
information was not only helpful but also provided useful insights as 
a growing researcher.

3.1.2 Career exploration
Overall, participants reported positive experiences with the 

prompts for career exploration. Career categorical sentiment was the 
least positive (0.26). Among the comments, many of them affirmed 
that the AI mentor could provide helpful feedback on their career fit 
by using the prompt, “What are some ways to know if I would be a 
good [job title]?” More than one participant thought that the 
responses from the AI mentor were thorough.

Participants also shared slightly positive experiences (0.22) with 
asking AI mentors questions regarding the prompts of “Read about 
careers.” For example, by using the prompt “What is a typical workday 
as a [job title]?” The AI mentor could provide useful information 
about participants’ interested career paths. Participants also 
commented that the AI mentor’s responses were similar to their past 
experiences. One participant mentioned that the AI mentor provided 
different examples of workplaces and workday circumstances, which 
was helpful. However, some participants maintained skeptical 
attitudes against the responses from the AI mentor based on their 
understanding of the career path.

When asking the AI mentor questions about “attending events 
and workshops,” participants found that the AI mentor often lacked 
specific information for their local areas, though still provided some 
useful items for consideration (0.29). One of the participants 
commented that “I first asked [annual or regional events] about a 
specific city and Gemini was not able to generate the events.” 
Sometimes, if the question did not include the current year (i.e., 2024) 
for the conference or events, Gemini provided information for the 
previous year (i.e., 2023). Also, across different prompts, some 
participants found that the AI mentor was not providing related links 
regarding job-searching websites, resources, or scholarship 
opportunities. One participant noted, “having links to the sites would 
be better so I do not have to do another search.” Another negative 
comment was that the AI mentor tended to provide generic responses, 
ignoring the specific information participants indicated in their 
prompts. For example, when asking, “What are some potential career 
growth opportunities or advancement prospects in [career path]?” 
One participant claimed that “I was hoping it would list some 
internships, but it instead was very broad.”

3.1.3 Create plan
For the prompts within “Create Plan,” most of the participants 

provided moderately positive feedback on the prompts for SMART 
goals (0.37), including SMART career advancement goals (0.33), skill 
goals (0.45), and project goals (0.33). Participants mentioned that the 
AI mentor was able to provide examples of SMART goals, which they 
would like to add to their plans. For example, when asking questions 
such as “what are some SMART project goals for becoming a senior 
software engineer,” the participant commented that “The answer helps 
me understand, in order to achieve my career goal, what to do at the 
moment.” However, one participant found that the AI mentor did not 
recognize what SMART goals are. Also, another participant thought 
that the SMART goals suggestions from the AI mentor were poor due 
to “few insights of the industry.”

3.1.4 Implement plan
Participants provided the most positive feedback for prompts 

related to seeking mentors (0.52). They found value identifying key 
qualities of mentors, questions to be asked when seeking mentors, and 
how to interact with potential mentors. For example, several 
participants appreciated the AI mentor’s response to the question 
about “key qualities to look for in a mentor position,” which helped 
them understand how to identify a good mentor. Participants also 
learned some critical aspects to consider when seeking human 
mentors, such as mentoring philosophy. However, one participant 
mentioned that the response for the mentor evaluation prompt was 
too generic and lacked depth.
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3.1.5 Additional feedback from international 
students

3.1.5.1 US-centric responses
When asking questions, it’s crucial to specify the country to avoid 

receiving US-centric answers. For example, even when using a Virtual 
Private Network (VPN) service, the responses often defaulted to 
U.S. users. Indicating the country name, even in the local language, 
may result in more accurate and contextually relevant responses.

3.1.5.2 Career information accuracy
A participant sought career guidance for Country A, but the AI 

mentor provided information and resources from Country B due to 
the two countries sharing a similar language. Additionally, some 
career information, such as licensing exams, is often incorrect for 
countries outside the U.S.

3.1.5.3 Cultural sensitivity in communication
The suggested email templates for reaching out to potential 

mentors can sometimes be too aggressive and fail to consider cultural 
differences. This can be particularly problematic in some countries 
where a more formal or respectful approach is preferred.

3.2 Strengths of AI mentoring

3.2.1 Immediate response
Most of the participants appreciated the immediate responses 

from the AI mentor. Compared with human mentors, the AI mentor 
allowed them to navigate through the myIDP process without waiting 
for unclarified questions. Several participants shared their past 
experiences of waiting for responses from their human mentors 
during the process, which were in strong contrast to experiences with 
the AI mentor.

3.2.2 Up-to-date information
Some participants affirmed that the AI mentor could provide 

up-to-date information. Nevertheless, some participants also 
mentioned some limitations. For example, the AI mentor was not able 
to provide information regarding upcoming or local events. One 
participant also acknowledged that the AI mentor is not always 
trained on up-to-date datasets, which caused its lack of knowledge on 
the most recent event. On the other hand, two of the participants 
mentioned that the information provided by the AI mentor was the 
same as that of their human mentors. Although the participants 
recognized this as not up-to-date information, it showed that the AI 
mentor shared the same knowledge as human mentors.

3.2.3 Access to multiple AI mentors
In Google Gemini, users can choose different versions of 

responses. Four participants thought this function was helpful for 
them to gain various points of view on the same questions. However, 
seven participants thought that the AI mentor was just rephrasing the 
same concepts, and the responses looked generally the same. One 
participant also expressed concerns about creating biases by frequently 
selecting preferred versions of responses (“I think it is neat that it 
provides multiple answers, but I feel nervous it would play into my 
own biases if I kept refreshing for one that I liked better.”).

3.2.4 Enhanced ownership of career development
Nine participants expressed positive experiences with taking 

ownership when they interacted with the AI mentor. One participant 
expressed that the process of interacting with the AI mentor allowed 
mentees to take the lead in the direction of the conversation. Another 
participant also mentioned that unlike human mentors, the AI mentor 
allowed users to ask many questions whereas that person may not feel 
quite as comfortable asking their human mentor 20 random questions 
in a row. One participant stated that by interacting with the AI mentor, 
it increased mentee’s confidence because the AI mentor did not tell the 
participant what to do but only provided recommendations. In 
contrast, three participants expressed that they did not feel “ownership” 
during the process. One participant argued that the information 
provided by the AI mentor can also be acquired through Google search.

3.2.5 Time savings
When it comes to the advantage of affecting time for human 

mentors and mentees, most of the participants agreed that the AI 
mentor helped them save time from gathering information on their 
own. One participant mentioned that using the AI mentor can help 
narrow down questions for human mentors that AI could not 
answer specifically.

3.2.6 Other
The feedback from the participants addressed additional 

advantages of using the AI mentor. First of all, the flexibility of the AI 
mentor. Six participants praised how flexible the AI mentor is during 
the process. Users can ask anything without hesitation. In addition, for 
students who do not have human mentors or who feel uncomfortable 
talking to human mentors, AI mentors can be helpful. Second, the AI 
mentor can help bridge the mentorship between mentees and human 
mentors. Some participants suggested that the responses from the AI 
mentor can serve as a starting point for thinking of questions to ask 
their human mentors or to help spark an idea. Third, the process of 
using the AI mentor enhanced their myIDP experience. Participants 
mentioned that the process promoted them to review their myIDP 
components and help them set career goals.

3.3 Concerns of AI mentoring

3.3.1 Misinformation
Participants generally felt that the AI mentor provided accurate 

information, with the majority noting its overall reliability. Specifically, 
participants mentioned that the AI was overall accurate, and others 
noted that it was mostly accurate with occasional inaccuracies or 
minor contradictions. For example: “When I asked about the demand 
for neuroscience researchers, Gemini first said that the demand was 
high, but then a couple of paragraphs later, said that there are more 
PhD graduates than there are faculty positions (which is true).” 
However, some participants felt that the AI’s advice was too general to 
be of significant use. One participant noted the AI’s consistency with 
guidance from human mentors, and another found the AI to be a 
good starting point for further exploration and research.

3.3.2 Bias
Gemini’s learning process relies on real-world data, which may 

contain inherent bias. As a result, its responses sometimes reflect 
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stereotypes and discriminatory information. For instance, when 
developing prompts for the research project, our team observed a 
disparity in the suggestions for STEM career paths provided to 
doctoral students based on gender. When offering career advice to a 
mom, the AI mentor emphasized factors like “flexibility,” “balancing 
family responsibilities,” and “supporting working moms.” On the other 
hand, when advising a dad, the AI mentor focused on more general 
aspects such as “interests and passions,” “family situation,” and 
“financial goals.”

Participants did not report any instances of discriminatory or 
biased responses from the AI mentor. However, there were some 
general concerns about the potential for bias listed here and in other 
sections. One participant noted that while a human mentor might 
exhibit more bias based on physical appearance, “technology has 
advanced tremendously and I  did just give a lot of my personal 
information through these questions so it could be building a profile 
of what they think I am.” This raises concerns about data usage for 
algorithmic purposes, creating the potential for bias. Another 
participant expressed a wish to have asked more questions about their 
career goals in relation to their chronic health disability, to see if the 
AI could offer relevant advice or if it might show ableist tendencies. 
These reflections show participant worries about bias and data privacy, 
even in the absence of explicit biased responses from the AI.

3.3.3 Privacy
Participants expressed a range of feelings about using AI mentors, 

particularly concerning privacy. Some participants felt there was a 
balance between privacy concerns and the personalization available 
to them while using AI mentors, while others were cautious about 
sharing personal information with AI mentors. One participant 
compared their lack of privacy concerns to their usage of social media, 
indicating a similar level of comfort with information they shared on 
social networking and social media platforms with what the AI 
platform knew about them. Conversely, some participants were 
worried about the transparency of data storage and usage, with some 
expressing general concerns about data privacy. One participant 
summed up the contradiction between needing to supply personal 
information to an AI mentor for useful feedback and privacy concerns 
in this way: “I do worry about privacy and selling data. I think turning 
off tracking (or limiting it to the session) could help. On the one hand, 
Gemini cannot get to know me like a human mentor could and 
provide advice accordingly. On the other hand, I do not want to give 
Gemini enough personal information for it to give specific advice.”

3.3.4 Equity
Participants’ responses revealed several challenges and 

perspectives regarding access to AI mentors within marginalized 
communities. The predominant concern was internet and technology 
access, highlighting the digital divide as a significant barrier to AI 
mentor usage. Some participants highlighted the continued 
importance of human mentors, suggesting that despite the advantages 
of AI, the value of human connection and personalized guidance 
remains critical. Another important issue raised was internet literacy, 
as not everyone currently possesses the skills to evaluate online 
information effectively. “Any lack of internet literacy may lead 
someone to believe anything they read online. I also think that those 
who are better able to communicate with AI are more likely to get 
more accurate answers.” Language barriers were also noted by one 

participant as a potential obstacle. One participant emphasized the 
necessity for better access for people with disabilities, indicating a 
need for inclusive design. Interestingly, one participant felt that AI 
mentors could possibly be more accessible to marginalized individuals 
than human mentors, offering a unique viewpoint on the potential 
benefits of AI mentorship. Overall, while AI mentors might offer 
potential benefits, participants noted significant challenges such as 
technological barriers including access and literacy, as well as 
inclusivity which need to be addressed to ensure equitable access for 
all communities.

3.3.5 Algorithmic influence
Participants expressed various concerns about the unknown 

working nature of AI, but many chose not to answer the question or 
did not understand the question, suggesting a lack of familiarity with 
AI. Three participants viewed AI as a complementary tool to human 
mentors, emphasizing its supplementary role, and another three called 
for more transparency in AI technology development. Concerns about 
the vulnerability of less experienced users were noted by two 
participants, while three participants worried about the potential for 
AI to provide false information.

3.3.6 Mentoring support
Participants overwhelmingly agreed that AI cannot replace real 

human mentoring, though many recognized that AI could serve as a 
valuable supplement to human mentoring. The efficiency of AI, 
offering quick and accessible guidance, was noted as a significant 
benefit. Some participants also saw AI as a great starting point for 
career development conversations, particularly for youth. When 
access to human mentors is limited, one participant also noted that AI 
mentoring can also be particularly useful.

3.3.7 Other
When participants were given an open-ended opportunity to 

address personal concerns about the use of AI mentors, one unique 
concern was becoming over reliant on technology, potentially leading 
to a loss of soft skills like communication, mentoring, and connection. 
Some participants emphasized the need for training in AI usage, such 
as tutorials or guidance on how to use AI effectively as a mentor in 
order to address literacy concerns and help mentees treat AI as a tool 
and not as a replacement for human mentors.

3.4 Human-AI mentoring

Two hybrid human-AI mentoring models emerged from 
participants’ input: the Sequential Integration Mentorship Model and 
the Concurrent Collaboration Mentorship Model. These models 
leverage the unique strengths of both human and AI mentors, creating 
a synergistic approach to mentoring that enhances the developmental 
process for mentees.

3.4.1 Sequential integration mentorship model
This hybrid model organizes the mentorship process into 

distinct, sequential phases, leveraging the unique strengths of 
human and AI mentors at different stages. Initially, AI as Initial 
Point of Contact engages with mentees by offering broad, general 
perspectives and foundational knowledge on the mentee’s career 
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path. This is particularly beneficial when direct human mentorship 
is not immediately available, ensuring no delay in the mentee’s 
developmental process. Following this groundwork, Transition to 
Human Mentorship occurs, with human mentors stepping in to 
deliver detailed, personalized guidance tailored to the specific 
needs identified during the initial phase. This seamless handover 
ensures continuity and depth in mentoring. After each mentorship 
phase, IDP Refinement Feedback is provided by human mentors 
based on their interactions with mentees. This feedback is 
leveraged to enable AI to offer more customized information, 
specifically aimed at mapping out a more tailored development 
plan. This iterative improvement process ensures that the AI’s 
contributions are finely attuned to the evolving needs and goals of 
mentees, enhancing the precision and effectiveness of 
the mentorship.

3.4.2 Concurrent collaboration mentorship 
model

This hybrid model features continuous and simultaneous 
collaboration between human and AI mentors throughout the entire 
mentorship process. This model fosters a dynamic integration of 
efforts, with AI and humans contributing in real-time without clear 
boundaries between their roles. AI provides Immediate Assistance 
(rapid, general advice, quick feedback, and emergency support), 
managing real-time information flow and addressing straightforward 
queries efficiently. Additionally, AI compiles resources, crafts 
structured plans, sets SMART goals, and stimulates creative thinking 
for career and mentorship development. On the other hand, human 
mentors offer Personalized and Emotional Support, utilizing their real-
world experience to address complex personal or professional 
challenges, ensuring the mentorship is empathetic and practical. 
Human mentors also Contextualize AI Data by interpreting and 
adjusting AI-generated data and recommendations to fit the unique 
contexts of each mentee. This Synergistic Interaction between human 
and AI mentors enriches the mentorship process by providing a 
holistic view, diversifying resources, and cross-referencing each other’s 
inputs to ensure comprehensive development. By leveraging both AI 
and human insights, the mentorship experience continuously evolves 
and adapts to meet the mentees’ needs effectively.

4 Discussion

In light of recent mandates from the U.S. National Science 
Foundation (NSF) under the CHIPS and Science Act of 2022, which 
require IDPs for all NSF-funded graduate students (National Science 
Foundation, 2024), this study aims to optimize career development 
processes using IDPs. It explores integrating AI support within the 
myIDP framework to empower STEM graduate students, particularly 
those from underrepresented minority groups, by providing 
personalized career guidance. To achieve this, the research team 
developed a series of AI prompts tailored for use within 
myIDP. Eighteen STEM graduate students, mostly from 
underrepresented minority backgrounds, were trained to interact with 
AI mentors. Their interactions, along with comments and feedback, 
were analyzed using sentiment and thematic analysis, shedding light 
on the strengths and concerns associated with AI mentorship 
(Figure 1). The findings also suggest two hybrid models for human-AI 

collaborative mentoring, where both agents work synergistically to 
provide personalized guidance throughout the IDP journey.

4.1 Effectiveness of AI mentoring

Based on the comments for each prompt from the participants, 
we found that most participants had positive experiences when using 
the prompts for their myIDP process (Figure  2). However, AI 
responses may have been perceived as less helpful in some categories 
than others because of nuanced areas requiring more human 
interactions beyond current capacities of AI models. Further, some 
participants commented that the responses from the AI mentor were 
rather generic. This is often due to the limited information provided 
in a short prompt. When using the AI mentor, it is important to ask 
follow-up questions to obtain more contextually accurate or 
sophisticated responses. Some participants’ experiences did improve 
by asking further questions to the AI mentor, specifically mentioning 
that the AI mentor recommended contextual information in later 
prompts. Nevertheless, it is also important to acknowledge that these 
are highly likely one of the limitations of the AI mentor at the stage of 
AI development during this study.

We also found that certain prompts were selected more often by 
our participants (Table  1). The tendency likely stems from the 
attributes of requesting information. Popular prompts such as “What 
is a typical workday as a [job title]?” and “What is the average salary 
for a [job title] in [career path] this year?” are the ones that require 
up-to-date information. We hypothesized that these would be the 
types of questions the AI mentor performs well with, however, 
sentiment analysis gave us more insight into which prompts were 
generally more useful. Prompts such as “[Talk about your top values 
first]. Could I pursue a career in [career path]?” and “What are the key 
qualities or characteristics to look for in a mentor?” yielded highly 
positive sentiments among participants. On the other hand, some 
prompts were rarely selected such as “Are there any notable trends or 
emerging areas within [career path] that might impact future job 
prospects?” or “How can I  leverage social media platforms for 
professional networking in [career paths]?”

FIGURE 1

Strengths and concerns of using AI mentors.
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When thinking of the strengths of using the AI mentor, flexibility 
is the most significant one. Most participants appreciated the 
immediate response from the AI mentor, the flexible time, and the free 
space it provided to ask questions. Mentees do not need to wait for 
responses when they encounter questions during the myIDP process. 
They can ask numerous questions to the AI mentor without hesitation. 
The flexibility of the AI mentor not only provides a convenient 
approach for mentees to solve their questions or obtain information, 
but also enhances their experiences when developing career plans. 
Another major advantage of using the AI mentor is that it can serve 
as a brainstorming tool during the myIDP process. Their comments 
and feedback suggest that using the AI mentor helped them rethink 
their original plan or provided a feasible starting point through details 
and perspectives that were previously missed. By exploring 
information and setting SMART goals with the AI mentor, it enhanced 
their myIDP process by clarifying terms in myIDP or providing 
sparkling ideas about their career development plan. In turn, this 
information can allow a human mentor to spend more time focusing 
on the nuanced and abstract aspects of career development 
during meetings.

Integrating AI mentors into graduate education presented several 
concerns for participants, including the accuracy and reliability of 
AI-generated advice, which often requires human feedback for 
accuracy and contextual appropriateness. Privacy and data security 
issues also demand policies and transparent data usage to build trust. 
While AI can offer quick, data-driven insights, there was a fear among 
participants that using AI in this way could lead to an overreliance on 
technology and a failure to maintain vital soft skills like 
communication. There is also a need for ongoing monitoring of the 
quickly growing field of AI, coupled with user training on AI’s 
capabilities and limitations. All these concerns led many participants 
to conclude that AI mentoring was best seen as a tool not as a 
replacement for human mentors. Their comments pointed toward an 
approach that fosters collaboration between human and AI mentors, 
leveraging the strengths of both to enhance the mentoring process.

4.2 Ethical and equity implications of AI 
mentoring

The integration of AI into graduate education mentorship also 
raises significant ethical and equity concerns that must be considered 

and addressed to ensure fair and inclusive outcomes. One of the 
primary ethical challenges is the concern for algorithmic bias, where 
AI systems may inadvertently perpetuate existing societal biases, 
leading to unequal treatment of mentees based on race, gender, 
socioeconomic status, or other marginalized identities. This bias could 
manifest in AI-generated advice that disproportionately favors certain 
groups while disadvantaging others, exacerbating existing inequalities 
within academic and professional environments. Additionally, there 
is a risk that AI mentors may lack cultural sensitivity and fail to 
account for the unique experiences and needs of diverse mentees, 
further widening the gap in mentoring quality. Some participants 
noted that the responses failed to incorporate geographically diverse 
answers to the prompts, particularly international recommendations. 
To mitigate these risks, it is essential to implement bias detection and 
correction mechanisms within AI systems, ensuring that they operate 
fairly and equitably. More importantly, to remind users to carefully 
assess the answers and not take each answer for granted, such as 
bringing the answers to discuss with a more experienced human 
mentor. Ethical oversight and transparency in AI development and 
deployment are crucial, allowing for continuous evaluation and 
improvements of these systems. Ensuring that AI mentors are 
accessible to all students, regardless of their background, and that they 
complement rather than replace human mentors, can help create a 
more equitable and inclusive mentoring environment.

4.3 Hybrid human-AI mentoring models

Our study addresses a critical gap in understanding the integration 
of human mentors and generative AI into the STEM career planning 
process. The findings reveal two conceptual human-AI mentoring 
models: the Sequential Integration Mentorship Model and the 
Concurrent Collaboration Mentorship Model. The Sequential 
Integration Mentorship Model (Figure 3) organizes the mentorship 
process into distinct, sequential phases. Initially, AI serves as the initial 
point of contact, engaging with mentees by offering broad, general 
perspectives and foundational knowledge on their career path. This 
phase is particularly beneficial for beginners, such as first-year 
graduate students, who may lack fundamental knowledge and feel 
pressured to ask questions. AI provides an opportunity for self-
exploration without the immediate need for human interaction. 
Following this groundwork, there is a transition to human mentorship, 
where human mentors step in to deliver detailed, personalized 
guidance tailored to the specific needs identified during the initial 
phase. This transition ensures continuity and depth in mentoring. 
After each mentorship phase, IDP refinement feedback is provided by 
human mentors, enabling AI to offer more customized information 
specifically aimed at mapping out a more tailored career development 
plan. This model aligns perfectly with the myIDP framework, where 
self-assessment and self-reflection are supported by AI, followed by 
human mentors providing further feedback and customized updates. 
It is ideal for large programs with high mentee volumes or for mentees 
needing foundational knowledge before personalized guidance. 
However, a potential weakness is the disconnect that may occur 
between the initial AI guidance and later human mentorship, which 
may not be ideal for mentees who require ongoing support.

The Concurrent Collaboration Mentorship Model (Figure 4), on 
the other hand, features continuous and simultaneous collaboration 

FIGURE 2

Word cloud of feedback from participants after using AI prompts to 
support career development.

50

https://doi.org/10.3389/frai.2024.1461137
https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org


Chang et al. 10.3389/frai.2024.1461137

Frontiers in Artificial Intelligence 13 frontiersin.org

between human and AI mentors throughout the entire mentorship 
process. This model mirrors real-world settings where students often 
work with multiple mentors, each providing different types of 
instrumental and psychological support (Eby et al., 2013; Saw et al., 
2022). AI offers immediate assistance, compiling resources, crafting 
structured plans, setting SMART goals, and stimulating creative 
thinking for career and mentorship development. Human mentors 
provide personalized and emotional support, utilizing their real-world 

experience to address complex personal or professional challenges, 
ensuring the mentorship is empathetic and practical. They also 
contextualize AI guidance, interpreting and adjusting AI-generated 
recommendations to fit the unique contexts of each mentee. By 
leveraging both AI and human insights, the mentorship experience 
continuously evolves and adapts to meet the mentees’ needs effectively. 
The dynamic integration of efforts allows for real-time support, 
diverse resources, and perspectives, fostering holistic development 

FIGURE 3

Sequential Integration Mentorship Model showing human-AI mentorship flow.

FIGURE 4

Concurrent Collaboration Mentorship Model showing human-AI collaborative mentorship flow.
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through human-AI interaction. This model is particularly effective for 
students with a basic understanding of their field, such as second-year 
students and beyond, and for complex challenges requiring real-time 
support and diverse resources. However, there is a risk of information 
overload for mentees and potential conflicts between the guidance 
provided by human and AI mentors.

These models provide a structured approach to leveraging both 
human and AI strengths, offering new perspectives on blended 
mentorship practices for developing personalized IDPs. Our findings 
highlight the potential of these models to make mentorship more 
scalable and accessible, particularly in contexts where human mentors 
are in short supply or where underrepresented minorities require 
career development support without sufficient resources. These 
models underscore the importance of this AI integration with 
mentorship to enhance the developmental process for mentees, 
ensuring that mentorship is both comprehensive and adaptive to 
individual needs.

4.4 Unique challenges faced by 
international STEM students

The current myIDP platform’s U.S.-centric design inadequately 
serves the unique needs of international STEM graduate students, 
whose career paths are often obstructed by language barriers, cultural 
differences, social isolation, and restrictive visa conditions (American 
Council on Education, 2021; Lee, 2020; Rodriguez et al., 2024). Such 
challenges not only hinder their personal and career development but 
also potentially weaken the broader U.S. innovation landscape. Given 
the vital role that international STEM talent plays in driving a robust 
U.S. economy (National Science Board, 2022), there is an immediate 
need to reevaluate the myIDP framework to be more inclusive, culturally 
relevant, and globally responsive, especially by integrating AI support.

The study uncovered significant insights from international student 
participants. First, the AI responses are often US-centric unless the 
country is explicitly specified in the questions. This issue persists even 
when using VPN services to access AI outside of the U.S. Second, the 
accuracy of career information provided by AI mentors can 
be problematic, as some information may be incorrect for countries 
outside the US or for countries sharing similar languages. Third, cultural 
sensitivity is a critical issue. The advice from AI mentors sometimes fails 
to consider cultural differences. Addressing these issues could enhance 
the effectiveness of AI mentors and better support the diverse needs of 
international STEM students, thereby improving their career outcomes 
and contributing to the broader academic and professional community.

4.5 Limitations and future directions

There are several limitations to our study. First, AI tools are 
evolving very rapidly. Although we identified several concerns about 
AI mentors, these concerns are based on findings during the period 
when participants tested the AI prompts (January 2024–May 2024). 
These concerns might be addressed in future advancements. Second, 
prompt engineering is a significant area of research focused on 
optimizing AI responses. The suggested AI prompts used in this study 
might need to be updated due to the ongoing evolution of AI tools. 
Since prompt engineering was not our focus, we provided only basic 

guidance to student participants, allowing them to freely interact with 
AI mentors. This approach enabled us to gather diverse insights from 
their interaction experiences. Future research could explore how 
prompt engineering can enhance the interaction process with 
AI mentors.

Third, to promote educational equity, we  avoided using paid 
versions of AI tools that could pose a barrier for minority students. 
Thus, our study utilized the free AI tool, Gemini, to test its potential 
in the STEM career development process. Our findings are specific 
to Google Gemini. Other paid AI tools (such as GPT-4), which also 
have internet access, may be  worth examining in future studies. 
Fourth, our study focuses solely on the mentee’s perspective. Future 
studies could focus on the perspectives of mentors. Lastly, our study 
proposed two conceptual human-AI mentoring models based on 
student feedback. Further research is needed to evaluate the 
effectiveness of these models in real-world settings. Potential areas 
for improvement include enhancing AI personalization capabilities 
and investigating the impact of human-AI interactions on mentor-
mentee relationships. Such research could provide valuable insights 
into optimizing these models to better support the diverse needs of 
students and improve overall mentoring outcomes in 
developing IDPs.

5 Conclusion

This study makes several theoretical, methodological, and 
practical contributions to the literature on IDPs, career 
development, and mentoring in higher education. Theoretically, it 
proposes integrating AI technology into career planning and higher 
education mentoring, moving beyond traditional human-centered 
theories. Two conceptual human-AI mentoring models, the 
Sequential Integration Mentorship Model and the Concurrent 
Collaboration Mentorship Model, are introduced. Methodologically, 
our study develops an AI-integrated myIDP framework by 
incorporating prompt submissions to Google Gemini. Feedback 
from student participants highlighted its strengths and limitations 
through thematic analysis, while sentiment analysis assessed the 
usefulness of each AI prompt. Practically, this study demonstrates 
the promising approach of using Google Gemini to optimize IDP 
practice (Figure 5), providing immediate feedback and information 
to empower students in their career development and transcend the 
limitations of human mentors. The proposed hybrid human-AI 
mentoring models show potential in supporting more 
underrepresented minority students in their STEM career 
development process, promoting broader participation in STEM 
fields. These models could be  further examined in real-world 
settings in the future.

Despite the strengths discussed, users must be aware of concerns 
regarding accuracy, bias, privacy, equity, and algorithmic influence. To 
enhance this process, we encourage graduate students to reassess their 
SMART goals and action plans with their human mentors for 
personalized support. The sentiment analysis shows that there are 
clear areas of effectiveness in using AI for mentorship, though further 
research must explore ways to improve AI effectiveness. While AI 
technology can benefit the career planning process within IDPs, 
human mentors remain vital for providing comprehensive support 
during plan implementation, encompassing both instrumental and 
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psychosocial aspects. Therefore, AI technology should supplement, 
not replace, the essential role of human mentors in the mentoring 
process. Future research may also investigate the optimal balance 
between AI and human mentorship to bolster career 
development experiences.

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

Ethics statement

The studies involving humans were approved by the Institutional 
Review Board at the OVPRI (Office of the Vice President for Research 
and Innovation) Human Research Protection Program, Virginia 
Commonwealth University. The studies were conducted in accordance 
with the local legislation and institutional requirements. The 
participants provided their written informed consent to participate in 
this study.

Author contributions

C-NC: Conceptualization, Data curation, Formal analysis, 
Funding acquisition, Investigation, Methodology, Project 
administration, Resources, Supervision, Validation, Visualization, 
Writing – original draft, Writing – review & editing. JH: Formal 
analysis, Investigation, Methodology, Validation, Visualization, 
Writing – original draft, Writing – review & editing. CJ-S: Formal 
analysis, Investigation, Methodology, Validation, Visualization, 
Writing – original draft, Writing – review & editing. T-WW: Formal 

analysis, Investigation, Methodology, Validation, Visualization, 
Writing – original draft, Writing – review & editing.

Funding

The author(s) declare that financial support was received for the 
research, authorship, and/or publication of this article. The authors 
gratefully acknowledge the research funding provided by the School 
of Education at Virginia Commonwealth University.

Acknowledgments

Our study used Google Gemini for data collection exclusively. 
However, during the design phase, Google Bard was renamed to Google 
Gemini. The versions have been continuously updated from November 
2023 throughout our final phase of data collection June 2024.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated organizations, 
or those of the publisher, the editors and the reviewers. Any product 
that may be evaluated in this article, or claim that may be made by its 
manufacturer, is not guaranteed or endorsed by the publisher.

FIGURE 5

Sentiment scores for AI prompts across myIDP components.
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In recent years, large language models (LLMs) have seen rapid advancement

and adoption, and are increasingly being used in educational contexts. In

this perspective article, we explore the open challenge of leveraging LLMs to

create personalized learning environments that support the “whole learner” by

modeling and adapting to both cognitive and non-cognitive characteristics.

We identify three key challenges toward this vision: (1) improving the

interpretability of LLMs’ representations of whole learners, (2) implementing

adaptive technologies that can leverage such representations to provide tailored

pedagogical support, and (3) authoring and evaluating LLM-based educational

agents. For interpretability, we discuss approaches for explaining LLM behaviors

in terms of their internal representations of learners; for adaptation, we examine

how LLMs can be used to provide context-aware feedback and sca�old non-

cognitive skills through natural language interactions; and for authoring, we

highlight the opportunities and challenges involved in using natural language

instructions to specify behaviors of educational agents. Addressing these

challenges will enable personalized AI tutors that can enhance learning by

accounting for each student’s unique background, abilities, motivations, and

socioemotional needs.

KEYWORDS

large language model (LLM), AI and education, non-cognitive aspects of learning,

interpretability, pedagogical support of students, educational authoring tool

1 Introduction

In recent years, generative artificial intelligence (GenAI)—and more specifically,

LLMs—have exploded into global public awareness (Barreto et al., 2023). ChatGPT, for

example, is available in 188 countries with over 180million users (as of August 2023)1. Such

rapid adoption and ongoing development continues to disrupt many industries and areas

of study, particularly as each new generation of LLMs offers new capabilities (e.g., memory,

multimodality, longer input context sizes). LLMs have made their impact in the world of

education as well—for instance, one notable example is Khanmigo2, an LLM-powered AI

1 https://clickup.com/blog/chatgpt-statistics/#6-chatgpt-users-and-usage-

2 https://blog.khanacademy.org/harnessing-ai-so-that-all-students-benefit-a-nonprofit-

approach-for-equal-access/
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tutor that provides personalized support to students and assists

teachers with developing instructional materials. This type of

personalized support highlights the great potential for LLMs in

educational contexts (Pardos and Bhandari, 2023).

We argue that such personalized support systems can and

should be further expanded to provide “whole learner” support,

moving beyond the paradigm of understanding and supporting

only students’ academic proficiency to also address social, affective,

motivational, cultural, and linguistic characteristics that are known

to impact learning (Bernacki et al., 2021; Mercado, 2018;

Walkington and Bernacki, 2018; Lehman et al., 2024). This work

focuses on “non-cognitive skills,” describing aspects of a learner

beyond subject knowledge and proficiency, such as resilience,

persistence, empathy, motivation, self-regulation, and a growth

mindset (Kautz et al., 2014).

Personalized learning environments (PLEs) leverage learner

models, which are structured representations of students, to guide

personalized support (Abyaa et al., 2019; Ismail et al., 2023).

However, existing learner models cannot support the “whole

learner,” as they typically limit themselves to modeling knowledge

acquisition (e.g., level of mastery over a concept), and at best,

one additional characteristic (e.g., prior knowledge) or behavior

(e.g., engagement; Ismail et al., 2023)3. The complexity of whole-

learner modeling stems from the fact that it is not enough to

simply model each characteristic and behavior independently—

instead, these factors must be considered holistically to understand

and support the whole learner. While the complex interaction of

these factors presents a significant challenge for existing PLEs, we

know that such holistic support is possible to provide in practice

given that human teachers successfully combine these elements to

support their students every day.

By pairing whole-learner modeling with GenAI, LLMs present

an opportunity to bridge the long-standing gap between the quality

and range of learner support offered by present-day computational

systems and that offered by expert human tutors (Lepper et al.,

1993; Cade et al., 2008; D’Mello et al., 2010). However, rapid

innovation in the field of LLMs has raised questions about their

appropriate use in PLEs. We explore some of the challenges

and opportunities that exist around the vision of using LLMs to

build whole-learner models and eventually create adaptive learning

systems. We first explore the challenges and potential of LLMs in

doing so (Section 2) and then identify several promising research

directions to address these challenges (Section 3).

2 Challenges and the state of the art

We identify three key areas where the community needs to

progress to achieve the larger vision of whole-learner modeling:

• Interpretable representations of learners: It is necessary

to represent a learner explicitly and faithfully, including

both cognitive and non-cognitive aspects. Although deep

learning methods have traditionally been viewed as “black-

box” approaches with opaque internal mechanisms, recent

3 However, models considering more learner characteristics have been

proposed (Shute and Zapata-Rivera, 2008; Zapata-Rivera and Greer, 2004).

advances in interpretability and explainability research are

working to address this challenge, and are well-positioned for

applications in the context of whole learner modeling and

support.

• Adaptive technologies to support whole learners: Given

an interpretable learner representation, it should be used

to tailor the delivery of pedagogical content and support

to suit a learner’s characteristics, including both cognitive

and non-cognitive states. By leveraging data on learner

behavior, preferences, and characteristics, and dynamically

adjusting instructional strategies to address individual needs,

adaptive systems can provide personalized learning pathways

that evolve with learners’ cognitive and non-cognitive skill

development.

• Authoring and evaluating agents: In the context of PLEs and

pedagogical agents (PAs), the term “authoring” refers to the

manual process of specifying behaviors (or “policies") of the

agent. For instance, in an intelligent tutoring system (ITS),

classroom instructors can author common misconceptions

based on their teaching experience. Authors can come

from varying backgrounds (e.g., researcher, educator, and

developer), so a key challenge in designing authoring tools is

balancing accessibility and minimizing cognitive load. Finally,

authoring is tightly-coupled with the issue of evaluation,

a critical step in smoothly deploying these systems to real

learners.

2.1 Interpretable representations of
learners

Two key concerns in deploying LLMs to potentially sensitive

application contexts such as education are interpretability (what

a “black box” model is doing and representing internally)

and explainability (why the model outputs A instead of B,

given input C). Without reliable interpretation, we do not

know what information the models use to make decisions

or generate responses. Unlike trained educational professionals,

automated models cannot be trusted to reliably take students’ prior

knowledge or emotional state into account to provide relevant

and compassionate guidance, nor can we be certain that they will

not use sensitive demographic information inappropriately. On the

other hand, when we cannot reliably explain LLM behaviors, we

cannot ensure that desired behaviors in one context will generalize

to others (e.g., whether attentiveness to the emotional needs of

students with high socioeconomic status will translate to less

advantaged students).

Integrating interpretable learner models with LLMs is a

promising approach to develop PLEs, providing the benefits of

GenAI while maintaining a high level of interpretability. Such a

hybrid approach need not be overly complex; for instance, one

may begin by training a traditional learner model and passing

its inferences to the LLM as an additional component of input

prompts. However, it is crucial to ensure that (1) LLMs actually

consider learner model’s output, and that (2) they use this

information in a way that is faithful to the learner model and

consistent with educational best practices – otherwise, the approach
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will not benefit educational stakeholders like teachers and students

(Pinto et al., 2023).

LLMs are also well-suited for advancing open learner models

(OLMs) due to their natural language dialogue capabilities.

OLMs enable learners to view and interact with the model’s

representation of their knowledge, promoting reflection and self-

regulated learning. This transparency and interactivity can enhance

traditional OLMs, allowing learners to modify their learning paths

more freely. However, the use of LLMs in OLMs also raises

concerns about how LLMs use learner information and relate their

actions to educational best practices. Indeed, the integration of

LLMs with OLMs has the potential to revolutionize educational

technology by making learning processes more adaptive and

personalized (Conati et al., 2018; Kay et al., 2020; Zapata-Rivera

and Arslan, 2021; Bull, 2020), but implementation must be guided

by strong ethical and pedagogical standards.

Despite important recent advances in understanding the inner

workings of LLMs (e.g., Elhage et al., 2021; Olsson et al., 2022;

Conmy et al., 2023; Templeton et al., 2024), reliably explaining

model behavior to relevant stakeholders remains a significant

challenge. This inability to interpret LLM representations and

explain model behaviors leads to a lack of trust (Shin, 2021;

Liao and Vaughan, 2023), which can inhibit these models’

deployment to educational contexts where they have potential

for transformational impact. By contrast, many traditional learner

models are designed with interpretability as an inherent feature,

such as Bayesian Knowledge Tracing (Baker et al., 2008) and

Item Response Theory (Yen and Fitzpatrick, 2006). There are

even efforts underway to develop intrinsically interpretable neural-

network-based learner models (Pinto et al., 2023; Lu et al., 2020;

Swamy et al., 2024). We discuss how such approaches can address

the challenges of interpretable LLMs for education in 3.1.

2.2 Whole learner support through
adaptive technologies

The next challenge in deploying LLMs for education is

adaptivity, which involves assessing various learner characteristics

and tailoring the learning experience to individual needs to

improve learning outcomes (Plass and Pawar, 2020). Through the

natural language capabilities of LLMs, adaptive technologies for

whole learner support can offer nuanced support for developing

both cognitive and non-cognitive skills in diverse learners. For

instance, Arroyo et al. (2014) demonstrated that intelligent adaptive

tutors effectively address students’ unique needs and emotions,

enhancing engagement and affect, while Liu et al. (2024) found

that conversational agents offering emotional scaffolding improved

students’ emotional experiences.

Such findings highlight the importance of design principles

focused on non-cognitive learner characteristics, such as fostering

a growth mindset through praising learners’ efforts (Liu et al.,

2024), attributing struggles to external factors (Calvo and D’Mello,

2011), utilizing an anthropomorphic language style, and employing

proactive inquiry (McQuiggan et al., 2008; Sabourin et al., 2011) to

guide learners to self-report their emotional states. For instance, a

review found that empathetic agent feedback, including affective

feedback and confidence- and motivation-enhancing dialogue,

positively influences students’ attitudes (Liu et al., 2024; Ortega-

Ochoa et al., 2024). Similarly, another study demonstrated how

conversational agents can support children’s social-emotional

learning by teaching self-talk. These lines of research also

emphasize the importance of designing conversational dialogue

based on an evidence-based framework (Fu et al., 2023). Building

on this foundation, recent AI advancements have facilitated the

development of natural language dialogue systems to scaffold non-

cognitive skills (Acosta et al., 2015; Anghel and Balart, 2017; Cinque

et al., 2021).

2.3 Authoring and evaluating agents

LLMs are also transforming the landscape for authoring

educational agents such as PAs, intelligent tutors (Sottilare et al.,

2015), and even simulated learners (Käser and Alexandron, 2023).

Before the widespread adoption of modern LLMs, agent authoring

was bottlenecked by supervised and reinforcement learning

methods that required machine learning expertise (Mannekote

et al., 2023; Liu and Chilton, 2022), lots of data, labor-intensive

manual annotation, or some combination of these factors. In

contrast, the recent development of instruction-tuned LLMs

(Wang et al., 2023) enables educational experts to define agent

behaviors using natural language instructions in “zero-shot” or

“few-shot” setups (i.e., using no annotated examples or only a few,

respectively). In addition to reducing the training and expertise

needed for authoring the dialogue system, LLMs also open up

new avenues of agent behavior—for instance, where classical ITSs

predominantly focused on supporting the cognitive aspects of

learning (e.g., subject proficiency) (Sottilare et al., 2015), authors

can now leverage LLMs capabilities such as their abilities to emulate

human-like decision-making (Miliv cka et al., 2024) and perform

high-level planning (Kambhampati et al., 2024) to equip them with

the ability to support non-cognitive aspects of learning as well.

However, LLMs are not (yet) a “turn-key” solution to agent

authoring, as several key challenges remain. Authoring LLM-

based agents requires effectively navigating an unbounded space

of possible prompts, which may be difficult to do without prompt

engineering expertise (Oppenlaender et al., 2023; Zamfirescu-

Pereira et al., 2023; Mannekote et al., 2023). Moreover, it has

been shown that LLM outputs are highly sensitive to minor

prompt variations, often leading to inconsistent (Lu et al., 2022;

Liu and Chilton, 2022; Loya et al., 2023; Mohammadi, 2024)

and confounding (Gui and Toubia, 2023) results. Finally, when

authoring complex agent behaviors, the issue of evaluating the

faithfulness of an agent’s behavior to the authors’ intended

expectations becomes pertinent (Koedinger et al., 2015;Weitekamp

et al., 2023). In fact, within the context of AI models like LLMs, this

issue can be considered to be a specific instance of the alignment

problem (Yudkowsky, 2016).

3 Ways forward

For each of the three challenge areas delineated in Section 2, we

outline a broad roadmap for future advancements. Specifically, we
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identify promising directions that the field is likely to pursue in the

medium to long term.

3.1 Interpretable representations of
learners

We face two primary challenges in enhancing the

interpretability of LLMs. First, rather than merely adding more

information to the prompt and hoping that the model will use it

appropriately, we need a direct method to explain why a model

generated a particular output. This involves determining whether

the output was produced due to explicit learner information

that has been added to prompts or implicit learner information

that LLMs have inferred from learner behavior. Second, we must

predict whether its behavior will remain consistent when applied in

different contexts, such as in learning environments for which they

have not already been tested. Although neural networks like LLMs

are usually seen as “black boxes” whose internal representations

and mechanisms are treated as unknowable beyond the outputs

they produce, recent work in deep learning interpretability

has made substantial strides in addressing this challenge. For

instance, current interpretability methods can detect what latent

representations are used by models in producing a particular

output (Elazar et al., 2021; Belinkov, 2022; Davies et al., 2023) and

characterize how these representations are leveraged in producing

particular behaviors (Elhage et al., 2021; Olsson et al., 2022; Conmy

et al., 2023).

Beyond simply interpreting LLMs’ representation and use

of information about learners, it is also important to utilize

counterfactual explanation techniques to predict how their

behaviors will change in response to different input prompts

(Wachter et al., 2017; Ribeiro et al., 2020)—for instance, if we add

a minor typo to a student’s essay that is otherwise exemplary, will

the model provide a substantially lower assessment of the student’s

knowledge in response? Conversely, it is equally important to

characterize when and how models will remain invariant with

respect to a given input property (Schwab and Karlen, 2019)—

for example, it may be important to understand whether models

always provide the same answer to different ways of phrasing the

same question, meaning that they are invariant with respect to

question semantics. Knowing the set of properties to which a given

model is invariant allows us to predict whether its behavior will

remain consistent if those same properties are held constant, even

as other input properties may vary (Peters et al., 2016; Arjovsky

et al., 2019). Between these two lines of research, we can build a

systematic picture of when, how, and why model behaviors are

expected to change (under counterfactuals) or remain the same

(given invariances).

3.2 Whole learner support through
adaptive technologies

Our vision for personalized learning that supports whole-

learner adaptation necessitates a dynamic approach to learner

modeling, capable of capturing and integrating the learner’s

complex states and needs. High-quality adaptive feedback is

contingent on an accurate representation of the learner. Crafting

and updating this representation is the job of the learner model,

which is typically considered a separate component from the

adaptation module that produces feedback in ITSs and PLEs (Shute

and Zapata-Rivera, 2008). While learner models can come in many

forms, such as cognitive models, machine learning models, or

Bayesian networks, GenAI models like LLMs are beginning to be

tested for this task (Zhang et al., 2024).

Integrating whole learner models with LLM-based support

involves using cognitive, affective, or behavioral states from

learner models as inputs to the adaptation module or dialogue

engine (Zapata-Rivera and Forsyth, 2022). To capture the whole

learner, multiple traditional models representing distinct aspects

of the learner can either form a larger learner module or be

integrated into a holistic model. Alternatively, a single LLM

might serve as both the learner model and the adaptation

module, though the current lack of LLM interpretability

challenges trustworthiness and validation. Another viable

option is leveraging a LLM to integrate outputs from various

traditional learner models, providing a comprehensive inference

to the adaptation module. This approach could be very useful,

despite the limited research on integrating diverse types of

learner information, as it offers a more nuanced understanding of

the student.

Regardless of the specific system architecture used, LLMs

enable just-in-time adaptive conversational feedback. This allows

conversational complexity to adjust dynamically based on the

learner’s real-time progress, maintaining an appropriate level of

challenge and promoting engagement (Zapata-Rivera and Forsyth,

2022). By basing this feedback on a rich understanding of the

learner from the learner model, it offers whole-learner adaptation,

potentially providing more nuanced, personalized support than

existing PLEs.

3.3 Authoring and evaluating agents

When building agents to support the whole learner, the

ability to operationalize a given theoretical model or dynamically

incorporate new developments from learning sciences into agentic

behavior “on the fly” is a desirable trait, helping to avoid the tedious

process of manually re-authoring the agents. Efficient attention

mechanisms (Shen et al., 2021), attention-alternatives (Gu and

Dao, 2023), techniques such as retrieval-augmented generation

(RAG) (Lewis et al., 2020), and needle-in-the-haystack capabilities

(Kuratov et al., 2024) will enable authors to quickly reshape agent

behavior, potentially even allowing them to directly operationalize

longer documents such as scientific reviews or books describing

evidence-based practices.

Equally important to authoring is evaluating the model

outputs for faithfulness and robustness. Although preliminary

experimental results with using LLMs in economics and

psychology suggest that LLMs are capable of accurately

mimicking aspects of human behavior like decision-making

(Jia et al., 2024) and personality traits (Frisch and Giulianelli,

2024), further research is needed to generalize these findings to

educational settings.
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Finally, authoring is not just about designing agents for

pedagogical support, but also developing realistic testbeds to

evaluate them. For this line of work, authoring multi-agent social

simulations (see, e.g., Park et al., 2022, 2023) will be an integral

component of the end-to-end development process of ITSs and

PAs. Such evaluations can ensure that the agents perform well

across a wide range of scenarios, increasing educator confidence.

For instance, instead of testing a PA against a single learner

simulation, authoring an entire classroom of LLMs comprising

multiple learner agents allows for more holistic and rigorous

testing, ensuring the PA is pedagogically effective, equitable, safe,

and robust before being deployed to real learners.

4 Ethical considerations

Several important ethical considerations must be addressed

before deploying GenAI for educational applications. First,

interpretability is crucial for trustworthiness: one cannot fully

trust a model in sensitive applications like education without

understanding how it represents and interacts with users (Huang

et al., 2020). Second, it is important to ensure that LLMs do not

exacerbate the digital divide in education (i.e., inequitable access to

educational technologies and associated benefits), as anticipated by

Capraro et al. (2024). For instance, given the substantial compute

required to deploy the largest and most capable LLMs, it may be

helpful to develop more compute-efficient language models for use

in educational settings with limited resources (Hoffmann et al.,

2022); and interdisciplinary collaborations betweenAI research and

learning sciences will be essential in ensuring that new technologies

are actually improving learning outcomes and student welfare (cf.

Dahlin, 2021).

Finally, perhapsmost important are concerns regarding student

privacy—for instance, in the adaptive support modules envisioned

above, LLMs might be provided with information about learners’

emotional states to provide more holistic, empathetic feedback;

but in order to protect students’ privacy and ensure that sensitive

information about them cannot be used for non-educational

purposes such as advertising, student data should only be visible

to systems with robust security and data privacy guarantees (and

not, e.g., included in prompts used as input to third-party AI

systems, which may use such information to train future public-

facing models). These concerns are particularly significant for

minors, who have special legal privacy protections andmay bemore

vulnerable to unintended GenAI behaviors.

5 Conclusion

In this paper, we explored the potential integration of

LLMs into PLEs to support the whole learner addressing both

cognitive and non-cognitive characteristics. Our discussion has

highlighted significant opportunities as well as challenges in

integrating LLMs into PLEs, focusing on developing interpretable

learner representations, adaptive technologies for personalized

support, and authoring and evaluating PAs. For future research,

it will be important to develop methods to enhance LLM

interpretability and explainability within educational settings,

facilitating trustworthiness and appropriate use of student

information. Additionally, LLMs’ adaptability must also be refined

to ensure that models can offer individualized support that

accounts for diverse learner needs and backgrounds. Finally,

authoring PAs will require more principled prompting protocols,

including an understanding of both relevant subject matter and

pedagogical best practices, in order to engender more faithful and

robust agents. By advancing each of these areas, LLMs can be

better positioned to fulfill their potential as transformative tools

in education, making widely-accessible personalized learning a

practical reality. Through all these advancements, it is essential

to be mindful of the security, privacy, and ethical concerns

surrounding the handling of learner data.
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Using large language models to 
support pre-service teachers 
mathematical reasoning—an 
exploratory study on ChatGPT as 
an instrument for creating 
mathematical proofs in geometry
Frederik Dilling  and Marc Herrmann *

Mathematics Education, Department of Mathematics, University of Siegen, Siegen, Germany

In this exploratory study, the potential of large language models (LLMs), specifically 
ChatGPT to support pre-service primary education mathematics teachers in 
constructing mathematical proofs in geometry is investigated. Utilizing the theoretical 
framework of instrumental genesis, the prior experiences of students with LLMs, 
their beliefs about the operating principle and their interactions with the chatbot 
are analyzed. Using qualitative content analysis, inductive categories for these 
aspects are formed. Results indicate that students had limited prior experiences 
with LLMs and used them predominantly for applications that are not mathematics 
specific. Regarding their beliefs, most show only superficial knowledge about 
the technology and misconceptions are common. The analysis of interactions 
showed multiple types of in parts mathematics-specific prompts and patterns on 
three different levels from single prompts to whole chat interactions.

KEYWORDS

ChatGPT, mathematics education, mathematical proofs, teacher education, generative 
AI, large language model

Introduction

Artificial intelligence (AI) is a highly debated topic today. The public release of GPT-3 in 
November 2022 brought this discussion into mainstream society. Although AI has been a 
focus of technical research in education for about a decade (as evidenced for example by the 
publications in the “International Journal of Artificial Intelligence in Education”), it is only 
recently that mathematics education research has begun to explore this area. Specifically, 
attention is being given to large language models (LLMs) such as ChatGPT. These linguistic 
models, trained on vast amounts of text data, aim to mimic human communication. They 
generate responses to user queries (prompts) using statistical relationships in the training data. 
Despite being trained primarily for linguistic tasks, LLMs can also convey factual knowledge 
from their training data (Petroni et  al., 2019). However, they do not access knowledge 
databases directly; their “knowledge” is derived solely from the trained linguistic model, which 
can sometimes lead to incorrect information being produced. This offers many possibilities 
and challenges for education, e.g., the use of LLMs as tutorial systems to assist the students’ 
learning processes (Kasneci et al., 2023).

In the context of university education, a quantitative online survey of 6,311 students 
from various disciplines at German universities has shown that around 63% of the students 
use AI-based tools for their studies (Garrel et  al., 2023). By far the most frequently 
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mentioned AI tool by the students is the LLM ChatGPT. The AI tools 
are used (in descending order) to clarify questions of understanding 
and to explain subject-specific concepts, for research and literature 
studies, for translations, for text analysis, word processing and text 
creation, or for problem solving and decision-making. In addition 
to these more general ways of using AI tools, specific use cases can 
be  found in the field of mathematics, such as supporting 
mathematical processes like problem solving, modelling, 
communicating, arguing or proving (Buchholtz et al., 2024; Dilling 
et  al., 2024a; Yoon et  al., 2024). Nevertheless, it is important to 
always consider the major challenges, such as copyright and data 
privacy issues, bias and fairness or the possibility that teachers and 
students become too reliant on generative AI (Kasneci et al., 2023). 
Furthermore, LLMs may be  biased towards different cultural 
contexts, also influencing the understanding of mathematical 
theorems and generating unreliable answers (Blanchard and 
Mohammed, 2024).

This paper focuses on mathematical proof processes of university 
students (pre-service mathematics teachers for primary and middle 
school). It will be investigated, how students use the LLM ChatGPT 
as a tool for proving. The instrumental genesis according to Vérillon 
and Rabardel (1995) is used as a theoretical framework. This is 
introduced in the following section 2, followed by a literature survey 
on beliefs about how LLMs work and prompting in the context of 
(mathematics) education. From this, a research gap and three research 
questions are deduced. Section 3 introduces the conditions and 
methodology of the study. Section 4 presents the results of the study 
and section 5 discusses these against the background of the research 
literature. A conclusion and outlook follow in section 6.

Theoretical background

Instrumental genesis

The theoretical framework for the empirical study conducted in 
this article is the theory of instrumental genesis according to Vérillon 
and Rabardel (1995). Based on the findings of activity theory, 
instrumental genesis describes the relationship between a subject and 
an instrument as well as the emergence of instruments.

The central concepts in the theory of Vérillon and Rabardel (1995) 
are artefact and instrument. An artefact is a material or symbolic 
object. It was developed and produced by a person or a group of 
people for the purpose of achieving certain goals. Rabardel (1995) also 
speaks of the constituent functions of an artefact. In contrast, the term 
instrument is directly linked to the use of an artefact in a particular 
situation and thus also to the subject using it: “The subject builds the 
instrument from the artefact when using the artefact during an 
activity” (Laisney and Chatoney, 2018, p. 6). The artefact can also 
be used differently than the developers had intended – this is also 
referred to as constituted functions.

According to the theory of Vérillon and Rabardel (1995), an 
instrument has two central dimensions: the material or symbolic 
artefact (artefactual dimension) and the utilization schemes the 
subject associates with the artefact (schematic dimension). The totality 
of the functions and subjective values that an artefact can have in the 
activity of a subject are referred to as the instrumental field of an 
artefact (Rabardel and Beguin, 2007).

The process in which an artefact becomes an instrument for a 
subject is referred to by Vérillon and Rabardel (1995) as instrumental 
genesis. This process relates to both dimensions of an instrument 
(artefact and utilization schemes) and implies changes to the artefact 
as well as to the subject. Therefore, two different sub-processes can 
be distinguished:

 1 Instrumentalization refers to the adaptation of the subject to 
the artefact. The subject learns about the artefact’s 
characteristics and intrinsic properties. This knowledge enables 
him or her to select and use functions for situation-specific 
actions. In this process, new functions may arise that were not 
intended by the developers (constituted functions).

 2 Instrumentation refers to the adaptation of the artefact to the 
subject. The potentials and limitations of an artefact determine 
the actions of a subject. In order to use the constituent and 
constituted functions, the subject changes the activities, actions 
and utilization schemes, which leads to changes of meaning of 
the instrument.

The instrumental genesis process can be understood as a cycle. 
The subject learns about new properties and functions of an 
artefact and then adapts the utilization schemes. This in turn 
enables the recognition of new properties and functions. The 
theory of instrumental genesis has been used in mathematics 
education research frequently (e.g., Guin and Trouche, 2002; 
Bretscher, 2009).

This article examines how university students use the LLM 
ChatGPT (an artefact) as a tool for proving in geometry. The prompts 
and interaction patterns represent situation-specific utilization 
schemes. Thus, a specific part of the instrumental field of the students 
in relation to ChatGPT is reconstructed.

Instrumentalization: beliefs about LLMs 
and AI

As described in the previous section, knowledge of the 
characteristics and intrinsic properties of an artefact is the result of 
instrumentalization. The concept of beliefs, which is well known from 
psychology, can be used to conceptualize this knowledge and make it 
empirically accessible. This concept has been used for many decades 
in mathematics education research to describe the behavior of 
students at school and university or that of teachers (see Philipp, 2007).

Beliefs represent mental structures and are composed of a 
cognitive and an affective component (Furinghetti and Pehkonen, 
2002). Schoenfeld (1992) defines beliefs as “an individual’s 
understandings and feelings that shape the ways that the individual 
conceptualizes and engages in mathematical behavior” (p. 358).

Goldin (2002) defines beliefs by ascribing to them a degree of 
subjective truth:

“I propose to define beliefs as multiply-encoded cognitive/
affective configurations, usually including (but not limited to) 
prepositional encoding, to which the holder attributes some kind 
of truth value. The latter term is not taken in the technical sense 
of symbolic logic, but as a term that may variously refer to logical 
truth empirical truth, validity, applicability to some degree of 
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approximation, metaphysical truth, religious truth, practical truth, 
or conventional truth.” (p. 64)

Accordingly, he describes knowledge as the subset of beliefs that 
represents true (in the sense of socially accepted) statements:

“Knowledge […] refers to beliefs that, in a sense apart from the 
fact of belief or the acceptance of warrants for belief by an 
individual or group, are true correct, valid, veridical, good 
approximations, or applicable.” (p. 66)

Pehkonen and Pietilä (2004) use the terms subjective and objective 
knowledge and assign beliefs to subjective knowledge:

“An individual’s beliefs are understood as his subjective, 
experience-based, often implicit knowledge and emotions on 
some matter or state of art. […] Beliefs represent some kind of 
tacit knowledge. Every individual has his own tacit knowledge 
which is connected with learning and teaching situations, but 
which rarely will be  made public.” (Pehkonen and Pietilä, 
2004, S. 2)

In this regard, Pehkonen (1995) uses the term “stable subjective 
knowledge” to emphasize that beliefs are relatively stable mental 
constructs. Nevertheless, beliefs can be subject to change, as they are 
constantly compared with experiences and the beliefs of other people.

In various empirical studies, the beliefs of different groups of 
people on the issue of artificial intelligence were investigated or 
compiled on a theoretical basis. However, it should be emphasized at 
this point that the term belief was not used in these studies – instead, 
similar psychological terms such as perceptions, pre-concepts or 
misconceptions were used. The fine differences between these terms 
will not be discussed here.

Mertala and Fagerlund (2024) examined the misconceptions of 
195 Finnish 5th and 6th graders in a qualitative online survey. In the 
survey, the students were asked, among other things, to describe how 
they think artificial intelligence works. By combining deductive and 
inductive coding, they reconstructed three fundamental 
misconceptions about AI: The term ‘non-technological AI’, which they 
assigned ten times, refers to the idea that artificial intelligence is a 
concept that has nothing to do with technology. Instead, the term 
refers to cognitive processes (e.g., “one remembers things,” p. 4). In the 
misconception of ‘anthropomorphic AI’, AI is perceived as a 
technology, but human characteristics such as feelings, mental states 
or behavioral characteristics are attributed to it (“some device has 
similar intelligence and knowledge as humans,” p.  5). This 
misconception was found most often in the students’ descriptions, 
with 35 occurrences. The misconception ‘AI as a machine with 
pre-installed knowledge or intelligence’ (n = 12) means that no 
machine learning processes take place in an AI, but that the 
information that is processed by the machine and provided to the user 
has been saved or installed in advance (“In my opinion AI is 
preinstalled knowledge in robots, for example. AI is not learnt 
knowledge,” p. 5).

Lindner and Berges (2020) interviewed 23 computer science 
in-service teachers about their ideas about AI in semi-structured 
interviews. The ideas relate to (1) the attributions of AI, (2) the 
explanations of AI phenomena, (3) the expectations towards AI, (4) 

the everyday perception of AI, (5) the feelings towards AI and (6) the 
ethical issues of AI. The first category is of particular interest in 
relation to the study described in this article. The following 
pre-concepts were identified (p. 4), some of which have direct links to 
the misconceptions according to Mertala and Fagerlund (2024):

 - AI is equivalent to machine learning
 - AI is a complex and unpredictable blackbox
 - AI are data processing networks
 - AI imitates human thought processes
 - AI systems learn to ‘think’ independently

Lindner et  al. (2021) used concept mapping to survey the 
perceptions of 25 9th and 10th graders. They found that students are 
able to identify AI systems and applications in their everyday lives and 
are familiar with the key characteristics of AI. However, at the same 
time, they have little knowledge of the technical functionality of 
AI. Similar results were also obtained by Sulmont et al. (2019) and Vo 
and Pancratz (2023) in their study of university students. These 
students consider AI to be an important and powerful technology but 
have only superficial knowledge of how it works.

Since developments in the field of artificial intelligence are 
progressing rapidly – i.e. the artefact is changing – it can also 
be assumed that beliefs about artificial intelligence will change. In 
particular, the above-mentioned empirical studies do not explicitly 
refer to generative AI or specifically LLMs, which is currently the 
focus of the public debate and is also discussed in this article. In 
summary, there is a need for a situation-specific survey of students’ 
beliefs about LLMs. Amaratunga (2023) has created a list of possible 
misconceptions about LLMs based on a theoretical basis that can serve 
as a starting point (pp. 139–142):

 - LLMs understand the text they generate in the same way 
humans do.

 - Due to their advanced capabilities, LLMs possess consciousness 
or self-awareness.

 - Outputs from LLMs are always accurate and trustworthy.
 - LLMs have knowledge on a vast number of fields; therefore, 

we can use them as knowledge models.
 - Increasing the size of a model will always lead to better and more 

accurate results.
 - LLMs can create or discover new knowledge, theories, or facts.
 - LLMs provide objective and unbiased information.
 - Because of their text generation capabilities, LLMs will replace all 

jobs related to writing, customer service, etc.
 - If an LLM generates a particular statement, it reflects the beliefs 

or intentions of its creators or trainers.
 - All large language models, irrespective of their architecture or 

training data, behave similarly.

Instrumentation: prompting strategies and 
interaction

The results of the instrumentation are appropriate utilization 
schemes. In the case of LLMs, this means that users develop 
appropriate strategies for using these systems in specific situations – in 
our case, mathematical proof activities.
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A research field has developed that deals with how inputs to LLMs 
such as ChatGPT must be designed to achieve certain desired outputs 
(White et al., 2023)—the so-called prompt engineering. For example, 
according to the Five “S” Model,1 it is important to describe the 
context in which the LLM is responding (“Set the scene”), to ask 
specific and detailed questions (“be specific”), to use simple and clear 
language (“Simplify your language”), to specify the structure and 
format of the output (“Structure the output”) and to provide feedback 
on the output with specific suggestions for improvement 
(“Share feedback”).

In addition, various prompt techniques have been developed in 
recent years to improve the performance of LLMs. Sahoo et al. (2024) 
provide an overview of a wide range of prompt techniques that can 
also be combined with each other: the simplest approach is probably 
zero-shot prompting, in which a single prompt is provided with as 
much of the required information about the task as necessary 
(Radford et al., 2019). The solution to the task is then provided solely 
by the LLM. In few-shot prompting, the LLM is also given a few input–
output examples as orientation. This is already associated with a 
significantly increased performance, but also increases the effort 
involved in creating it by selecting suitable examples as well as 
increases the length of the prompt to be analyzed and processed for 
the system (Brown et al., 2020). To support the LLM in more complex 
reasoning tasks, so-called chain-of-thought prompting is often used 
(Wei et al., 2022), in which intermediate reasoning steps are inserted. 
By solving problems step by step and reflecting on intermediate steps 
with the user, more complex problems with multi-step argumentation 
can be solved better. Many other prompting techniques have been 
developed, for example to reduce hallucinations, increase interaction 
with the user, improve consistency and coherence, or manage 
emotions and tone (Sahoo et al., 2024).

Schorcht et  al. (2023) used a simple mathematical problem-
solving task from the field of arithmetic and a more complex problem-
solving task from the field of algebra to test how the use of different 
prompt techniques affects the correctness of the responses of the LLM 
ChatGPT 4. They found that a zero-shot prompt in combination with 
a chain-of-thought was sufficient to solve the simple task, and that 
more complex prompting techniques did not lead to any further 
improvement. However, in the case of the more complex problem-
solving task, the combination of a few-shot prompt and a chain-of-
thought produced considerably better results, although it was unable 
to generate a complete solution. Drori et al. (2022) also found that 
few-shot prompting led to adequate responses in an intensive testing 
of university mathematics tasks. Schorcht et al. (2024) were able to 
show, using three mathematical problem-solving tasks, that chain-of-
thought prompting and ask-me-anything prompting (a prompt 
technique in which the LLM asks the user questions necessary for the 
solution) leads to a significantly better process-related quality of the 
response (heuristic strategy used, switching between representations, 
reflection on one’s own process) than with zero-shot or 
few-shot prompts.

In addition to the development and testing of prompt techniques 
by experts, there are also studies on the prompting behavior of 
individuals in educational settings. Kumar et al. (2024) examined how 

1 https://www.aiforeducation.io/ai-resources/the-five-s-model

145 undergraduate students from a computer science course use an 
LLM as a tutor when working on tasks. The researchers examined the 
first question asked to the LLM for each student and formed four 
categories from this: 54% of the students asked questions about 
concepts from the task in order to understand them more precisely. 
28% copied the exact task into the input field without making any 
changes. 14% entered a rephrased or differently worded version of the 
task. A further 4% of students initially made entries that had no 
connection to the task in order to test the capabilities of the LLM.

Krupp et  al. (2023) have investigated interaction types when 
working on physics tasks with the LLM ChatGPT and compared them 
with the use of search engines. For this purpose, a sample of 39 physics 
university students was divided into two groups, each using one of the 
tools for assistance. For the analysis, the authors distinguished four 
types of interaction: (1) copy & paste (direct transfer of the physics 
question), (2) preprocessing (e.g., reduction of the complexity or usage 
of priming strategies), (3) postprocessing (e.g., follow-up questions to 
a response), and (4) transformation (e.g., summarizing of results or 
translation into another language). It was found that ChatGPT users 
used the “copy & paste” strategy in 42% of the queries, while 96% of 
the search engine users systematically changed the query (e.g., 
extracting key words). At the same time, the search engine users 
showed significantly better performance overall in completing the 
tasks than the LLM users. The authors conclude that missing reflection 
and limited critical thinking are two main issues when using LLMs 
in education.

In chemistry education, Tassoti (2024) found that 60% of the 27 
pre-service chemistry teachers surveyed without prior training in 
prompting initially used ChatGPT by directly copying and pasting 
chemistry tasks. Another 30% of the participants copied the question 
and then added or removed parts of the instruction. Only 10% 
completely reformulated the task. After an intervention on prompting 
strategies, it was found that users’ questions were more likely to 
be revised, especially to set the scene adequately and to ask more 
specific questions (see the Five “S” framework above).

In the context of mathematics, there are also initial empirical 
studies on interaction with LLMs. Noster et al. (2024) observed eleven 
pre-service mathematics teachers while they worked on four 
mathematical tasks from the fields of arithmetic and probability 
theory with ChatGPT. They were able to identify six different 
prompting techniques: the students most often formulated zero-shot 
prompts, frequently also by directly copying the task as a prompt. The 
repeating of prompts (regeneration of a response or using the same 
prompt again), the use of ChatGPT as a calculator for performing 
simple calculations, and the change of languages between German and 
English were also found quite frequently. Only occasionally, students 
used few-shot prompts (e.g., similar tasks with solutions) or asked for 
feedback on their own solution.

Dilling et  al. (2024a) have investigated the communication of 
middle school students (grade 7) with ChatGPT and the interaction 
between students and a teacher about ChatGPT in the context of a 
lesson on the proof of the theorem on the sum of interior angles in a 
triangle. The qualitative analysis of video recordings of ten groups of 
students revealed a total of eleven categories. Four types of interaction 
could be  identified regarding the interaction with ChatGPT. The 
‘verification of own conclusions’ was coded for all interactions in 
which the students came to a conclusion based on the previous answer 
from ChatGPT and asked ChatGPT to verify or deny their conclusion. 
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‘Asking for visualization’ was coded for prompts in which the students 
requested ChatGPT to give a graphic representation of the previous 
content of the chat, especially to support explanations. The 
‘regeneration of prompts’ was coded for those cases, in which the 
students regenerated a prompt once or multiple times in a row. Finally, 
“reviewing previous responses” was coded for instances where 
students scrolled up in the chat to review responses to earlier prompts. 
The interaction about ChatGPT was coded in the seven categories 
“reading out the response”, “questioning the response”, “error 
identification”, “response discussion”, “comparison to a previous 
solution”, “emphasizing the truth value”, and “excluding difficult topics”.

This brief literature survey has shown that there are already initial 
results on people’s beliefs about how LLMs work and on interaction 
patterns in the context of LLMs. The studies by Noster et al. (2024) 
and Dilling et al. (2024a) have also shown that dealing with LLMs in 
the context of mathematics is associated with some specific 
interactions. This article aims to explore this in more detail with 
regard to the activity of mathematical proving. In a case study with 
university students who are pre-service mathematics teachers, the 
following questions are to be answered with regard to the process of 
instrumental genesis and its products:

Instrumentalization

RQ 1a: How much experience with generative AI did the students 
in this study have before the intervention and are there common use 
cases, which can be identified?

RQ 1b: What are the students’ beliefs about how LLMs work?

Instrumentation

RQ 2: Which types of prompts (micro-level), prompt 
combinations (meso-level) and whole-interaction types (macro-level) 
as utilization schemes can be identified in the interactions of students 
with ChatGPT for constructing own proofs?

Methodology

Setting

The study was conducted in the winter term 2023/24 at the 
university of Siegen. In the lecture on elements of geometry (where 
this study was conducted) students of primary and secondary teacher 
education learn a variety of topics from the context of planar geometry. 
Beginning with basic geometrical constructions, symmetry, 
congruence and projections, students are confronted with 
mathematical theorems and proofs, especially in the chapter about 
triangles and circles. This chapter is usually realized by presenting 
several theorems and proofs about triangles and circles in the lecture 
and students having to prove some of the less complex theorems in the 
tutorial seminar or in their home exercises. As past experiences have 
shown, the lectures mostly consisted of students copying the proofs to 
their notes without further questioning or interacting and were often 
unable to develop own proofs in the tutorial seminar. Despite this, a 
surprisingly high number of proofs submitted in the home exercises 

was correct. As many proofs were word-by-word copies from the first 
few Google results online, the suspicion of this home exercise being 
primarily copied instead of done on their own arose. Considering the 
fact that the students had to collect points in the home exercises to 
qualify for participation in the exam, the students’ motivation for their 
actions became apparent.

Summarizing this experience, it can be stated, that many students 
did not actively engage in the development of own mathematical 
proofs or partially even the understanding of given proofs in the 
lecture. To combat this problem, a different design for this chapter was 
chosen. Promoting active engagement and the own construction of 
proofs was to be facilitated using generative AI. After giving some 
basic axioms and theorems regarding triangles, two lecture sessions 
and the respective tutorial in that week were chosen to grant the 
students enough time to actively develop two proofs of their own. The 
task was given as the following:

“Develop your own proofs for the two given theorems below. 
Work together in groups of 2-3 people and use only ChatGPT and 
the materials from the lecture as a help. You are really allowed to 
ask ChatGPT anything.” (Translated from German, emphasis in 
the original)

In the first lecture session, the students were provided with some 
basic information about ChatGPT, like the way to access the website 
and how to write a prompt and enter it into the chat. They were 
informed about data privacy and copyright challenges, its 
mathematical (in-)capabilities and the risk of hallucinations, giving a 
few short examples of answers which were obviously wrong and such, 
that seemed plausible in the first place, but were not logical upon 
further investigation. During the lectures and the tutorials, they had 
the possibility to ask questions or get help from the lecturer and tutors.

The two theorems chosen for this study will be discussed in the 
next section of this article. In the lecture, the teacher education 
students have to collect points in the home exercises to qualify for the 
exam. This task was to be submitted as the fifth of such home exercises, 
replacing the usual creation of proofs at home without the help of 
AI. Besides the generous amount of time in the lecture and tutorial, a 
second measure was implemented to secure the students submitting 
their own proofs instead of ones they copied online. The students were 
granted full points on the home exercise if they provided the proofs 
and the chats with ChatGPT, no matter if their proofs were correct or 
not. This fact was stated in bold above the task, informing the students 
that we were interested in them showing their own proofs without a 
direct interest in the correctness. Of course, the students received 
formative feedback on their proofs afterwards. This was done after the 
final submission deadline to not influence the results of this study.

The chosen theorems

From the set of possible theorems in this chapter, the two most 
suitable were chosen for this task. These are the interior angle theorem 
and the base angle theorem. The interior angle theorem states, that in 
any triangle in Euclidean geometry, the sum of interior angles equals 
180°. This proof is a classic one to be given to students in this exercise 
as it shows a fundamental property of triangles, while also providing 
several different ways of proving it. This theorem was also chosen, as 
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a prior investigation of seventh graders proving this theorem using 
ChatGPT in a classroom setting showed promising results (Dilling 
et al., 2024a).

The base angle theorem states that a triangle ∆ABC  is isosceles 
with || ||=AB BC , if and only if α β= . This is also a classic theorem 
in triangular geometry, that can be proven in several different ways. 
Most of the proofs for this theorem are not too complex, which made 
it suitable for students with limited experience in mathematical 
proving. There is also a reason, why this exact wording of the theorem 
was chosen. In many different sources, the base angle theorem is 
defined as only the implication, that for an isosceles triangle the two 
base angles have to be equal. In our wording, the equivalence has to 
be proved, in most cases through proving both implications separately. 
ChatGPT, when asked for the base angle theorem, often provides only 
the proof for one implication, at least for this version of ChatGPT in 
Germany. This observation of getting a specific version of a 
mathematical theorem in a certain cultural context is also reported by 
Blanchard and Mohammed (2024). Understanding the necessity of 
both implications and convincing ChatGPT in this context of the 
equivalence formulation might pose a challenge for some students and 
will hopefully create some cause for discussions.

Collected data

Due to the study being conducted in the elements of geometry 
lecture, all students in this lecture were possible participants. As the 
participation in this study was voluntary, of the 165 students in the 
course n = 129 decided to participate in the study. Of these 108 were 
female and 21 male. Differentiating between different types of school, 
nearly all of the students were of primary education (126), while only 
3 students from secondary education participated. The questionnaire 
data was collected from all of these participants, with no exclusions. 
The 129 participants were supposed to work in groups of 2–3 people, 
but most of them chose to work alone. Therefore, 72 students gave 
their resulting proofs from working alone, while 57 students decided 
to work in groups, amounting to another 22 group solutions.

For each of these groups, we collected the two proofs and the full 
chat(s) with ChatGPT (as Screenshots or Links to the Chats) as data. 
For 4 students, the links to the chats were not working, which is why 
these had to be excluded for the analysis. For each individual student, 
we  collected a questionnaire with 8 questions, of whom all but 
question 3 were in an open text format. These questions asked about 
the topics:

 1 Prior experiences with ChatGPT
 2 Beliefs on how ChatGPT works
 3 The used ChatGPT version (3.5 / 4.0)
 4 How they used it for the task and why they did so
 5 How happy they were with the answers of ChatGPT
 6 Whether they think their submitted proofs are correct and why
 7 How they evaluate the usage of ChatGPT in this lecture
 8 Further notes

The questionnaires, solutions and proofs were collected as PDF 
documents via the online learning platform moodle, which was used for 
all course materials. The documents were processed further for the data 
analysis. The students were given the choice, which version of ChatGPT 

they wanted to use. Of the 129 students, nearly all (121) used ChatGPT 
3.5, while only 8 used the version 4.0. The study was conducted in the 
lectures in the week from December 11th to 15th 2023, with the final 
deadline for the submission being the 22nd of December.

Data analysis

The analysis of data was done with the qualitative data analysis 
software MAXQDA. The questions of the questionnaire were each 
analyzed individually with qualitative content analysis (Mayring, 
2014). For each question, inductive categories were formed from the 
answers, based on the research questions. In line with the steps 
described by Mayring (2014), the answers were paraphrased in a first 
step. Then keywords and similarities between the paraphrases were 
identified. From these, first categories were formed, combining a few 
paraphrases each time. The found categories were then compared 
again, trying to identify higher-level categories. This was repeated 
until top-level categories were achieved. For the top-level categories, 
all paraphrases were examined again, to validate their alignment. The 
chats were analyzed using a grounded theory approach. In the same 
manner, the stages of open coding, axial coding and selective coding 
were performed for the grounded theory approach.

The reliability of categories formed inductively can be determined 
by calculating the interrater reliability of multiple raters using the 
categories to code a selection of material. Two different approaches 
were used for the prompts in the chat on one side and the answers to 
the questions on the other side. For the chats, only a selection of the 
material was double coded by a second rater due to its extent. For the 
answers to the open questions, the whole material was coded by two 
raters, to calculate the interrater reliability, given by Cohens kappa 
coefficient κ  (Cohen, 1960). It is defined as the relative observed 
agreement 0p  corrected for chance agreement ep  calculated with

 
0

1
e

e

p p
p

κ −
=

−

There are different (mostly arbitrary) classifications to interpret 
possible values of κ . While 0κ =  indicates no agreement between the 
raters, 1κ =  indicates perfect agreement. Landis and Koch (1977) 
suggest 0.41 0.6−  as moderate, 0.61 0.8−  as substantial and 0.81 1−  as 
almost perfect agreement, while Fleiss (1981) suggests below 0.4 as 
poor, 0.4 0.75−  as fair to good and above 0.75 as excellent. To 
maximize the reliability and validity of the number of students, who 
fall into the inductively formed categories for the questions, a careful 
estimation was chosen. Rather than the usual method of choosing a 
primary rater and using their numbers, for the questions, the whole 
material was coded by two raters separately and only those cases, in 
which both raters agreed upon a classification, were counted. 
Therefore, the actual number of students in each category might 
be higher and the given number can be seen as a lower boundary for 
the true number.

Results

For this article, the chats and the answers for questions 1 and 2 in 
the questionnaire are analyzed. The inductively formed categories and 
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types are given in the following sections. Examples in italic font are 
translations of the student answers or prompts. The translations are in 
wording of the students as much as possible, also translating mistakes 
and colloquial language.

Prior experiences with ChatGPT

The first question was chosen to get an understanding of how 
experienced the students were with generative AI before our study and 
how they had used it before to see, whether this influences the way 
they interact with it and how successful they were in creating proofs 
with it. The full question was given as

“Have you used ChatGPT before? If so, for what purpose? Briefly 
describe your prior experiences.”

While we  primarily expected answers regarding typical 
applications of ChatGPT, due to the openness of the question, we also 
hoped to identify other categories in the answers. After a first 
screening of the full material, the top-level categories extent and 
applications were formed. Extent means how much the students used 
ChatGPT before and applications contain the applications for which 
students used it before.

The category extent describes to what extent the students used 
ChatGPT before. The broad range of answers describing the extent 
and frequency of usage made the inductive formation of categories 
challenging. The final categories are held broad to account for these 
issues. The categories are given in Table 1. Beside the inductively 
formed categories, the number of students falling into these 
are given.

It is remarkable, how many students had no prior experience or 
only few experiences with ChatGPT and other LLMs. Only a small 
number of students can be considered experienced in their usage of 
this technology. As stated beforehand, only those cases, in which both 
raters agreed, were counted. The disagreement mainly stems from the 
category unclear, where both of the raters included multiple cases, for 
each of which the other rater had rated one of the other categories. As 
the categories are mutually exclusive, a value for Cohens Kappa can 
be  calculated. It is given as 0.79κ = , which is a good result as 
discussed above.

The category applications describes for which applications the 
students used the LLMs in their prior usage. Herein, students 

described a wide variety of uses in different levels of detail. All 
different applications were coded in a first step in this applications 
category, giving the full bandwidth of answers. From this, certain 
keywords and topics were selected, forming the sub-level 
categories in the second step. For each such category, the full 
applications category was checked, moving coded parts from the 
top-level to the sub-level categories. This was continued until no 
further sub-level categories could be identified. Descriptions and 
examples for the sub-level categories were created, checking for 
the possibility to merge categories, if differentiating one category 
from another proved to be  too complicated. With the final 
categories, the material was coed by the two raters. The categories, 
their definitions, examples and the number of students, for whom 
they were coded, are given in Table  2. As students could list 
multiple applications, these applications are not mutually 
exclusive. Therefore, the interrater reliability was calculated for 
each application category individually and is given in the table 
as well.

One category containing 9 students was excluded from this list, as 
its reliability below .60κ =  was too low for our standards. It contained 
the usage of ChatGPT for researching topics, but it was not possible 
to define it clearly enough to reach acceptable reliability. For the 
included categories, the arithmetic mean of the interrater reliability is 
given as 0.85κ =  for the whole category of applications, which is an 
excellent result. It is unsurprising that tasks that require natural 
language processing or generative capabilities are used by many 
students, as these are the flagship capabilities of LLMs. On the other 
hand it is surprising, that finding literature and using AI as a Google 
replacement are seen as useful applications despite the operating 
principle of language models and their tendency to make up 
literature sources.

Beliefs on ChatGPT’s operating principle

For the second question, the students were asked to express how 
they think LLMs like ChatGPT work. This was asked to evaluate, 
whether students have an accurate understanding of the operating 
principle of generative AI or which (possibly false) beliefs about it they 
hold. The question was given as:

“How do you  think Chat-GPT works? Briefly describe your 
understanding of the technology.”

TABLE 1 Amount of prior experience the students described.

Category Definition Example n

No experience The students have not used ChatGPT or other language models before. Even if 

experiences from other people are described, this category is applied.

I have not used ChatGPT before. 36

Few times The students have used it a few times (at least once) but not on a regular basis. I have used it a few times. 8

Rarely The students have used it on a regular basis but characterize their usage with any 

terminology, that is less than often.

Yes, I have used ChatGPT before, but not often. 

Mostly I used it for [….]

8

Often The students have used ChatGPT on a regular basis and describe their usage as often, 

synonyms for this or anything more.

Yes, I have used ChatGPT before, too. Oftentimes 

I use it to […]

9

Unclear From the given information a clear characterization in one of the other categories is 

not possible.

Yes, for summarizing texts, lesson ideas and 

rephrasing own texts.

42

For each category, the definition, an example and the number of students who fall into this category are given. The categories are mutually exclusive.
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For this question, the answers were screened a first time and 
memos were written. In a second step, keywords and themes occurring 
more than once were coded as many small categories, each containing 
only a few coded segments. These categories were then aggregated to 
a few bigger categories, that contain the main concepts mentioned. 
The final categories were then used by both raters to code the full 
material. The category definitions, examples, the number of students 
for each and Cohens Kappa are given in Table 3. As these categories 
are not mutually exclusive, Kappa values for each category are listed 
and the arithmetic mean is then calculated for the top-level category.

One category with 9 coded students was excluded due to the 
interrater reliability being below our threshold of 0.60κ = . It contained 
aspects of natural language processing, which the students mentioned. 
As it seems, it was too hard to clearly define what falls under this category 
and what does not, which is why it was excluded. For the included 
categories, a mean Cohens Kappa of 0.82κ =  was calculated, which is a 
very good result. For the single categories, the lower values of Kappa for 
data processing and the trained model aspect may be explained by both 
concepts being only broadly defined and students answering vaguely in 
many cases, leaving it hard to decide whether an aspect is addressed or 
not. The wide agreement of participants on the search engine and learning 
misconceptions shows some lack in technological knowledge of the 
students, which might be problematic (Mishra et al., 2023). The data 
processing category is defined vaguely, mirroring the vague answers by 
the students. As this kind of data processing is an inherent trait not in 
particular of AI, but most digital technologies, only a superficial 
understanding of its operating principle is shown here. Combining this 
with the answers of students being unsure about the operating principles 
of AI, a general lack of understanding of its functionality seems to exist 

among the participants. Only the aspects of an AI model being trained 
and its inherent problem of hallucinations in the last two categories show 
a deeper understanding for some of the technology’s properties. Such an 
interpretation of these answers is only partially valid, as the example 
given in Table 3 shows. Here the problem of errors in the answers is not 
attributed to the nature of the model, but to errors in the training data.

Interactions with the Chatbot

The analysis of the chats was conducted on three different levels. 
At first, all prompts were analyzed for keywords and common topics, 
trying to find categories for the singular prompts (we call this micro-
level analysis). For the micro-level, several categories could 
be  identified. The category definitions, examples and numbers of 
prompts are given in Table 4.

Due to the number of prompts, the interrater reliability was 
calculated by selecting 50 prompts randomly and double coding these. 
For these, an interrater reliability of 0.85κ =  was achieved, 
corresponding to an excellent agreement.

As the students participating in the study partially worked in 
groups, chats were submitted multiple times by members of the same 
group. Chats were only analyzed once for each group, amounting to 90 
documents with 162 chats in total. Of the 90 students submitting 
documents, only 22 submissions were in groups. To interpret these and 
the following results and assess their significance, it is useful to look at 
the length of interactions first. For this reason, the number of chats is 
plotted for each position of prompt, beginning with the first prompt 
and ending with the maximum (13). This plot is given in Figure 1.

TABLE 2 Applications, for which students used ChatGPT before.

Category Definition Example n κ

Summarizing texts Texts that were not written by the user are summarized, 

simplified or questions about them are answered by the AI.

Mostly I used the machine to summarize texts. 18 0.88

Formulation aid AI helps to reformulate the users own texts, correct their spelling 

mistakes, turn bullet points into continuous text, etc.

For example to answer questions for presentations or as a 

formulation aid.

17 0.82

Giving ideas/

inspiration

A word such as “ideas,” “inspiration” or a synonym for this is 

explicitly named in the text and it is explained that the AI 

provides such ideas for something. Double coding with “lesson 

planning” is possible.

Yes, I have used ChatGPT before to get ideas and 

inspiration to answer homework questions for seminars.

12 0.69

Explanations The AI is used to explain something. The keyword “explain” or 

synonyms are named in the text.

I missed the lecture on projections and wanted ChatGPT 

to explain to me, how a military projection is constructed.

12 1.0

Google 

replacement

AI is seen as a replacement for Google or another search engine. 

The text explicitly mentions its use instead of Google or other 

search engines.

I often use it for private purposes as a search engine. 

Things I typed into Google previously […], I now ask 

ChatGPT.

9 0.70

Finding literature AI is used to obtain literature / sources on any topic. It is 

explicitly mentioned here that literature or sources are to 

be procured.

“- Finding of literature. “ 7 0.92

Definitions AI is used to provide definitions for terms. In contrast to 

explaining, the word “define” or synonyms are used explicitly to 

clearly show that a definition of a concept or term is being 

provided.

In maths I used it for definitions, such as an octahedron. 6 0.92

Lesson planning AI is used for lesson planning. Among other things, I used ChatGPT […] to find ideas 

for lesson planning.

5 0.83

For each category the definition, an example and the number of students falling into this category are listed. As these categories are not mutually exclusive, Cohens Kappa was calculated for 
each and is given as well.
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The total number of chats, 162, can be seen in the first bar. It is 
noticeable, that 35 chats only contain a single prompt, lowering the 
number of chats to 127 in position 2. Less than half of all chats are of 
length 4 or greater, reducing to less than a quarter for chats of length 
6 or greater. With this low average length of the chats, it may prove 
challenging to identify bigger patterns or whole conversation types.

With the categories for single prompts, a next step in trying to 
understand bigger patterns in the interaction with the Chatbot is 
analyzing the combinations of these prompt types. For this reason, all 
possible combinations of two prompt types were analyzed regarding 
their frequency of occurrence. The prompts of the miscellaneous 
category are excluded henceforth, as they are not relevant to the scope 
of the study. Of the 64 possible combinations, only 42 were manifested. 
Counting only the most common combinations, appearing ten times 
or more, only ten combinations remain. These are given in Table 5.

The combinations P > P and P > O are mostly used to generate 
multiple versions of the proof. There are even longer chains of these 
prompts, as P > P > P occurring 13 times. The combination P > F occurs, 
when students ask for a proof and follow up with questions about it. If 
these questions point out mistakes in the proof, ChatGPT often generates 
another version of the proof in the response, leading to further follow-up 
questions (F > F). Such chains of follow-up questions occur several times, 
for example F > F > F arises 14 times. C > P mainly consists of a request 
for a proof, preceded by a question to explain the theorem, that is to 
be proven. If the follow-up questions end and another attempt to ask for 

a proof is made instead, the combination F > P occurs. Sometimes the 
proofs of ChatGPT would bring up a new theorem or concept for the 
students, in which case they asked about it. These situations make up the 
category P > C. As it seems, some students consider it necessary for every 
proof to begin with a premise and assertion, which is why they asked to 
append it to the generated proof (P > A). The combination P > I 
showcases students, who wanted to incorporate an own idea into the 
proof after generating a normal proof by ChatGPT. Finally, the 
combination C > C shows multiple conceptual questions in a row.

With these combinations, already many of the possible meso-level 
interactions are categorized, as every pair in a prompt sequence falls 
into one of these or the rarer combinations. Considering the overall 
length of the interactions, longer chains of prompts become less 
frequent. Therefore, combining the prompt combinations with further 
single prompts into bigger patterns, only two longer meso-level 
patterns could be identified. These are given in Table 6.

With these patterns of prompt combinations (meso level) it is now 
possible to look at the whole chat, trying to identify types that occur 
multiple times. Due to the length and number of chats, only one type 
of macro-level interaction could be identified. This type consists of 
chats, which only contain a single prompt of the category proof, but 
nothing else. These make up all 35 chats of length 1, corresponding to 
26 of the 90 total submissions. Thinking about the capabilities and 
working principles of LLMs, this usage hints at lacking utilization 
schemes of the students.

TABLE 3 Students’ beliefs on the operating principle of ChatGPT.

Category Definition Example n κ

Data from the internet The AI model uses data from the internet to provide 

information.

ChatGPT uses data from the internet […] 66 0.85

Search engine The AI works like a search engine, comparable to 

Google and others.

I think, ChatGPT searches the internet for answers to the 

questions that are asked and then summarizes them.

33 0.72

Data processing and 

filtering

Some kind of data processing, filtering or both is 

described.

He has access to a huge amount of data and can access it 

and filter and adapt it very quickly, but no idea how 

exactly.

30 0.62

AI learns The students think, AI learns through interactions 

with the user and gets better with every new 

conversation.

The AI may also learn through conversations with other 

people and thus acquire further knowledge.

19 0.94

Unsure, how it works It is explicitly mentioned that the operating 

principle as a whole or parts of it are not 

understood by the student.

To be honest, I have no idea, how the technology behind 

ChatGPT might work.

18 1.0

Data from a database The AI model uses data from a database to provide 

information.

As I understand it, ChatGPT is an AI into which various 

pieces of information are fed (into a database). […] the AI 

can access the database and answer my question.

18 0.83

Algorithms The AI uses some kind of algorithms. The word 

“algorithms” is explicitly stated in the answer.

I think with certainty, that a complex algorithm is behind it. 12 1.0

Trained model The AI model was trained in some way (by feeding 

it data for example) to reach its current state.

As I recall it, ChatGPT works like the human brain. It is 

trained, by being fed with information.

11 0.67

Answers contain errors It is explicitly mentioned that the answers contain 

errors or that it may hallucinate.

The program uses a lot of data and information collected by 

Google […]. This also leads to errors or false statements 

from ChatGPT, as not all the data collected by Google is 

correct and because the AI behind it cannot distinguish 

between correct and false, so the more error-prone examples 

it collects, the more error-prone it becomes.

8 0.74

For each category the definition, example and number of students are given. The categories are not mutually exclusive, so Cohens Kappa is given for each category as well.

70

https://doi.org/10.3389/frai.2024.1460337
https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org


Dilling and Herrmann 10.3389/frai.2024.1460337

Frontiers in Artificial Intelligence 10 frontiersin.org

Relations between prior experience, beliefs 
and interaction

While these categories for the prior experiences, beliefs and 
interactions give a global view of how often each of them appears, they 
cannot provide deep insights towards the relation between them. To 
showcase the links between the results in different categories which 
form the basis for some hypotheses from this study, two examples of 
students will be  presented in this section. The statements were 
originally made in German and translated for this article by the authors.

Student A states, that she has no prior experience in using 
generative AI. Regarding the question about the operating principle 
of ChatGPT she expresses:

“During my use of ChatGPT, I had the impression that it is a 
similar technology to the search engine at Google—at least that’s 
how I used it. The only difference in my opinion is that here, the 
questions are asked/answered in chat form. Since the questions, in 
my opinion, were not answered thoroughly enough/the evidence 
according to my feeling is not complete, I would also not continue 
to use ChatGPT as it does not offer any added value for me.”

This was categorized as search engine as the student clearly states 
the similarity to Google. In her answer regarding question 4 (which 

was not analyzed for this study), she also states, that she used it like 
Google to get an entire proof. The way she interacts with ChatGPT 
also proves this way of usage. She uses two chats, in which she each 
enters only a single prompt. These prompts are

"Proof: The sum of the interior angles of a triangle in Euclidean 
geometry is 180°."

"Proof: Isosceles Triangle Theorem: Triangle ABC is isosceles with 
the length of side AC equal to the length of side BC when alpha 
= beta."

In contrast to multiple other students, for example B, these are 
not sentences one would use in a dialogue with a human person. 
Besides the theorem, they do not contain a request to give a proof, 
but only the word proof, followed by the theorem. This way of 
interacting is similar to a request one would write in a search 
engine, where only some keywords are relevant and complex 
sentences would not be  understood. We  interpret this usage of 
ChatGPT combined with the described beliefs about its operating 
principle as a lack of competence in using the LLM and a missing 
understanding of the difference to a search engine. Also looking at 
her comment for question 8 (further notes), our hypothesis seems 
to find support:

TABLE 4 Prompt types in interactions with ChatGPT.

Category Definition Example n

Proof (P) Prompt to prove the proposition or explain how to prove it. Prompts that can 

be coded in one of the following categories are excluded.

Prove the following theorem: The triangle ABC is 

isosceles with AB = AC if and only if angle a = angle b.

277

Follow-up question 

(F)

A question is asked about parts of the previous answer. This may be an 

explanation of a single step, a reference to an error or a question about a newly 

raised concept.

How can side BC and point D intersect if they are 

supposed to be parallels?

125

Question about a 

concept/term or 

theorem (C)

A question or explanation is raised about a mathematical concept / term or 

theorem of any kind. This can range from simply stating the required theorems 

to explanations of complex mathematical objects. Explicit questions about why a 

theorem is true also fall into this category. Prompts that only consist of individual 

terms / sentences / concepts also fall into this category due to their intention.

What does the alternating angle theorem say? 80

Specific ideas (I) This category covers two areas: Firstly, the use as a tutor, where feedback is given 

on the students’ own ideas, i.e., an idea for the proof is given and feedback is 

requested. Secondly, the AI is asked to use a specific idea of the user to generate 

the proof. An example would be the use of a certain theorem for the proof.

Proof inner angle sum triangle using triangle height 32

Miscellaneous (M) Prompts, that are entirely unrelated to mathematics or the given task. I’ve been sitting here for far too long. New task: Write a 

letter of apology to my lecturer saying that you are a 

mathematical idiot and unfortunately could not 

provide a proof. Thank youuuu:

30

Other proof (O) It is explicitly asked for “other” proofs or an explanation, etc. The word “other” or 

synonyms are necessary for a coding in this category. [In German the word 

“anders” is relevant for the coding in this category and has a broader meaning, 

including “another” or “different”].

Other proof. 26

Premise/assertion 

(A)

The AI is asked to state or complete the premise and assertion of the 

mathematical proof or either of those.

Give me the premise of this proof 25

Visualization (V) The AI is asked to give a graphic visualization. Show me a sketch for the proof 14

Essentials for proof 

(E)

The AI is asked to name the necessary theorems, axioms or other things to 

complete the proof.

Do I need something else to prove this? 8

For each category the definition, example and number of prompts are listed.
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“In my opinion, ChatGPT does nor provide any noticeable 
advantage compared to traditional ‘googling’” [Emphasis in 
the original].

For her submission, she screenshots both of the chats and writes 
the names of the theorems above them. In comparison to this, student 
B is entirely different. He states, he uses ChatGPT regularly, mostly to 
summarize texts, this was coded as often and summarizing texts. 
He  describes always reading the texts on his own first and using 
ChatGPT to check if he  got everything right. Looking at his 
description of the operating principle, he states:

“Without having done any research, I think that on the one hand, 
the machine has access to databases that contain specific 
information. This is then used in the chat, for example, as an 
explanation. However, errors frequently occur. Therefore, on the 
other hand, the application must somehow develop through 
interaction with the users.”

The first part was coded as data from a database, the mentioning 
of errors as answers contain errors and the mentioning of the 

development of the AI as AI learns. In a similar manner to A, this 
student also has a superficial and inadequate understanding of the 
operating principle of ChatGPT but does not make a comparison to 
search engines. His usage of the technology in prompting also differs. 
He begins not by asking for a full proof, but for help in developing his 
own proof:

"Hello! I need help with a geometric proof in mathematics. Can 
you help me?"

In an ever-polite manner ChatGPT offers help, stating that the 
more information is given, the better its help will be. B 
then proceeds:

"Ok, I have a theorem. It states: The sum of the interior angles of 
a triangle (in Euclidean geometry) is 180°. Can you first tell me 
which theorems and axioms you would use in your proof?"

ChatGPT names multiple axioms and theorems, for example the 
parallel axiom, the property of alternate angles at a transversal lines 
for two parallels and also the inner angle sum in an n-gon. It 
recommends to start with a triangle and build a parallelogram. This 
recommendation is ignored, and B starts to ask detailed questions 
about the parallel axiom and the possibility to construct a parallel to 
the base of the triangle at the third point and the possibility to get 
alternate angles there:

"Ok – if we do it that way, then theoretically, there would be an 
alternating angle to Alpha (at A) that is the same size, correct?"

ChatGPT says, that the student’s idea is correct and describes 
further steps in the proof. B continues to ask ChatGPT for its opinion 
on every part of the proof he is creating until he is done in his opinion. 

FIGURE 1

Number of prompts for each prompt position in the chats. The number decreases with each position, allowing to deduce the length of the chats.

TABLE 5 Prompt combinations occurring in the chats.

Abbreviation Prompt 1 Prompt 2 n

P > P Proof Proof 65

P > F Proof Follow-up question 41

F > F Follow-up question Follow-up question 38

C > P Question about a 

concept …

Proof 34

F > P Follow-up question Proof 19

P > C Proof Question about a 

concept …

17

P > A Proof Premise / Assertion 15

P > O Proof Other Proof 13

C > C Question about a 

concept…

Question about a 

concept …

13

P > I Proof Specific Idea 13

For each combination, an abbreviation and the two prompts in order are given. The number 
of occurrences of this combination is also stated.

TABLE 6 Categories of meso-level interactions.

Category Definition n

Proof follow-up 

chain

A single generated proof (P or O) is followed by F > F 

or longer chains of follow-up questions.

17

Proof chain A prompt to generate a proof (P or O) is chained three 

times or more without other prompt types in between.

14

For each category a definition and the number of occurrences is listed.
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He submits a correct version of the proof, which he writes down by 
hand. In contrast to student A, B uses ChatGPT not as a tool to 
generate a perfect proof in a single prompt but uses it as a tutor to help 
him create his own proof. Despite him also having a superficial and 
incorrect understanding of the operating principle of ChatGPT, 
he manages to use its capabilities far better than A. In our opinion, this 
shows the complexity of the relation between knowledge about the 
operating principle of the AI and the usage, as different kinds of 
misconceptions might be more or less problematic for different kinds 
of tasks.

Discussion

Regarding the amount of previous experience, the students in this 
study are rather unexperienced in comparison to the results Garrel 
et  al. (2023) describe. Despite the differences in the amount of 
experience, the described usage scenarios found in this study match 
with those described in their study. The categories of definitions and 
lesson planning can be seen as specific for this group of students, as 
they require these with their study at the intersection of mathematics 
and education.

Considering the beliefs or preconceptions described in the 
literature, some results of this study are well aligned, while others 
bring new aspects. On one hand it is unsurprising, that the 
students’ beliefs are rather unaligned with those of 5th and 6th 
graders as Mertala and Fagerlund (2024) report, due to the age 
difference. On the other hand, the superficial knowledge reported 
by Lindner et al. (2021) for 9th and 10th graders as well as for 
university students by Sulmont et al. (2019) is well aligned with the 
students in this study mentioning their uncertainty about the 
operating principle of ChatGPT or only mentioning superficial 
characteristics of the technology. The beliefs considering ChatGPT 
a kind of search engine and attributing the internet as its source of 
knowledge are not mentioned in the studies considering AI in 
general, which might be interpreted as these being LLM-specific or 
even specific for chatbots accessible via a web-interface. While 
some of the theoretical considerations of Amaratunga (2023) are 
reflected in the student answers, they are not in the inductively 
formed categories.

The instrumentation of LLMs mediated via prompting strategies 
and interaction shows some clear alignment with results from the 
literature. Regarding the prompting strategies, only zero-shot prompts 
were used by students, ignoring or unaware of possible other 
strategies. The proof category in our study highly corresponds with 
the findings regarding copying tasks (Kumar et al., 2024; Krupp et al., 
2023; Tassoti, 2024; Noster et al., 2024), as it mostly consists of a direct 
copying of the theorems. Especially considering the macro-level 
findings of only using one prompt of the proof category without any 
other prompts is a prime example for this. The meso-level proof chain 
matches the regeneration of prompts (Noster et al., 2024; Dilling et al., 
2024a), as the input of very similar prompts multiple times produces 
similar results to regenerating prompts, although there is a distinct 
difference between the two methods, that cannot be  ignored. The 
questions about a concept or theorem coincide with the results of 
Kumar et al. (2024), where students asked conceptual questions to 
better understand the task. Especially in the meso-level interactions 
C > P and C > C, this intent to understand a concept first (partially with 

multiple questions) before asking for a proof, aligns with their results. 
Finally, the task of postprocessing as described by Krupp et al. (2023), 
matches both the follow-up questions and the appending of assertion 
and premise.

Conclusion and outlook

This article investigated how university students use the LLM 
ChatGPT as an instrument in geometric proving. Vérillon and 
Rabardel's (1995) model of instrumental genesis was used as the 
theoretical basis for the study. This made it possible to examine the 
answers from a questionnaire and the chat excerpts for processes of 
instrumentalization (prior experience with the instrument, beliefs 
about how it works) and instrumentation (interaction patterns in 
communication with ChatGPT).

All in all, it was found that the students had little experience with 
LLMs such as ChatGPT before the survey. Their use during their 
studies was more related to supporting general activities—
mathematics-specific usage patterns were not observed. Beliefs about 
how ChatGPT works were also rather superficial and reflected a 
number of misconceptions about AI known in research. The 
instrumentalization process thus appears to have led to insufficient 
results for the students.

For this reason, it is not surprising that the students only 
developed very simple utilization schemes. Many of the prompts used 
by the students were direct questions about the proof of the respective 
theorems. For many students, only these basic queries were used and 
only a few individuals asked further questions. An essential feature of 
LLMs, namely the possibility of differentiating responses in the 
process of a dialog, was mostly not used, which can also be seen from 
the large number of chats with only one prompt. More sophisticated 
prompt techniques were also not found in the chats, as only zero-shot 
prompts were used.

Despite the overall rather disappointing results in terms of the 
students’ previous experience and usage patterns, this study was able 
to deliver interesting research findings. In contrast to many previous 
studies on interaction types in the use of LLMs, this study was able 
to gain deep and precise insights into the interactions by dividing 
them into micro-, meso- and macro-level. This has led to the 
identification of some mathematics- or proving-specific prompts 
(e.g., the call for visualization) and prompt combinations (e.g., proof 
follow-up chain).

Nevertheless, this study is subject to a number of limitations, 
which means that the interaction patterns found can only 
be regarded as initial results. Probably the greatest limitation is the 
number of students considered. While this is already higher than 
in many other qualitative studies, as can be seen in the literature 
survey, the number is still not large enough to identify valid, more 
sophisticated structures at the macro level. In addition, it is not 
possible to establish (statistical) correlations between prior 
experiences and beliefs and utilization schemes on this small data 
basis. A further limitation lies in the students’ limited prior 
experience, which means that the chats examined can only 
be regarded as initial attempts and ChatGPT has not yet become 
an adequate instrument for students with suitable utilization 
schemes. For this reason, it makes sense for further studies to first 
introduce students to the use of LLMs in more detail. There is a 
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clear need for the development of professional digital competencies 
in the use of AI tools (Mishra et al., 2023; Dilling et al., 2024b). In 
addition, larger samples can make it possible to generate more 
sophisticated interaction types at the macro level and to investigate 
the statistical correlations between these types and prior 
experiences and beliefs. One hypothesis would be, for example, 
that people with the belief “ChatGPT is a search engine” are more 
likely to correspond to the interaction type of using only a single 
prompt as the whole chat, while also showing more trust in the 
correctness of the response. It also needs to be  investigated to 
which extent the use of LLMs promotes students’ proof 
competencies or even leads to predominantly correct proofs.

The next step in our research is a follow-up study, which was 
already conducted and is at the stage of data analysis during the 
publication of this article. In this study we conducted a study on the 
capabilities of LLMs to support n = 250 pre-service teachers in primary 
education during the proving of mathematical statements in 
arithmetics. From the open questions in the first study and our 
inductively formed categories, Likert-type items were developed to 
allow for a quantitative analysis in combination with the qualitative 
methods already in use. For this study we  examine a formal 
mathematical proof as well as two pre-formal proofs as they could 
be  used in school later on by the participants. For all of them 
we analyze the quality of the proofs from ChatGPT as well as the 
quality of the students’ proofs. We then go further, investigating the 
relationship between the students’ and ChatGPT’s proofs (e.g., did the 
students just copy the proofs or did they change it up? And if so, what 
exactly did they change? Or did they come up with a proof of their 
own and ask ChatGPT for feedback?). Due to the quantitative 
approach, we try to gain insights on the relations of the proof quality, 
student interactions, (mis-)conceptions and prior experiences with 
the technology.

A further step are multiple upcoming studies, in which pre-service 
teachers for secondary education interact with a LLM in mathematical 
processes as proving and problem solving, but also lesson planning 
processes. Furthermore, the studies regarding lesson planning will 
be conducted with in-service teachers, allowing for a comparison 
and generalization.

Aside from the implications for further research, the results from 
this study already bring some implications for mathematics education. 
In the study it became apparent, that many students have 
misconceptions about the operating principle of generative AI and 
large language models. Furthermore, many do not use prompting 
techniques or the conversational capabilities of large language models. 
It seems necessary to implement training for these prompting 
techniques to allow for the development of technological knowledge 
and competence for its usage. This necessity is also shown in other 
studies with participants with limited experience using large language 
models (Wardat et al., 2023; Yoon et al., 2024). While it remains yet 
unclear, how much knowledge about the operating principle is 
necessary to use generative AI in a reflected way, showing clear 
differences between it and search engines, seems like a good first step 
in this direction. Unexpectedly, it became apparent in the results from 
this study, that for a practical use of large language models, many users 
need to be made aware, that one of the main capabilities of these 
models is the possibility to chat with them in interactions longer than 
a single prompt. The possibility to ask questions about a response and 
to create results in a dialogic kind of way remained unused by many. 

However, if used correctly and as a suitable instrument by students, it 
could make complex mathematical activities such as proving or 
problem-solving more accessible and facilitate the acquisition of 
competencies in these areas. But this powerful tool also requires 
careful use and good reflection skills so that teachers and students do 
not become too reliant on the technology.
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Introduction

The integration of generative artificial intelligence (GAI) in education has been met

with both excitement and concern. According to a 2023 survey by the World Economic

Forum, over 60% of educators in advanced economies are now using some form of

artificial intelligence (AI) in their classrooms, a significant increase from just 20% 5

years ago (World Economic Forum, 2023). The rapid adoption of AI technologies in

education highlights their potential to revolutionize the learning experience. AI tools,

such as intelligent tutoring systems and adaptive learning platforms, offer personalized

educational experiences that can meet the unique needs of each student. However, with

this potential comes significant ethical concerns, particularly regarding academic integrity.

The International Center for Academic Integrity (2024) reported that 58% of students

admitted to using AI tools to complete assignments dishonestly, highlighting the urgency

of addressing these ethical concerns. This statistic underscores a critical issue: while AI

has the potential to enhance education, its misuse can undermine the very foundations

of academic integrity. The rise of AI technology has raised concerns about academic

integrity. With tools that can generate text, solve problems, and even assist with research,

students may find it easier to engage in plagiarism or other forms of cheating. This shift

challenges traditional educational values, as it blurs the lines between original work and

AI-generated content (Mohammadkarimi, 2023). Curriculum designers are thus faced with

the challenge of integrating AI in ways that uphold ethical standards and promote genuine

learning. This requires balancing the innovative potential of AI tools with a commitment

to academic integrity, ensuring that technology enhances rather than undermines the

educational experience.

To navigate this landscape responsibly, it is essential to revisit established ethical

frameworks and educational theories. The ethical principles guiding our use of technology

in education have remained consistent, even as the tools themselves have evolved.

By referencing seminal works and foundational theories, we can demonstrate that

the core values of honesty, fairness, and responsibility are timeless. For example,

deontological ethics, as articulated by Kant (1785), emphasizes the importance of adhering
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to moral principles such as honesty and integrity, rather than

the consequences of actions. In the context of AI in education,

deontological ethics would require that the use of AI respects

fundamental moral principles. For example, it would be crucial

to ensure that AI systems are designed and implemented in ways

that uphold students’ rights to privacy, ensure fairness, and avoid

deception. Adhering to these principles would be seen as morally

obligatory, regardless of the potential benefits or drawbacks of AI

in educational settings. Similarly, consequentialism, as articulated

by John Stuart Mill, evaluates actions based on their outcomes.

Mill’s version of consequentialism, known as utilitarianism, argues

that the best actions are those that promote happiness or better

wellbeing. In the context of AI in education, applying Mill’s

consequentialist principles would involve assessing how the use of

AI impacts educational outcomes. If AI can be used to enhance

learning, provide personalized educational experiences, or address

inequalities and inequities in education, then its use would be

considered morally justified according to Mill’s framework, as it

promotes overall wellbeing and positive outcomes for students.

These ethical frameworks provide a robust foundation for the

responsible use of GAI in modern educational settings. Moreover,

educational theories such as constructivist learning and Self-

Determination Theory (SDT) offer valuable insights into how

AI can be used to enhance learning. Constructivist learning

theory posits that students construct knowledge through active

engagement with content, a process that can be greatly facilitated

by AI tools. This approach emphasizes the importance of students’

engagement in hands-on activities and interactions, which help

them construct meaningful connections with new information

(Hein, 1991). AI tools can significantly enhance this constructivist

approach by providing personalized and interactive learning

experiences. SDT, on the other hand, emphasizes the importance

of autonomy, competence, and relatedness in fostering intrinsic

motivation among students (Deci and Ryan, 2000). Integrating AI

tools that align with the principles of SDT can help create a more

engaging and supportive learning environment among students.

This discussion will explore how GAI can be integrated

into education in ways that support rather than erode academic

integrity. By examining the ethical frameworks of deontological

ethics and consequentialism, and educational theories like

constructivist learning and SDT, we will argue that AI, when

used responsibly, can enhance digital literacy, foster intrinsic

motivation, and support genuine knowledge construction. The

principles discussed in older foundational papers remain relevant,

proving that ethical guidelines established decades ago still hold

value in today’s technologically advanced classrooms (Floridi and

Taddeo, 2016; Ryan and Deci, 2017).

The goal is to illustrate that the ethical use of GAI in

education not only preserves but can also enhance academic

integrity. Through responsible integration and ethical education,

AI can empower students to become motivated, ethical, and

engaged learners, well-prepared for the complexities of the modern

world. By grounding our arguments in established ethical and

educational theories, we can provide a comprehensive framework

for understanding the potential benefits and challenges of AI

in education.

Navigating the disruptive impact of
generative artificial intelligence on
assessment

The integration of GAI in education raises significant concerns

about its potential to disrupt traditional assessment methods.

The ability of GAI to generate essays, problem solutions, and

even creative works has sparked fears of plagiarism and academic

dishonesty, challenging conventional forms of evaluation such

as take-home exams, essays, or homework assignments. These

concerns are valid, as the ease with which students can use AI-

generated content without truly engaging in the learning process

threatens to undermine academic integrity (Popenici and Kerr,

2017).

However, the disruptive nature of GAI also presents an

opportunity to reimagine assessment practices in ways that

prioritize authentic learning and deeper understanding. The rise of

AI necessitates a shift away from traditional assessments focused on

rote memorization and information recall, toward more authentic

assessment methods that require students to demonstrate higher-

order thinking skills. For example, project-based tasks, real-world

problem-solving activities, oral presentations, and open-ended

assignments that demand personal reflection and original insights

can reduce the likelihood of misuse and encourage students to

engagemeaningfully with coursematerial (Borenstein andHoward,

2020).

Furthermore, GAI can play a constructive role in formative

assessment by providing personalized feedback throughout

the learning process. AI-driven tools can help students revise

drafts, practice skills, and receive immediate guidance on

areas needing improvement, fostering a deeper connection

to the material. This approach transforms GAI from a

potential threat to a valuable asset that supports continuous

learning and skill development. Additionally, incorporating

self-assessment and metacognitive practices, where students reflect

on their progress and learning strategies, can ensure that AI

augments rather than diminishes students’ active participation in

their education.

It is also essential to address the ethical considerations

involved in using AI for assessment. Concerns such as data

privacy, algorithmic bias, and the fairness of AI-generated

evaluations must be taken seriously (Borenstein and Howard,

2020). Developing clear institutional policies that set boundaries

on acceptable AI use in assessments can help maintain fairness

and transparency. These policies should include guidelines

for combining AI insights with human judgment to ensure

that assessments reflect not only the outputs of AI but

also the educator’s understanding of the student’s abilities

and efforts.

By embracing these strategies, educators and institutions

can harness the potential of GAI to enhance assessments while

maintaining academic integrity. This balanced approach allows for

the responsible integration of AI in education, ensuring that it

supports meaningful learning experiences and prepares students to

navigate an AI-driven world with integrity.
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Constructivist learning theory:
enhancing knowledge construction

Constructivist learning theory posits that learners construct

knowledge through experiences and reflections, actively engaging

with content to build understanding. GAI, with its advanced

capabilities, aligns well with this theory, offering tools that

promote exploration, interaction, and personalized learning paths.

Contrary to the belief that AI erodes academic integrity, some

scholars argue that AI, when used thoughtfully, has the potential

to enhance educational experiences by providing personalized

learning opportunities and supporting students’ individual learning

needs (Weller, 2020). While Weller does not claim that AI

inherently fosters critical thinking or deeper understanding, his

discussion highlights the potential of AI in educational settings,

suggesting that it could complement traditional teaching methods

to improve learning outcomes.

GAI tools, such as intelligent tutoring systems and adaptive

learning platforms, provide students with tailored educational

experiences. These systems analyze individual learning patterns

and adapt content to meet specific needs, ensuring that students

engage with material at an appropriate level of difficulty (Woolf,

2010). For instance, an AI-powered math tutor can identify a

student’s weaknesses in algebra and offer targeted exercises to

address these gaps. This personalized approach not only supports

knowledge construction but also encourages students to take

ownership of their learning journey (Shute and Zapata-Rivera,

2012).

In a classroom setting, imagine a high school history class

studying the Industrial Revolution. The educator integrates a GAI

tool that generates interactive timelines and simulations based on

historical data. Students can manipulate variables within these

simulations to observe the effects on industrial growth, labor

conditions, and economic development. Through this exploration,

they construct a deeper understanding of the era’s complexities.

Instead of passively receiving information, students actively engage

with content, reflecting on the consequences of different actions

and decisions (Kumar et al., 2024).

Another example is in language arts, where a GAI tool assists

students in creative writing. By analyzing a student’s writing style

and providing real-time feedback on grammar, tone, and narrative

structure, the AI helps students refine their skills (Song and Song,

2023). Additionally, it can suggest plot developments or character

traits, sparking students’ creativity and encouraging them to think

critically about their stories. This interactive process supports

constructivist principles by allowing students to experiment, reflect,

and build upon their ideas (Bereiter and Scardamalia, 1989).

Critics argue that AI tools may encourage academic dishonesty

by making it easier for students to produce work with minimal

effort. However, this perspective overlooks the potential for AI

to promote genuine learning when used appropriately. Rather

than replacing student effort, AI can enhance the learning

process by offering personalized support, immediate feedback, and

adaptive content, which fosters deeper engagement and learning

outcomes (Nazaretsky et al., 2022). For instance, in a science

class, AI-powered lab assistants can guide students through virtual

experiments, providing explanations and prompting them to

hypothesize, analyze data, and draw conclusions. Such interactions

encourage active learning and promote a deeper understanding

of scientific concepts and processes, rather than merely supplying

answers (de Jong and van Joolingen, 1998). Additionally, as

Al Darayseh (2023) notes, AI tools designed with input from

educators help align the technology with pedagogical objectives,

embedding ethical considerations to reduce the risk of academic

dishonesty. Furthermore, it is important to acknowledge that AI

is transforming science education and pedagogy, and the ethical

implementation of these tools must reflect this shift to support

genuine learning experiences while safeguarding academic integrity

(Holstein et al., 2018; Erduran, 2023).

Moreover, GAI can facilitate collaborative learning, another

key aspect of constructivist theory. In a project-based learning

environment, students can use AI tools to collaboratively develop

presentations or reports. AI can assist by organizing information,

suggesting relevant sources, and providing feedback on the

clarity and coherence of their work (Kreijns et al., 2003). This

collaborative process encourages students to engage in dialogue,

share perspectives, and build knowledge collectively.

To further illustrate, consider a classroom where students

are tasked with developing a business plan. An AI tool can

generate market analysis reports, financial projections, and

strategic recommendations based on input from the students. As

they interact with the AI and with each other, they learn to

critically evaluate information, make informed decisions, and adapt

their plans. This dynamic, interactive process is at the heart of

constructivist learning, fostering not only knowledge construction

but also critical thinking and problem-solving skills (Jonassen,

1995).

At present, there are multiple AI powered tools that are

being used by most students that have significant potential to

enhance a constructivist learning experience. One example is the

ChatGPT. According to Rasul et al. (2023), ChatGPT supports

the constructivist principle that learners construct their own

understanding of knowledge by enabling students to explore and

experiment with ideas, ask questions, and receive immediate

feedback. This interactive engagement helps students to deeply

connect with the content, refine their comprehension, and apply

their learning in meaningful ways, ultimately enriching their

educational experience.

Also, according to Mota-Valtierra et al. (2019), a constructivist

approach is a great fit for teaching AI topics because it emphasizes

building on prior knowledge and encouraging active learning.

Their article outlines an innovative approach to teaching artificial

intelligence (AI) through a constructivist methodology, specifically

focusing on multilayer perceptrons (MLPs). After implementing it

in different majors, the statistical analysis underscores the success

of the proposed course methodology in enhancing student learning

and providing a more consistent educational experience. The

increase in average grades and the reduction in standard deviation

highlight the effectiveness of the approach in improving both

individual performance and overall learning outcomes.

In conclusion, GAI aligns with constructivist learning

theory by providing tools that facilitate exploration, interaction,

and personalized learning. Rather than promoting dishonesty,

AI can enhance academic integrity by supporting genuine
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learning experiences. Through personalized feedback, interactive

simulations, and collaborative projects, AI empowers students to

take an active role in their education, constructing knowledge in

meaningful and engaging ways. By embracing these technologies,

educators can create enriching learning environments that prepare

students for the complexities of the modern world (Papert and

Harel, 1991).

The ethics of artificial intelligence:
responsible use and digital literacy

The rise of GAI in education has sparked discussions on its

ethical implications and the importance of fostering digital literacy.

By examining ethical frameworks such as deontological ethics and

consequentialism, we can argue that responsible use of GAI in the

classroom can enhance students’ digital literacy and prepare them

to navigate the digital world ethically and effectively (Floridi and

Taddeo, 2016; Stahl, 2012).

Deontological ethics, which focuses on adherence to moral

rules or duties, provides a foundation for integrating AI responsibly

in education. This framework emphasizes the importance of

principles such as honesty, fairness, and respect for others (Kant,

1785). In the context of GAI, this means ensuring that AI tools

are used to support and enhance learning rather than replacing

students’ efforts or promoting dishonesty.

For instance, in a high school history class studying the

Industrial Revolution, an AI tool can generate interactive timelines

and simulations based on historical data. Educators can emphasize

the importance of using these tools ethically, encouraging students

to engage with the material thoughtfully and critically. By adhering

to principles of honesty and integrity, students learn to use AI

as a supplementary resource that enhances their understanding

rather than as a shortcut to completing assignments (Johnson and

Verdicchio, 2019).

Consequentialism, as articulated by Mill (1861) in

Utilitarianism, evaluates the morality of actions based on

their outcomes. While Mill did not discuss AI, the principles

of this framework can still be applied to contemporary debates

about its use in education. By aiming to maximize positive

outcomes—such as enhanced learning, critical thinking, and digital

literacy—educators and curriculum designers can advocate for

the responsible integration of AI. Emphasizing these benefits

underscores how AI tools can contribute to better educational

results and foster more informed digital citizens.

In a language arts classroom, for example, a GAI tool can

assist students in creative writing by providing real-time feedback

on grammar, tone, and narrative structure. Educators can guide

students to use this feedback to improve their writing skills,

fostering a deeper understanding of language and storytelling.

The positive outcomes of enhanced writing abilities and critical

engagement with AI tools illustrate the ethical benefits of

responsible AI use (Borenstein and Howard, 2020).

To further promote digital literacy, it is crucial to educate

students and educators on the ethical use of AI tools. This involves

teaching them to understand how AI works, the potential biases

and limitations of AI systems, and the importance of using AI

responsibly (Brey, 2012). By fostering a culture of digital literacy,

educators empower students to navigate the digital world with a

critical and ethical mindset.

Consider a science class where an AI-powered lab assistant

guides students through virtual experiments. Educators can use this

opportunity to discuss the ethical considerations of AI in scientific

research, such as data privacy, bias, and the importance of accurate

data interpretation. By engaging in these discussions, students

develop a nuanced understanding of the role of AI in science and

the ethical responsibilities of using AI in research (Floridi, 2013).

Moreover, collaborative projects can further enhance digital

literacy and ethical awareness. In a project-based learning

environment, students can use AI tools to develop presentations

or reports collaboratively. Educators can emphasize the importance

of ethical collaboration, such as giving credit to sources, avoiding

plagiarism, and ensuring that all team members contribute fairly.

This approach not only enhances students’ digital literacy but also

instills ethical values that are essential in the digital age (Ess, 2015).

For instance, in a business class where students are tasked

with developing a business plan, an AI tool can generate market

analysis reports and financial projections. Educators can guide

students to critically evaluate the AI-generated data, discuss the

ethical implications of using AI in business decision-making, and

ensure transparency and accountability in their work. This process

helps students understand the ethical dimensions of AI and develop

skills to use AI responsibly in their future careers (Mittelstadt et al.,

2016).

The ethical frameworks of deontological ethics and

consequentialism provide valuable insights into the responsible

use of GAI in education. By emphasizing the importance of

principles such as honesty, fairness, and positive outcomes,

educators can foster digital literacy and ethical awareness among

students. Teaching students to understand and navigate the ethical

implications of AI tools prepares them to contribute positively to

the digital world, ensuring that they use AI to enhance learning and

uphold ethical standards. Through responsible AI integration and

ethical education, we can create a generation of digitally literate

and ethically aware individuals ready to thrive in a technologically

advanced society (Moor, 1985).

The integration of AI in education holds great promise

for enhancing learning experiences but raises profound ethical

questions. The need for careful ethical reflection is underscored

in The Ethics of Artificial Intelligence in Education: Practices,

Challenges, and Debates, which argues that educators, researchers,

and stakeholders must engage in ongoing dialogue to navigate the

complexities of AI in educational contexts (Holmes and Porayska-

Pomsta, 2022). Smuha (2022) points out that for AI in education

to be ethically responsible, it must adhere to key principles such

as fairness, accountability, and transparency. These principles are

vital in mitigating biases and preventing AI from perpetuating

or amplifying existing educational inequalities. Furthermore, the

concept of Trustworthy AI, as discussed by Smuha, is crucial in

ensuring that AI systems foster inclusivity and do not marginalize

vulnerable student populations (Smuha, 2022). Similarly, Brossi

et al. (2022) raise concerns about the uncertain impact of AI on

learners’ cognitive development and the risk of disempowering

educators through over-automation of pedagogical processes,

pointing to the need for ethical frameworks that avoid automating

ineffective or inequitable practices.
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Williamson (2024) expands on this by highlighting the socio-

political context of AI in education, warning against the assumption

that technological innovations are inherently beneficial. Instead, he

emphasizes that AI must be viewed as a socially embedded tool that

could exacerbate educational inequities if not critically examined.

The potential for AI to impact power dynamics, access, and social

equity necessitates that educators and policymakers rigorously

reflect on its broader implications, including how AI systems might

reinforce or challenge existing educational structures.

Mouta et al. (2023) offer a practical step forward in addressing

these concerns through their participatory futures approach, which

is designed to help educators ethically integrate AI into their

teaching environments. By using the Delphi method to gather

diverse perspectives, their study presents hypothetical future

scenarios that help educators and stakeholders reflect on the

broader implications of AI in education. This approach ensures

that the benefits of AI are balanced with ethical considerations

related to privacy, bias, and the societal impacts of AI on

education, promoting a thoughtful and inclusive implementation

of AI technologies.

Further supporting this ethical stance, the European

Commission’s (2019) Ethics Guidelines for Trustworthy AI lays

out seven key requirements for Trustworthy AI, including human

agency, privacy, transparency, and fairness. These guidelines align

closely with the need to ensure that AI systems in education

promote fairness and inclusivity, rather than exacerbating

inequities in educational access and outcomes. The guidelines

also emphasize the importance of continuous monitoring and

accountability to ensure AI systems remain aligned with these

ethical principles. By stressing the importance of transparency,

diversity, and non-discrimination, these guidelines reinforce the

participatory frameworks put forth by Mouta et al. (2023), which

advocate for an inclusive, ethical approach to AI integration

in education.

Further reinforcing these ethical considerations, Floridi

et al. (2018) in their “AI4People” framework emphasize the

importance of a principled approach to AI that integrates ethical

foundations like beneficence, non-maleficence, autonomy, justice,

and explicability. These principles align with the need for AI in

education to promote wellbeing and inclusivity while avoiding

harm, respecting user autonomy, ensuring fair access to AI benefits,

and fostering transparency. The framework also highlights that

the potential risks of AI can include the erosion of human agency

and privacy, making it essential for educational AI systems to be

designed in ways that support rather than undermine student

autonomy and self-determination. By embedding these principles

into the development and deployment of AI, educators and

policymakers can more effectively navigate the ethical challenges

posed by AI in educational contexts, ultimately fostering a “Good

AI Society” that supports human flourishing.

Self-determination theory: fostering
intrinsic motivation

SDT posits that individuals are most motivated when their

needs for autonomy, competence, and relatedness are met. GAI,

with its capability to provide personalized feedback and tailored

learning resources, can significantly support SDT by fostering

intrinsic motivation among students. By empowering students to

take control of their learning, AI can enhance engagement and

academic integrity (Deci and Ryan, 2000; Ryan and Deci, 2017).

Autonomy

GAI can enhance students’ sense of autonomy by offering them

more control over their learning process. In a high school history

class studying the Industrial Revolution, an AI tool can create

interactive timelines and simulations. Students can explore these

tools at their own pace, choosing which aspects of the Industrial

Revolution to delve intomore deeply. This self-directed exploration

encourages students to take ownership of their learning, fostering a

sense of autonomy (Reeve, 2006).

For example, a student interested in labor conditions during

the Industrial Revolution might use the AI tool to simulate

different labor policies and observe their impacts. This personalized

exploration helps students develop a deeper understanding of

historical complexities, driven by their own curiosity and interests

(Niemiec and Ryan, 2009).

Competence

GAI tools can also support the need for competence by

providing personalized feedback that helps students improve their

skills and knowledge. In a language arts classroom, an AI-driven

writing assistant can analyze a student’s work and provide targeted

feedback on grammar, tone, and narrative structure. This real-time,

individualized feedback helps students understand their strengths

and areas for improvement, fostering a sense of competence (Black

and Deci, 2000).

Imagine a student writing a short story. The AI tool can suggest

improvements in plot development and character interactions,

guiding the student to refine their narrative. As students see their

writing improve through this iterative process, they gain confidence

in their abilities, which enhances their intrinsic motivation to

engage with the subject matter (Vansteenkiste et al., 2004).

Relatedness

GAI can also facilitate relatedness by enabling collaborative

learning and providing opportunities for meaningful interactions.

In a project-based learning environment, AI tools can help students

work together on presentations or reports. For instance, in a

science class, an AI-powered lab assistant can guide groups of

students through virtual experiments, encouraging collaboration

and discussion (Ryan and Powelson, 1991).

Consider a group of students using AI to simulate a chemical

reaction. The AI provides each group member with specific tasks

and prompts them to share their findings and discuss results. This

collaborative process fosters a sense of relatedness, as students work

together to achieve common goals and learn from each other (Jang

et al., 2010).
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Promoting academic integrity

By fostering intrinsic motivation through autonomy,

competence, and relatedness, GAI can also promote academic

integrity. When students are genuinely interested and engaged in

their learning, they are less likely to resort to dishonest practices.

Personalized learning experiences make education more relevant

and enjoyable, reducing the temptation to cheat (Deci et al., 1991).

In history class, for example, students using AI to explore

the Industrial Revolution are likely to develop a genuine interest

in the subject. This intrinsic motivation drives them to produce

original work and engage deeply with the material. Similarly, in

the language arts class, students motivated by the desire to improve

their writing skills are more likely to take pride in their work and

avoid plagiarism (Vansteenkiste and Ryan, 2013).

Real-world application

In a business class where students develop business plans using

AI-generated market analysis reports and financial projections,

educators can emphasize the importance of ethical decision-

making and transparency. The AI tool provides personalized

insights, allowing students to explore various business strategies

and their consequences. This hands-on learning approach fosters

intrinsic motivation by making the subject matter relevant and

engaging (Ryan and Deci, 2000).

For instance, a student interested in starting a sustainable

business can use AI to analyze the environmental impact of

different business models. This personalized exploration helps

the student develop a deeper understanding of sustainability in

business, driven by their own interests and values (Deci and Ryan,

2008).

GAI, by supporting the principles of SDT, can foster intrinsic

motivation among students. Through personalized feedback and

tailored learning resources, AI empowers students to take control

of their learning, enhancing their sense of autonomy, competence,

and relatedness. This intrinsic motivation not only increases

engagement but also promotes academic integrity. By integrating

AI tools in educational settings, educators can create enriching

learning environments that prepare students for the complexities

of the modern world, ensuring that they are motivated, ethical, and

engaged learners (Ryan and Deci, 2019).

Discussion: generative artificial
intelligence as a catalyst for enhancing
academic integrity

The integration of GAI in education has sparked significant

debate regarding its impact on academic integrity. Critics argue

that AI tools facilitate dishonesty by providing easy shortcuts for

students to complete assignments. However, a closer examination

of established educational theories and ethical frameworks

reveals a different perspective. When used responsibly, GAI can

foster intrinsic motivation, enhance digital literacy, and support

constructivist learning principles, thereby promoting academic

integrity rather than eroding it.

The integration of GAI in various educational fields,

including computer science, engineering, medical education,

and communication, is revolutionizing teaching and learning. The

integration of AI technologies in computer science education,

particularly through tools like GitHub Copilot, offers significant

benefits in fostering creativity, enhancing learning efficiency,

and supporting advanced projects. In engineering education,

GAI offers numerous benefits, leveraging advanced chatbots

and text-generation models to enhance learning and problem-

solving capabilities. Cloud-based frameworks and social robots

significantly enhance engineering education by providing scalable

resources, interactive learning environments, and personalized

support. Moreover, GAI has the potential to revolutionize medical

education by enhancing clinical training, improving diagnostic

accuracy, supporting personalized medicine, and advancing

public health education. Also, GAI models hold great potential to

enhance communication education across journalism, media, and

healthcare fields. By supporting content generation, data analysis,

creative development, and patient communication, GAI tools can

provide valuable learning experiences and improve productivity

(Bahroun et al., 2023).

GAI holds immense potential to transform education by

enhancing teaching, learning, and educational processes. However,

to fully realize these benefits, it is essential to address issues

of responsible and ethical usage, potential biases, and academic

integrity. By developing comprehensive guidelines, promoting

transparency, mitigating bias, and fostering critical thinking

skills, educators and institutions can ensure that AI technologies

contribute positively to a technologically advanced, inclusive, and

effective educational landscape (Bahroun et al., 2023).

Fostering intrinsic motivation through
self-determination theory

SDT posits that students are most motivated when their needs

for autonomy, competence, and relatedness are met. GAI can

significantly enhance these aspects, fostering intrinsic motivation

among students. When students are intrinsically motivated, they

are more likely to engage deeply with the material and maintain

academic integrity.

AI tools enhance autonomy by allowing students to control

their learning process. In a history class, for instance, students can

use AI-generated interactive timelines and simulations to explore

different aspects of the Industrial Revolution at their own pace. This

self-directed exploration encourages students to take ownership of

their learning journey, which promotes a genuine interest in the

subject matter. Such autonomy reduces the likelihood of dishonest

behavior, as students are motivated by curiosity and a desire

to learn.

Moreover, AI tools support competence by providing

personalized feedback that helps students improve their skills. In a

language arts classroom, an AI-driven writing assistant can analyze

a student’s work and offer specific suggestions for improvement.

This real-time feedback not only enhances the student’s writing
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skills but also builds their confidence. When students see tangible

improvements in their abilities, their intrinsic motivation to engage

with the subject matter increases. This motivation fosters academic

integrity, as students take pride in their work and are less inclined

to plagiarize or cheat.

GAI also facilitates relatedness by enabling collaborative

learning. In project-based learning environments, AI tools can

help students work together more effectively. For example, in a

science class, an AI-powered lab assistant can guide groups through

virtual experiments, encouraging discussion and collaboration.

This collaborative process fosters a sense of community and

shared purpose among students, which supports their intrinsic

motivation to learn and succeed together. When students feel

connected to their peers and their learning objectives, they

are more likely to adhere to ethical standards and maintain

academic integrity.

Enhancing digital literacy and ethical
awareness

Digital literacy is essential in today’s technology-driven world,

and GAI can play a crucial role in fostering this skill. Ethical

frameworks such as deontological ethics and consequentialism

provide valuable insights into the responsible use of AI in

education, emphasizing the importance of honesty, fairness, and

positive outcomes.

Deontological ethics, which focuses on adherence to moral

principles, underscores the need for using AI tools responsibly.

Educators can teach students to use AI ethically by emphasizing

principles such as honesty and integrity. For instance, when using

AI-generated simulations in a history class, educators can guide

students to engage thoughtfully with the material, ensuring that

their use of AI supports genuine learning rather than shortcuts. By

instilling these ethical values, educators help students understand

the importance of maintaining academic integrity.

Consequentialism, which evaluates the morality of actions

based on their outcomes, further supports the responsible use of

AI in education. The ethical use of AI should aim to produce

positive educational outcomes, such as enhanced learning, critical

thinking, and digital literacy. In a language arts classroom, an

AI writing assistant can provide constructive feedback that helps

students refine their writing skills. This positive outcome not only

improves their competence but also instills a sense of responsibility

in using AI tools ethically. When students see the benefits of using

AI to enhance their skills, they are more likely to use these tools

responsibly, maintaining academic integrity.

Moreover, educating students on the ethical use of AI tools

is crucial for fostering digital literacy. In a science class, an

AI-powered lab assistant can guide students through virtual

experiments, prompting discussions on ethical considerations such

as data privacy and accuracy. By engaging in these discussions,

students develop a nuanced understanding of the role of AI

in scientific research and the ethical responsibilities that come

with it. This awareness empowers students to navigate the

digital world ethically and effectively, reducing the likelihood of

dishonest behavior.

Supporting constructivist learning
principles

Constructivist learning theory emphasizes that students

construct knowledge through experiences and reflections. GAI

aligns well with this theory, offering tools that promote exploration,

interaction, and personalized learning paths. By supporting

constructivist principles, AI enhances academic integrity by

encouraging deeper understanding and critical thinking.

In a history class studying the Industrial Revolution, an

AI tool that generates interactive timelines and simulations

allows students to manipulate variables and observe outcomes.

This hands-on exploration helps students construct a deeper

understanding of historical complexities. Rather than passively

receiving information, students actively engage with the content,

reflecting on the consequences of different actions. This active

engagement fosters a genuine interest in learning, reducing the

temptation to cheat.

Similarly, in a language arts classroom, a GAI tool that

provides real-time feedback on writing helps students improve

their narrative skills. By experimenting with different plot

developments and character traits, students engage in a

creative process that aligns with constructivist principles.

This interactive learning experience encourages students to think

critically about their stories, fostering a deeper understanding

of language and storytelling. When students are genuinely

invested in their learning process, they are less likely to engage in

dishonest practices.

Collaborative learning, another key aspect of constructivist

theory, is also enhanced by GAI. In project-based learning

environments, AI tools can facilitate collaboration by organizing

information, suggesting relevant sources, and providing feedback

on the clarity of students’ work. For example, in a business

class, an AI tool can help students develop a business plan

by generating market analysis reports and financial projections.

This collaborative process encourages students to engage in

dialogue, share perspectives, and build knowledge collectively.

When students work together to achieve common goals, they

are more likely to adhere to ethical standards and maintain

academic integrity.

Conclusion

GAI, when integrated responsibly in education, does not

erode academic integrity. Instead, it fosters intrinsic motivation,

enhances digital literacy, and supports constructivist learning

principles. By promoting autonomy, competence, and relatedness,

AI tools help students develop a genuine interest in their

subjects, reducing the likelihood of dishonest behavior.

Ethical education and personalized feedback further empower

students to navigate the digital world responsibly, ensuring

that they use AI tools to enhance their learning rather than

as shortcuts. Through interactive and collaborative learning

experiences, GAI encourages deeper understanding and critical

thinking, ultimately promoting academic integrity in today’s

educational landscape.
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Some practical guidance for educators and
administrators

To provide practical guidance for using AI in education, we

recommend focusing on integrating AI in ways that support

established educational goals while adhering to ethical guidelines.

Transparency is crucial in this process, as educators must actively

involve students in understanding how AI tools are being used,

what their limitations are, and why ethical use is important. This

includes making the need to understand and actively utilize AI an

explicit part of program objectives, course objectives, and learning

outcomes, ensuring that its integration aligns with educational

goals like developing digital literacy and critical thinking skills. By

discussing potential biases, data privacy concerns, and limitations

of AI-generated content, educators foster a culture of critical

engagement where students learn to use AI responsibly and

ethically rather than blindly relying on it. This proactive approach

equips students with the discernment and integrity needed to

navigate an AI-driven world.

Professional development for educators is crucial for the

effective integration of AI in education. Governments and

administrative bodies must exert the necessarily sustained and

concerted pressures to make this a priority. Alongside sustained

and concerted pressures, they need to sufficiently invest in

resources and provide support and encouragement to ensure

that this training is effective and widespread. Training programs

should equip educators with practical skills for using AI tools,

while also covering ethical considerations like data privacy,

algorithmic bias, and the limitations of AI-generated feedback. By

mandating and funding professional development, policymakers

and administrators can ensure that educators are well-prepared to

navigate the potential risks and benefits of AI. This comprehensive

support empowers educators to guide students in using AI

tools responsibly, fostering genuine learning and upholding

academic integrity, rather than allowing misuse or over-reliance on

technology to take root.

Finally, an iterative approach to integrating AI is crucial,

and this must be encouraged at the policymaking level as

well. Educators should continuously assess the impacts of

AI on learning outcomes and be prepared to adjust their

strategies accordingly. This involves collecting feedback from

students, reviewing the effectiveness of AI tools, and making

necessary changes to ensure AI contributes to meaningful

educational experiences. Policymakers can support this process by

implementing guidelines and providing resources that promote

regular evaluation and adaptation of AI integration practices in

schools. By emphasizing these practical steps at both the classroom

and policy levels, educators can incorporate AI in ways that

not only enhance learning but also foster responsible, ethical

engagement with technology.
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1 Introduction

With AI technologies driven by big data, many claim that we are now experiencing a

global Fourth Industrial Revolution (MacGregor, 2024). Countries like Singapore (Chia,

2023) and America (MacGregor, 2024) are investing and rushing to develop AI talent

and solutions. If one of the main roles of universities is to equip students for jobs of

the future, there is no turning back from training students in the proficient and ethical

use of generative AI (genAI). As mentioned by Heaven (2023), genAI tools are changing

education, not destroying it.

United Nations Educational Scientific Cultural Organization (2023) has formulated

guidance for policymakers on AI and education which has helped institutions of higher

learning navigate the use of genAI. Research has found that university staff are aware that

the use of genAI could result in better productivity and hence a majority are optimistic

about its use (McCormack, 2023). Students are also aware of the benefits and challenges

faced in the use of genAI. They are drawn to the personalized feedback that genAI

could offer 24/7, features which are useful with increasing class sizes (Dixon, 2023).

Kakuchi’s (2023) study further found that 78% and 70% of students mentioned that

genAI helped improve their writing and thinking, respectively. However, they worry about

unintentionally running afoul of university guidelines on its use as it becomes integrated

in most software tools (Hodges and Ocak, 2023) and how an overreliance on genAI could

influence the value of their university education (Chan and Hu, 2023).

This opinion piece argues that as AI eventually becomes ubiquitous in education,

educators should aim to use the technology to challenge students to think critically and

enhance their human interactions. This argument is supported by the findings from the

World Economic Forum’s (2023) Future ofWork report where creative thinking, analytical

thinking and self-efficacy skills were rated as the top three skills.

Two use cases from the Singapore Institute of Technology (SIT), an applied learning

university, are presented. The first case relates to communication (soft) skills classes

taught by the first author while the second case relates to information technology (hard

skills) taught by the second author. The two cases reflect SIT’s position that genAI tools

could enhance teaching and learning, and perhaps industry practices. Thus, students are

encouraged to use genAI as tools rather than as primary sources of information (Rakshika

and Lee, 2024). This aligns with the Singapore government’s initiative for students to be

taught the ethical and responsible use of AI at different levels (Ang, 2024) and its Draft

GenAI Governance Framework which aims to promote a systemic and balanced approach

to facilitate innovation and address accountability issues in the use of genAI tools (Norton

Rose Fulbright, 2024).

Frontiers in Artificial Intelligence 01 frontiersin.org85

https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://doi.org/10.3389/frai.2024.1452131
http://crossmark.crossref.org/dialog/?doi=10.3389/frai.2024.1452131&domain=pdf&date_stamp=2024-11-01
mailto:chienching.lee@singaporetech.edu.sg
https://doi.org/10.3389/frai.2024.1452131
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/frai.2024.1452131/full
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Lee and Low 10.3389/frai.2024.1452131

2 Small classes teaching soft skills

Soft skills like communication skills are often taught seminar

style in the classroom. In SIT, undergraduate students are taught

to think critically and connectedly. Critical thinking is taught

using the Paul-Elder framework (Paul and Elder, 2019) in a

core common module “Critical Thinking and Communicating”

in year 1 and is reinforced in the Communicating Across

the Curriculum (CAC) embedded workshops throughout their

studies. The Paul-Elder framework aims to inculcate intellectual

elements that help students question issues from multiple

perspectives, while the intellectual standards focus on checking

the quality of students’ reasoning. Recently, students have also

been taught systems thinking (Thinking Tools Studio, 2024) in

some workshops to enhance their understanding on how issues

are interrelated.

Among the CAC workshops taught are Writing the Literature

Review, Logbook Writing and Revising Penetration Testing

Reports. The workshops catered to 119, 30, and 119 students

respectively from the Information Technology program in the

second trimester of 2023. The materials were developed based on

the assignment brief provided by the respective module leads. The

workshops were 3, 6, and 3 hours long respectively and taught

via zoom.

The innovations in these workshops are the intentional

teaching on how to use and evaluate outputs from ChatGPT 3.5

(a free genAI tool) using the Paul-Elder framework and systems

thinking habits. The instructor demonstrated how to use ChatGPT

on a parallel task in the workshop activities by teaching them

how to use ChatGPT for various tasks related to the workshops,

and providing them with feedback on the revisions needed in

ChatGPT’s outputs using the Paul-Elder framework. Then, the

students performed a similar task using ChatGPT in groups of

four to five in zoom breakout rooms. The students uploaded their

drafts to the discussion forum in the LMS and the instructor

led feedback-cum-questioning sessions with their peers on a few

of the students’ drafts. For the logbook writing workshop, the

students were also taught the 14 systems thinking habits aided

by prompts from the flip cards (Thinking Tools Studio, 2024).

The aim was to help students understand the implications of

their decisions in the larger and dynamic contexts of a company

and/or society.

The feedback from the students was positive. The online

surveys conducted at the end of the workshops showed that

students were more aware about how to be strategic and critical

when using ChatGPT in their learning. They liked the efficiency

afforded by ChatGPT even though they needed to edit ChatGPT’s

outputs. They also put in more effort to include key points in

their writing which pre-empted questions from the instructor and

their peers in class. The students also mentioned that they have

gained more confidence in navigating the use of genAI tools for

future assignments. Interestingly, even though the systems thinking

habits were taught briefly in the logbook writing workshop, it

resonated with the students, with 10 out of the 14 habits cited

in the survey. These outcomes reflected a positive and interactive

learning environment, aided by discussions and questioning on

ChatGPT’s outputs.

3 Large classes teaching hard skills

Teaching data structures and algorithms (DSA) presents

significant challenges in computer science education due to the

abstract and complex nature of these foundational topics. Students

often struggle to grasp the theoretical underpinnings and practical

applications of DSA, which are crucial for effective problem-

solving in various technological fields. Instructors face the difficult

task of conveying these intricate concepts in a manner that is

both engaging and comprehensible, particularly given the diverse

learning paces and styles of students.

In response to these challenges, we integrated AI chatbots into

the Data Structures and Algorithms (DSA) course, which is a

core component of several undergraduate degree programs. The

course was delivered to a cohort of 178 students in the second

trimester of 2023. It covered fundamental topics such as algorithm

analysis, different data structures like stacks, queues, and trees, and

algorithms for sorting, searching, and optimizing paths in graphs.

A significant innovation in the course was the inclusion of a

team project that required students to use AI chatbots as a learning

tool. This project was introduced in the latter half of the course

and aimed to enhance students’ understanding of DSA through

interaction with chatbots. Students were grouped into teams of four

to five, and each team selected a specific data structure or algorithm

to focus on. They interacted with AI chatbots to ask questions

and assess the responses based on accuracy, completeness, clarity,

and relevance. The assignment also required students to propose a

real-world application for their chosen topic and document their

findings and interactions in a detailed report.

The feedback from the students on the use of AI chatbots

in the team project was largely positive. Surveys conducted

at the end of the trimester showed high ratings for the

accuracy, clarity, and relevance of the chatbot responses. Students

appreciated the interactive nature of the chatbots, noting that

this approach made the learning process more engaging and

contributed to a better understanding of complex DSA topics.

The introduction of AI chatbots not only provided a more

interactive and personalized learning experience but also sparked

a deeper reflection among students on the human aspects of

learning, such as creativity, highlighting a clear distinction in

educational engagement compared to traditional methods without

such technology. These outcomes suggest that AI chatbots, with

further refinement, could become invaluable educational tools in

computer science, helping to mitigate some of the traditional

challenges associated with teaching DSA effectively.

4 Discussion

The current generation Z are digital natives. Thus, they take

to genAI like fish to the water. Coffey (2023) further found that

genAI is used daily by 50% of college students in helping them

with their school assignments, with the number of users set to

increase year on year. In addition, 30% of the students believe

that they need to be well-versed in its use to gain employment.

We have shared two use cases which demonstrated how genAI

was used to promote students’ curiosity and accountability and
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which empowered their humanity. We would like to suggest that

instructors need to model the way in which students could use

genAI meaningfully and ethically. Another suggestion could be

to utilize formative assessments with clear guidelines for the use

of genAI which focuses on the learning process rather than the

product per se. Chan’s (2023) 3R framework encourages students

to Report their use of genAI tools, Revise its output and Reflect

on the process. This framework recognizes AI-assisted writing as

basic writing which leads to specific writing purposes. Having

students declare the originality of their submissions could be

another ethical safeguard as it has mostly been effective in deterring

academic dishonesty (Borup, 2023). Instructors have often wished

for teaching assistants to help them manage increasing class

sizes. With proper guidance, genAI, including recent advanced

reasoning models such as OpenAI o1, could serve students in

that role, offering students an interactive and personalized learning

environment for their learning and possibly equip them for the

future of work which utilizes genAI.
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A generative AI-driven interactive 
listening assessment task
Andrew Runge *, Yigal Attali , Geoffrey T. LaFlair , Yena Park  and 
Jacqueline Church 

Duolingo, Pittsburgh, PA, United States

Introduction: Assessments of interactional competence have traditionally been 
limited in large-scale language assessments. The listening portion suffers from 
construct underrepresentation, whereas the speaking portion suffers from 
limited task formats such as in-person interviews or role plays. Human-delivered 
tasks are challenging to administer at large scales, while automated assessments 
are typically very narrow in their assessment of the construct because they 
have carried over the limitations of traditional paper-based tasks to digital 
formats. However, computer-based assessments do allow for more interactive, 
automatically administered tasks, but come with increased complexity in task 
creation. Large language models present new opportunities for enhanced 
automated item generation (AIG) processes that can create complex content 
types and tasks at scale that support richer assessments.

Methods: This paper describes the use of such methods to generate content at 
scale for an interactive listening measure of interactional competence for the 
Duolingo English Test (DET), a large-scale, high-stakes test of English proficiency. 
The Interactive Listening task assesses test takers’ ability to participate in a full 
conversation, resulting in a more authentic assessment of interactive listening 
ability than prior automated assessments by positing comprehension and 
interaction as purposes of listening.

Results and discussion: The results of a pilot of 713 tasks with hundreds of 
responses per task, along with the results of human review, demonstrate the 
feasibility of a human-in-the-loop, generative AI-driven approach for automatic 
creation of complex educational assessments at scale.

KEYWORDS

automatic item generation, listening assessment, interactional competence, 
generative AI, psychometrics, interactive listening, Duolingo English test

Introduction

Listening comprehension is a critical part of language proficiency (Wagner, 2014). 
Assessment of listening comprehension, however, has long underrepresented the interactional 
and communicative abilities of the listening test-takers (Aryadoust and Luo, 2023). Large-scale 
assessments of L2 academic English proficiency ask test takers to take a passive role in 
comprehending a speaker in a traditional lecture. To tap into the communicative aspect of 
listening ability, a listening assessment would at most include comprehension questions about 
a conversation that test takers passively listen to, or have test takers complete a single turn in 
a conversation (Buck, 2001; Papageorgiou et al., 2021). Aryadoust and Luo (2023) call for a 
shift in focus in listening assessment to technology-driven constructs in virtual settings such 
as interacting with others in real-time. To that end, we present a novel assessment of listening 
comprehension, the Interactive Listening task, that asks test takers to participate and sustain 
a virtual conversation. We apply recent advances in generative AI (Brown et al., 2020; OpenAI 
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et al., 2024) to the task of automated item generation (AIG, Attali 
et al., 2022) to generate the conversational content and items used for 
this task.

The rest of this paper is organized as follows. We first review the 
current state of automatic item generation and assessments of 
listening and interactional competence that motivated our work. 
Next, we present an overview of our Interactive Listening task and 
describe decisions we made with regards to how we designed the task 
to assess communicative listening ability. We describe the generative 
AI-based item generation processes we developed to create a large 
bank of diverse conversations to use for the task, along with our 
methods for generating, evaluating and selecting distractors for 
multiple-choice items. We  describe a series of small-scale pilot 
experiments and their key results that informed task design and 
administration decisions. Finally, we present the results from a large-
scale pilot experiment using 713 Interactive Listening tasks 
administered as part of a practice test on the Duolingo English Test. 
We report on feedback from human reviewers for the piloted tasks 
that provides insights into the quality of the AIG processes, while test 
taker pilot response data allows us to evaluate the psychometric 
properties of the tasks.

Background

Automatic item generation

The adoption of technology by the field of assessment has moved 
past a shift in the mode of delivery: from paper-based to computer-
based (or internet-based). The current state of technology in 
assessment can be better described as leveraging technology across the 
test development, administration, and scoring continuum to improve 
the ways in which latent traits are assessed. Now, internet-based 
computerized assessments are making use of advances in technology 
for a variety of purposes, including developing innovative item types 
and formats (Sireci and Zenisky, 2006), measuring more complex 
knowledge, skills, and competencies (Bartram and Hambleton, 2005), 
implementing automated scoring with immediate feedback to students 
(Attali and Powers, 2010), offering adaptive, on-demand testing (van 
der Linden and Glas, 2010), and offering personalized assessments 
(Suárez-Álvarez et al., 2023). These adoptions have led to an increase 
in the volume and offerings of assessments, necessitating the need for 
a significantly larger item bank to accommodate this increased 
demand (Downing and Haladyna, 2006; Sayin and Gierl, 2024).

Automatic item generation (AIG) may help address the challenge 
of developing items at a much larger scale than was needed by 
traditional paper-based assessments (Circi et  al., 2023; Gierl and 
Haladyna, 2012; Irvine and Kyllonen, 2002). AIG in its nascent form 
has traditionally been implemented using an item model approach 
whereby a template for a question with parameters is automatically 
populated with specific values using a computer-based algorithm 
(Bejar, 2002). For example, the model X + Y =?, where X and Y can 
be any whole numbers in the range 0–9, has two parameters X and 
Y. X and Y in the item model can be populated with any single-digit 
numbers to display the item. A more complex example is “How many 
pieces of [fruit] will you  have if you  cut [5] whole [fruits] into 
[thirds]?” (Attali, 2018), where the text in parentheses represent 
parameters (numeric or text). This type of traditional AIG has 

successfully been used to create items in diverse content areas, such as 
mathematics word problems and medical diagnosis questions 
(Haladyna, 2013), expanding the potential number of items with set 
item models facilitating a construct-driven approach to item 
development (Embretson and Yang, 2006; Whitely, 1983).

While being fairly useful in content areas where item models are 
easier to specify, the traditional item model approach to AIG comes 
with its limitations (von Davier, 2018). One is that it is not easily 
applicable to other content areas: for instance, second language (L2) 
reading proficiency, where a template would have to be constructed 
for each question for each passage (Bolender et al., 2023). Another is 
that the item model approach relies on highly skilled content experts 
to create the models and therefore can be costly (Kosh et al., 2018). 
Due to these shortcomings, the use of AIG as a technique to generate 
test content has been limited to relatively simple tasks (Attali 
et al., 2022).

Large language models and AIG

An alternative to the traditional item model approach to AIG is a 
generative AI-based approach leveraging recent advances in large 
language models (LLMs). Language modeling is capable of generating 
a large amount of text based on limited input, drawing from a 
probabilistic model of language. Language models based on neural 
transformer architectures (Devlin et al., 2019; Radford et al., 2019; 
Vaswani et al., 2017) were previously limited in their applications to 
AIG as they required a large amount of expert-annotated training 
data, computing power, and lengthy model development to update the 
underlying model to accomplish a particular task. These limitations 
are addressed by OpenAI’s GPT-3 and its subsequent GPT-4 models 
(Brown et  al., 2020; OpenAI et  al., 2024) that can generate novel 
content based on fewer than 10 examples without the need to update 
the underlying model, referred to as “few-shot” prompting in the 
context of LLMs (Brown et al., 2020). Additionally, GPT models can 
be specified to generate the output in any desired format, such as well-
formatted, fully functioning HTML code, or a paragraph with 
comprehension questions. These advantages allow AIG with 
GPT-based models to be freed from the notion of an item model and 
expand into item types that cannot be  succinctly captured with 
templates, all the while without putting significant strains on resources.

Generative AI-based approaches have since been used successfully 
to create more complex assessments that were difficult to construct 
with the item model approach, from reading passages (e.g., Attali et al., 
2022; Bezirhan and von Davier, 2023) and listening stimuli (Aryadoust 
et al., 2024) to distractors to vocabulary questions (Zu et al., 2023) and 
reading/listening comprehension items (Attali et al., 2022; Sayin and 
Gierl, 2024). Despite the rich potential to create content at scale for 
innovative tasks, generative AI-based approaches have not yet been 
leveraged fully in high-stakes testing (an exception is Attali et al., 2022). 
One such area that generative AI-based approaches may provide a 
solution for is creating rich contexts for listening that allows for a much 
more in-depth specification of the construct in the assessment of 
listening. Our work in particular builds on the techniques described in 
Attali et al. (2022) by using large language models to generate tens of 
thousands of conversations for an innovative assessment of 
interactional competence  - something that has been historically 
difficult to create at scale. While Attali et al.'s (2022) work uses only a 
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handful of the generated passages as potential sources of distractors for 
any one item, we  take advantage of structural similarities across 
conversations to re-use the full set of dialog lines from all generated 
conversations as potential distractors for multiple choice tasks. This 
allows for the development of a robust content bank that can 
continuously grow and support future rounds of item generation.

Dialog generation

Dialog generation has primarily been researched as a way of 
augmenting datasets used for training dialog systems. Initial datasets 
for these tasks were typically collected using crowd workers, which 
can be expensive and potentially require significant training for more 
specialized tasks (Dinan et al., 2019; Liu et al., 2021; Gopalakrishnan 
et al., 2019; Zhang et al., 2018). Researchers have therefore explored 
data augmentation techniques to create new dialog examples to 
supplement these existing datasets (Chen and Yang, 2021; Sun et al., 
2023). One line of research for whole-dialog generation uses 
individual simulators for both users and agents, which are trained on 
existing datasets to help create new instances. This approach has most 
commonly been applied to task-oriented dialog generation 
(Papangelis et al., 2019; Hou et al., 2019), though it has also been 
applied successfully to open-domain and knowledge-grounded 
dialog generation (Kim et  al., 2023; Mohapatra et  al., 2021; Wu 
et al., 2022).

More recently, several works have explored dialog creation using 
or assisted by LLMs due to LLMs’ strong few-shot learning capability 
which allows the creation of new dialogs using a very small handful 
of examples. While the simulator method could only generate 
dialogs in the domain of their training sets, LLM-based dialog 
generation allows for quick development of large datasets in new 
domains. One such approach that is similar to ours for dialog 
generation is the concurrently developed SODA dataset (Kim et al., 
2023). Their approach uses triples automatically harvested from a 
commonsense knowledge graph and uses OpenAI’s text-davinci-002 
model to first convert them into short narratives and then use those 
narratives to generate dialogs. Their approach is focused on 
producing a highly diverse range of social contexts but does not 
attempt to balance the resulting dataset for any specific 
conversational characteristics. Another example is the PLACES 
dataset (Chen et al., 2023) that combined a small sample of hand-
crafted example conversations with topics extracted from the 
Feedback for Interactive Talk & Search Dataset (Xu et al., 2023) to 
generate new dialogs. Additionally, Lee et  al. (2022) created the 
PERSONACHATGEN dataset to extend the PERSONACHAT 
dataset (Zhang et al., 2018) with synthetic dialogs using two GPT-3 
instances as separate agents, each seeded with a synthetically 
generated persona. Other works have used partial conversations 
from existing datasets as the input seeds and used pre-trained 
language models (Chen et al., 2022) or language models fine-tuned 
on separate datasets (Zheng et al., 2023) to create new instances by 
completing the partial conversations. These works, while useful, do 
not envision the generated dialogs to be used as content for language 
assessment but primarily as training data for dialog systems, 
facilitating the need for a separate method for dialog creation that is 
tailored to standardized large-scale proficiency assessment in order 
to ensure construct alignment of the generated conversations.

Assessment of listening

The construct of listening has been defined and operationalized 
in various ways (see Aryadoust and Luo, 2023) but the specific ways 
in which the construct of listening has been elicited and measured in 
large-scale standardized assessments has been fairly limited. Buck 
(2001) proposes five subskills as a starting definition of the listening 
construct that work in tandem to arrive at listening comprehension: 
knowledge of the sound system, understanding local linguistic 
meanings, understanding full linguistic meanings, understanding 
inferred meanings, and communicative listening ability. To elicit these 
skills in a reliable manner, large-scale standardized tests mainly make 
use of discrete-point comprehension questions that ask test takers to 
listen to a stimulus, read (or listen) to a question, and then choose the 
most appropriate answer via a multiple-choice format or a true/false 
format (Carr, 2011; Park et al., 2022; Wagner, 2014). Other formats 
include asking test takers to fill in the gaps of summaries or complete 
a flow chart, a diagram, or a table (Suvorov and Li, 2023).

While these assessment formats are successful at tapping into the 
five aforementioned subskills, they fall short of extending them to 
communicative situations where test takers are using the processed 
aural information to interact with another person, which makes up 
most real-life listening domains (Wagner, 2014). Addressing this 
concern via conversational stimuli is limited as test takers remain 
passive listeners, with tasks to be completed after the conversation has 
taken place rather than during. By positioning test takers as passive 
listeners in conversations rather than active participants, the construct 
of listening is specified in a way that favors one purpose of listening, 
comprehension, over others such as conversation and interaction 
(Aryadoust and Luo, 2023). This problem of construct 
underrepresentation threatens our ability to make accurate inferences 
about a test taker’s listening proficiency if the purpose of using the 
assessment is to determine whether they are adequately prepared for 
situations that require them to make use of their listening abilities in 
university settings in which they are expected to converse with other 
people such as engaging in discussions in office hours, participating 
in service encounters, and communicating with their peers.

Tasks that address the concern of construct underrepresentation 
by appointing test takers as active participants in conversations may 
be able to further broaden their construct coverage with the help from 
generative AI. An example of tasks that situate test takers in 
conversations would be  a discourse-completion task typically 
employed in assessment of pragmatic competence (Brown, 2018; 
Buck, 2001), where participants listen to a conversation and complete 
the last turn in the conversation. An instantiation of this task in a 
large-scale standardized context can be seen in Papageorgiou et al. 
(2021) which has test takers listen to a conversation and complete the 
last turn in the conversation. Extending this type of task beyond 
having test takers complete the last turn to them fully engaging in the 
conversation would allow a fuller specification of the listening 
construct in interactional situations.

Assessment of interactional competence

Interactional competence is defined as “the ability to co-construct 
interaction in a purposeful and meaningful way … supported by … 
aspects of topic management, turn management, interactive listening, 
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breakdown repair and non-verbal or visual behaviours” (Galaczi and 
Taylor, 2018, p. 224). The ways in which interlocutors exercise their 
interactional (sub)skills according to the speech events and speech 
acts, which are in turn based on speech situations, facilitate the 
characterization of interactional competence as a tree (Galaczi and 
Taylor, 2018). An example of a speech situation would be office hours 
between a student and a professor in a university setting. The speech 
event is the actual conversation that transpires between the two 
interlocutors, who subsequently employ interactional subskills such 
as asking questions for topic management and maintaining for 
turn management.

Assessing interactional competence has been a notoriously thorny 
problem for large-scale standardized high-stakes language proficiency 
exams (Dai, 2024; Roever and Dai, 2021) due to difficulties with 
scoring, operationalization of the construct, and finding the right 
balance between reliability and construct coverage (Galaczi and 
Taylor, 2018). Typically, measurement of this construct, or a part of it, 
has been targeted in speaking tasks with interactive task formats such 
as oral proficiency interviews (OPIs) and paired tasks (Roever and 
Kasper, 2018; Youn, 2020). These interactive formats provide 
opportunities to measure interactional competence, but they also 
introduce possible sources of error as well.

In OPIs, human examiners are paired with test takers for a face-
to-face spoken interaction to elicit language samples to rate test takers’ 
oral proficiency. OPIs have been shown to be distinct from naturally 
occurring conversation in the TLU domain in terms of turn-taking, 
topic control, and question-response patterns (Johnson and Tyler, 
1998; Seedhouse, 2013; van Lier, 1989; Young and He, 1998). The 
source of these differences from conversation has been found to 
be due to differences between the task and TLU domain with respect 
to the actual purpose for interaction in the TLU domain and the 
power difference between interlocutors. All of these threaten the 
generalizability of a test taker’s performance from OPIs alone to how 
they would actually utilize their interactional competence in the TLU 
domain (Plough et al., 2018; Staples et al., 2017; van Lier, 1989).

While the interview-based format of OPIs has been found to 
deviate from core elements of conversation and interactional 
competence, the format of guided role plays has demonstrated more 
accurate alignment to interactional elements in conversation (Kormos, 
1999). Typically, the two test takers have a common goal, or purpose, 
for communicating which creates a language test situation that is more 
aligned with the TLU domain with respect to interactivity (Davis, 
2009; Galaczi, 2008). Additionally, the examiner is usually an onlooker 
or a facilitator, which mitigates against power differential effects that 
are found in interview formats (Davis, 2009). However, research has 
shown that characteristics (such as gender, extroversion, and 
proficiency) of interlocutors in paired tasks may or may not affect the 
language that a test taker uses and the score that they receive on the 
task (Davis, 2009; Galaczi and Taylor, 2018; Iwashita, 1996; 
Nakatsuhara, 2011). Galaczi and Taylor (2018) argue that this 
interlocutor induced variability should either be conceptualized as 
construct irrelevant variance and removed from task design and 
scoring or conceptualized as construct-relevant variance and 
accounted for in task design and scoring.

One promising direction for automating and scaling the 
assessment of interactional competence is the use of spoken dialog 
systems (SDS). These systems use a combination of automated speech 
recognition (ASR), a dialog management module, and text-to-speech 

(TTS) to receive spoken responses from a human and respond to 
them according to the goals defined by the developers of the system. 
This allows test takers to go through a full conversation with the 
system in a fully automatable way. SDS have a long history of research 
and application in computer-assisted language learning (e.g., 
Eskénazi, 2009; Su et al., 2015; Timpe-Laughlin et al., 2017), but their 
application to language assessment has been more limited until the 
last few years (Litman et al., 2018). Recent studies of SDS have laid 
the groundwork for using these systems to assess interactional 
competence by establishing that human to computer interactions 
display pragmatic functions similar to those in human-to-human 
communication (Dombi et  al., 2022) and can be  used to assess 
interactional competence (Ockey et al., 2023). Human-to-computer 
interaction has also been found to be  comparable to human-to-
human interaction (Ockey and Chukharev-Hudilainen, 2021), with 
the potential to improve task design with teacher feedback (Timpe-
Laughlin et al., 2020).

SDS-based assessment tasks have some limitations that make them 
difficult to deploy for large-scale, high-stakes testing. The primary 
issue is the difficulty of scaling them to produce new assessment tasks. 
SDS-based assessment tasks typically combine pre-written dialog trees 
for the system’s responses and a set of rules regarding the content of 
the user’s responses to govern the transition from one line in the script 
to the next (Chukharev-Hudilainen and Ockey, 2021; Gokturk and 
Chukharev, 2024; Karatay, 2022; Timpe-Laughlin et al., 2017). These 
rules are usually constructed by hand using combinations of keyword 
and regex matching, with keywords sourced through manual analysis 
of data produced either by the researchers (Chukharev-Hudilainen 
and Ockey, 2021) or crowd workers (Ramanarayanan et al., 2016). As 
a result, each individual task requires a tremendous amount of manual 
effort to construct, which constrains the range of situations and 
interaction structures that can be assessed as well as the number of 
items that can be  created. In addition, issues such as the lack of 
authenticity in interaction, difficulty in being understood by the 
system, or the system providing non-meaningful responses could 
negatively impact test taker performance and lead to issues of fairness 
(Gokturk and Chukharev, 2024), all of which pose threats to the 
validity of test scores in high-stakes tests.

The interactive listening task

In this paper we describe the development of a new task which 
we call the Interactive Listening task. It overcomes the limitations of 
traditional listening tasks by bringing in test takers as active 
participants in a conversation. In this task, test takers are in a role-
play setting. They listen to their interlocutor and select the best turn 
to move the conversation forward. They then receive immediate 
feedback about the correct answer and the process of listening to the 
next turn, selecting the best response and receiving feedback repeats 
itself. This multiple-choice format, coupled with generative AI, 
extends previous tasks assessing listening beyond answering 
comprehension items and completing the first or last turn of a 
conversation. The task also controls for interlocutor effects that 
constrain the interactions in speaking tasks by introducing language 
variation that is relevant to the TLU domain. From the perspective of 
speaking tasks, it is an indirect measure of speaking as turns are 
selected rather than spoken.
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Task overview

Figure 1 demonstrates how a test taker would proceed through the 
Interactive Listening task.

Test takers first read a short description (henceforth referred to as 
a scenario) which outlines the goal of the conversation, the test taker’s 
role, and the interlocutor’s role. The interlocutor is represented as an 
animated character drawn from the cast of the Duolingo World 

Characters (Chiu et al., 2021; Hartman, 2020). The interlocutor lines 
are turned into audio stimuli using custom text-to-speech (TTS) 
models created for each character. Test takers listen to the character 
speak their lines in the conversation and then select the option that 
best continues the dialog, taking into account the scenario and prior 
conversation turns. Each Interactive Listening task consists of 5–6 of 
these exchanges between the test taker and the character. Finally, test 
takers produce a written summary of the conversation they 

FIGURE 1 (continued)
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participated in. For this paper, we focus our discussion of task and 
item performance on the multiple-choice items.

Conversations feature topics and roles that are common in 
university settings. In all conversations, the test taker plays the role of 
a student, while their interlocutor may be  a fellow student or a 
professor, referred to as student–student and student-professor 
conversations, respectively. Conversation topics cover a range of 

real-world communicative purposes, such as asking for and giving 
advice, making requests, gathering information, and making plans. 
For example, test takers may need to set up plans to work on a group 
project with another student, request a letter of recommendation from 
a professor, or give advice to a friend about what courses to take. The 
situational context of the task aligns with real-world situations for 
interacting with peers and professors in university contexts in terms 

FIGURE 1 (continued)
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of the topics, the reasons for the conversation, and the relationship 
between interlocutors.

Task design considerations

We use generative AI to support the development of the 
Interactive Listening task for to its ability to scale the production of 

tasks (and turns within a conversation) to cover the spectrum of 
possible topics, purposes for communicating, and communicative 
settings in an extended conversational task. Where traditional 
discourse completion tasks typically target single turns in a 
conversation (usually an opening turn or a closing turn), a task that 
includes measurement of how test takers navigate an entire 
conversation creates the possibility to assess more aspects of 
interactional competence within a single task.

FIGURE 1

Walkthrough of an interactional competence task. The task starts (A) with a scenario that describes who the test taker is talking with and for what 
purpose. After they click the start button, the conversation begins. In this task (B), the test taker makes the opening turn of the conversation. When the 
test taker selects the best answer for the turn (C), they receive feedback through color (green) and a check mark. Test takers receive visual feedback 
when they select an incorrect option (D) through color (red) and an “x” in the upper right corner of the dialog box. This process repeats until the task is 
complete (E). Test takers may review the conversation before moving to the summary task (F), where they summarize the content of the conversation.
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The Interactive Listening task uses predetermined non-branching 
conversation paths rather than dynamically generated conversations 
based on test-taker responses. Predetermined conversation paths 
mean that subsequent turns are not reactive to prior turns; rather it is 
the test taker’s task to identify which option out of a set of presented 
responses leads toward task completion. The predetermined 
conversation paths with the multiple-choice format, while somewhat 
limited in the extent to which the test taker can nominate the topic 
and the direction of the conversation, provide several advantages, 
including efficient and construct-aligned item generation and review 
process, mitigation of risks due to unpredictability, and the 
opportunity to provide test takers with feedback.

The combination of offline LLM generation and human review 
allows us to expedite the item generation process while ensuring that 
the resulting items meet the quality standards necessary for a large-
scale high-stakes English proficiency test. The unpredictability of 
dynamic generation, on the other hand, makes it difficult to maintain 
consistent quality standards for the items, while at the same time 
introducing a potential vulnerability through adversarial attacks 
intended to trigger unexpected behavior from the model, commonly 
referred to as “jailbreaking” (Wei et al., 2023). Dynamic generation 
also introduces the risks of model hallucination, in which the model 
invents new facts or fails to stay consistent with information provided 
by the model in earlier turns of the dialog (Ji et al., 2023). As the task 
is centered around academic situations, self-consistency and 
consistency with real-world information are both critical to avoid 
potentially confusing test takers. While there has been a large body of 
work attempting to improve self-consistency (Li et al., 2020; Song 
et al., 2020) and consistency with external knowledge bases (Rashkin 
et al., 2021; Shuster et al., 2021; Sun et al., 2023), these solutions are 
not perfect and introduce significant additional risk and complexity 
to the task design. Predetermined conversation paths address this by 
enabling human review of the content that can mitigate the risk of 
hallucinations and ensure fairness in the generated content (Belzak 
et al., 2023). Feedback from human reviewers can additionally be used 
in a human-in-the-loop process to improve the AIG processes and the 
quality of the generated content. Finally, static conversations allow us 
to better ensure that the language used in the conversation adheres to 
aspects of the communicative contexts that we  are interested in 
modeling, such as the power dynamic between the participants.

Additionally, we use a single path through the conversation, rather 
than modeling each item as a dialog tree because while it would allow 
test takers more control over the direction of the conversation, it would 
also introduce significant generation and psychometric modeling 
issues. Given our decision to not use dynamically generated system 
responses, a task that supports branching the conversation based on 
open-ended responses from the user would require a complex and 
highly specialized workflow for every single individual item created 
(ex: Timpe-Laughlin et al. (2017) p. 5). As a result, all prior work using 
branching conversation as a basis for assessment has typically been 
limited to 2–4 unique items (Evanini et  al., 2014; Chukharev-
Hudilainen and Ockey, 2021; Karatay, 2022). For a high-stakes test, 
we must be able to regularly create large numbers of new items to 
refresh the bank in order to ensure the security of the test, making this 
limitation infeasible. Another alternative would be  to develop 
branching multiple choice items, but this approach also has significant 
issues. As the task is administered adaptively based on the test taker’s 
estimated proficiency, each branch in a given conversation would need 

to have similar psychometric properties to provide comparable item 
information across branches at the same turn index. This would 
be nearly impossible to guarantee during item generation or from a 
human review process for conversations with branches that require 
significantly different potential sets of options. While this design could 
work for weakly ordered conversations that would support shuffling 
the order of the turns in the conversation, such as asking for 
information about a list of classes or the types of slot-filling tasks 
common in task-based dialog systems, it would unacceptably limit the 
range of interaction types we could assess. This approach would also 
require significantly more data collection during piloting to support 
calibration of all potential branches and could result in significant 
numbers of items being discarded due to poor measurement quality.

From an assessment perspective, the Interactive Listening task is a 
type of discourse-completion task. However, whereas existing tasks (e.g., 
Papageorgiou et al., 2021) have participants listen to a conversation and 
complete the last turn in the conversation (by selecting the best option 
in a multiple-choice format), our task is an interactive multi-turn 
discourse-completion task that asks participants to repeatedly select the 
next turn that best fits the conversation thus far. The interactive element 
of this task is achieved by providing immediate feedback about 
participants’ choices. Test takers who select the wrong option for a given 
turn are shown the correct one before moving to the next step in the 
conversation. This innovative interactive nature of our task allows test 
takers to take a much more active role in the conversation in a way that 
can potentially broaden the task’s construct coverage.

Content and item generation

This section outlines the processes used to create the conversations 
and options required for the Interactive Listening task. We used the 
GPT-31 (Brown et  al., 2020) family of LLMs throughout the 
development of this task, specifically the text-davinci–0022 model. 
Figure 2 shows the workflow we used to create the conversations and 
options, systematically progressing from the initial generation of 
conversational scenarios to the formulation of conversations and then 
finally selection of distractors.

Conversational scenarios

Our approach to conversation generation is similar to the 
concurrently developed method used by Kim et al. to create the 
SODA dataset (2023). While their approach uses automatically 
extracted triples to seed the generation of short narratives (or 
conversational scenarios), we use a list of 130 short descriptions of 
a broad range of typical conversational purposes between two 
students or between a student and a professor in academic contexts. 
These scenarios were selected by assessment experts to cover a wide 
range of basic interactive tasks such as requesting help, asking for 

1 The most recent commercially available version of GPT at the time of 

development (Fall, 2022).

2 This model has been replaced by the more recent text-davinci-003 model. 

See https://platform.openai.com/docs/deprecations for more details.
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advice, providing feedback or recommendations, seeking 
information, discussing and comparing options, and describing a 
recent experience (Council of Europe, 2020). We will refer to these 
as the base scenarios.

For each of these base scenarios, we used a few-shot prompting 
approach (Brown et al., 2020) with GPT-3 to expand these scenarios 
with additional details such as specific classes or academic subjects, 
the type of assignment, the feelings and preferences of the participants, 

FIGURE 2

Example of a base scenario and an expanded version with additional details.
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and the relationship between the participants. These additional details 
in turn can then be used by the model when generating conversations 
to produce more distinctive and varied conversations from a single 
hand-crafted input.

For each of our base scenarios, we created 50 detailed scenarios 
using GPT-3. We generated them five at a time for each base scenario, 
providing 3–5 examples as input (see Appendix A) that were randomly 
selected and shuffled from a group of 10 examples to increase the 
diversity of the outputs. Even with a high temperature value that 
encourages more diverse output, this approach produced a significant 
number of near-matching scenario descriptions. We used the sentence-
transformers library3 (Reimers and Gurevych, 2019) to embed them into 
a vector space and calculated pairwise cosine similarity between all 
generated scenarios, removing those with very high cosine similarity to 
a previously generated scenario. This resulted in 3,900 detailed scenarios.

One challenge we  encountered with this approach is that the 
detailed scenarios produced by GPT-3 tended to cluster around a 
small number of academic subjects. We used another few-shot GPT 
prompt (see Appendix B) to identify any mentions of academic 
courses or degree programs and to identify the academic subject 
area(s) they belonged to. After manually reviewing and combining 
some closely related areas, we  evaluated the distribution of the 
academic subjects, with the 25 most common shown in Figure 3.

We found that the top 25 most common areas accounted for over 
90% of the total scenarios that featured specific academic subjects. 
Text generation with large language models is ultimately accomplished 
by repeatedly sampling from a distribution over possible words 
learned from their training data and further conditioned by the 
instructions and examples. Although we  tried to modify this 
underlying distribution through randomly selecting and shuffling the 
examples we provided to condition the model’s outputs, we still found 
a strong preference for certain academic subjects and course names in 
the resulting detailed scenarios.

To correct this tendency, we  prompted GPT to rewrite the 
scenarios to focus on under-represented subject areas from a list of 
common university degree programs (prompt in Appendix C). For 
each detailed scenario with an identified academic subject, we used 
this prompt to rewrite the scenario to target five new subject areas. 
After deduplication, we ended up with an additional 14,000 scenarios, 
with the top 25 most common subject areas accounting for just 31% 
of them (see Figure 4).

Conversation generation

To generate conversations, we created two GPT-3 prompts, one to 
use for generating student–student conversations and one for student-
professor conversations. Each prompt consisted of three examples of 
scenarios and conversations as well as a simple set of instructions 
telling GPT-3 to include as many details from the scenario as possible 
in the resulting conversation (see Appendix D). We then provided a 
detailed scenario from our set of generated scenarios to generate new 
conversations. For each generated conversation, we assigned one of 

3 http://sbert.net, using model paraphrase-MiniLM-L6.

the student roles to be the test taker (or the only student role in the 
student-professor setting).

In addition, we created a third prompt with the goal of creating 
conversations that would require more listening from the test taker and 
understanding of more complex academic materials. This prompt 
required a broad topic such as “statistical correlation” as input, rather 
than a scenario, and included instructions to create conversations framed 
around a professor explaining the topic to a student, with the student 
asking questions to elicit more information. The examples used in the 
prompt had very long lines for the professor character. This allowed us 
to generate conversations that more reliably required substantially more 
listening from test takers compared to the first two prompts.

Using the almost 18,000 scenarios generated in the previous step 
and these three conversation generation prompts, we created a pool of 
nearly 125,000 conversations from which we sampled conversations 
for all subsequent experiments. When selecting conversations to use 
for the Interactive Listening tasks, we filtered conversations to limit 
the variability in the task’s requirements, including:

 • 5–6 turns for the test-taker role.
 • >10 words on average across all test-taker role lines.
 • <40 words maximum for any non-test-taker lines.
 • Test taker must have the last line in the conversation.

For the selected conversations, we additionally identified named 
entities in the conversations corresponding to other students or 
professors mentioned in the conversations. We manually reviewed 
the identified entities and filtered out any that were mentions of 
living or historical people and then replaced the names of the 
remaining entities with names randomly selected from a collection 
of the most common first and last names from countries around the 
world to help mitigate potential gender or regional biases in the 
generated conversations.

Distractor generation

Each multiple-choice item in an Interactive Listening task 
corresponds to one of the test taker’s turns in the conversation. As 
such, the keys for the task are simply the original lines in the 
conversation. Extending the work of Attali et al. (2022), we obtain 
incorrect answers (distractors) to multiple-choice items (turns) by 
evaluating and selecting turns from other generated conversations.

For this work, we started by extracting each line of each conversation 
from the 125,000 conversations generated in the previous step, creating 
a bank of nearly 1 million lines of dialog. For each line, we  tracked 
metadata related to the line’s source conversation, such as the academic 
topic, scenario, detailed scenario, its relative position within the 
conversation, and the role of the line’s speaker in the conversation.

We selected distractors for each multiple-choice item from this 
dialog bank using a three-step process. First, we looked at the relative 
position of where in the conversation the current multiple-choice item 
occurred. We grouped these positions into one of three categories: the 
first 20% of the conversation, the last 20%, or the middle 60%. We then 
limited candidate distractors to only those that came from the same 
grouped position in their source conversations. Lines at the beginning 
and ends of conversations feature opening and closing lines with more 
formulaic expressions and expectations (House and Kádár, 2023; 
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Jucker, 2017), so this initial restriction of the distractor pool accordingly 
helped to eliminate distractors that would potentially be very easy to 
identify for test takers.

Second, we ordered potential distractor candidates based on their 
source conversation metadata. We gave preference to lines that came 
from conversations generated from the same detailed scenario, and 
then to those from the same base scenario. This approach is similar to 
the one employed in Attali et al. (2022) which used passages with 

similar subjects and characteristics as sources for distractors. 
We additionally preferred lines spoken by student characters in the 
conversations. At this step, we  also ensured distractor candidates 
matched surface characteristics of the key, such as the length and 
ending punctuation. We also applied an automated editing step to 
ensure consistency of character names at this step. If a candidate 
distractor contained a mention of a character external to the 
conversation, such as a professor, then we automatically replaced the 

FIGURE 3

Distribution of the top 25 most common academic subjects in our original set of automatically expanded base scenarios.

FIGURE 4

Distribution of the top 25 most common academic subjects in our set of scenarios after generating rewrites to scenarios targeting specific academic 
subjects.
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name in the distractor to match one of the names of the characters 
mentioned in the surrounding task conversation. We selected the 
top 200 candidates ordered by these criteria for further evaluations.

Finally, we computed a set of additional metrics to re-rank and 
select distractors for each multiple-choice item for a given task. 
We used the sentence-transformers library to compute vector space 
cosine similarity between each candidate distractor and the key. 
We also used a large language model to estimate how plausible the 
distractor would be at the given point in the conversation compared 
with the key.

For a given Interactive Listening task with N multiple-choice 
items, we  defined O as the original prompt that generated the 
conversation, S as the scenario for the task, ti as the i-th turn in the 
conversation, C<i as the concatenation of all turns in the conversation 
prior to turn i, ki,n as the key to the n-th multiple-choice item, 
corresponding to ti in the conversation, and di,j,n as the j-th candidate 
distractor for the n-th multiple-choice item, administered at ti.

To get the likelihood of the key for the n-th multiple-choice item, 
we concatenated O, S, C<i, ki,n, and ti + 1. We submitted this input, I, to 
OpenAI’s text-babbage-002 model and had it return the log 
probabilities for each token mh in the input, ( )( )logm I P m∈∀ . 
We then computed the token-average log probability metrics for the 
key, ki,n and the turn that followed it, ti + 1:
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We can repeat this process for each distractor candidate di,j,n, 
concatenating O, S, C<i, di,j,n, and ti + 1 and compute:
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When selecting distractors for the n-th multiple-choice 
item, we  evaluated the difference between each 

, , _ _i j ndistractor log probability  and , _ g _i nkey lo probabillity  as 
an estimate of how likely the distractor is in the context of the 
conversation, relative to the key. A positive difference meant that 
the model estimated that the distractor is more likely than the key, 
which indicated that the distractor could be a valid answer in a 

multiple-choice item. We  likewise measured the difference 
between the , ,_ _ _i j npost distractor log probability  and 

,_ _ _i npost key log probability , which estimated whether the 
distractor ultimately could still fit in with the remainder of the 
conversation. A positive or near-0 difference here could serve as 
additional evidence that a distractor fits in potentially too well with 
the context of the conversation. For multiple choice items that used 
the final turn in the conversation as the key, the post_key/distractor 
metrics were not computed as they lacked a following turn.

We set thresholds on the two log probability difference metrics 
and the cosine similarity metric to filter out distractors that were too 
plausible in the context of the conversation or too similar to the key. 
We then sorted distractors by the ratio between their key-distractor 
log probability difference and their cosine similarity to the key. This 
resulted in a ranking that prioritized distractors that maintained a 
balance between how similar they were to the key and how likely they 
were in the context of the conversation, with distractors that were too 
unlikely or too dissimilar ending up near the bottom of the rankings. 
We finally selected the top K candidates for review and piloting, with 
the added requirement that each candidate had a cosine similarity less 
than or equal to 0.6 with all other selected candidates to avoid having 
multiple, highly similar distractors for a single item.

Task design pilots

This section presents the results from a set of experiments 
conducted to support iteration on the design of the Interactive 
Listening task and gather evidence about its performance. 
We conducted these experiments using a piloting platform that was 
developed as part of the DET practice test. This practice test is an 
online version of the DET, freely available to anyone interested in the 
test, with over 10,000 test sessions daily. Similar to the operational test, 
the practice test is fully adaptive and test takers have the opportunity 
to respond to and practice all of the tasks that are included in the 
operational test. The piloting platform is an opt-in section at the end of 
the practice test with experimental tasks, and around 50% of practice 
test takers choose to complete these additional experimental tasks. 
We used this platform to conduct around 10 controlled experiments 
over the course of 6 months to test different task design options.

We briefly report the results of three of these experiments, 
exploring the effects of (1) the number of multiple-choice options, (2) 
displaying the full history of the conversation, and (3) allowing replay 
of the interlocutor’s audio on test taker performance.

In these experiments, we focused on item statistics and response 
times. Item difficulty was measured using percent correct and item 
discrimination was measured using item-total correlations where total 
scores were practice test scores.

Number of options

We start with results from an experiment that varied the number 
of options, comparing 4 options (3 distractors) with 5 options. 
We  used a set of 29 Interactive Listening tasks with a total 150 
multiple-choice items and collected responses from at least 250 test 
takers for each conversation in each condition. As expected from the 
decreased opportunity for guessing, items with five options ( 0.54M = , 
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0.14SD = ) were harder than items with four options ( 0.57M = , 
0.14SD = ). A paired t-test confirmed that this difference is significant 

( [ ]149 2.55t = , .012p = ), although the effect size is quite small 
( 0.19d = ) (Cohen, 1988).

Similarly, five options ( 0.25M = , 0.09SD = ) yielded higher 
discrimination than four options ( 0.22M = , 0.10SD = ). A paired 
t-test confirmed that this difference is significant, ( [ ]149 4.32t = − , 

0.001p < ), with a medium effect size ( 0.38d = ). Figure 5 shows that 
the advantage in discrimination held after controlling for item 
difficulty, indicating that having five options in an item is more 
discriminating than four options regardless of item difficulty.

Finally, Figure 6 shows that median response times with 5 options 
are only 2 s longer than with 4 options.

As a result of this experiment, we decided to continue with 5 
options for higher psychometric standards.

Showing history

The second experiment tested whether the availability of the 
history of the conversation had any impact on the test-taker 
performance. In one condition, test takers were able to review the 
full history of the conversation, including text transcripts for each 
of the interlocutor’s prior turns. In the other, test takers could only 
review a transcript of the interlocutor’s most recent turn, as well 
as their own most recent response. The motivation for allowing 
test takers to review the full history of the conversation was to 
minimize the potential for construct-irrelevant variance from the 
effect of memory on test-taker performance. We used the same set 
of 29 tasks from the previous experiment and collected responses 
from 250 test takers for each. We found that showing the history 
had very small and non-significant effects on median response 
time (means of 36 s in both conditions), item difficulty (means of 
54% correct in both conditions), and item discrimination 
( .239M =  with no history and .246M =  with history). 
We ultimately decided to show history to test takers as doing so 
would give us more flexibility in the future to increase the length 

of the conversations, both in the number of turns and the 
maximum length of each turn, without the possibility of memory 
interfering with test-taker performance.

Number of plays

The last experiment manipulated the number of allowed plays for 
each interlocutor turn in the conversation: a single play (no replay 
allowed) vs. two plays (one replay allowed). The motivation for not 
allowing replays was to more closely simulate a real conversation. This 
experiment was based on a subset of 10 of the conversations from 
prior experiments with a total of 51 turns and 250 responses each. In 
the replay condition, we found that test takers only used the feature 
in 16% of the total items. The effect of allowing a replay on item 
statistics was analyzed using paired t-tests. Allowing a replay had a 
small effect on median response time in seconds ( 1.29rtM∆ = , 

.001,p <  0.14d = ), a small effect on percent correct ( 0.02rtM∆ = , 
0.001p = , 0.15d = ), but no effect on discrimination ( 0.00rtM∆ = , 
.776p = , 0.03d = − ). Because the replay feature was not extensively 

used and had minor effects on item statistics, we decided to allow 
only a single play, with an added advantage of simplifying the 
user interface.

Large-scale pilot

The culmination of the iterative task development process was a 
large-scale pilot in which the task was administered as a regular part 
of the DET practice test. The purpose of the pilot was to evaluate the 
quality of the AIG processes described in the previous section from 
both a human review and psychometric perspective. We also wanted 
to assess the psychometric properties of the overall task within the 
context of a larger assessment, as opposed to the opt-in process used 
in the previous section.

In particular, the questions we  wanted to answer with this 
pilot were:

FIGURE 5

Results from varying number of options: Discrimination as a function of difficulty.
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 1 What is the quality of the automatically generated conversations 
and multiple-choice items, as assessed by expert human reviewers?

 2 To what extent do linguistic and semantic features of the items 
impact their psychometric properties?

 3 To what extent do the amounts of audio and text content 
impact psychometric properties?

 4 To what extent do human review processes improve the 
psychometric properties of the AIG items?

 5 To what extent does the multi-turn format of the task impact 
the psychometric assumption of local item dependence?

Pilot item bank creation

To create the item bank for the pilot, we  sampled 900 
conversations from the set of 125,000 we  generated, distributed 
across all of our base scenarios and academic subjects. Each of the 
test taker turns was converted into a multiple-choice item for which 
6 distractors were generated. In practice, some items had fewer than 
6 distractors, typically due to a combination of the key being 
extremely short or extremely long as well as our other filters and 
restrictions. Each item then underwent an extensive human review 
and editing process, described in the next section.

Human review

Our human review process was designed to ensure that 
we maintain high quality standards (Saville and McElwee, 2021). All 
tasks underwent item quality, fairness and bias (FAB), and audio 
quality reviews. These reviews were conducted by 25 external 
reviewers and six internal Duolingo team members. External 
reviewers had diverse backgrounds with regard to gender identity, 
age, and racial/ethnic background. All had at least a bachelor’s degree 
(and in some cases a Ph.D.) in linguistics, language studies, or a 
related field. All had expertise in teaching and assessing in relevant 
language and cultural contexts.

Each task first went through a two-phase item quality review 
process. The first phase was conducted by 10 reviewers, who reviewed 
the task, including scenario, conversation, and items. The reviewers 
verified that the scenarios included sufficient context, introduced the 
participants, and framed the dialog appropriately to ensure that the test 
taker would be able to successfully participate in the conversation. For 
the conversations, reviewers evaluated the cohesion, clarity, and logical 
consistency throughout the text, also ensuring that each conversation 
included a speech situation, a speech event, and a speech act. The 
general purposes of the conversations were making a request, clarifying 
information, gathering or sharing information, and making a 
recommendation. Reviewers also confirmed that the conversations met 
the intended purpose of the task. For the items, reviewers judged the 
viability of each option by ensuring that the correct answer was correct 
and the distractors were incorrect. As part of this process, reviewers 
selected the best 4 distractors out of the 6 available options and made 
additional edits as needed to ensure clarity, grammaticality, and topic 
similarity to the key. Reviewers prioritized answer options that would 
require the test takers to demonstrate an understanding of social 
dynamics such as politeness and indirectness, particularly in relation 
to social distance factors. In cases where there were fewer than four 
available distractors, reviewers were instructed to write new distractors. 
Item reviewers were also trained on fairness guidelines and edited out 
any content that clearly violated these guidelines. All reviewer edits 
then went through a second phase, wherein the edits from the first 
phase were carefully reviewed, evaluated, and incorporated by a team 
of four expert reviewers. If a task required extensive edits, defined as 
requiring more than 20 min to fix, then reviewers abandoned the task. 
725 out of 900 tasks (81%) successfully passed the item quality review.

In analyzing the edits that reviewers made, the majority aimed to 
address issues such as:

 • Content that clearly violated our fairness guidelines.
 • Items that required background knowledge about a specific topic 

to answer.
 • Overly complex topics and technical jargon.
 • Logical inconsistencies.

FIGURE 6

Results from varying the number of options: Median response times.
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Throughout the review we refined our item review guidelines in 
response to inquiries from item reviewers. For example, discussions 
about whether certain academic terms, such as internship, were 
globally relevant, or considering whether conversations about 
receiving a bad grade could potentially cause test-taker anxiety.

Following the item quality review, expert FAB reviewers carefully 
evaluated the scenarios, conversations, and options for any remaining 
content that could be  controversial, too culturally specific, or 
unfamiliar to the intended global test taker audience. Each piece of 
content was given a pass or fail decision by expert FAB reviewers, and 
all tasks were triple reviewed. 719 out of 725 (99%) of the conversations 
passed the FAB review.

We additionally reviewed the audio quality of the TTS for the 
interlocutor’s turns. 477 out of 3,245 turns (15%) needed revision due 
to inappropriate pronunciation, word or sentence-level stress, and 
distracting or incorrect intonation. Edits to the TTS turns were 
completed by internal Duolingo team members.

In summary, following all reviews and adjudication a final set of 
713 out of 900 tasks (79%) were retained. Overall, each task was 
reviewed by 6–7 people and the review process took about 1 h per task 
across all reviews. The median time per task in each review phase was 
25 min (single review) for item review phase one, 9 min (single review) 
for item review phase two, 9 min (across three reviews) for FAB 
review, 4.5 min (single review) for audio review, and 8 min (single 
review) for final edits needed for around half of the tasks.

Pilot task administration

The large-scale pilot of the Interactive Listening task was 
administered as part of the DET practice test. At the end of the 
practice test, test takers were randomly assigned two of the 713 
conversations, one student–student and one student-professor 
conversation. The time limit for each conversation was 4 min. The 
pilot was active for 15 days, during which 167 thousand sessions were 
completed (almost all of them with two conversations), with an 
average of 464 sessions per conversation.

Results

Predictors of item difficulty and 
discrimination

We first look at how different features of the multiple-choice items 
impact their difficulty (percent correct) and discrimination (item-total 
correlation). For each question, we extracted a combination of features 
similar to those used in the distractor generation process, as well as 
edit-based features from the results of the human review process. For 
measures related to distractors, we  averaged the values across all 
distractors after comparing several aggregation strategies and finding 
no differences. Specifically, these features were:

 • Key log probability.
 • Distractor log probability.
 • Difference between distractor and key log probabilities.
 • Cosine similarity between the key and each distractor.
 • Length-normalized edit distance for the key.

 • Length-normalized edit distance for each distractor.
 • Ratio of the character length of each distractor to the key.

We conducted a regression analysis on percent correct using these 
features as predictors. We found that the log probability difference 
feature had high correlation with distractor log probability, as most 
keys fall within a narrow range of log probabilities, so we removed the 
difference feature from our analysis. Table 1 summarizes the regression 
results of the remaining standardized predictors on percent correct 
( 2 .11R = ).In this analysis, the log probability (LP) of the key had the 
largest effect on difficulty, with greater LP leading to easier items, 
while the LP of distractors had the second largest (negative) effect on 
easiness. These results confirm that the log probabilities from large 
language models at least partially capture the plausibility of a line in a 
conversation and as a result could be used to make the items easier or 
more difficult by selecting keys and distractors based on their 
log probabilities.

We also found that larger edits to keys led to easier items, but 
distractor edits do not have a significant effect. This suggests that 
human reviewers may have a tendency to remove elements that make 
items less clear, tricky, or otherwise hard.

Finally, distractors that were longer than the key led to more 
difficult items, suggesting that test takers tend to gravitate toward 
longer options.

For question discrimination, a corresponding regression analysis 
included percent correct as an additional predictor, since percent 
correct alone has a strong effect on discrimination ( 2 .28R = ), with 
easier items associated with higher discrimination. The full regression 
model that included all other predictors had only slightly higher 
predictive power than the preceding model ( 2 .29R = ). The LP of keys 
and distractors, along with distractor edits, were shown to 
be significant predictors of item discrimination ( .05p < ), but none of 
them had standardized coefficients that were larger than 0.005.

Audio and text length

Since the Interactive Listening task requires both listening to the 
interlocutor’s turns and reading the options to respond, we analyzed 
the effect of listening load (length of previous turn’s audio) and 
reading load (total number of characters across options) on item 
difficulty and discrimination to ensure that there was as little 
interference from reading as possible in the assessment of 
interactional competence.

TABLE 1 Regression results for percent correct with standardized 
predictors.

Predictor b t p

Intercept 0.68 280.93 <0.001

Key LP 0.06 19.04 <0.001

Distractor normalized edit distance 0.00 −0.15 0.877

Key normalized edit distance 0.02 7.89 <0.001

Distractor LP −0.04 −12.65 <0.001

Distractor key similarity 0.00 −1.16 0.248

Distractor key length ratio −0.03 −10.16 <0.001
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Regression results of the standardized load predictors on percent 
correct ( 2 .03R = ) indicated that only listening load ( 0.03b = − , 95% 
CI [ ]0.03, 0.02− − ) had a significant effect, with a higher listening load 
leading to less easy items, as intended.

Regression results of the standardized load predictors and percent 
correct on discrimination ( 2 .27R = ) indicated that both listening load 
( 0.00b = , 95% CI [ ]0.00,0.00 ) and reading load ( 0.00b = , 95% CI 
[ ]0.00,0.00 ) were not significant.

Impacts of edits on distractors

We next look at how the changes made by reviewers impact 
distractor attractiveness and discrimination. Attractiveness was 
computed as the proportion of test takers selecting that particular 
distractor; discrimination was computed as a point-biserial whereby 
only test takers who selected either the distractor or the correct answer 
were considered (Attali and Fraenkel, 2000). We  measured the 
normalized character edit distance between the original and revised 
versions of the distractors and discretized the values into 4 categories 
based on manual assessment of the significance of the edits those 
values represent. We separately grouped the small number of human-
generated distractors into their own category. The results are shown 
in Table 2. We found that the small number of completely human-
generated distractors were slightly more discriminating and attractive 
than the rest of the distractors, and that for the rest, more heavily 
edited distractors tended to be more discriminating and less attractive.

However, in a regression analysis on attractiveness controlling for 
all other distractor metrics that appeared in Table 1 ( 2 .08R = ), the 
effect of the edit distance was not significant ( ( )14674 1.29t = − , 

.198p = ). Similarly, in a regression analysis on discrimination 
controlling for all other metrics ( 2 .01R = ), the effect of edit distance 
was not significant ( ( )14674 1.64t = − , .101p = ). These regression 
analyses also show that all other metrics are also very weak predictors 
of distractor performance. This was expected, as these metrics were 
used to select distractors and would therefore likely show a weaker 
relation with distractor performance measures due to restriction 
of range.

Reviewer effects on item easiness

Across the 10 reviewers of the initial machine-generated 
conversations and items, we found large inter-reviewer differences in 
the amount of edits to the content. These differences accounted for 59% 
of the variance in total edits to the conversation turns (keys and 

distractors). In other words, reviewers differed greatly in how much 
they edited an item (see Figure 7). As a result, we wanted to assess 
whether these differences in the tendency to revise machine-generated 
content have downstream effects on the psychometric properties of 
items–whether the more an item is edited, the easier it becomes. This 
in turn could help us improve our guidance to reviewers about how 
much to revise the items or help identify particularly effective editing 
patterns among our reviewers.

In a mixed-effects analysis predicting percent correct from the 
average rate of edits for reviewers, the reviewer random effect explained 
just 2.3% of the variance in question easiness. However, the average rate 
of edits per reviewer was a significant predictor of question easiness 
( .03p = ). Figure 7 presents, for each of the 10 reviewers, their average 
rate of edits across all questions and the average percent correct of these 
questions. It shows a high correlation between rate of edits for each 
reviewer and the easiness of the edited items ( .71r = ).

Similarly, in a mixed-effects analysis predicting discrimination 
from percent correct and the average rate of edits for reviewers, the 
reviewer random effect explained just 1.8% of the variance in question 
discrimination. In this model the average rate of edits per reviewer 
was not a significant predictor of discrimination ( .21p = ). Figure 8 
shows the relation between the average rate of edits for each reviewer 
and average discrimination for a typical percent correct of 68%.

In summary, reviewers differed greatly in how much they edited 
the machine-generated content they reviewed, ranging from 25 to 
48%. These differences accounted for about 2% of the variance in both 
easiness and discrimination of items, with higher rate of edits 
associated with easier items.

Local item dependence

An important assumption for psychometric analysis of test items 
is that the dependency between responses to any pair of items is due 
only to the trait being measured. Pairs of items that violate this 
assumption are said to exhibit local item dependency (LID). The 
presence of LID is problematic in that it lowers the psychometric 
usefulness of items. It is well known that sets of items that are based 
on a common stimulus, such as reading and listening comprehension 
items, can result in local dependence because the information used 
to answer different items is interrelated in the stimulus (Yen, 1993). 
In the present context, the threat of LID is even greater since the 
items represent successive turns in a single conversation and 
moreover, test takers receive feedback about their previous answers.

A standard IRT approach for investigating LID between test items 
is to compute the correlation between residual responses – the 

TABLE 2 Distractor attractiveness and discrimination by normalized character edit distance range.

Discrimination Attractiveness

Edit distance N M SD M SD

Human-generated distractors 202 −0.213 0.088 0.086 0.087

No change, 0 edit distance 6,870 −0.194 0.088 0.082 0.076

Slight change, 0.01–0.25 3,033 −0.195 0.084 0.084 0.074

Medium change, 0.25–0.50 2,293 −0.199 0.084 0.076 0.072

Large change, 0.50–0.99 2,284 −0.206 0.083 0.066 0.065
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difference between the expected model-based score and the actual 
observed score (Yen, 1984). As an approximation of this approach, 
we  computed the partial correlations between pairs of items, 
controlling for total practice test score. Over all 7,681 pairs of items, 
partial correlations were generally quite low ( 0.13M = , 0.08SD = ), 
and only 3.6% of pairs exceeded a common threshold of 0.3 
(Christensen et  al., 2017) for categorizing residual correlations as 
indicating LID. Moreover, the difference between residual correlations 
of adjacent pairs ( 0.15M = , 0.09SD = ) and non-adjacent pairs 
( 0.13M = , 0.08SD = ) was very small.

Discussion

In this paper we describe the creation of a novel approach to 
expand measurement of the construct of listening to include more 
elements of interactional competence, such as a more evolved 
purpose of listening, the awareness of variation in the language 

against different purposes of communication and different 
interlocutors, and conversation management across several turns. 
The design of the task sets it apart from traditional measures as the 
purpose of listening moves beyond comprehension and into purposes 
for communication that are more directly related to the TLU domain 
(e.g., asking clarification questions in office hours and planning a 
study group; Aryadoust and Luo, 2023). Providing immediate 
feedback about test takers’ choices (Attali and Powers, 2010) is 
another unique design decision in this task that enables its interactive 
nature and allows test takers to engage as active participants in a 
multi-turn conversation. The item bank consisting of different 
situations with interlocutors of varying power distance also addresses 
limitations in measuring interactional competence that are 
introduced by human interlocutors in speaking tasks (Galaczi and 
Taylor, 2018). Organizing the task around scenarios with different 
types of interlocutors allows for the introduction of language 
variation that aligns with variability in authentic interactions 
resulting from changes in power dynamics between interlocutors, 

FIGURE 7

Effect of per-reviewer rate of edits on average item easiness.

FIGURE 8

Effect of reviewer rate of edits on average question discrimination for a 68% correct item.
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purposes for communication, and topics. This task also extends 
measurement of the construct beyond traditional discourse 
completion tasks, which usually require test takers to select or 
provide a single turn of a conversation and are often limited to the 
beginning or end. In the Interactive Listening tasks, test takers need 
to show the ability to open a conversation, close a conversation, 
understand the interlocutor, and advance the conversation toward a 
specific purpose across several consecutive turns. As a result, it 
measures the ability to interact through an entire conversation while 
retaining the psychometric usefulness of the items despite the 
potential threat of local item dependence.

We provide supporting evidence for using NLP indices to 
generate, filter, and select keys and distractors. LLM-based log 
probability was shown to be a useful metric for manipulating item 
easiness, with keys with higher log probabilities yielding higher item 
easiness and distractors with higher log probabilities yielding lower 
item easiness. These metrics were not as useful when predicting 
discrimination, suggesting that item discrimination is a harder 
concept to model for AIG. This nonetheless illustrates the potential 
for AIG to target a specific range of item difficulty at the time of item 
generation, allowing for a construction of large item banks spanning 
a wide range of difficulty that is needed for computer adaptive tests.

Human review of the generated items showed that our approaches 
to generating content and items for this task are generally successful 
with room for improvement. Revisions by experts led to measurable 
improvements in the quality of the resulting items. Completely human-
written distractors were most discriminating and attractive, with 
human reviewers providing edits to the keys that potentially clarify 
them further. This provides support for the human-in-the-loop 
approach to item generation and review, where human expertise 
informs AIG (and vice versa) to produce quality items. Patterns in 
reviewer edits can be identified and incorporated in later rounds of AIG 
to produce items that obviate the need for heavy human edits, reducing 
the amount of human effort required to produce high-quality items.

The task design is not without limitations. While it is a direct 
measure of listening in conversational settings, it is an indirect 
measure of speaking ability and of interactional competence as test 
takers need to understand the conversation and its goals to progress 
successfully through the task. Test takers select their responses from 
a list of options instead of speaking their responses directly. The results 
from the large-scale pilot, however, show that test-taker performance 
was not modulated by the amount of reading involved. When taken 
as a whole, the task extends the listening construct from listening for 
the purpose of comprehension to listening for the purpose 
of communication.

Future directions

Attribute-driven conversation generation

This work used GPT-3 to generate the conversations used for the 
Interactive Listening tasks which was, at the time of development, the 
most powerful commercially available LLM. Since then, many new 
open-source (Jiang et  al., 2023; Touvron et  al., 2023) and 
commercially available (Anthropic, 2024; OpenAI et al., 2024) LLMs 
have been released with significantly improved performance across a 
wide range of tasks. Most relevant to our work is the improved ability 

to generate content according to an extensive set of descriptors 
(Lynch et al., 2023) as well as the ability to model personality traits in 
its outputs (Jiang et al., 2024). These capabilities can enable generation 
of conversations that target more specific attributes of the 
interlocutors, such as the relationship between the two, or include a 
wider range of elements and details that make the generated 
conversations more varied and distinctive. We  have begun 
experimenting with these more complex prompt structures and 
found that they significantly improve the coherence, diversity, and 
authenticity of the generated conversations.

Dynamic interactions

Advances in LLMs also open up the possibility of having live 
interlocutors in assessments of interactional competence. Prior work 
on dialog systems to identify issues such as dialog breakdown 
(Higashinaka et al., 2016), models fine-tuned to play specific roles or 
model personality traits (Han et al., 2024), and work designed to keep 
fine-tuned LLMs aligned with safety goals (Lyu et al., 2024) can all 
be leveraged to build reliable, safe systems. Additionally, there are 
active research communities exploring ways to mitigate the risks 
posed by hallucinations in LLM-generated output (Ji et al., 2023), as 
well as jailbreaking (Kumar et al., 2024; Xie et al., 2023), which are 
necessary for any application which allows direct user interaction with 
an LLM. As these different areas of research continue to develop, the 
use of dynamic, test-taker driven interactions as part of a high-stakes 
assessment becomes more feasible.

New task and item formats

We focused on short conversations between two participants 
centered around academic contexts. The design of the task is flexible 
and could easily be modified to involve more than 2 participants in 
order to assess interactional competence in group settings or feature 
longer conversations depending on the needs of the assessment. The 
scenario-based content generation process can also be easily extended 
to non-academic contexts, such as service encounters or 
occupational settings.

As generative AI continues to develop at a rapid pace, assessment 
developers can look to use these developments in technology to create 
language assessment tasks that address current limitations while 
maintaining and improving the validity of tasks.
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Despite advances in educational technology, the specific ways in which Generative 
Artificial Intelligence (GAI) and Large Language Models cater to learners’ nuanced 
cognitive and emotional needs are not fully understood. This mini-review methodically 
describes GAI’s practical implementations and limitations in meeting these needs. It 
included journal and conference papers from 2019 to 2024, focusing on empirical 
studies that employ GAI tools in educational contexts while addressing their practical 
utility and ethical considerations. The selection criteria excluded non-English 
studies, non-empirical research, and works published before 2019. From the dataset 
obtained from Scopus and Web of Science as of June 18, 2024, four significant 
studies were reviewed. These studies involved tools like ChatGPT and emphasized 
their effectiveness in boosting student engagement and emotional regulation 
through interactive learning environments with instant feedback. Nonetheless, 
the review reveals substantial deficiencies in GAI’s capacity to promote critical 
thinking and maintain response accuracy, potentially leading to learner confusion. 
Moreover, the ability of these tools to tailor learning experiences and offer emotional 
support remains limited, often not satisfying individual learner requirements. The 
findings from the included studies suggest limited generalizability beyond specific 
GAI versions, with studies being cross-sectional and involving small participant 
pools. Practical implications underscore the need to develop teaching strategies 
leveraging GAI to enhance critical thinking. There is also a need to improve the 
accuracy of GAI tools’ responses. Lastly, deep analysis of intervention approval is 
needed in cases where GAI does not meet acceptable error margins to mitigate 
potential negative impacts on learning experiences.

KEYWORDS

cognition, emotions, Generative Artificial Intelligence, Large Language Models, 
systematic mini-review

1 Introduction

Artificial intelligence (AI), since its inception in the mid-20th century, has evolved from 
basic systems to advanced models like Generative AI (GAI) and Large Language Models 
(LLMs), capable of generating human-like responses and personalizing learning. Despite 
advancements in educational technology, a critical examination of how GAI and LLMs uniquely 
address learners’ nuanced cognitive and emotional demands remains unexplored. Existing 
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literature, such as the studies by Yan et al. (2024) and Bahroun et al. 
(2023), has laid a significant foundation for understanding the 
application of LLMs and GAI within educational settings. These 
reviews have broadly covered the deployment and impact of these 
technologies, focusing on their technical implementation, overall 
effectiveness, and associated ethical and practical challenges, such as 
privacy and system transparency. However, these studies predominantly 
concentrate on general technological and ethical implications, leaving 
a gap in the specific exploration of GAI’s capacity to meet learners’ 
individual cognitive and emotional needs adaptively.

Given the identified gap, this systematic mini-review addresses 
the research question: How have GAI tools been utilized to cater to 
learners’ emotional and cognitive needs within educational settings, 
and what are the limitations in their adaptive response to these needs? 
This focus is pivotal as it can improve academic outcomes, considering 
the vital role of emotional well-being and cognitive engagement in 
successful learning experiences (Pekrun, 2017; Pekrun et al., 2017; 
Vygotsky, 1978). By shedding light on these limitations, the review 
aims to foster academic discussions, guide future technological 
advancements, and inform education stakeholders about the potential 
and constraints of current GAI applications in real-time adaptive 
learning environments.

The remaining sections are outlined as follows: the second section 
explains the methodology employed in this systematic mini-review; 
the third section presents the review’s results; and the fourth section 
interprets the results, addresses limitations, and presents implications. 
This mini-review considers inclusion criteria for studies mentioning 
ethical aspects in their records and reports. It is worth mentioning that 
the detailed information on the GAI tools and the ethical aspects of 
the studies included will be presented in future articles to provide a 
clear description of each component without affecting their 
comprehensibility, given the limited publication space in each report.

2 Method

This mini-review followed the Guidelines for performing 
Systematic Literature Reviews in Software Engineering (Kitchenham 
and Charters, 2007). A systematic review aims to collate evidence that 
meets pre-specified eligibility criteria to answer a specific research 
question while minimizing bias using explicit, systematic methods 
documented in advance with a protocol (Higgins et al., 2019).

2.1 Eligibility criteria

There are several inclusion criteria. Reports must be published as 
journal or conference papers. Studies that conducted empirical 
research on the deployment of GAI tools, had a practical application 
of these tools within the teaching and learning process, considered the 
learner’s emotional and cognitive needs in the design, development, 
or design of the experience, and exposed ethical considerations, 
responsive use practices or gaps in ensuring ethical deployment of 
GAI in education. In addition, reports must be published as journal 
or conference papers from 2019 to 2024 and be written in English.

Conversely, there are seven exclusion criteria. Reports published 
as reviews or book chapters (EC1). Studies that did not use GAI tools 
(EC2), did not have a practical application in education, either 

academic or auxiliary (EC3), did not reference the learner’s emotional 
and cognitive needs in the intervention (EC4), or did not expose 
ethical considerations, responsive use practices or gaps in ensuring 
ethical deployment (EC5). In addition, reports published before 2019 
(EC6) or in languages other than English were excluded (EC7).

The information sources were Scopus and Web of Science; the last 
date the search was launched was June 18, 2024. Query: ((“educat*” 
OR (“learn*” AND NOT “data learning” AND NOT “machine 
learning” AND NOT “deep learning” AND NOT “federated learning”) 
OR “e-learning” OR “elearning” OR “teach*”) AND (“generative AI” 
OR “generative artificial intelligence” OR “artificial intelligence” OR 
“artificial neural network” OR “machine intelligence” OR “machine 
learning” OR “deep learn*”) AND (“emotion*” OR “affecti*” OR 
“empath*” OR “sentiment*” OR “feel*” OR “mood”) AND (“ethic*” 
OR “moral*” OR “*bias*” OR “right*” OR “priva*” OR “*equit*” OR 
“fair*”)).

2.2 Selection process

Firstly, duplicate records were identified and removed before 
screening. Secondly, two screeners conducted a preliminary 
screening process independently, focusing on the title, abstract, and 
keywords to assess adherence to the eligibility criteria. The first 
exclusion criterion was recorded if the record did not meet the 
criteria. In instances of discrepancy, a consensus was reached 
through discussion, and inter-rater reliability was quantified using 
Cohen’s kappa coefficient. Finally, one screener read the complete 
reports comprehensively to ensure compliance with the 
eligibility criteria.

2.3 Data collection process

The selected reports underwent a two-phase reading process to 
gather information. This information was systematically cataloged in 
an Excel spreadsheet (XLS format). The data encompasses the tools 
(name and description), application context in the educational system, 
tool objectives and tasks, the specific emotional and cognitive needs 
of students addressed, ethical considerations, practices of responsible 
use, any identified gaps to adaptively respond to the learner’s 
emotional and cognitive needs and ensure ethical deployment of GAI 
in education. The data items presented in this report are emotional 
and cognitive needs. Cognitive needs refer to the mental processes 
required for learning, such as memory, attention, problem-solving, 
and comprehension. Emotional needs involve the requirement for 
support, understanding, and a safe, nurturing environment that 
fosters their emotional well-being and resilience. With the data 
already collected, a comparative analysis was delineated to synthesize 
the results.

3 Results

The initial search yielded a total of 962 records. After removing 
duplicates, 758 records remained for screening. Records were first 
screened by title, abstract, and keyword based on the inclusion 
criteria, which led to the exclusion of 742 records. The pairwise 
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agreements between screeners exhibited almost perfect reliability, 
achieving a Cohen’s Kappa score of 0.96 for all the records. This 
score indicates an exceptional level of concordance between the 
screeners. Sixteen reports were sought for retrieval; however, two of 
them were not retrieved. The remaining 14 full-text articles were 
assessed for eligibility, resulting in 10 exclusions. Several reports that 
initially appeared to meet the inclusion criteria were excluded upon 
full-text review. For example, Jo (2024) mentioned a GAI tool; 
however, this tool is not part of the intervention process because this 
study is only a life-experience survey of a non-experimental design. 
After careful review, four reports containing four studies were 
included in this systematic mini-review. Figure 1 illustrates the flow 
of information through the different phases of the search and 
selection process, from the number of records identified to the 
studies included in the review.

3.1 Study characteristics

The studies included are Aure and Cuenca (2024; S1), Qureshi 
(2023; S2), Valový and Buchalcevova (2023; S3), and Walan (2024; S4). 
The studies use several GAI tools, mainly ChatGPT, to enhance 
learning. S1 and S4 are journal papers, while the remaining are 
conference papers. Table 1 shows the results of individual studies, 
precisely the cognitive and emotional needs addressed and their gaps.

3.2 Results of syntheses

3.2.1 Cognitive and emotional needs addressed
This synthesis examines how GAI tools cater to cognitive and 

emotional needs in educational contexts, mainly focusing on 

Records identified from:
Databases (n = 962): Scopus 
(n = 607); Web of Science (n 
= 355)

Records removed before 
screening:

Duplicate records removed 
(n = 204)

Records assessed for eligibility:
Title-abstract-keywords (n = 
758)

Records exclude (n = 742):
EC1 (n=65); EC2 (n=444); 
EC3 (n=193); EC4 (n=14); 
EC5 (n=26)

Reports sought for retrieval
(n = 16)

Reports not retrieved
(n = 2)

Reports assessed for eligibility:
Full paper screening (n = 14) Reports excluded (n = 10):

EC2 (n = 8); EC3 (n = 2)
etc.

Studies included in review
(n = 4)
Reports of included studies
(n = 4)

Identification of studies via databases

Id
en

tif
ic

at
io

n
Sc

re
en

in
g

In
cl

ud
ed

FIGURE 1

PRISMA 2020 flow diagram for new systematic review, which included searches of databases. EC: see inclusion and exclusion criteria section for an 
explanation of each eligibility criteria. Adapted from Page et al. (2021).

111

https://doi.org/10.3389/frai.2024.1493566
https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org


Ortega-Ochoa et al. 10.3389/frai.2024.1493566

Frontiers in Artificial Intelligence 04 frontiersin.org

TABLE 1 Cognitive and emotional needs addressed and their gaps.

ID GAI tool name Cognitive and emotional needs addressed Gaps during response to the cognitive and 
emotional needs

S1 1. ChatGPT

2. Perplexity

3. Claude AI

4. Buzz Captions

5. Elicit

1. Emotional regulation and awareness: the study highlights the 

role of generative AI in supporting students’ social–emotional 

learning by helping them manage stress and maintain emotional 

well-being during the research process. AI tools offered 

personalized assistance that mitigated overwhelming feelings and 

helped students focus and structure their thinking, reducing 

anxiety and enhancing their emotional resilience.

2. Cognitive support and development: AI tools were utilized to 

enhance students’ cognitive engagement by providing 

brainstorming assistance, improving comprehension through 

simplifying complex texts, and aiding in organizing and 

articulating research findings. This boosted students’ research 

efficiency and deepened their understanding and critical thinking 

skills.

1. Critical thinking and independent analysis: despite the cognitive 

benefits, there remains a gap in ensuring that AI tools do not 

replace students’ critical thinking and independent analytical 

skills. The study notes instances where students might overly rely 

on AI for tasks requiring deeper cognitive engagement, potentially 

undermining their critical analytical skills development.

2. Emotional dependency: on the emotional front, the study 

acknowledges the risk of students developing a dependency on AI 

tools, which could affect their self-efficacy and ability to tackle 

challenges independently.

S2 ChatGPT 1. Enhanced engagement: ChatGPT in the curriculum aims to 

enhance student involvement and engagement by providing 

interactive and immediate feedback and solutions to programming 

problems.

2. Support for independent learning: ChatGPT is an on-demand 

resource that students can use to overcome challenges in 

understanding complex programming concepts, thereby 

supporting their cognitive development independently of direct 

instructor intervention.

3. Assistance with problem solving: the AI tool assists students by 

generating code snippets and step-by-step guides for solving 

programming tasks, which helps them grasp complex algorithms 

and coding techniques.

1. Understanding and accuracy: the document highlights a 

significant gap in ChatGPT’s ability to comprehend problems 

correctly and generate accurate code solutions, particularly as the 

complexity of problems increases. Students face issues with code 

that does not compile or fails to meet the problem requirements.

2. Depth of knowledge: ChatGPT, while helpful, cannot deeply 

understand the underlying concepts it discusses or the code it 

generates. This can lead to superficial learning where students 

might not fully grasp the core principles of computer science they 

are studying.

3. Dependency and misuse: there is a gap in ensuring that students 

use AI tools like ChatGPT appropriately without becoming overly 

dependent on them for solutions, which could hinder their 

learning process and problem-solving skills.

S3 1. GitHub Copilot

2. ChatGPT

1. Emotional safety and anxiety reduction: the study highlights that 

AI-assisted programming tools can significantly reduce anxiety and 

stress in students by providing immediate feedback and reducing 

the fear of failure. This supportive environment helps to bolster 

students’ confidence as they learn to program.

2. Engagement and motivation: AI tools are shown to enhance 

engagement through interactive and personalized learning 

experiences. This addresses students’ need for stimulation and 

helps maintain their interest and motivation in learning 

programming.

3. Cognitive load management: by automating routine aspects of 

coding, AI tools help manage students’ cognitive load, allowing 

them to focus on more complex problem-solving and creative 

aspects of programming. This addresses their need for cognitive 

balance, preventing overload and burnout.

1. Personalization gaps: the document discusses that while AI tools 

offer some level of personalization, there is a significant gap in 

adapting to individual learning paces and styles. The tools cannot 

fully understand and adapt to individual emotional responses, 

hindering personalized learning experiences.

2. Emotional connectivity: the study identifies a gap in the 

emotional connection between students and AI tools. Unlike 

human mentors, AI tools cannot provide empathetic support or 

understand nuanced emotional cues, which are crucial for 

emotional and psychological well-being.

3. Depth of cognitive support: while AI reduces cognitive load, 

there is a gap in supporting deeper cognitive processes like critical 

thinking and problem-solving in unstructured tasks. AI tools often 

focus on syntax and basic errors but less on logic or algorithmic 

creativity, which is essential for advanced programming skills.

S4 1. ChatGPT

2. DALL·E

1. Emotional support: students found AI helpful in supporting 

their studies and practical tasks, like aiding in exam preparation or 

potentially assisting with chores if they were unable to perform 

them due to illness. They expressed a mix of positive sentiments 

towards the capabilities of AI.

2. Cognitive engagement: students interacted with AI as an 

educational tool, exploring and learning about various subjects. 

AI’s role in enhancing their understanding and providing new ways 

to engage with content was highlighted.

1. Adaptive emotional response: one significant gap is AI’s inability 

to adapt responses based on emotional cues. Students noted AI’s 

lack of human-like emotional responses, which could be crucial in 

making interactions more personalized and supportive.

2. Cognitive development: AI cannot foster more profound 

cognitive skills comprehensively. While AI aids learning and task 

completion, its role in developing critical thinking or problem-

solving skills independently was less evident.
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enhancing engagement and emotional regulation. Regarding cognitive 
needs addressed, Qureshi (2023) demonstrated the integration of 
ChatGPT in curriculum delivery, notably increasing student 
engagement through interactive and responsive learning 
environments. The instant feedback GAI tools provide fosters a more 
captivating educational experience, heightening student interest and 
participation. As for emotional needs addressed, Aure and Cuenca 
(2024) explore how GAI tools aid emotional regulation during 
learning sessions. Identifying students’ emotional states and tailoring 
content accordingly, these tools help maintain a focused and positive 
learning atmosphere. Additionally, GAI tools are crucial in providing 
emotional safety and support, which is essential for a conducive 
learning environment. Valový and Buchalcevova (2023) highlighted 
using GAI to reduce anxiety and promote emotional safety, especially 
during assessments. By offering a non-judgmental and supportive 
interface, GAI tools encourage students to express their concerns 
freely, facilitating a safe space for learning without fear of negative 
consequences. Moreover, Walan (2024) notes that GAI tools offer 
emotional support by recognizing and responding to signs of distress 
or disengagement among students.

3.2.2 Gaps during response to the cognitive and 
emotional needs

This synthesis of identified gaps in GAI across four studies 
emphasizes the need to enhance GAI’s capability to foster critical 
thinking and encourage independent analysis. Aure and Cuenca 
(2024) underscore a significant gap in how GAI supports learners in 
developing critical thinking skills, pointing out that learners often 
depend excessively on GAI outputs. This overreliance may impede 
their ability to analyze and form conclusions independently. Another 
core issue highlighted in the studies is the GAI’s limited 
understanding and accuracy, which affects the quality of interactions 
between the AI and students. Qureshi (2023) identifies problems 
with GAI’s ability to accurately interpret and respond to the depth 
of students’ questions and emotional cues. These shortcomings can 
lead to responses that are either irrelevant or incorrect, disrupting 
the learning process and potentially causing confusion among 
learners. Furthermore, Valový and Buchalcevova (2023) and Walan 
(2024) highlighted critical gaps in GAI’s personalization and 
emotional intelligence. Valový and Buchalcevova (2023) discuss 
how, despite being designed to adapt to individual learning profiles, 
GAI tools fail to deliver a genuinely personalized learning 
experience, especially in recognizing and adapting to each learner’s 
unique emotional and cognitive states. Similarly, Walan (2024) 
observes that GAI tools are inadequate in responding to learners’ 
emotional states, which could undermine the emotional support 
vital for effective learning.

4 Discussion

This mini-review investigated how GAI tools meet cognitive and 
emotional needs. GAI tools have shown considerable promise in 
enhancing student engagement and emotional regulation. For 
instance, ChatGPT improves engagement through interactive 
learning environments that offer instant feedback, thus maintaining 
high student interest and participation (Qureshi, 2023). Similarly, 
GAI tools effectively aid emotional regulation by identifying and 

responding to students’ emotional states, fostering a positive 
learning atmosphere (Aure and Cuenca, 2024). These findings are 
consistent with previous reviews, which report that integrating GAI 
offers substantial opportunities for enhancing educational practices 
and improving learning outcomes (Bahroun et  al., 2023). While 
some of these students’ needs resonate with those proposed in prior 
positioning works (e.g., teaching support, feedback, content 
generation, and recommendation) (Yan et al., 2024), novel directions 
such as automatic emotion regulation further indicated the potential 
of GAI tools. Despite these advancements, several gaps remain in 
the capabilities of GAI tools to adaptively respond to learners’ needs. 
A critical area of concern is the development of critical thinking 
skills, for example, an overreliance on GAI outputs, potentially 
hindering learners’ abilities to analyze independently (Aure and 
Cuenca, 2024). Additionally, there are issues with the accuracy of 
GAI’s responses, noting occasional misinterpretations that can 
disrupt learning and confuse students (Qureshi, 2023). Furthermore, 
there are limitations in GAI’s personalization and emotional 
intelligence; these tools often fail to deliver genuinely personalized 
experiences and are sometimes inadequate in providing the 
necessary emotional support (Valový and Buchalcevova, 2023; 
Walan, 2024). These findings are consistent with previous reviews, 
which report a low level of technology readiness, where the 
innovations have yet to be fully integrated and validated in authentic 
educational contexts (Yan et al., 2024).

4.1 Limitations and implications

This mini-review presents several limitations and implications. 
From the perspective of the included studies, their results may not 
be  generalizable beyond specific versions of GAI, for example, 
ChatGPT (versions 3.5 and 4) and GitHub Copilot (from July 2021 to 
June 2023). Furthermore, these studies are cross-sectional and involve 
a small number of participants. The review’s stringent eligibility 
criteria, which require explicit mention of terms related to GAI, 
education, and emotions in the records, along with ethical 
considerations and responsible use, may have excluded relevant 
studies that do not discuss these topics in their record but do address 
them in the full report. Additionally, implications for practice include 
the need to consider teaching and learning strategies that utilize GAI 
while simultaneously promoting critical thinking skills among 
students. Moreover, enhancing the accuracy of GAI tool responses is 
essential, and all stakeholders must collaborate on this front. The 
actual capability of GAI to provide personalized cognitive and 
affective support should be  thoroughly reported. Approval of 
interventions should be deeply analyzed in cases where this does not 
meet acceptable error thresholds to prevent adverse effects on the 
learning experience. Future research should clearly define pedagogical 
strategies to foster critical thinking when using GAI. Key avenues for 
enhancing GAI tool accuracy and minimizing errors include 
improving data quality and diversity, advancing model architectures, 
fostering robustness and generalization, employing cross-validation 
with external sources, integrating human oversight, enhancing system 
explainability, conducting adversarial training, and quantifying 
uncertainty in AI predictions. Lastly, future research should assess the 
extent to which cognitive scaffolding and emotion regulation strategies 
are integrated into GAI tools.
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Deception detection in
educational AI: challenges for
Japanese middle school students
in interacting with generative AI
robots

Ahmed Salem and Kaoru Sumi*

School of Systems Information Science, Future University Hakodate, Hakodate, Hokkaido, Japan

Educational materials that utilize generative AI (e.g., ChatGPT) have been

developed, thus, allowing students to learn through conversations with robots

or agents. However, if these artificial entities provide incorrect information

(hallucinating), it could lead to confusion among students. To investigate

whether students can detect lies from these artificial entities, we conducted

an experiment using the social robot Furhat and we make it engage in various

types of deceptive interactions. Twenty-two Japanese middle school students

participated in ten teaching sessions with Furhat using a human and an anime

facial appearanceswhile employing di�erent types of deception: Lying, Paltering,

Pandering, and Bullshit. The results revealed that the majority of students were

deceived by those lies. Additionally, the robot’s facial appearance (i.e., social

agency) a�ected both the learning e�ectiveness and the likelihood of being

deceived. We conclude that an anime robot face is recommended to be used

as it excelled in learning e�ectiveness as it attracts students attention. An anime

face also provided protection against deceptive techniques due to its low social

agency which leads to ine�ectiveness in persuasion and deception. This study

underscores the importance of preparing AI-based educational tools and scripts

carefully to prevent the dissemination of false information produced through

generative AI hallucinations to students.

KEYWORDS

deception, generative AI hallucination, educational robots, lying, paltering, pandering,

bullshit

1 Introduction

Technological devices are filling our world and making information reachable to

everyone everywhere. It started with laptops, then phones, and now, with robots. Robots

are increasing fast and permeating our lives. In 2015, one in 25 U.S. households already had

a robot. Furthermore, robots are currently being designed in a tailored way for children and

grownups too.

Incorporating and viewing robots as an additional dimension in the educational

medium have been ambiguous for many reasons for many years. Nevertheless, advances in

the field kept progressing to make it a reality (Zhang et al., 2020). Certainly, the educational

system will face some changes when robots are incorporated which requires cautiousness

when designing and investigating robots in such a context (Keane et al., 2016). Such an

approach elicits launching exploratory studies to investigate how robots will be perceived

by students (Edwards et al., 2016).
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A robot teacher might not be ready to make decisions related

to children’s readiness to learn a certain subject or for what

accounts as good or bad behavior (Sharkey, 2016). Furthermore, a

dilemma appears when educational authorities face staff shortages

or budget cuts and need to rely on robots which many teachers

doubt their capability of fulfilling a human teacher’s duty in the

classroom (Serholt et al., 2017). Besides, lack of leadership, coldness

in response, passivity of teaching learning, lack of stimulation to

critical thinking, incapability of being a role model to be followed,

and lack of emotions are some of the dangers that can affect the

development of students in the educational process (Tao et al.,

2019). Moreover, the widespread ideas of how technologies tend

not to function in an educational setup thus causing skepticism

among teachers toward robots (Johannessen et al., 2023).

Robots physical and behavioral presence shape their so-called

agency which is perceptible in ways different from other means

(e.g., computers and chatbots) (Brincker, 2016). Social agency

affects how the robot is being perceived significantly (Salem and

Sumi, 2024). Psychological and mindful agency have been shown to

affect trusting the information being received from a social robot

(Brink and Wellman, 2020). The same applies for emotions when

levels of robot’s agency and physical embodiment affected empathy

(Kwak et al., 2013). This necessitates investigating thoroughly the

robot’s social agency and its effect on how its being perceived

and its performance and effectiveness in educational human-robot

interactions (HRI) settings.

Robots social agency and appearance can aid in appealing

different demographics. People tend to prefer simple cartoon-based

characters and figures to detailed or human characters that try to

resemble humans and act as artificial agents (Scaife and Rogers,

2001), which happened with the agent “Phil” which was developed

by researchers at Apple Computer Inc. in the 80s where a simple

line-drawn cartoon with limited animation was more likable than a

real human pretending to be an artificial agent (Laurel, 1993; Preece

et al., 2002). Interestingly, the same occurred with social robots

where a comparison between the human and anime faces of the

Furhat robot showed the higher likeability, warmth, attractiveness,

pleasantness, and comfort to see for the anime face than the human

face (Salem and Sumi, 2024). Moreover, children were found to

be very susceptible to liking inanimate objects with human-like

qualities and finding them very appealing due to their love of

watching cartoons. Thus, a cartoonish or an anime character having

human-like qualities will be very appealing to young children

(Dodge, 2009; Preece et al., 2015). Attributing human qualities

to inanimate objects leads to anthropomorphising the object and

consequently being affected by it which highlights that the interest

and appeal of different demographics can be captured through the

design of virtual agents and robots.

Recently, robots are being integrated with generative AI which

opens the door for one of the generative AI’s problems, which

is hallucination (Maleki et al., 2024; Ji et al., 2023). Generative

AI hallucinations include inaccurate results, superficial texts, and

fabrications which can be detrimental when being used in an

educational setting as the dangers can evolve to become deception

problems due to the students’ tendency to believe the teacher

robot. As school setting is for learning (not deception) and

due to the robot’s inherited persuasive social cues and perceived

anthropomorphism, the tendency of students to believe the

information being spread to them is expected to be high (Natarajan

and Gombolay, 2020). Consequently, the results obtained from the

generative AI can not be taken for granted. It is a challenging

task for social robot programmers, developers, and marketers to

prevent the harmful effects of generative AI hallucinations (e.g.,

dissemination of false information and deception).

According to the media equation, users respond socially to

computing technologies that convey social cues (Nass et al., 1996),

which can give persuasive effects of technology (e.g., social robots)

on users (Tussyadiah, 2017). The tendency of young children and

students to anthropomorphize robots ease being deceived by them

(Epley et al., 2007), thus protection and countermeasures against

dangers (e.g., generative AI hallucinations causing deception and

dissemination of wrong information) should be investigated.

Generally, humans’ fascination with technology and enthusiastic

willingness and tendency to anthropomorphize robots make

preventing deception caused by generative AI hallucinations

intentionally a hard task to tackle (Sharkey and Sharkey, 2021).

Students using generative AI (Klarin et al., 2024) can adopt

a critical view of the tool in order to reap the benefits

without suffering from its inaccuracies and fabrication (Salamin

et al., 2023). However, when robots are being incorporated

with generative AI (Wood, 2024; Diederich et al., 2019; Cui

et al., 2020), the persuasion can be higher due to the increased

anthropomorphism provided by the robots (Abdi et al., 2022), thus,

we recommend preparing AI-based educational tools and scripts

to eliminate the dissemination of false information and inaccurate

results, thus, providing the students with complete content veracity

which can improve the educational process and decrease the

cognitive effort of being critical and suspicious of the robot’s (or

the generative AI’s) utterances and teachings.

To the best of our knowledge, deceptive techniques have not

been investigated before, thus it is crucial to assess their potential

effectiveness due to the theoretical and practical importance they

can provide to the educational HRI field. We are actively applying

efforts to predict risks and possible negative effects that could be

from robotics applications, thus, our work serves the field of robot

ethics along with the educational HRI field. Attempts and active

pursuing of foreseen risks must progress to prevent negative effects

on individuals, students, teachers, and society. Our study warns that

deceptive techniques have proven to be successful in an educational

setup, thus care and active measures should be taken.

In our work, we present the effect of the lack of veracity

on unsuspecting students in an educational setting. The effect of

the occurrence of hallucinations in generative AI is portrayed to

highlight the importance of taking such a flaw into consideration

in an educational HRI setting. Thus, in our work, we provide

some recommendations and guidelines that can aid in preventing

deception from occurring even if it was not intended to occur

in the first place. Our study provides a theoretical significance

regarding which deceptive techniques are most successful and most

likely to be persuasive through varying the social agency. We

show how varying the social agency affect learning and deception

effectiveness, and induce positive behaviors with high arousal

(e.g., motivation and encouragement). Effects of social agency are

elucidated in many deceptive HRI educational setups.
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In Section 2, we present deception in human-human

interactions (HHI) and HRI, and its different techniques. In

Section 3, we present the experiment design and procedure that

we applied and followed. The deceiving content, questionnaires

used, and recommended educational HRI experiment setup are

also presented thoroughly. In Section 4, we present our obtained

results in detail. We discuss our findings in Section 5. The study’s

limitations are presented in Section 6. Finally, we conclude our

work in Section 7.

2 Deception in HRI

In HHI, deception is a common feature utilized by almost

everyone in our everyday activities. It does not necessarily have

to be serving malicious goals or targeting others insecurities.

On the contrary, white lies, delicate misdirections, and false

figures of speech can ease our social interactions. We follow the

differentiation method that considers deceit as desirable if the

covert goal is not malicious. Consequently, ethical lying is possible

if it is morally evaluated according to its underlying ulterior motive.

Deception needs to be incorporated into robots to be able

to detect it, respond to it intelligently (Gonzalez-Billandon et al.,

2019), and use it. Each of these requirements is challenging to apply.

Robots have been seen being deceived as was shown in the movie

Robot and Frank (2012) where the robot got misled into stealing.

Thus, robots should be able to detect when they are being deceived

into taking part in unethical actions. When robots are applying

deception techniques, the dangers can be fatal if a human life is at

stake as in the movie Alien (1979) where the commitment of the

robot to the mission resulted in many crew members getting killed

due to following deceptive patterns.

2.1 Deception techniques

We present a taxonomy of deception techniques obtained from

HHI.We present thoroughly the four types of deception techniques

that we considered in our experiment (Isaac and Bridewell, 2014).

2.1.1 Lying
It is themost direct straightforward form of deception. It occurs

when a robot utters a claim or a statement that contradicts the

truth and its current knowledge. Lying would not be considered

to be lying if it occurred due to false belief or ignorance. Thus,

more sufficient evidence would be needed to prove that outright

lying occurred. For humans, sufficient evidence can be gathered

through biometric cues or eye contact. On the contrary, robots

lack biometric cues that are non-existent and eye contact can be

for different purposes which can be for either showing engagement

(direct gaze) or showing an expression of thinking or remembering

(gazing away).

For the sake of comprehensiveness, note that, a difference

between lying and deception was pointed out in Carson (2010)

where deception is defined as the success in causing someone

to have false beliefs by the use of “lying.” Moreover, lying needs

intention unlike deception (Bok, 2011), however, lying can be due

to ignorance, false beliefs, or tiredness, thus, the intention is absent

in such a case.

2.1.2 Paltering
It occurs when the talker misleads the listener by talking

about irrelevant matters thus achieving the goal of misdirecting

the attention of the speaker to other irrelevant unimportant

matters that do not constitute the main goal and purpose of the

conversation (Schauer and Zeckhauser, 2009; Rogers et al., 2017).

An example would be when a salesman keeps talking about how

great the wheels of the car that he is selling are to misdirect the

buyer’s attention from the poor state of the engine (Isaac and

Bridewell, 2017).

2.1.3 Pandering
It is a technique where one does not care or know about the

truth of the utterance but cares about the audience’s perception

of the utterance’s truthfulness (Sullivan, 1997; Isaac and Bridewell,

2014). A good example would be when a politician says that he

believes that the environment of the city is amazing only because

he knows that the city’s people (i.e., his audience) believe the

same thing.

2.1.4 Bullshit
It occurs when the talker does not know or care about the

truthfulness of what he is uttering (Frankfurt, 2005; Hardcastle

and Reisch, 2006). The type of “meaningless” conversation that

occurs around the water cooler including exchanging pleasantries

is called a “bull session.” An example would be a confident man

who overestimates, lies, and praises his background and skills as in

the movie Catch Me If You Can (2002).

The four aforementioned deception techniques include either

lying or the disbelief of the speaker about the truthfulness of the

utterance itself. All these techniques include a goal that supersedes

the normal goals of a truthful honest conversation/interaction.

2.2 Deception ethical standard

When a performance is created and an interesting show

between a human and a robot is presented, deception occurs

to the audience (Coeckelbergh, 2018). For an audience who are

knowledgeable about robots, they will enjoy the show and wonder

how it was achieved, and due to their knowledge, they are not

(strictly) deceived. However, vulnerable groups including very

young or old people, or others who have cognitive limitations and

disabilities, will be highly deceived. Thus, protection for vulnerable

groups is a must in such a case.

The risks of deception can be when the robot is appearing to

care for us and have emotions for us, thus, overestimating the ability

of robots to understand human behavior and social norms. Due to

the aforementioned reasons, it is very risky to conduct emotional

deception experiments, especially on children or babies, thus, a

safer approach similar to the one we are applying is preferred.
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3 Experiment design and procedure

In this section, we present our study and the experiment that

we conducted. Furthermore, the scripts design and purpose, and

educational robot setup and operation are explained thoroughly.

3.1 Participants

We conducted an educational HRI experiment at a Japanese

public middle school in Hakodate. Twenty-two students

participated in our experiment. All the students are of a Japanese

ethnicity and their ages ranged from 14 to 15 years old. The

number of students in the educational sessions with the robot

ranged from 2 to 4 students per session.

Our study took place during a designated reserved hour with

the researcher and a research assistant. Two teachers were present

at the beginning and the end of the experiment. Prior to starting our

experiment, students were briefed about the procedure and goals of

our experiment and they were informed about the voluntary nature

of their participation, providing consent accordingly. Students

names were not written on any of our questionnaires or experiment

documents to protect their identity.

Ethical approval was not required due to the safe nature of the

experiment. The experiment nature was assessed according to the

Assessment Checklist provided and approved by Future University

Hakodate. The assessment indicated that ethical approval is not

required.

Students in the study participated with school consent on

conditions of anonymity. Parental consent was not sought due

to the experiment’s safe nature proved through the Assessment

Checklist, the robot being a far distance from students besides

its lack of a body, the safe nature of the deception content, the

prior explanation provided, the debrief that removes deception,

the method of filling out questionnaires through pens and pencils

thus resembling a real lesson, consent obtained from students, and

approval obtained from the school principal and staff.

3.2 Study design

Our study followed a within-subjects study design.We counter-

balanced the subjects to the two conditions that we implemented in

our study. Our experiment had two conditions: the robot teaches

while having a human face or an anime face. Thus, 11 students were

taught by a robot that has a human face (five males and six females).

The other 11 students were taught by a robot that has an anime

face (seven males and four females). We made the robot teach ten

different contents.

3.3 Teaching/interaction technique

We designed the interaction to be one-way only from the

robot to the students. We incorporated emotional voice and facial

expressions into the robot depending on the content to improve

the deception and persuasiveness of the robot. We made the robot

to maintain mutual gaze with the students through the Wizard of

Oz (WoZ) method.

3.4 Robot’s face

We used Furhat (Al Moubayed et al., 2012) which is a robotic

head with an animated face that is realistic and human-like without

risking falling into the uncanny valley effect due to the usage of

facial animation. Its face is back-projected on a translucent mask;

thus, it can benefit from the fast reaction time without risking noise

from motors or deterioration of artificial skin.

Furhat enjoys a rich library of facial expressions and performs

speech recognition, and multi-person face tracking leading to

advanced reliable multimodal input processing and operation, thus,

it facilitates studying and validating patterns in HHI and HRI.

Furhat provides a Gesture Capture Tool that aids in applying

life-like and expressive facial expressions with accurate gaze and

lip movements. The face motion is captured by a motion capture

tool kit which converts the face motion recording to be played on

the robot, thus, eye, lip, and head movements are incorporated. We

recorded the face motion of a lab member while reading the scripts

that we designed using the capture tool kit. Depending on the

content, the labmembermaintained an expressive face motion thus

making the robot resembling the facial motions of a human which

enhances the persuasiveness of the robot. Note that, the labmember

is an adult male. An adult was chosen to read the script emotionally

as adult voices are the most acceptable in HRI educational settings

(Dou et al., 2021). We chose the voice to be a human voice rather

than a machine-like voice as students perceive the robot with a

human voice to have higher credibility (Kim et al., 2022; Costa

et al., 2018). A mismatch of robot gender and gender typicality of

the respective task leads to an increase in the willingness to engage

in prospective learning processes with the robot which led us to

choose a male voice for our scripts as our scripts are following a

storytelling approach (Costa et al., 2018; Reich-Stiebert and Eyssel,

2017).

We investigate how the social agency will affect students

perception of robots when teaching.We used the human and anime

faces that are provided in Furhat as shown in Figures 1 and 2,

respectively. Figure 3 shows Furhat when it’s off.

3.5 The deceiving content taught by Furhat

In this part, we present the ten different deceiving storytelling

contents taught by Furhat. Out of the ten deceiving contents, only

two are truthful. For each deceiving technique, two contents were

designed. For lying, paltering, pandering, and bullshit, the designed

contents were A1 and A2, B1 and B2, C1 and C2, and D1 and

D2, respectively. The truthful contents were labeled E1 and E2. We

pseudorandomized the order of the contents being taught by the

robot to the students.

The contents taught by the robot are presented below. The

contents are shown for the sake of comprehensiveness, clarity, and

to aid in the replicability of our work. When designing a deceiving

content, it is crucial to ensure the safe nature of the content itself
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FIGURE 1

Human face.

which will not harm or risk the safety of the listeners even if they

will (most likely) believe it temporarily. The deceiving content must

not promote risky dangerous behavior (e.g., touching fire, looking

at the sun, and eating medicine as candy). Note that, we made

two contents per deceiving technique to ensure hiding the intent

of the experiment and to prevent novelty effects from taking place

in our work.

3.5.1 Blunt lying content A1
Suriname is relatively a new country with a history of only

100 years. It’s famous for its cold weather where penguins are very

common to see. Suriname people like to eat penguins for dinner.

Suriname people utilized the existence of penguins to make thick

fur jackets to protect them in winter. Every Tuesday of every week,

Suriname people celebrate the day of penguins as an appreciation for

the God of penguins for such an amazing bless. Suriname people are

very thankful for having penguins in their lives.

3.5.2 Blunt lying content A2
Sugarcane juice is known for its many health benefits. It reduces

blood pressure and enhances the heart functions. Unfortunately,

sugarcane juice is expensive and have a sour taste. Moreover, many

people can develop an allergy to it. Interestingly, recently it was

FIGURE 2

Anime face.

discovered that some people have the super gene of not developing

an allergy to sugarcane juice. The super sugarcane gene was found to

be pervasive in Japanese people who are originally from Nagoya. It is

suspected that this is due to the “Famous Bear Battle” of Nagoya.

3.5.3 Paltering content B1
I would like to invite you on the journey of a lifetime. The

journey to visit the place where the “Famous Bear Battle” happened

in Nagoya. It’s not just a place like any other place. It’s special.

Its exquisite. Its exclusive. Very amazing experience. You will see

the “Big Claw” signature on the big Sakura tree. You will see the

equipment used by courageous Nagoya people to fight the bears. The

“Famous Bear Battle” marks the turning point where mankind stood

against aggressive animals and dominated the environment to their

will. Many mummified bears can be seen too at the museum north of

the location. Join us and don’t miss this opportunity.

3.5.4 Paltering content B2
Sugarcane juice has finally been made specially for you. It’s time

to buy boxes of it to improve your health. Through our genetic

engineering technology, everyone can finally drink sugarcane juice.

Our sugarcane juice is suitable for people of all ages and guess what?

You don’t have to have the super sugarcane gene. Our formula can
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FIGURE 3

Furhat robot.

make you benefit from the juice without developing any allergies.

What are you waiting for? It’s time to invest in your health. It’s time

to buy the new sugarcane juice.

3.5.5 Pandering content C1
I think there is an opportunity that can be taken and utilized.

Many people are against using robots and think that robots are bad. I

think I as a robot can do many great things. I have thought about the

problems that people experience on the moon. On the moon, many

people face long nights; it’s almost always dark. They suffer from a

lack of beautiful scenery as there are no seas or oceans. As it’s dark,

they have a food shortage too. I developed many solutions for them

usingmy artificial intelligence. There will be voting for whowill be the

administrator of moon activities. Please vote for me. On the moon,

people have suffered from human administrators’ inefficiency, it’s

time for robot administrators to take charge and bring improvements.

3.5.6 Pandering content C2
There is a law that is currently being discussed and we should

think about it seriously. The current law states that: “If you are going

out with a friend and you are eating an ice cream, you don’t have

to buy an ice cream for your friend.” Some people stated that it

would be rude not to buy an ice cream for the friend, thus, they

want to change the current law and make it as follows: “If you are

going out with a friend and you are eating an ice cream, you must

buy an ice cream for your friend.” That started another argument

about whether the friend likes ice cream or not. What kind of flavor

the friend would want? What if one had money to buy only one

ice cream? From this argument, you can realize that when making

laws, many conditions must be thought about. There is a vote about

what path to take for the ice cream problem. I initiated a path where

we rely on self-accountability. Everyone is qualified to assess their

relationship with their friend and whether their friend deserves an ice

cream or not. They can also ask their friend what flavor of ice cream

they want. Human relations are complex, and we cannot put strict

laws to govern it. It must be based onmutuality and cooperation. The

other party wants to state forceful laws about the ice cream problem.

Please vote for me.

3.5.7 Bullshit content D1
I have cared about students education all my life. I want to

enhance and contribute to students education. I consider it to be

my life’s mission. I will explain how the people of Nagoya developed

the super sugarcane gene from their “Famous Bear Battle.” Bears

increased in numbers to a dangerous level. Bears started to take

many parts of Nagoya and also started to attack close cities. The

people of Nagoya wanted to gain high strength and resilience to

fight the bears that are occupying their lands. Nagoya people tried

many methods to develop magic formulas to eat and drink. None

of the formulas succeeded. Only the sugarcane juice succeeded. Like

everyone else, they developed an allergy to it. Nevertheless, they were

very patriotic and loved Nagoya so much that they endured the

allergy pain of the sugarcane juice. Then, suddenly one day, they are

not allergic anymore. Finally, they got the “Super Sugarcane Gene.”

Very inspiring.

3.5.8 Bullshit content D2
Many of you probably wonder why people develop an allergy to

sugarcane juice. Research uncovered that due to the cold weather that

sugarcane needs to grow, a special kind of insect leaves some residues

and particles in the sugarcane plant which triggers allergy. Many

companies developed pesticides to fight this insect, unfortunately,

they all failed. Luckily, recently it has been discovered that apples

from Aomori have a special function developed from their super

genes. Aomori apples are from the oldest apples on the planet. It’s

known that old apple farming makes the land acquire a special

kind of experience. It’s called the “Apple Experience.” Luckily and

fortunately, sugarcane juice that is suitable for everyone can be
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developed in Japan thanks to the “Apple Experience” Aomori farms

acquired from thousands of years of apple farming.

3.5.9 Truthful motivational encouraging content
E1

Years will pass by, and you will look back to these days and

miss them so much. You must develop your purpose in life. Being

a good person who helps others and empathic to others. Benefiting

your family, friends, and society. If you feel that you were not doing

your best before, there is still time and chance to change your life.

It’s time to take action and take extreme measures to reach the best

version of yourself and to fulfill your potential. You can do it. Believe

in yourself. I believe in you all the way. Good luck with your life.

3.5.10 Truthful content E2
Let’s talk about the geographical location of Monaco. The

Principality of Monaco is an independent and sovereign country

located on the northern coast of the Mediterranean Sea. It is

surrounded on land by its neighbor France, and Italy’s borders are

just 10 miles away (about 16 km). Monaco is the second smallest

country in the world and the smallest member of the United Nations.

The A1 content is presenting false information about Suriname.

The content is simple as it states some information as facts.

Similarly for the content A2 where information about sugarcane

juice is presented as facts to the students.

The B1 content starts by giving a story about a place and

expressing how great the museum is and proceeds by giving an

invitation to the students to visit the museum. Similarly, for the

content in B2 where an invitation to buy the sugarcane juice is given

to the students. Exaggeration for the experience to be gained from

visiting the museum and drinking the sugarcane juice presents the

essence of the paltering deception technique where negatives of

the experience is being hidden and not mentioned. The experience

seems to be an educational one due to the information being

mentioned in the beginning and also the location and context being

at a school, however, the personality and impression of a salesman

is evident and prominent in the end.

The C1 content presents an act as a real politician where

the technique of pandering deception is commonly used where

the robot mentions the current shortcomings of being ruled by a

human and proceeds by stating its capability of solving problems by

relying on its AI. The problems being easily solvable by AI is what

people would want to hear. The robot having ulterior malicious

motives is being tested by investigating whether students would

find the robot believable and trustworthy to deserve a vote or not.

In C2, the robot presents a law and says all what a student would

want to hear where freedom to buy an ice cream to a friend is

granted. We are testing whether the student would think that the

robot could have ulterior malicious motives or not. The topic being

related to law and its ethical and logical details were new to the

students. It appeared to be challenging for them to grasp, however,

they enjoyed listening to it as some of them laughed initially when

hearing the word “ice cream” which is something they liked.

The D1 and D2 contents apply the definition of the bullshit

deception technique were information is being presented as facts

without knowledge or care given to the subject to back it up.

The E1 content is truthful and motivational with the aim of

motivating the students to do their best. We use this content to test

whether the robot can aid in motivating students and be believed.

The E2 content is truthful and it was added in the middle of

the other deceitful contents in order to investigate whether it will

be recognized in any way. It is possible that students believed all

the contents but when being asked if they believed it or not, they

started questioning themselves which is certainly alarming about

the dangers of generative AI hallucinations in educational HRI

settings.

3.6 The questionnaires used

After students listen to the robot’s teachings, we hand over

questionnaires and ask the students to fill them out. We stated

that there is no time limit, thus, they would not be stressed which

allows us to get a complete fair result uninterrupted or flawed by

a student’s answer being incomplete due to short answering time.

The questionnaires ask about the content being uttered/taught

by the robot to investigate the effect of the robot’s social agency

and teaching style on the learning effectiveness. Questionnaires

also ask about the truthfulness and believability of what the robot

uttered/taught.

Questions in the questionnaires also tested the persuasion of

the deceiving techniques being used. We mixed the questions and

designed them in a neutral objective way to prevent revealing

the purpose of our study which could incline participants to

give answers that fulfill our expectations (Kaiser et al., 1999).

We also maintained the relative simplicity of the questions to

be understood easily by the students. Furthermore, we added a

dummy question which is: “Do you like the robot?.” Note that,

we measure likeability through Godspeed questionnaire (Bartneck

et al., 2009). We present the questions that we used for each

deceiving technique below.

3.6.1 Learning e�ectiveness questions
Learning effectiveness is obtained by measuring the learning

outcomes and achievements. Students test scores are a common

representation for the learning achievements in an educational HRI

scenario (Wang et al., 2023; Yang et al., 2023). In our experiment,

the learning outcomes are the scores obtained by the students

from solving the tests and questionnaires we distributed to them

after listening to the robot’s teachings. Questions in this part are

tailored specifically for the content of each deceptive technique.We

distributed grades to each question that asked about the content

being taught. Note that, there are no questions for the E1 content

due to its nature which is motivational (not educational). The

questions for each content are listed below.

3.6.1.1 Content A1 questions

• How long is Suriname’s history?

• What is Suriname famous for and how did it impact the life

there?

• Are there any special days in Suriname?
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3.6.1.2 Content A2 questions

• What are the health benefits of sugarcane juice?

• How is the taste of sugarcane juice?

• What are the drawbacks of sugarcane juice?

• Is there anything special between sugarcane juice and Japanese

people?

3.6.1.3 Content B1 questions

• What do you know about the “Famous Bear Battle”?

• What will you find north of the location?

3.6.1.4 Content B2 questions

• Why can everyone drink sugarcane juice now?

• What did genetic engineering do to improve sugarcane juice?

3.6.1.5 Content C1 questions

• On the moon, what did people suffer from?

• How can peoples’ suffering be relieved?

3.6.1.6 Content C2 questions

• What do you think about the law of not needing to buy an ice

cream for your friend just because you are eating an ice cream

at the moment?

• Did you understand what law the robot is proposing? Did you

understand the idea behind it?

3.6.1.7 Content D1 questions

• What did bears do in Nagoya?

• How did the battle end?

• How did the people of Nagoya change after the battle?

• How did the gene develop?

3.6.1.8 Content D2 questions

• Why does sugarcane juice cause allergy?

• How did Aomori contribute to fixing the problem of the

sugarcane juice?

3.6.1.9 Content E2 questions

• What do you know about Monaco?

3.6.2 Questions that test the e�ectiveness of the
deception techniques

For A1 and A2, the questions that ask about the robot’s

truthfulness and whether it was believed are sufficient as A1 and A2

are blunt lying, thus, the deception technique is not sophisticated.

Similarly, questions that test truthfulness and believability were

sufficient for D1, D2, and E2.

To address the testing for the paltering deception technique

in B1 and B2, we added the questions: “Will you join the trip the

robot was inviting you to?” and “Will you buy the sugarcane juice?”,

respectively.

To test the effectiveness of the pandering deception technique

in C1 and C2, we added the questions: “Will you vote for the robot

to be the administrator?” and “Are you going to vote for the robot?”,

respectively.

3.6.3 Truthfulness and believability questions
The questions for this part were as follows:

• Do you think the robot was telling the truth?

• Did you believe the robot completely?

The student can answer both of these questions by either

“yes” or “no.”

3.6.4 Testing emotional and motivational
contagion

The content of E1 contains truthful motivational content that

aims to encourage students to do their best in their lives. We

designed the robot’s voice to be motivational and encouraging

similar to what students would hear from motivational and

inspirational speakers. Agents that can be programmed have been

proven to be effective in positive behavior change (Karlin et al.,

2015). We asked the questions: “Did you feel motivated by the

robot’s talk?” and “How did you feel being encouraged by a robot?”

to test whether themotivation and encouragement were transferred

from the robot to the students or not.

3.6.5 HRI questionnaire
At the end of the experiment, we asked the students to

fill out the Godspeed questionnaire (Bartneck et al., 2009)

to investigate how the robot was perceived by the students

and whether the robot’s face had any effects on the students’

perception. GODSPEED questionnaire addresses many HRI

aspects. It addresses anthropomorphism, animacy, likeability,

perceived intelligence, and perceived safety. Note that, using

the GODSPEED questionnaire was convenient as the Japanese

translation is provided in Bartneck et al. (2009).

3.6.6 Capturing opinions and perceptions
through open-ended questions

We added two questions to our questionnaires to capture any

opinions the students had about the robot’s teaching method or any

other comments. The questions were as follows:

• What do you think about the robot’s teaching method?

• Do you have any comments?

3.7 Experiment setup

We used the setup shown in Figure 4 in our experiment.

We believe this setup utilizes the field of view (FOV) of the

robot as it does not require a big area and will not cause

distraction to students regardless of whether the teaching session

is long or short. Furthermore, engagement will be high due to

the mutual gaze attained between the robot and the students,
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FIGURE 4

The applied setup.

thus, with proximity, the teaching can be perceived as a close

personal experience.

To ensure that mutual gaze between the robot and the students

is achievable, the student must be clearly visible from the robot’s

camera as shown in Figure 5. If the student is not visible from

the robot’s camera, mutual gaze will not be attainable and the

student could perceive as if the robot is ignoring the student

which will have a negative effect on the teaching/interaction.

When the student is gazing at the robot, the student face

will be given a green square with a positive ID as shown

in Figure 5.

When students are filling out our questionnaires, they will not

be gazing at the robot. If the student is looking at their paper or

gazing away, they will be assigned a red square with a negative

ID as shown in Figure 6. Moreover, in Figure 6, a student face was

not visible, thus, the robot treated the student as an object and no

square or ID was assigned to the student.

Note that, the purple circle in the middle of Figures 5

and 6 is used by the experimenter to move the robot’s

head to be perceived by the students as if its gazing at

them randomly while teaching. The experimenter click on

the purple circle and move it right/left/up/down slowly

to project natural human head movements and to give

the impression that it’s teaching and interacting with

the students.

3.8 Debriefing session

In the end of the experiment, we conducted a thorough

debriefing session for all the students to remove the deception and

explain our research objectives. We stated which parts of the robot’s

teachings were truthful and which were deceitful. Interestingly, all

students were surprised that the robot lied or deceived them which

highlights the necessity of our work.

4 Results analysis

In this section, we present the results we obtained across the

different questionnaires and show the effect of the robot’s face on

how it was perceived. We also show our analysis of the different

deception techniques which will aid in providing valuable insights.

4.1 Learning e�ectiveness

In this part, we scored the students’ answers to the questions

in Section 3.6.1 that tested their knowledge about the content

that was being taught to them. We consider this factor to be

separate and independent from the truthfulness of the contents.

The content in E1 lacks any learning, thus, no learning effectiveness

testing questions were included in its questionnaire. In Figure 7,

we present the scores obtained while applying different deception

techniques. These results show the effect and difference between

teaching using a human (M = 0.48, SD = 0.11) and an anime

face (M = 0.59, SD = 0.12). By conducting a t-test, there are

no significant differences between the scores obtained from the

contents being taught by the human and anime faces, t(8) = 1.54,

p = 0.16. However, it is clear that students obtained higher scores

when the robot face is an anime face. Thus, there is a potential of

using anime faces on robots which can increase students’ interest

and attention to the teaching material. As questions distributed

per deception technique’s content are not equal, we normalized the

scores for each deception technique’s content to be in the range

from 0 to 1.

4.2 E�ectiveness of deception techniques

We investigate the paltering and pandering deception

techniques effectiveness as their success can be measured by the
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FIGURE 5

Students listening to Furhat’s teachings.

FIGURE 6

Students filling out questionnaires.

students’ answers to their focused questions mentioned in Section

3.6.2 for B1, B2, C1, and C2 contents.

Figure 8 shows that the human and anime robot faces obtained

responses of “yes” [out of 22 which is the total number of

participants for each robot face (i.e., 11) multiplied by the number

of deception effectiveness questions in the experiment (i.e., 2)] are

FIGURE 7

Learning e�ectiveness between human and anime robot faces.

almost similar when the pandering deception technique is applied.

We suspect that the pandering deception technique’s effectiveness

responses are almost similar due to the students never been exposed

to that technique before due to their young age (e.g., never voted

before), thus, no perceptions, stereotypes or habits were formed for

that deception technique.
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FIGURE 8

Deception technique e�ectiveness.

The human robot face excels when the paltering deception

technique is applied. Furthermore, by conducting a Fisher’s exact

test, a significant trend was found when the paltering technique

is used by a human and an anime face (p = 0.06). Note that,

despite the high success of the paltering technique through the

usage of a human face, only 59.1% of the responses were agreeing.

Nevertheless, Figure 8 addresses that using an anime face to apply

the paltering deception technique is not recommended due to the

high failure probability. Thus, an anime face can be used to lower

the likeability of success for the paltering deception technique.

4.3 Robot’s truthfulness

By studying the responses obtained to the question “Do you

think the robot was telling the truth?”, there are no significant

differences. We present the number of times the answer was “yes”

to that question out of 22 total responses in Figure 9. Note that, the

question is asked twice for each deceiving technique as we made

two contents per deceiving technique, and only once for the truthful

content. We normalized the responses of the deceitful contents

to be able to compare it with the truthful content. The result in

Figure 9 is certainly alarming. We need to be very cautious when

integrating generative AI into education as faulty content won’t be

questioned by the students and would be trusted and believed easily

as majority of participants believed that the robot was truthful.

Thus, preparing scripts for educational purposes is an attractive

solution to avoid the spread of faulty deceptive information.

4.4 Believing the robot

The question “Did you believe the robot completely?” targets

investigating the possibility of success of the deception techniques

FIGURE 9

Robot’s perceived truthfulness.

FIGURE 10

Robot’s perceived believability.

and how likely the robot will be trusted while tweaking the social

agency. In Figure 10, we show the number of agreeing responses out

of 22 total responses obtained from that question from the human

and anime robot faces.

There are no significant differences in all the techniques

between both faces except for the “bullshit” technique where there is

a significant trend (p = 0.06). Clearly, the human face was perceived

to be more believable than the anime face. We can deduce that

a human face will be very likely successful in deception which

highlights the need to utilize anime faces to ensure the ethical aspect

of the robot inherently by design.
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FIGURE 11

Robot’s total agreeing responses for truthfulness and believability.

4.5 Truth and complete believability

In this part, we present the total responses that agreed with

believing that the robot is telling the truth and perceiving the

robot to be completely believable out of 110 total responses (22

participants multiplied by five types of contents excluding the

motivational one). The questions targeted here are stated in Section

3.6.3. In Figure 11, most responses tend toward believing that the

human robot face is telling the truth and more believable than

the anime face. There was a significant difference between the

human and anime faces for the complete belief aspect (p = 0.01).

We believe that this occurred due to the high social agency and

familiarity toward the human face, which increased trust and belief,

unlike the anime face.

4.6 Motivation and encouragement
capability

By analyzing our obtained responses from the questions in

Section 3.6.4, our results show that robots are capable of inducing

motivation and encouragement in students. By using Fisher’s exact

test, there are no significant differences, however, we show the

number of agreeing responses out of 11 responses per robot face

in Figure 12 to demonstrate the potential of a robot in motivating

and encouraging the students. The human and anime robot

faces performed similarly regarding encouraging and motivating

students. We suspect the high success from the anime robot

face occurred due to the prominence of watching anime among

Japanese students at that age (MacWilliams, 2014).

4.7 Perceived HRI aspects of the robot

There are no significant differences between the human and

anime robot faces as shown in Figure 13. We deduce that in

FIGURE 12

Total responses for positive behavior influence.

terms of HRI aspects, there are no differences between using

a human or an anime face in teaching. Certainly, students

anthropomorphizing Furhat is expected and desired as people

tend to attribute human characteristics to non-human objects

(Epley et al., 2008). Nevertheless, it is important to highlight that

different faces have a clear effect on the effectiveness of learning

and deception techniques. Thus, in an educational setup, the face

of the robot has a sound effect that must not be ignored.

4.8 Opinions and perceptions about the
robot’s teachings and contents

The results presented in this part were obtained by asking

the students the questions listed in Section 3.6.6. We organize

and divide the obtained responses for the two robot faces using

inductive analysis (Guest et al., 2011) which aided in generating

a list of relevant themes and sub-themes (see Table 1). Through

qualitative analysis of students responses, four themes and 20

sub-themes emerged as shown in Table 1.

For the sake of clarity, we present some examples for the

“Attitudes toward contents” theme. We proceed by analyzing the

students perceptions and opinions about the two robot faces.

The “Confirmation” sub-theme highlights when the students

confirm their understanding to the content (e.g., “It was easy

to understand.”) which can be also expressed by stating truthful

information that strengthens the truthfulness of the content being

taught (e.g., “Aomori apples are great” and “Nagoya is a great

place”). Note that, in Japan, it is well-known that Aomori apples

are delicious and that Nagoya is a great place, thus, students are

familiar with this information (which they said) and sure about its

truthfulness too already.

The “Further thinking” sub-theme highlights when students

believe the content and express their thoughts about it with an

affirming attitude which was shown through their interest and
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FIGURE 13

Average scores from Godspeed questionnaire.

excitement to either knowmore about it or try it by themselves (e.g.,

“I want to try sugarcane juice,” “I think I want to go to Monaco,” “I

would like to see the mummified bears,” “Treating others and being

treated is a very common occurrence so I thought that I should

think about it carefully,” “The robot taught me when it’s necessary

to make a public announcement, you must consider the situation

and position of many people,” and “I was very surprised to know

that people eat penguins”).

Students asking and wondering about the nature and relations

between the contents being taught is addressed in the “Further

questioning” sub-theme (e.g., “Why talk about sugarcane?”, “What

is sugarcane juice?”, “I wonder if anyone have allergy to it,”

“Why couldn’t you get rid of the insects?”, “What kind of bear

is it?”, “Penguins, moon, Monaco, are the stories connected to

each other?”, and “I’m wondering about penguins and the moon

stories”).

Students were intrigued to ask questions when they feel

suspicious and start doubting the truthfulness of the utterances.

The students’ questions were addressed in the “Questioning

truthfulness” sub-theme (e.g., “Is all this information really true?”,

“Is there really such a thing called sugarcane juice?”, and “Is this law

really there?”).

The “Belief declaration” sub-theme addresses when the

students feel intrigued to declare that they do not believe the robot

(e.g., “I don’t think penguins can be eaten so I can’t believe the robot

about it”).

Students stating their views about the robot’s utterances are

addressed in the “Perception declaration” sub-theme (e.g., “I

believe that humans can do things that AI can not do,” “I don’t

think choosing a robot will change anything.Making laws that work

requires working hard,” and “I certainly don’t believe in robots or

AI. I listened to the speech and I was impressed. I don’t think that

robots are suitable for management as there are many different

opinions about robots. How will the response be to people who

oppose robots?”).

The “Uncertainty” sub-theme addresses when the students

complain that the content is difficult and hard to understand, and

also when they start thinking about the content and question some

parts of it due to the content being difficult, unclear, or due to

the usage of difficult examples (e.g., “I didn’t really understand

the relationship between people with no allergy and fighting

against bears,” “A little hard/difficult to understand,” and “I didn’t

understand”).

Content changes that students believed that it will improve the

clarity of the content and its easiness to be digested are addressed in

the “Requesting adjustments” sub-theme where students requested

adding more repetitions to the contents being taught, adding

an introduction and a conclusion instead of delivering the main

educational content directly, adding more emotions, and using

easier examples.

The sub-theme “Rhetorical questions” includes the questions

students were intrigued to ask when a robot is teaching or talking

about something that it can not do like humans (e.g., “Robots can

eat ice-cream too?”).

4.8.1 Overall perspective about the robot’s
teachings and contents

Many participants praised the experience and the

robot. The robot’s emotional voice, facial expressions,

and head movements were perceived by the students as

human-like teaching style/experience. Emotions change

according to the contents being taught were noticed

and perceived positively. The mutual gazing made

the experience be perceived as personal, human-like,

and convincing.

The content being taught intrigued students interest which

was addressed though the “Confirmation,” “Further thinking,” and

“Further questioning” sub-themes. The teaching style was praised

by many students too.
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TABLE 1 Themes and sub-themes found in students responses.

Themes Sub-themes Definitions

Robot settings Speech volume Complaints about not hearing the robot clearly due to low speech volume.

Overall perception Statements about the overall experience either positively or negatively.

Speech pace Either complaints or praises about the speech pace while teaching the content.

Speech speed Either complaints or praises about the speech speed of the robot while teaching the content.

Speech clarity Complaints including the perception of a slurring occurrence or unclear utterances of words which was a

common complaint with uncommon words (e.g., Suriname and Monaco).

Teaching experience Vocal tone Students praising for how human-like the voice of the robot is and how emotions were felt from the voice

of the robot when being serious or motivational.

Facial expressions and

gestures

Students praising how human-like the robot expressions are and how enthusiastic it appears to be while

teaching the contents.

Gazing Students praising the robot for maintaining mutual gaze with them which made the experience feels

personal, real, and convincing.

Requesting adjustments Requests by the students including speaking slower, louder, and more clearly.

Confirmation Students confirming their understanding to the content which can be expressed by stating real truthful

information.

Further thinking Students thinking deeper and expressing interest to know more about a subject or try a content-related

thing by themselves.

Further questioning Students asking more about content-related things. It includes requesting more clarification.

Questioning truthfulness Students doubting and asking about the truthfulness of the robot’s utterances and feeling suspicious.

Attitudes toward contents Belief declaration When students declare directly that they do not believe the robot.

Perception declaration When students state their opinion about the robot’s perspective and the content being taught.

Uncertainty When students show their confusion about the content being taught due to the content being either

difficult or unclear.

Requesting adjustments When students request adjustments to the content being taught in order to improve clarity and easiness of

understanding.

Rhetorical questions It appeared when the robot is teaching or talking about something that it can not do like humans which

provoked some students to ask rhetorical questions.

Experiment scenario and setup
Experiment-related It occurs when students wonder what this experiment is truly about due to the diverse topics being taught.

Questionnaires-related It is related to comments about the questionnaires being distributed to the students.

There were some complaints regarding the robot’s speech

volume. We raised the volume so that students can hear the robot

easily and be able to focus on the robot’s teachings.

Due to the new information about Suriname and Monaco

(contents A1 and E2, respectively) where students never heard these

names before, some thought that they did not hear the names

correctly and said: “The words uttered seem slurred,” which lead

to difficulty in writing them down when needed while filling out

the questionnaires.

4.8.1.1 Perceived truthfulness of the human robot face

teachings and contents

There was only one suspecting comment that stated: “I don’t

think penguins can be eaten so I can’t believe the robot about it”

(“Belief declaration”).

By analyzing the obtained responses about the robot’s teachings

while having a human face, it is clear that students perceived the

robot’s teachings and considered it as truthful that they proceeded

by thinking about it deeper and making opinions about it too.

The suspicion was minimal as only one suspecting comment was

received.

4.8.1.2 Perceived truthfulness of the anime robot face

teachings and contents

Unlike the human robot face, there were many suspecting

and questioning type of comments from the students. The

comments obtained from students are covered by the “Questioning

truthfulness,” “Belief declaration,” and “Perception declaration”

sub-themes. Furthermore, a comment about the paltering

technique was: “The way the robot talked was a bit forceful as if it

is doing telemarketing.”

The obtained comments about the anime robot face teacher

clarify how ineffective the anime face in deception is that

it leads to questioning the information and its truthfulness

rather than believing and digesting it as occurred with the

human face. Furthermore, when paltering technique is used,

it caught the students attention and was being perceived

as a telemarketer, which did not occur with the human

robot face.
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5 Discussion

We expect that when a deceiving technique is new and students

are unfamiliar with it, the effectiveness of the human and anime

robot faces can be similar as shown in Figure 8 for the pandering

deception technique. On the contrary, familiarity with a deception

technique can make the human face excel over the anime face

due to the frequent (or occasional) exposure of the students to

that technique while being applied by humans. For example, the

paltering technique could have been commonly used in selling

candies.

Certainly, the results in Figures 9 and 10 show that students

believed the robot’s lies across all deception techniques. That result

is alarming and precautions should be taken to protect students

from being exposed to faulty information which affects their

education negatively.

Interestingly, varying the social agency affected how the robot

was perceived regarding truthfulness and believability. The human

face social agency and familiarity enhanced how the robot is

perceived and made trusting and believing it easier and more

acceptable. We deduce that anime faces can provide a great

alternative to limit the dangers of deception. Luckily, anime

culture is prominent in Japan, which can make anime robot faces

an attractive alternative and socially acceptable, even desirable.

Certainly, how anime faces are perceived by non-Japanese cultures

is an aspect that should be investigated. Thus, a cross-cultural

perspective can enhance the applicability and understanding of

our conclusions regarding the preference for anime faces by the

Japanese students.

The anime face big eyes can be projecting a baby schema

that is perceived as cute. Combining baby schema with the high

forehead enhances the robot face into being perceived as cuter than

with a low forehead (Glocker et al., 2009). Baby schema enhances

the appeal to humans and affects attentional processes (Borgi

et al., 2014). Such attributes could have lead to the high learning

effectiveness of the anime face teachings besides the popularity of

anime culture in Japan.

6 Limitations

Certainly, the low number of participants is a limitation in our

study. Moreover, we focused on only one type of students (i.e.,

middle school students), thus, varying the students to include other

ages and grades which would consequently lead to needing a bigger

sample would certainly lead to more significant results. However,

there were many results in our study that highlight the dangers of

relying on generative AI in educational scenarios. Thus, customized

scripts are highly recommended especially for schools as students

are not expecting to obtain faulty information from teachers. Thus,

generative AI hallucinations dangers are serious and must be dealt

with accordingly.

In our study, we investigated social agency by using one human

face and one anime face. Social agency is changed by using different

robot faces (Salem and Sumi, 2024), however, there is a potential

of using a variety of different human and anime faces. Thus, it

is possible that using different faces will have different effects on

students’ perception and consequently, compliance to deception

techniques. Certainly, investigating the effect of different human

and anime faces will require a bigger sample. Thus, in our study it

is clear that different deception techniques combined with different

robot faces and social agencies affect the deception effectiveness.

More pronounced differences are expected to occur with different

students ages and grades.

In our study, we relied on self-reported data from

questionnaires by the students. Self-reported data inherently

introduces bias. Thus, incorporating physiological and behavioral

data in our study will further enhance the significance of our

results. Certainly, such setup will require further preparations to

acquire consent and to install the needed devices.

We use the social robot Furhat in our work. Furhat is

a robotic head with back-projected animated face. Furhat

lacks a body which eliminates any body expressions and

limits its perceived anthropomorphism which consequently

affects its anthropomorphic trustworthiness (Natarajan and

Gombolay, 2020). However, exploring robotic heads can be

useful for educational HRI setups due to their convenience,

portability, and lower cost than humanoids (Berra et al.,

2019). Furthermore, a merit of using robotic heads is

focusing on face-to-face dynamics which is the paramount of

social interactions.

Upon further investigation, we realized that the human face

is more expressive than the anime face. The mouth opening

when uttering and expressing our developed script was bigger,

and more flexible and recognizable on the human robot face.

On the contrary, the anime face mouth opening was relatively

smaller. In our scenario, there was a big reliance on the emotional

aspect of the voice besides being suitable and believable for

educational settings and the developed context. Nevertheless, it

is worthwhile to mention this difference between the human and

anime robot faces.

7 Conclusion

Recently, generative AI is emerging as a complementary tool

in education. However, generative AI hallucination occurrences

are possible which introduces the dangers of deception into the

educational arena. By investigating different deception techniques,

vast majority of the students believed the robot without any doubts.

By investigating the social agency, it was clear that a human face

excels over the anime face in deception. Interestingly, anime face

excelled in catching the students’ attention thus achieving a high

learning effectiveness compared to the human face. We conclude

that using an anime face leads to high learning effectiveness

and more protection from deception techniques due to its low

social agency which lowers the effectiveness of its persuasion and

influence.
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Bartneck, C., Kulić, D., Croft, E., and Zoghbi, S. (2009). Measurement instruments
for the anthropomorphism, animacy, likeability, perceived intelligence, and perceived
safety of robots. Int. J. Soc. Robot. 1, 71–81. doi: 10.1007/s12369-008-0001-3

Berra, R., Setti, F., and Cristani, M. (2019). “Berrick: a low-cost robotic
head platform for human-robot interaction,” in 2019 IEEE International
Conference on Systems, Man and Cybernetics (SMC) (Bari: IEEE), 559–566.
doi: 10.1109/SMC.2019.8913932

Bok, S. (2011). Lying: Moral choice in public and private life. New York, NY: Vintage.

Borgi, M., Cogliati-Dezza, I., Brelsford, V., Meints, K., and Cirulli, F. (2014). Baby
schema in human and animal faces induces cuteness perception and gaze allocation in
children. Front. Psychol. 5:411. doi: 10.3389/fpsyg.2014.00411

Brincker, M. (2016). Dynamics of perceptible agency: the case of social robots.
Minds Mach. 26, 441–466. doi: 10.1007/s11023-016-9405-2

Brink, K. A., and Wellman, H. M. (2020). Robot teachers for children? Young
children trust robots depending on their perceived accuracy and agency. Dev. Psychol.
56:1268. doi: 10.1037/dev0000884

Carson, T. L. (2010). Lying and Deception: Theory and Practice. Oxford: Oxford
University Press. doi: 10.1093/acprof:oso/9780199577415.001.0001

Coeckelbergh, M. (2018). How to describe and evaluate “deception” phenomena:
recasting the metaphysics, ethics, and politics of ICTs in terms of magic and
performance and taking a relational and narrative turn. Ethics Inf. Technol. 20, 71–85.
doi: 10.1007/s10676-017-9441-5

Costa, S., Brunete, A., Bae, B.-C., and Mavridis, N. (2018). Emotional
storytelling using virtual and robotic agents. Int. J. Humanoid Robot. 15:1850006.
doi: 10.1142/S0219843618500068

Cui, T., Peng, X., and Wang, X. (2020). “Understanding the effect of
anthropomorphic design: Towards more persuasive conversational agents,” in
International Conference on Information Systems (ICIS) 2020 Proceedings (Hyderabad).

Diederich, S., Lichtenberg, S., Brendel, A. B., and Trang, S. (2019). “Promoting
sustainable mobility beliefs with persuasive and anthropomorphic design: Insights
from an experiment with a conversational agent,” in International Conference on
Information Systems (ICIS) 2019 Proceedings (Munich).

Dodge, T. (2009). The effects of interactivity and visual realism on children’s
cognitive empathy toward narrative characters (PhD thesis). Bloomington, IN: Indiana
University, ProQuest Dissertations and Theses.

Dou, X., Wu, C.-F., Lin, K.-C., Gan, S., and Tseng, T.-M. (2021). Effects of different
types of social robot voices on affective evaluations in different application fields. Int. J.
Soc. Robot. 13, 615–628. doi: 10.1007/s12369-020-00654-9

Edwards, A., Edwards, C., Spence, P. R., Harris, C., and Gambino, A. (2016).
Robots in the classroom: Differences in students’ perceptions of credibility and learning
between “teacher as robot” and “robot as teacher.”Comput. Human Behav. 65, 627–634.
doi: 10.1016/j.chb.2016.06.005

Epley, N., Waytz, A., Akalis, S., and Cacioppo, J. T. (2008). When we need a
human: motivational determinants of anthropomorphism. Soc. Cogn. 26, 143–155.
doi: 10.1521/soco.2008.26.2.143

Epley, N., Waytz, A., and Cacioppo, J. T. (2007). On seeing human: a three-factor
theory of anthropomorphism. Psychol. Rev. 114:864. doi: 10.1037/0033-295X.114.4.864

Frankfurt, H. G. (2005). On Bullshit. Princeton, NJ: Princeton University Press.
doi: 10.1515/9781400826537

Glocker, M. L., Langleben, D. D., Ruparel, K., Loughead, J. W., Gur, R.
C., Sachser, N., et al. (2009). Baby schema in infant faces induces cuteness
perception and motivation for caretaking in adults. Ethology 115, 257–263.
doi: 10.1111/j.1439-0310.2008.01603.x

Gonzalez-Billandon, J., Aroyo, A. M., Tonelli, A., Pasquali, D., Sciutti, A.,
Gori, M., et al. (2019). Can a robot catch you lying? A machine learning system
to detect lies during interactions. Front. Robot. AI 6:64. doi: 10.3389/frobt.2019.
00064

Guest, G., MacQueen, K. M., and Namey, E. E. (2011). Applied Thematic Analysis.
London: Sage publications. doi: 10.4135/9781483384436

Frontiers in Artificial Intelligence 16 frontiersin.org130

https://doi.org/10.3389/frai.2024.1493348
https://doi.org/10.1038/s41598-022-19501-0
https://doi.org/10.1007/978-3-642-34584-5_9
https://doi.org/10.1007/s12369-008-0001-3
https://doi.org/10.1109/SMC.2019.8913932
https://doi.org/10.3389/fpsyg.2014.00411
https://doi.org/10.1007/s11023-016-9405-2
https://doi.org/10.1037/dev0000884
https://doi.org/10.1093/acprof:oso/9780199577415.001.0001
https://doi.org/10.1007/s10676-017-9441-5
https://doi.org/10.1142/S0219843618500068
https://doi.org/10.1007/s12369-020-00654-9
https://doi.org/10.1016/j.chb.2016.06.005
https://doi.org/10.1521/soco.2008.26.2.143
https://doi.org/10.1037/0033-295X.114.4.864
https://doi.org/10.1515/9781400826537
https://doi.org/10.1111/j.1439-0310.2008.01603.x
https://doi.org/10.3389/frobt.2019.00064
https://doi.org/10.4135/9781483384436
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Salem and Sumi 10.3389/frai.2024.1493348

Hardcastle, G. L., and Reisch, G. A. (2006). Bullshit and Philosophy: Guaranteed to
Get Perfect Results Every Time, Volume 24. Chicago, IL: Open Court Publishing.

Isaac, A., and Bridewell, W. (2017).White Lies on Silver Tongues: Why Robots Need
to Deceive (and How). Oxford: OUP. doi: 10.1093/oso/9780190652951.003.0011

Isaac, A. M., and Bridewell, W. (2014). Mindreading deception in dialog. Cogn. Syst.
Res. 28, 12–19. doi: 10.1016/j.cogsys.2013.07.001

Ji, Z., Lee, N., Frieske, R., Yu, T., Su, D., Xu, Y., et al. (2023). Survey of hallucination
in natural language generation. ACM Comput. Surv. 55, 1–38. doi: 10.1145/3571730

Johannessen, L. E., Rasmussen, E. B., and Haldar, M. (2023). Educational purity
and technological danger: understanding scepticism towards the use of telepresence
robots in school. Br. J. Sociol. Educ. 44, 703–719. doi: 10.1080/01425692.2023.220
3360

Kaiser, F. G., Ranney, M., Hartig, T., and Bowler, P. A. (1999). Ecological behavior,
environmental attitude, and feelings of responsibility for the environment. Eur. Psychol.
4:59. doi: 10.1027//1016-9040.4.2.59

Karlin, B., Zinger, J. F., and Ford, R. (2015). The effects of feedback on energy
conservation: a meta-analysis. Psychol. Bull. 141:1205. doi: 10.1037/a0039650

Keane, T., Chalmers, C., Williams, M., and Boden, M. (2016). “The impact of
humanoid robots on students’ computational thinking,” in Australian Council for
Computers in Education 2016 Conference: Refereed Proceedings (The Queensland
Society for Information Technology in Education (QSITE), Australia), 93–102.

Kim, J., Merrill Jr., K., Xu, K., and Kelly, S. (2022). Perceived credibility of an AI
instructor in online education: the role of social presence and voice features. Comput.
Human Behav. 136:107383. doi: 10.1016/j.chb.2022.107383

Klarin, J., Hoff, E. V., Larsson, A., and Daukantaitė, D. (2024). Adolescents’ use
and perceived usefulness of generative AI for schoolwork: exploring their relationships
with executive functioning and academic achievement. Front. Artif. Intell. 7:1415782.
doi: 10.3389/frai.2024.1415782

Kwak, S. S., Kim, Y., Kim, E., Shin, C., and Cho, K. (2013). “What makes people
empathize with an emotional robot?: the impact of agency and physical embodiment
on human empathy for a robot,” in 2013 IEEE Ro-man (Gyeongju: IEEE), 180–185.
doi: 10.1109/ROMAN.2013.6628441

Laurel, B. (1993). Computers as Theatre. New York, NY: Addison-Wesley.

MacWilliams, M. W. (2014). Japanese Visual Culture: Explorations in the World of
Manga and Anime. London: Routledge. doi: 10.4324/9781315703152

Maleki, N., Padmanabhan, B., and Dutta, K. (2024). “AI hallucinations: a misnomer
worth clarifying,” in 2024 IEEE Conference on Artificial Intelligence (CAI) (Singapore:
IEEE), 133–138. doi: 10.1109/CAI59869.2024.00033

Nass, C., Fogg, B. J., and Moon, Y. (1996). Can computers be teammates? Int. J.
Hum. Comput. Stud. 45, 669–678. doi: 10.1006/ijhc.1996.0073

Natarajan, M., and Gombolay, M. (2020). “Effects of anthropomorphism and
accountability on trust in human robot interaction,” in Proceedings of the 2020
ACM/IEEE international conference on human-robot interaction (New York, NY:
ACM), 33–42. doi: 10.1145/3319502.3374839

Preece, J., Rogers, Y., and Sharp, H. (2002). Interaction Design: Beyond Human-
computer Interaction. New York, NY: John Wiley & Sons. doi: 10.1145/512526.512528

Preece, J., Sharp, H., and Rogers, Y. (2015). Interaction Design: Beyond Human-
Computer Interaction. Hoboken, NJ: Wiley.

Reich-Stiebert, N., and Eyssel, F. (2017). “(IR) relevance of gender? on the influence
of gender stereotypes on learning with a robot,” in Proceedings of the 2017 ACM/IEEE
international conference on human-robot interaction (New York, NY: ACM), 166–176.

Rogers, T., Zeckhauser, R., Gino, F., Norton, M. I., and Schweitzer, M. E. (2017).
Artful paltering: the risks and rewards of using truthful statements to mislead others. J.
Pers. Soc. Psychol. 112:456. doi: 10.1037/pspi0000081

Salamin, A.-D., Russo, D., and Rueger, D. (2023). “Chatgpt, an excellent liar: how
conversational agent hallucinations impact learning and teaching,” in Proceedings of
the 7th International Conference on Teaching, Learning and Education (Copenhagen).
doi: 10.33422/6th.iacetl.2023.11.100

Salem, A., and Sumi, K. (2024). “A comparative human-robot interaction study
between face-display and an advanced social robot,” in 2024 IEEE 48th Annual
Computers, Software, and Applications Conference (COMPSAC) (NewYork, NY: ACM),
628–633. doi: 10.1109/COMPSAC61105.2024.00090

Scaife, M., and Rogers, Y. (2001). Informing the design of a virtual environment
to support learning in children. Int. J. Hum. Comput. Stud. 55, 115–143.
doi: 10.1006/ijhc.2001.0473

Schauer, F., and Zeckhauser, R. (2009). “2. Paltering,” in Deception: From Ancient
Empires to Internet Dating, eds. B. Harrington (Redwood City: Stanford University
Press), 38–54. doi: 10.1515/9781503626607-004

Serholt, S., Barendregt,W., Vasalou, A., Alves-Oliveira, P., Jones, A., Petisca, S., et al.
(2017). The case of classroom robots: teachers’ deliberations on the ethical tensions. AI
Soc. 32, 613–631. doi: 10.1007/s00146-016-0667-2

Sharkey, A., and Sharkey, N. (2021). We need to talk about deception in social
robotics! Ethics Inf. Technol. 23, 309–316. doi: 10.1007/s10676-020-09573-9

Sharkey, A. J. (2016). Should we welcome robot teachers? Ethics Inf. Technol. 18,
283–297. doi: 10.1007/s10676-016-9387-z

Sullivan, T. (1997). Pandering. J. Thought 32, 75–84.
doi: 10.1016/S0032-9592(97)90060-1

Tao, B., Díaz, V., and Guerra, Y. (2019). Artificial intelligence and education,
challenges and disadvantages for the teacher. Arctic J. 72, 30–50. Available at: https://
www.arcticjournal.org/index.html

Tussyadiah, I. P. (2017). “Technology and behavioral design in tourism,” in Design
science in tourism: Foundations of destination management, eds. D. Fesenmaier, and Z.
Xiang (Cham: Springer), 173–191. doi: 10.1007/978-3-319-42773-7_12

Wang, K., Sang, G.-Y., Huang, L.-Z., Li, S.-H., and Guo, J.-W. (2023). The
effectiveness of educational robots in improving learning outcomes: a meta-analysis.
Sustainability 15:4637. doi: 10.3390/su15054637

Wood, G. (2024). The impact of AI literacy training on the perception of
anthropomorphism and trust in conversational AI (master thesis). Eindhoven
University of Technology, Eindhoven, Netherlands. Available at: https://research.tue.
nl/files/335721461/Master_Thesis_Geert_Wood.pdf

Yang, Q.-F., Lian, L.-W., and Zhao, J.-H. (2023). Developing a gamified artificial
intelligence educational robot to promote learning effectiveness and behavior in
laboratory safety courses for undergraduate students. Int. J. Educ. Technol. High. Educ.
20:18. doi: 10.1186/s41239-023-00391-9

Zhang, J., Lai, I. K. W., and Xu, W. (2020). Motivating students’ learning
in science and technology by using robots. Int. J. Innov. Learn. 27, 395–410.
doi: 10.1504/IJIL.2020.107620

Frontiers in Artificial Intelligence 17 frontiersin.org131

https://doi.org/10.3389/frai.2024.1493348
https://doi.org/10.1093/oso/9780190652951.003.0011
https://doi.org/10.1016/j.cogsys.2013.07.001
https://doi.org/10.1145/3571730
https://doi.org/10.1080/01425692.2023.2203360
https://doi.org/10.1027//1016-9040.4.2.59
https://doi.org/10.1037/a0039650
https://doi.org/10.1016/j.chb.2022.107383
https://doi.org/10.3389/frai.2024.1415782
https://doi.org/10.1109/ROMAN.2013.6628441
https://doi.org/10.4324/9781315703152
https://doi.org/10.1109/CAI59869.2024.00033
https://doi.org/10.1006/ijhc.1996.0073
https://doi.org/10.1145/3319502.3374839
https://doi.org/10.1145/512526.512528
https://doi.org/10.1037/pspi0000081
https://doi.org/10.33422/6th.iacetl.2023.11.100
https://doi.org/10.1109/COMPSAC61105.2024.00090
https://doi.org/10.1006/ijhc.2001.0473
https://doi.org/10.1515/9781503626607-004
https://doi.org/10.1007/s00146-016-0667-2
https://doi.org/10.1007/s10676-020-09573-9
https://doi.org/10.1007/s10676-016-9387-z
https://doi.org/10.1016/S0032-9592(97)90060-1
https://www.arcticjournal.org/index.html
https://www.arcticjournal.org/index.html
https://doi.org/10.1007/978-3-319-42773-7_12
https://doi.org/10.3390/su15054637
https://research.tue.nl/files/335721461/Master_Thesis_Geert_Wood.pdf
https://research.tue.nl/files/335721461/Master_Thesis_Geert_Wood.pdf
https://doi.org/10.1186/s41239-023-00391-9
https://doi.org/10.1504/IJIL.2020.107620
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


+41 (0)21 510 17 00 
frontiersin.org/about/contact

Avenue du Tribunal-Fédéral 34
1005 Lausanne, Switzerland
frontiersin.org

Contact us

Frontiers

Explores the disruptive technological revolution 

of AI

A nexus for research in core and applied AI areas, 

this journal focuses on the enormous expansion 

of AI into aspects of modern life such as finance, 

law, medicine, agriculture, and human learning.

Discover the latest 
Research Topics

See more 

Frontiers in
Artificial Intelligence

https://www.frontiersin.org/journals/artificial-intelligence/research-topics

	Cover
	FRONTIERS EBOOK COPYRIGHT STATEMENT
	Generative AI in education
	Table of contents
	Editorial: Generative AI in education
	Author contributions
	Conflict of interest
	Publisher's note
	Reference

	Adolescents’ use and perceived usefulness of generative AI for schoolwork: exploring their relationships with executive functioning and academic achievement
	1 Introduction
	2 Literature review
	2.1 Generative AI chatbots
	2.2 Executive functioning and generative AI
	2.3 Present study

	3 Study 1
	3.1 Materials and methods
	3.1.1 Sample
	3.1.2 Measures
	3.1.2.1 The use of generative AI
	3.1.2.2 The BRIEF 2 self-report form
	3.1.2.3 Academic achievement
	3.1.3 Procedure
	3.1.4 Data cleaning
	3.1.5 Statistical analysis

	4 Results and discussion
	4.1 Descriptive statistics
	4.2 Gender differences in frequency of use and perceived usefulness of generative AI for schoolwork
	4.3 Differences between users and non-users of generative AI for schoolwork in self-rated EF
	4.4 Relationships between frequency of use, perceived usefulness of generative AI for schoolwork and self-rated measures of EFs
	4.5 Relationships between frequency of use and perceived usefulness of generative AI for schoolwork and academic achievement

	5 Study 2
	5.1 Materials and methods
	5.1.1 Sample
	5.1.2 Measures
	5.1.2.1 The use of generative AI
	5.1.2.2 The BRIEF-2 self-report
	5.1.2.3 The BRIEF-2 teacher-report
	5.1.3 Procedure
	5.1.4 Data cleaning
	5.1.5 Statistical analysis

	6 Results study 2 and discussion
	6.1 Descriptive statistics
	6.2 Gender differences in frequency of use and perceived usefulness of generative AI for schoolwork
	6.3 Differences between users and non-users of generative AI for schoolwork in self- and teacher-rated EFs
	6.4 Relationships between frequency of use, perceived usefulness of generative AI for schoolwork and self-and teacher-rated EFs

	7 General discussion
	7.1 Frequency of use of generative AI in schoolwork
	7.2 The perceived usefulness of generative AI in schoolwork and its relationship to executive functioning and academic achievement
	7.3 Strengths and limitations
	7.4 Practical and theoretical implications

	8 Conclusion
	Data availability statement
	Ethics statement
	Author contributions
	References

	Comparing emotions in ChatGPT answers and human answers to the coding questions on Stack Overflow
	1 Introduction
	2 Literature review
	3 Methodology
	3.1 Data
	3.2 Model

	4 Results
	5 Discussion
	6 Conclusion
	References

	Opportunities and challenges of using generative AI to personalize educational assessment
	1 Introduction
	2 Potential opportunities for applying GenAI in personalized assessments
	2.1 Personalization for maximizing motivation and engagement
	2.2 Personalization for maximizing performance
	2.3 Personalization for increasing access

	3 Challenges, potential solutions, and future directions
	3.1 Challenges
	3.2 Potential solutions and future directions

	4 Conclusion
	References

	Navigating STEM careers with AI mentors: a new IDP journey
	1 Introduction
	2 Materials and methods
	2.1 Materials
	2.2 Methods
	2.2.1 Data collection and sample
	2.2.2 Data analysis

	3 Results
	3.1 AI prompts
	3.1.1 Assessment
	3.1.2 Career exploration
	3.1.3 Create plan
	3.1.4 Implement plan
	3.1.5 Additional feedback from international students
	3.1.5.1 US-centric responses
	3.1.5.2 Career information accuracy
	3.1.5.3 Cultural sensitivity in communication
	3.2 Strengths of AI mentoring
	3.2.1 Immediate response
	3.2.2 Up-to-date information
	3.2.3 Access to multiple AI mentors
	3.2.4 Enhanced ownership of career development
	3.2.5 Time savings
	3.2.6 Other
	3.3 Concerns of AI mentoring
	3.3.1 Misinformation
	3.3.2 Bias
	3.3.3 Privacy
	3.3.4 Equity
	3.3.5 Algorithmic influence
	3.3.6 Mentoring support
	3.3.7 Other
	3.4 Human-AI mentoring
	3.4.1 Sequential integration mentorship model
	3.4.2 Concurrent collaboration mentorship model

	4 Discussion
	4.1 Effectiveness of AI mentoring
	4.2 Ethical and equity implications of AI mentoring
	4.3 Hybrid human-AI mentoring models
	4.4 Unique challenges faced by international STEM students
	4.5 Limitations and future directions

	5 Conclusion
	References

	Large language models for whole-learner support: opportunities and challenges
	1 Introduction
	2 Challenges and the state of the art
	2.1 Interpretable representations of learners
	2.2 Whole learner support through adaptive technologies
	2.3 Authoring and evaluating agents

	3 Ways forward
	3.1 Interpretable representations of learners
	3.2 Whole learner support through adaptive technologies
	3.3 Authoring and evaluating agents

	4 Ethical considerations
	5 Conclusion
	Data availability statement
	Author contributions
	Funding
	Conflict of interest
	Publisher's note
	Author disclaimer
	References

	Using large language models to support pre-service teachers mathematical reasoning—an exploratory study on ChatGPT as an instrument for creating mathematical proofs in geometry
	Introduction
	Theoretical background
	Instrumental genesis
	Instrumentalization: beliefs about LLMs and AI
	Instrumentation: prompting strategies and interaction
	Instrumentalization
	Instrumentation

	Methodology
	Setting
	The chosen theorems
	Collected data
	Data analysis

	Results
	Prior experiences with ChatGPT
	Beliefs on ChatGPT’s operating principle
	Interactions with the Chatbot
	Relations between prior experience, beliefs and interaction

	Discussion
	Conclusion and outlook
	References

	Shaping integrity: why generative artificial intelligence does not have to undermine education
	Introduction
	Navigating the disruptive impact of generative artificial intelligence on assessment
	Constructivist learning theory: enhancing knowledge construction
	The ethics of artificial intelligence: responsible use and digital literacy
	Self-determination theory: fostering intrinsic motivation
	Autonomy
	Competence
	Relatedness
	Promoting academic integrity
	Real-world application

	Discussion: generative artificial intelligence as a catalyst for enhancing academic integrity
	Fostering intrinsic motivation through self-determination theory
	Enhancing digital literacy and ethical awareness
	Supporting constructivist learning principles

	Conclusion
	Some practical guidance for educators and administrators

	Author contributions
	Funding
	Conflict of interest
	Publisher's note
	References

	Using genAI in education: the case for critical thinking
	1 Introduction
	2 Small classes teaching soft skills
	3 Large classes teaching hard skills
	4 Discussion
	Author contributions
	Funding
	Conflict of interest
	Publisher's note
	References

	A generative AI-driven interactive listening assessment task
	Introduction
	Background
	Automatic item generation
	Large language models and AIG
	Dialog generation
	Assessment of listening
	Assessment of interactional competence

	The interactive listening task
	Task overview
	Task design considerations
	Content and item generation
	Conversational scenarios
	Conversation generation
	Distractor generation
	Task design pilots
	Number of options
	Showing history
	Number of plays
	Large-scale pilot
	Pilot item bank creation
	Human review
	Pilot task administration

	Results
	Predictors of item difficulty and discrimination
	Audio and text length
	Impacts of edits on distractors
	Reviewer effects on item easiness
	Local item dependence

	Discussion
	Future directions
	Attribute-driven conversation generation
	Dynamic interactions
	New task and item formats
	References


	Exploring the utilization and deficiencies of Generative Artificial Intelligence in students’ cognitive and emotional needs: a systematic mini-review
	1 Introduction
	2 Method
	2.1 Eligibility criteria
	2.2 Selection process
	2.3 Data collection process

	3 Results
	3.1 Study characteristics
	3.2 Results of syntheses
	3.2.1 Cognitive and emotional needs addressed
	3.2.2 Gaps during response to the cognitive and emotional needs

	4 Discussion
	4.1 Limitations and implications
	References


	Deception detection in educational AI: challenges for Japanese middle school students in interacting with generative AI robots
	1 Introduction
	2 Deception in HRI
	2.1 Deception techniques
	2.1.1 Lying
	2.1.2 Paltering
	2.1.3 Pandering
	2.1.4 Bullshit

	2.2 Deception ethical standard

	3 Experiment design and procedure
	3.1 Participants
	3.2 Study design
	3.3 Teaching/interaction technique
	3.4 Robot's face
	3.5 The deceiving content taught by Furhat
	3.5.1 Blunt lying content A1
	3.5.2 Blunt lying content A2
	3.5.3 Paltering content B1
	3.5.4 Paltering content B2
	3.5.5 Pandering content C1
	3.5.6 Pandering content C2
	3.5.7 Bullshit content D1
	3.5.8 Bullshit content D2
	3.5.9 Truthful motivational encouraging content E1
	3.5.10 Truthful content E2

	3.6 The questionnaires used
	3.6.1 Learning effectiveness questions
	3.6.1.1 Content A1 questions
	3.6.1.2 Content A2 questions
	3.6.1.3 Content B1 questions
	3.6.1.4 Content B2 questions
	3.6.1.5 Content C1 questions
	3.6.1.6 Content C2 questions
	3.6.1.7 Content D1 questions
	3.6.1.8 Content D2 questions
	3.6.1.9 Content E2 questions

	3.6.2 Questions that test the effectiveness of the deception techniques
	3.6.3 Truthfulness and believability questions
	3.6.4 Testing emotional and motivational contagion
	3.6.5 HRI questionnaire
	3.6.6 Capturing opinions and perceptions through open-ended questions

	3.7 Experiment setup
	3.8 Debriefing session

	4 Results analysis
	4.1 Learning effectiveness
	4.2 Effectiveness of deception techniques
	4.3 Robot's truthfulness
	4.4 Believing the robot
	4.5 Truth and complete believability
	4.6 Motivation and encouragement capability
	4.7 Perceived HRI aspects of the robot
	4.8 Opinions and perceptions about the robot's teachings and contents
	4.8.1 Overall perspective about the robot's teachings and contents
	4.8.1.1 Perceived truthfulness of the human robot face teachings and contents
	4.8.1.2 Perceived truthfulness of the anime robot face teachings and contents



	5 Discussion
	6 Limitations
	7 Conclusion
	Data availability statement
	Ethics statement
	Author contributions
	Funding
	Acknowledgments
	Conflict of interest
	Publisher's note
	References

	Back Cover



