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Editorial on the Research Topic

Environmental Bioenergetics

Energy is continuously transformed in the environment through the metabolic activities of
organisms. Catabolic reactions generate energy (energy-yielding) which are used to fuel anabolic
reactions for maintenance and growth (energy-requiring). These transformations of energy (i.e.,
bioenergetics) underpin most biogeochemical cycles on Earth and allow the delivery of a wide
range of life-supporting ecosystem services. It has long been understood that the amount and
types of energy available in an environment influence the rates of biological activity and the
complexity of interactions in that system. Traditionally, energy fluxes and stocks have not been
described in a quantitative manner, and it is not well-understood how physicochemical theorems
such as thermodynamic principles are manifested in environmental systems. Theoretical ecological
frameworks (Odum, 1969; Addiscott, 1995) have suggested that the more complex ecosystems
become in terms of their food webs, the more efficient they are, i.e., relatively less energy is
wasted when utilizing resources. However, this has not been rigorously tested experimentally, but
in recent years, scientists in a number of fields have increasingly shown interest in quantifying
how bioenergetics constrain and define ecosystem functioning. For example, organic matter in
soils has distinct energetic signatures, e.g., energy densities and activation energies (Barré et al.,
2016; Williams et al., 2018), and microbial bioenergetics provides empirical data for mechanistic
models of carbon turnover in soils, work that is relevant to climate change (Sparling, 1983;
Herrmann et al., 2014; Barros et al., 2016; Bölscher et al., 2017). Furthermore, geochemists have
quantified the amount of chemolithotrophic energy available for microorganisms in a number of
extreme environments to infer the dominant metabolic activities (e.g., McCollom and Shock, 1997;
Shock et al., 2010; Osburn et al., 2014). These activities are challenging to monitor due to their
inaccessibility and incredibly slow rates of energy processing. Although all of these efforts represent
significant progress in the field of biogeochemistry, bioenergetics analysis of natural systems is
still in its infancy. Nonetheless, there is increasing interest in using bioenergetics tools to better
characterize biogeochemical cycling in water, soils, and sediments in terrestrial, freshwater, and
marine ecosystems.

In this general context, this Research Topic aims to gather contributions from scientists
working in diverse disciplines who have a common interest in evaluating bioenergetics at various
spatio-temporal scales in a variety of different environments. The scientific disciplines involved
include microbial chemistry, geomicrobiology, extreme microbiology, and soil biogeochemistry,
and these articles show the diversity of topics demonstrating the environmental breadth
of bioenergetics.
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MICROBIAL CHEMISTRY

In two companion papers, Jin and Kirk and Jin and Kirk explore
how pH affects the thermodynamics and kinetics of microbial
respiration using geochemical reactionmodeling. Their approach
is an expansion of the work proposed by Bethke et al. (2011),
and by using such a reductionist approach, they show that
pH is an important factor in shaping the composition and
functioning of microbial communities. In another reductionist
approach, Harris et al. examine the capability of nine Shewanella
strains to transport extracellular electrons to insoluble electron
acceptors such as metal oxides. Five strains are capable of this
behavior with some strains showing a preference for a particular
metal oxide. Such fundamental studies provide information on
underlying basic processes occurring in complex interactions in
the environment.

GEOMICROBIOLOGY

Interactions between microorganisms and minerals play an
important role in the transformation of rocks in natural systems
(Banfield and Nealson, 1997; Shock, 2009). In this Research
Topic, Dhami et al. explore the intersection of microbial ecology,
geochemistry and the mechanical properties of minerals, and
conclude that physicochemical conditions are important in
selecting microbial communities under different environmental
conditions. Liu et al. address how biologically produced minerals
exert influence over the transport of metal ions and thus how
microbial behavior modifies ecosystems. Finally, in a modeling
article, Vallino and Huber put forward a complementary holistic
approach based on thermodynamics. They evaluate the principle
of maximum entropy production by combining a metabolic
network, a transport model and an entropy production and
optimization procedure. In this approach, field observations and
modeling are combined and the results support their hypothesis
that biological systems evolve and organize to maximize entropy
production over a wide range of spatio-temporal scales.

EXTREME MICROBIOLOGY

Marine (sediment, oceanic basement, seep habitats) and
continental (crust, ores, and aquifers) environments are energy-
limited habitats. Haas et al. explore the biogeochemistry of
anoxygenic photosynthesis in a thick microbial mat in Magical
Blue Hole in The Bahamas. When iron is present, sulfur
cycling slows down considerably. Yet, despite extreme light
limitations, green sulfur bacteria were able to carry out
anoxygenic photosynthesis, producing a potential biomarker for
extreme low-light environments. In a review paper, Bradley et al.
summarize diagenetic models (Arndt et al., 2013) commonly
used to evaluate microbial energetics in marine sediments (e.g.,
growth rate, yield maintenance, and the physiological state of
microorganisms), and provide a new model where all factors
including dormancy are encompassed. Such a modeling tool will
advance our understanding of why microbial communities can
persist under unfavorable conditions on geological timescales.
Marine sediments therefore can serve as a model system for how

life could persist on extra-terrestrial settings. In a review paper,
Jones et al. present an overview of how energetic limitation in
subsurface environments can serve as potential analogs for life
on other planetary bodies. The value of these contributions go
beyond our understanding of processes on planet Earth.

SOIL BIOGEOCHEMISTRY

Soil organic matter serves as carbon and energy source for
microorganisms, and the use of the average nominal oxidation
state of carbon has been suggested as a universal metric of the
bioenergetics potential of microbial metabolism decomposing
organic matter in soils (LaRowe and Van Cappellen, 2011; Nunan
et al., 2015; Gunina et al., 2017). In the current Research Topic,
Boye et al. extend this approach to make progress on sustainable
land-use management issues such as the degradation of organic
matter in oxygen-limited rice paddy systems. Using energy
balances of redox-processes, their results indicate that water-
soluble carbon is key driver of microbial processes with major
impacts on ecosystem functioning. Arcand et al. explore the
functional importance of soil biota, including their composition,
in organic and conventional management systems. Combining
isothermal calorimetry with 13C-DNA stable isotope probing,
they demonstrate that long-term agricultural management can
alter microbially driven carbon processes in soils. Furthermore,
Williams and Plante propose a bioenergetics framework for
assessing the persistence of organic matter in soil systems.
The framework is based on a return-on-investment ratio, the
ratio between energy invested in relation to energy density
(Harvey et al., 2016). Their framework contradicts traditional
humus theory that organic matter is composed of inherently
stable macromolecules; instead it supports the idea that organic
matter is a continuum of progressively decomposing organic
compounds (Lehmann and Kleber, 2015).

CONCLUSIONS

The 12 articles comprising this Research Topic only begin to
scratch the surface of the very broad emerging research area
of environmental bioenergetics. By taking an energetic view
of microbial metabolism in various environments, we may
(i) further our understanding of the link between microbial
communities and their activities in relation to geochemical
processes, and (ii) improve our prediction of microbial feedback
mechanisms and ecosystem responses to climate change. The
publication of this volume comes at a key moment in which
the delivery of ecosystem services is of high importance (IPBES,
2019) and the need to achieve the UN Sustainable Development
Goals for 2030 (UN-DSDG, 2019) becomes an increasingly
urgent issue. We aspire that this collective work will inform and
stimulate more studies on this Research Topic in the coming
years, and we advocate that environmental bioenergetics research
(including development of new concepts and frameworks) needs
to be integrated with targeted scientific research to address the
pressing challenges humankind is currently faced with.
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Resource Legacies of Organic
and Conventional Management
Differentiate Soil Microbial Carbon
Use
Melissa M. Arcand1, David J. Levy-Booth2 and Bobbi L. Helgason3*

1 Department of Soil Science, University of Saskatchewan, Saskatoon, SK, Canada, 2 Department of Microbiology and
Immunology, University of British Columbia, Vancouver, BC, Canada, 3 Saskatoon Research Centre, Agriculture and
Agri-Food Canada, Saskatoon, SK, Canada

Long-term contrasts in agricultural management can shift soil resource availability with
potential consequences to microbial carbon (C) use efficiency (CUE) and the fate of C
in soils. Isothermal calorimetry was combined with 13C-labeled glucose stable isotope
probing (SIP) of 16S rRNA genes to test the hypothesis that organically managed soils
would support microbial communities with greater thermodynamic efficiency compared
to conventional soils due to a legacy of lower resource availability and a resultant shift
toward communities supportive of more oligotrophic taxa. Resource availability was
greater in conventionally managed soils, with 3.5 times higher available phosphorus,
5% more nitrate, and 36% more dissolved organic C. The two management systems
harbored distinct glucose-utilizing populations of Proteobacteria and Actinobacteria,
with a higher Proteobacteria:Actinobacteria ratio (2.4 vs. 0.7) in conventional soils.
Organically managed soils also harbored notable activity of Firmicutes. Thermodynamic
efficiency indices were similar between soils, indicating that glucose was metabolized
at similar energetic cost. However, differentially abundant glucose utilizers in organically
managed soils were positively correlated with soil organic matter (SOM) priming and
negatively correlated to soil nutrient and carbon availability, respiration, and heat
production. These correlation patterns were strongly reversed in the conventionally
managed soils indicating clear differentiation of microbial functioning related to soil
resource availability. Fresh C addition caused proportionally more priming of SOM
decomposition (57 vs. 51%) in organically managed soils likely due to mineralization of
organic nutrients to satisfy microbial demands during glucose utilization in these more
resource deprived soils. The additional heat released from SOM oxidation may explain
the similar community level thermodynamic efficiencies between management systems.
Restoring fertility to soils with a legacy of nutrient limitation requires a balanced supply
of both nutrients and energy to protect stable SOM from microbial degradation. These
results highlight the need to consider managing C for the energy it provides to ıcritical
biological processes that underpin soil health.

Keywords: thermodynamics, carbon use efficiency, microbial community composition, 13C-DNA-SIP, priming
effect, organic agriculture, calorimetry
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INTRODUCTION

Microorganisms are central drivers of soil organic matter (SOM)
dynamics and are critical to controlling the flow of carbon
(C) through terrestrial ecosystems. Further, microbial residues
directly contribute to SOM formation (Ludwig et al., 2015;
Kallenbach et al., 2016; Liang et al., 2017). Microbial carbon use
efficiency (CUE) is receiving increased attention as an important
factor governing the fate of metabolized C and therefore SOM
formation, nutrient dynamics, and release of C to the atmosphere
(Manzoni et al., 2012; Schimel and Schaeffer, 2012; Cotrufo et al.,
2013; Blagodatskaya et al., 2014). Inefficient C use exacerbates
CO2 emissions with concomitant energy losses from terrestrial
ecosystems (Janzen, 2015).

Soil microbial community structure (i.e., abundance and
composition), resource availability, and substrate quality
(nutrient and energy content) are important factors that
govern CUE (Manzoni et al., 2012; Sinsabaugh et al., 2013;
Herrmann et al., 2014; Lee and Schmidt, 2014; Bölscher et al.,
2016). Physiological differences between active microbial
populations can occur during shifts in microbial community
structure, potentially altering community metabolic capacity
and community-level CUE (Geyer et al., 2016). For example,
copiotrophic microorganisms flourish under high resource
availability while oligotrophs are adapted to resource-deprived
environments through efficient use of minimal resources (Fierer
et al., 2007; Roller and Schmidt, 2015). As a result, structurally
different communities can process the same substrate with
varied efficiency. Energy and stoichiometric nutrient balance
of substrates can also affect microbial CUE (Manzoni et al.,
2012), resulting in identical microbial communities that can
manifest different CUE when substrates varying in free energy
content are metabolized (Frey et al., 2013; Roller and Schmidt,
2015; Bölscher et al., 2016). Moreover, limitations in nutrient
availability can cause microorganisms to mine SOM for nutrients
via inefficient mechanisms (Geyer et al., 2016). Microbial CUE
at the community level reflects the complex interplay of both
microbial community structure and the chemical and energetic
properties of the utilized substrates.

Agricultural management practices that alter microbial
community structure can affect soil metabolic capacity and C
stabilization (Lee and Schmidt, 2014; Kallenbach et al., 2015),
particularly if the predominant life-strategy of the community
shifts as a result of changing resource availability (Roller
and Schmidt, 2015; Finn et al., 2017). Microbial community
composition in agricultural and forest soils have been associated
with microbial CUE (Harris et al., 2012; Herrmann et al., 2014;
Creamer et al., 2015; Bölscher et al., 2016). However, large
shifts in microbial community structure due to agricultural
management may have little effect on CUE (van Groenigen
et al., 2013) and agricultural systems with differing CUE can
maintain similar metabolically active communities (Kallenbach
et al., 2015). Therefore, there is no clear consensus on how or
whether agricultural practices that alter microbial community
composition affect microbial CUE.

Organically managed soils can harbor microbial communities
that are distinct in structure and function compared to

conventionally managed soils due to differences in edaphic
factors stemming from legacies of pest management, nutrient
inputs, and other agronomic practices such as tillage (García-
Ruiz et al., 2008; Joergensen et al., 2010; Kong et al., 2011;
Chaudhry et al., 2012; Li et al., 2012; Dai et al., 2014; Hartmann
et al., 2014; Arcand et al., 2016). Soil C stocks have been shown
to decline with conversion to organic management (Bell et al.,
2012), but have also remained on par with conventional soils
(Malhi et al., 2009) and even increased due to higher microbial
CUE relative to conventionally managed soils (Syswerda et al.,
2011; Kallenbach et al., 2015). Organic farming practices can vary
markedly among regions and systems (e.g., grain vs. integrated
livestock farming), thus the potential to sequester soil C in
organically managed soils will not be uniform. For instance,
organic grain farming systems in the Canadian prairies use
tillage to control for weeds, have limited access to manure,
tend to be deficient in plant-available phosphorus (P), produce
lower yields, and lower crop residue returns compared to
their conventional counterparts (Knight et al., 2010; Dai et al.,
2014; Benaragama et al., 2016). Recently, we demonstrated that
soil microbial C dynamics during crop residue decomposition
differed between organic and conventional prairie grain systems.
In organically managed soils, fungi and actinobacteria were more
dominant utilizers of crop residue derived-C during early and late
stages of decomposition, respectively, and microbial activity and
abundance was more responsive to residue additions (Arcand
et al., 2016). Investigation of microbial CUE could improve
understanding of the fate of C in these contrasting agricultural
management systems.

Isothermal calorimetry is capable of detecting minute changes
in heat production and can therefore provide valuable insight
into microbially driven soil C dynamics (Harris et al., 2012;
Herrmann et al., 2014; Barros et al., 2010). Compared to
measures of respiration, calorimetric approaches can provide a
complementary and more comprehensive picture of microbial
metabolism as heat captures the net outcome of anabolic
and catabolic processes (Herrmann et al., 2014). Harris et al.
(2012) proposed a thermodynamic efficiency index for soils
based on Battley’s (1960, 1987) enthalpy equations used to
describe microbial cell growth on single C substrates. The
index is a unit-less measure determined from the ratio of the
amount of energy released following substrate addition to the
energy input into the system as substrate (Harris et al., 2012).
Thermodynamic efficiency indices have been shown to correlate
to functional diversity and community structure, suggesting
that community composition is an important factor influencing
substrate utilization (Harris et al., 2012; Herrmann et al., 2014).

Thermodynamic indices integrate whole community
energetics, circumventing the need to open the “microbial
black box” to quantify specific metabolic processes within this
complex soil ecosystem. Combined with the use of isotopic
tracers that can elucidate the membership of active populations
within the community, calorimetry and stable isotope probing
(SIP) establish the links between energy flows during microbial
metabolism and microbial community structure. SIP using
enriched substrates (e.g., containing 13C, 15N, or 18O) and
subsequent characterization of labeled biomarkers allows
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targeting of active microbial populations (Jameson et al., 2017).
Targeted amplicon sequencing of 13C-enriched DNA provides
phylogenetic information about populations of interest (Neufeld
et al., 2007). When combined with functional information,
DNA-SIP informs the understanding of resource availability and
allocation in complex environments (Li et al., 2011; Coyotzi
et al., 2017). Isothermal calorimetry combined with 13C-SIP has
the potential to provide valuable insight into the simultaneous
identity of active members and physiology of the microbial
communities, enabling greater understanding of the role
community composition plays in soil C dynamics.

This study combined isothermal calorimetry with 13C-DNA-
SIP for the first time to examine microbial metabolism and
thermodynamics during glucose metabolism in soils from a
long-term agricultural cropping systems field trial known to
vary in community composition (Arcand et al., 2016), nutrient
availability, and organic matter quality (Malhi et al., 2009).
This experimental system represents typical conventional and
organic grain production on the Canadian prairies. Our specific
objectives were to: (i) examine the thermodynamic efficiency
indices and thermal yields in soils subject to long-term history
of organic and conventional management and use 13C-glucose
to (ii) quantify the degree of SOM priming during the assay
and (iii) characterize the glucose-utilizing bacterial and archaeal
communities using 13C-DNA-SIP. We hypothesized that soils
from conventional management systems and with cropping
histories that included perennial crops in rotation have higher
resource availability and therefore higher biological activity with
lower thermodynamic efficiency than organically managed soils
and those under annual crop rotations. We further hypothesized
that the bacterial community in conventional soils would contain
relatively more copiotrophs with the ability to metabolize
simple compounds with low thermodynamic efficiency, while
oligotrophs would be more dominant in organically managed
soils.

MATERIALS AND METHODS

Field Site Description and Soil Sampling
The soils used in the incubation experiment were collected from
a subset of treatments in the Alternative Cropping Systems
field study established in 1994 at Scott, SK, Canada (52◦ 22′,
108◦ 50′). The field study is arranged as a split-plot design
with levels of inputs as main plots and cropping sequence
as sub-plots replicated four times, each on a 6-year rotation
cycle. Detailed descriptions of the experimental design and
management history are outlined in Brandt et al. (2010).
The present study focused on two input treatments, herein
defined as management systems, each representative of typical
conventional and organic grain production systems in this
region. The conventional (CON) system uses no-till practices
and the judicious use of synthetic inputs to manage pests and
nutrients based on crop scouting and soil testing, respectively.
The organic (ORG) system does not use any chemical fertilizer
or pesticides and weeds are controlled using tillage. The cropping
sequence sub-plots sampled for use in the current study included

either a diversified annual grains (ANN) or a diversified annual-
perennial (PER) rotation. The soils are classified as Dark Brown
Chernozems (Typic Boroll) and are loam in texture. Surface
soils (0–7.5 cm) from the four field replicates of each treatment
were collected following crop harvest on October 31, 2014,
which represented the 21st year of the study and the last time
these long-term plots were managed according to historical
agricultural treatments. All plots had been cropped to wheat
(Triticum aestivum L.); details of the cropping sequences within
each management system are in Supplementary Table S1. Soils
were sieved (<2 mm) and stored at 4◦C until initiation of the
laboratory incubations; field replicates were maintained through
the experiment.

Soil Chemical and Biochemical
Properties
Soils, prior to pre-incubation, were extracted for inorganic N
using 2 M KCl (Maynard et al., 2008) and available P was
determined using a modified Kelowna extraction (Ashworth
and Mrazek, 1995); 2 M KCl extracts were analyzed for
NO−3 -N and NH4

+-N and Kelowna extracts for PO4
−-P

on a Technicon Autoanalyzer (Technicon Industrial Systems,
Tarrytown, NY, United States). After HCl treatment to remove
carbonates, soil organic C (SOC) was determined by combustion
on a LECO Carbonator (LECO Corporation, St. Joseph, MI,
United States). Soil pH of air-dried soil was determined
in 0.01 M CaCl2 (Hendershot et al., 2008). Subsamples
of soil from each field treatment were pre-incubated for
14 days at 45% water holding capacity (WHC) and 25◦C.
Microbial biomass was determined on these pre-incubated
soils using fumigation-extraction (Vance et al., 1987). Extracts
were analyzed for total organic C concentrations using a
TOC-V (Shimadzu Scientific Instruments, Columbia, MD,
United States). Microbial biomass C (MBC) was calculated
using a kec factor of 0.45 (Wu et al., 1990). Dissolved
organic C (DOC) was determined in unfumigated extracts.
Potential activity of β-glucosidase (BG) which hydrolyzes
degradation products of cellulose was assayed based on the
colorimetric determination of p-nitrophenol released from
synthetic substrate (Parham and Deng, 2000). BG activities were
determined on 1 g of pre-incubated soil that was amended
with 50 mM p-nitrophenyl-β-D-glucopyanoside, buffered at pH
5.5, and incubated for 1 h at 37◦C. Absorbance of filtered
p-nitrophenol extracts was determined at 405 nm (Evolution
60S spectrophotometer, Thermo Fisher Scientific, Madison, WI,
United States). Phenol oxidase was assayed in 50 mM acetate
buffer at pH 5.0 using 10 mM L-3,4-dihydroxy phenylalanine
as substrate. Absorbance of filtered extracts was measured at
475 nm.

Soil Incubation for Calorimetry and
DNA-SIP
Isothermal Calorimetry
After the 14 days pre-incubation period, 5 g soil was weighed
into two sets of glass ampoules. The first set of samples received
350 µL of 0.1 M 13C-glucose (99 atom%) at a rate equivalent
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to 500 µg C g−1 soil. The glucose solution was made from
U-13C-labeled glucose (Cambridge Isotope Laboratories, Inc.,
Andover, MA, United States) dissolved in autoclaved Milli-
Q water. Highly enriched 13C-labeled glucose was added to
enable the identification of the bacterial taxa actively assimilating
glucose using DNA-SIP. The second set of soil samples served
as controls and received 350 µL autoclaved Milli-Q water. The
glucose and water additions brought the soil moisture levels up to
65% WHC. The ampoules containing the glucose-amended and
corresponding control soils were immediately introduced into an
eight channel TAM Air calorimeter (TA Instruments, Sollentuna,
Sweden) and real-time heat data was continuously recorded for
48 h at 25◦C. Each calorimetric channel is comprised of two heat
flow sensors, one for the sample and one for a reference sample,
which should be an inert material with approximately the same
heat capacity as the sample (TA Instruments, 2012). Autoclaved
Milli-Q water without soil was used as the reference; based on
the heat capacity of water, the volume equivalent to the estimated
heat capacity of the unamended soil could be determined and
was added to the reference ampoule. The instrument could
accommodate one complete field replicate including the water-
control soils in a single assay. Therefore, the heat measurements
were staggered by field replicate and the pre-incubation periods
for each replicate were adjusted accordingly. After completion of
the 48 h calorimetry incubation period, soils were emptied into
Whirl-pak bags and immediately stored frozen (−80◦C) for DNA
extraction.

The total thermodynamic efficiency of soil microbial
communities during glucose assimilation was calculated
according to Harris et al. (2012) originally adapted from Battley’s
thermodynamic efficiency enthalpy equations:

ηeff = 1 − [(Qglucose − Qcontrol)/1Hglucose]

where Qglucose and Qcontrol are the total heat production (J g−1

soil) in glucose-amended and water control soils, respectively and
1Hglucose is amount of heat energy stored in the glucose (18.05 J
g−1 soil) added to these soils.

The thermal yield, which is the fraction of heat dissipated from
glucose oxidation, was calculated according to Harris et al. (2012),
but was modified to account for the number of CO2-C moles
derived from primed SOM:

ηCO2 − C =

1 HC
O
[n(CO2)glucose − (n(CO2)primed + n(CO2)control)]

1Hglucose

where n(CO2)glucose and n(CO2)control are the number of CO2-C
moles respired in glucose- and water-amended soils over the 48 h
incubation period, respectively, and n(CO2)primed is the number
of SOM-derived CO2-C moles that were primed in glucose-
amended soils. The sum of n(CO2)primed and n(CO2)control
comprises the total moles of CO2-C mineralized from SOM
in glucose-amended soils. The fraction of glucose-heat retained
in the soil, ηsoil, is 1-ηCO2-C. Details on the methods and

calculations used to determine respiration and priming are
outlined below.

13C-DNA Stable Isotope Probing
Total genomic DNA was extracted from each of the 12C glucose
and 13C glucose-amended soils using the Mo Bio PowerSoil
DNA kit according to the manufacturer’s instructions (Qiagen
Canada). DNA concentration was determined using the Qubit
fluorometer (Life Technologies, Thermo Fisher Canada) and 2 µg
DNA from of each sample was used for density centrifugation.
The separation of different density fractions was performed
according to Dunford and Neufeld (2010). Briefly, 500 mL
of sterile 7.163 M CsCl gradient stock solution was freshly
prepared. The appropriate volume gradient buffer was added
to the volume of DNA extract required to contain 2 µg
of DNA and 4.8 mL of CsCl stock solution in a 15 mL
Falcon tube to achieve a final density of 1.725 g mL−1

and inverted to mix. The solutions were then loaded into
5.1 mL Quickseal Polyallomer centrifuge tubes, weighed and
balanced, and loaded into a Vti 65.2 rotor and centrifuged
using a Beckman optima TLX under vacuum for 40 h at 23◦C
and 44,100 rpm. Samples were immediately fractionated into
12 µL × 425 µL fractions in sterile 1.5 mL Eppendorf tubes
using a calibrated infusion pump (Braintree Scientific Inc.). The
DNA was then precipitated by first adding 20 µg polyacrylamide
followed by 2 volumes of 30% Polyethylene glycol in NaCl,
mixing by inversion after each addition and incubating at
room temperature overnight. Pelleted DNA was washed with
70% ethanol, dried at room temperature for 15 min and then
suspended in 30 µL of TE buffer. The amount of DNA in
each of the fractions was further quantified by using the Qubit
assay.

An initial characterization of the fractions was performed
by combining aliquots of fractionated DNA from each of the
experimental replicates (n = 4) and comparing 16S rRNA gene
DGGE banding patterns of labeled (13C) and native substrate
(12C) samples. Specifically, unique banding patterns in 13C
“heavy” fractions that corresponded with high concentration of
DNA signaled 13C incorporation into bacterial DNA (Dunford
and Neufeld, 2010). We sequenced fraction 6 (heavy, ∼1.722 g
ml−1) and 10 (light, ∼1.747 g ml−1) for 13C-glucose amended
soils, herein referred to as “glucose utilizers” and fraction 9 (light,
∼1.741 g ml−1) for 12C-glucose amended soil. Concentration of
DNA in fractions 5 and 6 (heavy) of the 12C-glucose amended soil
was below the threshold of detection in all treatments except for
one replicate of the ORG-ANN soils.

DNA sequencing of the bacterial 16S rRNA v4 region
was performed using primers 518F and 806R (Caporaso
et al., 2011) at the McGill University and Genome Quebec
Innovation Centre (Montreal, QC, Canada). Following PCR
amplification, amplicons were purified using Ampure XP beads
(Beckman Coulter, Canada), ligated to index adapters, quantified
with the Quant-iT PicoGreen dsDNA Assay Kit (Thermo
Fisher Scientific, Waltham, MA, United States) and pooled at
equimolar concentration. DNA was then sequenced according
to manufacturer’s instructions on the MiSeq DNA Sequencer
(Illumina, San Diego, CA, United States). Raw sequencing
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reads were deposited in the European Nucleotide Archive at
study accession PRJEB22936 and sample accessions ERS1963781-
ERS1963826.

Soil Incubation for Respiration and
Determination of Priming
An additional subsample of soil from each field treatment was
pre-incubated for 14 days at 45% WHC and 25◦C as above for
determining respiration rates, including priming of SOM. Three
separate sets of the pre-incubated soil were weighed (20 g) into
16 dram vials and placed into 1 L Mason jars. The first set
received 0.1 M of 19.5 atom% 13C glucose solution. The second
set received 0.1 M of glucose containing 13C at natural abundance
levels. These soils were used as 12C-glucose-amended controls
for DNA-SIP. The third set received autoclaved Milli-Q water.
Solutions were added at equal volumes (1.40 mL) across the three
sets of soils to bring soil moisture levels up to 65% WHC and
at glucose rates equivalent to the 500 µg C g−1 soil used in the
calorimetry assay. A lower enrichment of 13C-labeled glucose
compared to that added to the set of DNA-SIP/calorimetry soils
was used to reduce potential analytical difficulty associated with
analyzing high enrichment material using IRMS (Watzinger,
2015). Jars were immediately sealed following solution addition,
flushed with CO2-free air and incubated at 25◦C.

Gas Sampling and Analysis
Headspace gas samples (20 mL) were taken 4, 12, 24, 36, and 48 h
after glucose or water addition and injected into evacuated 12 mL
Exetainer R© tubes (Labco Limited, United Kingdom) to determine
CO2 concentration using gas chromatography (Bruker 450 GC,
Bruker Biosciences, Billerica, MA, United States). A second gas
sample (12 mL) was taken and injected into another set of
Exetainer R© tubes for 13C analysis on a GasBench interfaced to
a Thermo Scientific Delta V Plus isotope ratio mass spectrometer
(Thermo Scientific, Bremen, DE) at the UC Davis Stable Isotope
Facility. Jars were immediately flushed with CO2-free air after
sampling and resealed. Two blank jars without soil were carried
throughout the incubation.

The amount of CO2-C respiration (µg CO2-C g−1 soil)
derived from glucose (Rglucose) was determined using the
following mass balance equation:

Rglucose =
R∗t [x(

13C)sample − x(13C)soil]

[x(13C)glucose − x(13C)soil]

Where Rt is the total amount of CO2-C released from glucose-
amended soil samples, x(13C)sample is its isotopic abundance,
x(13C)glucose is the isotopic abundance of the 13C-labeled glucose,
and x(13C)soil is the isotopic abundance of CO2 from soil
receiving water only. Thus, the amount of SOM-derived CO2 was
calculated as:

RSOM = Rt − Rglucose

The amount of CO2 respired through priming of SOM
(Rprimed) was calculated as:

Rprimed = RSOM − Rbasal

Where RBasal is the amount of CO2 released during basal
respiration (water-only control soils).

In addition to the thermodynamic efficiency indices
and thermal yields, we calculated metabolic quotients and
calorespirometric ratios, which are often used as proxies for
microbial CUE (Hansen et al., 2004; Creamer et al., 2015;
Herrmann and Bölscher, 2015; Barros et al., 2016; Bölscher
et al., 2016; Bailey et al., 2017). The metabolic quotient (qCO2)
was calculated as the ratio of basal respiration and soil MBC
(Anderson and Domsch, 1985). Calorespirometric ratios (mJ
µg−1 CO2-C) were calculated for both control and glucose-
amended soils as the ratio of heat production to CO2-C respired
(Hansen et al., 2004). Calorespirometric ratios are suggested to
provide information on both the nature of the substrate being
metabolized and its utilization efficiency (Barros et al., 2016).
Given metabolism of similar organic material, low ratios indicate
high efficiency (Hansen et al., 2004). However, unlike single
substrates, the constituents of SOM are variable and complex,
making the interpretation of these ratios difficult.

Bioinformatics and Statistical
Approaches
The bioinformatics approach of this work was modeled
after Caporaso et al. (2010). Paired end joining of Illumina
fastq files used FLASH 1.2.11 (Magoc and Salzberg, 2011).
Quality filtering at a per-base cutoff of Q13 used USEARCH
9.0.2132 (Edgar and Flyvbjerg, 2015). OTU selection used
the QIIME pipeline, with sequencing filtering and alignment
using Chimera Slayer and PyNast. Open-reference operational
taxonomic unit (OTU) binning was performed using Greengenes
at 97% sequence similarity followed by de novo clustering
of unbinned sequences. Singletons were removed prior to
analysis.

Soil chemical and biological variables, relative abundance of
phyla, and α-diversity measures were analyzed with a mixed
effects model using the lme function in the nlme package in R.
Management system and cropping history were fixed factors,
while field replicate and the interaction of field replicate by
management system were random effects. Where significant
interactions between management system and cropping history
were detected (P < 0.05), Tukey post hoc procedure was
used to determine how soil variables under the four treatment
combinations (ORG-ANN, ORG-PER, CON-ANN, CON-PER)
differed. Respiration, heat production, and calorespirometric
ratios were also analyzed with amendment (glucose/water) as
an additional fixed factor to management system and cropping
history.

To test for differences in β-diversity of OTUs under all
treatments and fractions permutational multivariate analysis of
variance (PERMANOVA) was used on Bray–Curtis dissimilarity
indices calculated using relative abundance on counts rarified
to an equal depth (23932) with the same multi-factor ANOVA
structure as previously described. PERMANOVA was performed
using the adonis function in the vegan 2.4-3 package (Oksanen
et al., 2017) in R 3.2.4 (R Developement Core Team, 2016), as
were all analyses reported in this manuscript. β-diversity was
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visualized with Principal Coordinate Analysis (PCoA) using the
capscale in vegan.

DESeq2 was used to select positively differentially abundant
OTUs that differentiated treatment effects (Love et al., 2014).
We used this technique to identify taxa that drove differences
between the CON and ORG management systems within
each C fraction as well as between 13C-heavy and 13C-light
fractions to distinguish between glucose and non-glucose utilizers
within each management system. Clustered correlation heatmaps
of differentially abundant OTUs [false discovery rate (FDR)-
adjusted P-values < 0.01] and soil properties were made using
the CIM function in the mixOmics package.

RESULTS

Soil Properties, Basal Heat Production,
and Respiration
Available P was 3.5 times greater, NO−3 -N was 5% greater,
and DOC was 36% greater in soils under CON compared to
ORG management regardless of cropping history (Table 1),
reflecting different nutrient input regimes and crop residue
returns between the two systems over the course of the 20 year
field study. Soil pH was significantly lower in the ORG-
ANN soils compared to the CON-ANN and ORG-PER soils
(Table 1).

The effect of management system on MBC depended on
cropping history. MBC was greater in CON-ANN compared to
CON-PER soils, but there were no significant differences in MBC
between the ORG and CON soils (Table 1). Without glucose
amendment, CON soils supported 48% higher rates of potential
PHOX activity (Table 1), 26% higher production of CO2 and 38%
more heat (Table 2). CON soils produced 32% more CO2 per unit
initial MBC (qCO2) than ORG soils at basal rates (Table 2).

Heat Production, Respiration, and SOM
Priming Following Glucose Amendment
Glucose increased cumulative heat production and respiration
compared to controls soils after 48 h by 4.6 and 7.1 times,
respectively, in CON soils and by 5.8 and 8.7 times, respectively,
in ORG soils. These heat measurements represent the energy
not conserved in the system during glucose metabolism and
are used in the calculation of ηeff. Differences in heat and
respiration observed in controls between management systems
were maintained, albeit to a lesser extent, following glucose
amendment (Table 2). Heat production was 7% higher and CO2
production was 6% higher in CON compared to ORG soils.
Calorespirometric ratios (mJ µg−1 CO2-C) declined with glucose
addition (P < 0.0001).

Isotopic analysis of the 13C-CO2 released from 13C-glucose-
amended soils enabled the partitioning of glucose- vs. SOM-
derived CO2 production (Table 3). Cumulative glucose-derived
CO2 did not differ among treatments, but glucose oxidation
contributed significantly less to total cumulative CO2 in CON-
ANN soils than ORG and CON-PER soils (71 vs. 73%),
corresponding to greater SOM-derived CO2 in CON-ANN TA
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soils. The greater SOM-derived CO2 in CON-ANN soils can
be attributed to both higher basal respiration and priming
of SOM. We found that priming of SOM comprised 15% of
total cumulative respiration across all treatments and glucose
primed the decomposition of 11% more organic matter in
CON-ANN compared to the other soils. In spite of lower
quantities of primed SOM in ORG soils, a higher proportion of
the total SOM-derived CO2 produced was primed under ORG

compared to CON soils (57 vs. 51%), regardless of cropping
history.

There were no significant differences in any of the
thermodynamic efficiency indices among the long-term
field treatments using glucose as an available substrate
(Table 4). The thermal yield in soil (ηsoil) was 0.56 across
all treatments and the thermodynamic efficiency index (ηeff) was
0.68.

TABLE 2 | Long-term differences in organic (ORG) and conventional (CON) management systems (MS) affect respiration, heat, and metabolic properties without labile
substrate amendment, but differences were attenuated with glucose addition.

MS Crop1 Control soils Glucose-amended soils

Respiration Heat Caloresp. ratio Metabolic quotient Respiration Heat Caloresp. ratio

µg CO2-C g−1 soil J g−1 soil mJ µg−1 CO2-C µg CO2-C µg−1 MBC µg CO2-C g−1 soil J g−1 soil mJ µg−1 CO2-C

Management system means pooled across cropping histories (n = 8)2

CON 34.3 ± 2.3A3 1.65 ± 0.12A 48.4 ± 2.8 0.12 ± 0.009A 243.4 ± 4.9A 7.44 ± 0.07A 30.6 ± 0.5

ORG 26.5 ± 0.8B 1.20 ± 0.04B 45.3 ± 1.4 0.09 ± 0.003B 229.8 ± 2.6B 6.93 ± 0.04B 30.2 ± 0.3

Individual treatment means (n = 4)

CON ANN 37.4 ± 4.0 1.76 ± 0.21 47.7 ± 5.3 0.11 ± 0.014 248.1 ± 9.7 7.47 ± 0.12 30.2 ± 1.1

PER 31.2 ± 1.1 1.54 ± 0.11 49.2 ± 2.7 0.13 ± 0.013 238.6 ± 2.2 7.41 ± 0.1 31.0 ± 0.3

ORG ANN 26.1 ± 0.6 1.18 ± 0.04 45.4 ± 2.1 0.09 ± 0.006 229.6 ± 5.2 7.01 ± 0.06 30.6 ± 0.5

PER 26.9 ± 1.6 1.22 ± 0.07 45.3 ± 2.0 0.09 ± 0.004 230.1 ± 2.2 6.86 ± 0.04 29.8 ± 0.4

Analysis of variance4

MS ∗∗ ∗∗ NS ∗ ∗ ∗∗∗ NS

Crop NS NS NS NS NS NS NS

MS × Crop NS NS NS NS NS NS NS

1Crop refers to the annual (ANN) or annual-perennial (PER) cropping history subplots used in the incubation experiment. 2Values are means ± standard error; data
displayed are pooled across management systems (n = 8) and for each individual treatment (n = 4). 3Different letters indicate significant differences between management
systems based on analysis of variance. 4Asterisks indicate P-values (∗P< 0.05, ∗∗P< 0.01, ∗∗∗P< 0.001; NS, not significant) from the analysis of variance of management
system (MS) and cropping history and their interactions on soil properties.

TABLE 3 | Source partitioning of CO2 and priming effects following glucose amendment to soils from contrasting long-term organic (ORG) and conventional (CON)
management systems (MS).

MS Crop1 Glucose-derived SOM-derived Primed Glucose-derived Primed Primed

µg CO2-C g−1 soil % total CO2-C % SOM-derived CO2-C

Management system means pooled across cropping histories (n = 8)2

CON 173.0 ± 3.1 70.6 ± 3.4 36.2 ± 1.2 71.3 ± 0.9B 14.9 ± 0.5 51.4 ± 1.5B

ORG 168.4 ± 2.5 61.5 ± 0.8 34.9 ± 0.5 73.3 ± 0.4A 15.4 ± 0.2 56.9 ± 0.9A

Individual treatment means (n = 4)

CON ANN 172.5 ± 5.7 75.6 ± 4.3a 38.2 ± 1.0a 69.8 ± 0.8b 15.5 ± 0.6 51.0 ± 2.7

PER 173.6 ± 0.8 63.9 ± 2.6b 33.4 ± 1.3b 73.3 ± 0.7a 14.0 ± 0.6 52.0 ± 0.6

ORG ANN 168.8 ± 4.9 60.8 ± 0.3b 34.7 ± 0.7b 73.5 ± 0.5a 15.3 ± 0.3 57.0 ± 1.1

PER 168.0 ± 2.1 62.1 ± 1.5b 35.2 ± 0.7b 73.0 ± 0.7a 15.5 ± 0.3 56.8 ± 1.6

Analysis of variance3

MS NS NS NS ∗ NS ∗

Crop NS NS NS NS NS NS

MS × Crop NS ∗ ∗ ∗ NS NS

1Crop refers to the annual (ANN) or annual-perennial (PER) cropping history subplots used in the incubation experiment. 2Values are means ± standard error; data
displayed are pooled across management systems (n = 8) and for each individual treatment (n = 4). Same letters indicate no significant difference between treatment
means after Tukey’s HSD post hoc test. 3Asterisk ∗ indicates P < 0.05 and NS, not significant from the analysis of variance of management system (MS) and cropping
history (Crop) and their interactions on soil properties.
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TABLE 4 | Thermodynamic efficiency indices did not differ between soils under contrasting long-term organic (ORG) and conventional (CON) management system when
supplied with glucose.

Management system Cropping history ηeff∗ ηCO2
∗ ηsoil∗

CON ANN 0.684 ± 0.012 0.448 ± 0.013 0.553 ± 0.013

PER 0.675 ± 0.001 0.443 ± 0.003 0.558 ± 0.003

ORG ANN 0.677 ± 0.005 0.435 ± 0.012 0.565 ± 0.012

PER 0.687 ± 0.002 0.433 ± 0.005 0.568 ± 0.005

∗Microbial thermodynamic efficiency (ηeff) and thermal yields of heat dissipated as CO2 (ηCO2) or retained in the soil (ηsoil) during glucose oxidation. Heat production
and respiration rates were measured using isothermal calorimetry and sampling of headspace CO2, respectively, of glucose-amended surface soils (0–7.5 cm) from CON
and ORG management system treatments planted to annual (ANN) or annual-perennial (PER) cropping history subplots that were incubated for 48 h. No significant effect
of long-term management system or cropping history was detected based on analysis of variance (P > 0.05).

Structure and Diversity of
Glucose-Utilizing Communities
Community Structure
The 12C-light fraction represents the total community following
amendment of unlabeled glucose for 48 h. The 13C-light fraction
represents community members that did not utilize glucose and
the 13C-heavy fraction represents community members that have
incorporated 13C from labeled glucose.

Principal coordinate analysis of Bray–Curtis dissimilarity of
16S rRNA gene OTU relative abundance profiles showed that
the glucose-utilizing bacterial and archaeal communities (13C-
heavy) were distinct from the non-glucose utilizing communities
(13C-light) and (12C-light) (Figure 1A). When community
analyses of the fractions were separated, total (Figure 1B)
and non-glucose utilizing (Figure 1C) communities were
significantly different under CON and ORG management, as
were communities under different cropping histories (ANN vs.
PER). In the fraction representing glucose-utilizers (Figure 1D),
only communities under different management systems were
significantly different, accounting for 22% of variation following
PERMANOVA.

Regression of Bray–Curtis dissimilarity with soil variables
showed the influence of soil C on glucose utilization. Soil pH
was the only significant variable (R2

= 0.13, P = 0.017) to
affect total community structure. DOC (R2

= 0.13, P = 0.013)
and SOC concentration (R2

= 0.14, P = 0.019) were
significantly correlated with non-glucose utilizing community
structure, and DOC concentration was the only variable
that significantly correlated with glucose-utilizing community
structure (R2

= 0.14, P = 0.031).
Bacterial and archaeal relative abundance in each fraction

was investigated at the phylum level. The number of total
sequencing counts was similar between fractions, although
the 13C-heavy community contained 4,323 and 10,834 fewer
OTUs than the 13C-light and 12C-light fractions, respectively.
Within the 12C-light fraction, Proteobacteria had a relative
abundance of 29.3% and were significantly more abundant in
soil under CON management and in ANN compared to PER
cropping histories (Figure 2 and Supplementary Table S2).
In the ORG-ANN soils, relative abundance of Actinobacteria
was significantly lower, while Verrucomicrobia, Firmicutes, and
Acidobacteria were relatively more abundant. Compared to
the total community, the Bacteroidetes, Crenarchaeota, and

Firmicutes were relatively more abundant in the 13C-light
fraction, representing members that did not likely directly
assimilate labeled glucose. Bacteroidetes and Crenarchaeota were
significantly more abundant under CON management, while
Chloroflexi was greater under ORG. Within the 13C-heavy
fraction, Actinobacteria had a relative abundance of 49.4%,
and were significantly more abundant under ORG, as were
Firmicutes while Proteobacteria were more abundant under
CON management. In comparison, Actinobacteria represented
31.3 and 19.2% of 12C-light and 13C-light communities,
respectively.

Differential Abundance between Management
Systems
As only management system was a significant factor in
structuring the 13C-heavy community (Figure 1D), DeSeq2
differential abundance testing was used to determine the most
important microbial community members driving differences
between these management systems and their relationships with
soil attributes. Overall, 331 different OTUs, or 1.0% of 13C-
enriched OTUs, were differentially abundant between ORG
and CON management systems at a FDR-corrected p-value
cut-off of 0.01 (Figure 3A). This accounted for 29% of 13C-
enriched OTUs based on counts. There were 114 glucose-
utilizing OTUs that were significantly more abundant in
CON systems, 55% of which were Proteobacteria (Figure 3C).
The 26 glucose-utilizing Actinobacteria OTUs enriched in
CON systems resolved to the genera Thermomonospora sp.,
Actinoallomurus sp., Cellulomonas sp. and Gaiella sp. Of the
217 glucose-utilizing OTUs with significant abundance in ORG
systems 32% were Proteobacteria, with taxonomic difference
to CON system-selected Proteobacteria. The majority of ORG-
Proteobacteria were Burkholderia sp., Janthinobacterium sp.,
Variovorax paradoxus, and Rhizobium leguminosarum. Glucose-
utilizing Actinobacteria appeared enriched in ORG systems, and
were almost entirely made up of Arthrobacter sp. Additionally,
ORG systems appeared to select for Firmicutes including
Paenibacillus chondroitinus and Bacillus flexus.

Of the 112 differentially abundant OTUs between
management systems in the 13C-light fraction (0.3% of
total 13C-light OTUs), 97 were significantly more abundant
in CON systems (Figure 3D). These primarily included
Bacteroidetes (46 OTUs), Proteobacteria (30 OTUs) and
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FIGURE 1 | Bacterial and archaeal community structure differed according to long-term organic (ORG) and conventionally (CON) managed agricultural treatments.
Unconstrained multivariate ordination of Bray–Curtis dissimilarity indicating β-diversity of ANN and PER cropping systems under ORG and CON management
systems with (A) all C isotopic fractions (12C-light, 13C-light, 13C-heavy), (B) 12C-light fraction, (C) 13C-light fraction, (D) 13C-heavy fraction using Principal
Component Analysis (PCoA). PERMANOVA for cropping system (Crop) and management system (MS) is shown for fraction-specific PCoA in each panel. Asterisks
denote p-value range following PERMANOVA: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.

Actinobacteria (14 OTUs), although one Crenarchaeota OTU
mapping to Nitrososphaera clone SCA1145 was significantly
more abundant in 13C-Light CON vs. ORG (Figure 3D). The
remaining OTUs selected for by ORG systems, primarily
Proteobacteria (4 OTUs), Actinobacteria (4 OTUs) and
Acidobacteria (3 OTUs) showed poor taxonomic resolution.
These 111 differentially abundant OTUs comprised only 2.8%
of the counts, compared to the much higher proportion
of the community (29.2%) differentiated in the 13C-heavy
fraction.

Differentially abundant OTUs between glucose-utilizers in
ORG and CON management systems gave rise to substantially
different correlation patterns with soil attributes. Correlation
heatmaps indicate that both glucose-utilizing (Figure 3A)
and non-utilizing (Figure 3B) organisms were differentiated
between CON and ORG management systems according to
soil resource availability and function. The CON OTU cluster
correlated negatively with the proportion of SOM-derived
CO2 that was primed (pSOMprimed) and positively with
PO4-P, NO3-N, and DOC concentrations, phenol oxidase
activity (PHOX), metabolic quotients, ηCO2, respiration,
and heat production. ORG-enriched OTUs demonstrated
opposing correlative trends. Correlation patterns between
differentially abundant OTUs in the 12C-light (i.e., total
community) and soil attributes were similar (Supplementary
Figure S1).

Differential Abundance between 13C-Fractions
To verify that 13C-glucose incubation selected for unique
microbial populations, and that 13C-glucose utilization differed
between CON and ORG management systems, DESeq2
was again applied to identify OTUs that were differentially
abundant between 13C-heavy (glucose utilizers) and 13C-light
(non-glucose utilizers) fractions for each management system
(Figure 4A). Of the 978 differentially abundant OTUs in
CON soil (1.1% of CON OTUs), 312 were significantly more
abundant in 13C-heavy treatments, indicating glucose utilization
(Figure 4C). These OTUs were predominately from the phyla

FIGURE 2 | Phyla relative abundance of 16S OTUs in carbon fractions
differed according to long-term agricultural management treatments. The
panels show relative abundance of 16S OTUs in the total bacterial (12C-light),
the non-glucose utilizing bacteria (13C-light) and the glucose-utilizing bacterial
(13C-heavy) communities from management system (ORG, CON) and
cropping history (ANN, PER) treatments following glucose amendment. Only
phyla with a relative abundance greater than 0.005 shown. Each bar
represents the mean of four replicates.

Actinobacteria (57%), including Streptomyces sp., Modestobacter
sp. and Nocardioides sp. The most-abundant Proteobacteria
(38% of CON OTUs differentially abundant in the 13C-heavy
fraction) were largely Burkholderia sp. and Devosia sp. In
contrast, 666 non-glucose utilizing OTUs in CON 13C-light
fractions were primarily from the phyla Bacteroidetes (31%),
Acidobacteria (21%) and Proteobacteria (13.4%), with minor
populations of Verrucomicrobia (9.0%) and Firmicutes (8 %).
The Acidobacteria were Koribacter versatilis and Solibacter
sp. non-glucose-utilizing Proteobacteria included several
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FIGURE 3 | Glucose-utilizing and non-utilizing bacteria in conventional and organically managed soils were differentiated by soil attributes. DeSeq2 differential
abundance analysis of OTUs in CON and ORG managed soils in 13C-heavy (A) and 13C-light (B) fractions (FDR-adjusted p < 0.01). Heat map of Spearman
correlations between OTU differential abundance and soil variables ordered by log2-fold-change. Abundance of each phylum in CON and ORG managed soil in
13C-heavy (C) and 13C-light (D) fractions corresponding to the differentially abundant OTUs, annotated with the number of OTUs per phyla. MBC, microbial biomass
carbon; SOC, soil organic carbon; DOC, dissolved organic carbon; Rt, total CO2-C production; Rprimed, total primed CO2-C; Rglucose, total glucose-derived CO2-C;
RSOM, total soil organic matter-derived CO2-C; pSOMprimed, proportion of soil organic matter derived CO2-C that was primed; qCO2, metabolic quotient; PHOX,
phenol oxidase; BG, β-glucosidase; ηeff, thermodynamic efficiency index; ηCO2, thermal yield of glucose heat in CO2-C; ηsoil, thermal yield of glucose heat in soil.

methanotrophic and N-fixing taxa, as well as Nitrosovibrio
tenus.

In ORG management systems, a direct comparison of
13C-heavy and 13C-light fractions using DeSeq2 differential
abundance analysis was also used to investigate glucose-utilizing
and non-utilizing populations, respectively (Figure 4B). About
half of the 952 differentially abundant OTUs (1.2% of all
ORG OTUs) were enriched by glucose addition over 48 h
(Figure 4D). As with previous comparisons, Actinobacteria,
including Arthrobacter psychrolactophilus, Streptomyces
mirabilis, and Cellulomonas xylanilytica represented 53%
of ORG glucose-utilizing OTUs. Likewise, Proteobacteria
such as Burkholderia tuberum, Sphingomonas wittichii, and
Variovorax paradoxus represent 34% of glucose-utilizing
OTUs in ORG systems. OTUs differentially abundant in
13C-light fractions from ORG systems had similar OTU
identities and distribution as from CON systems, albeit with
substantially fewer Bacteroidetes. This comparison of 13C-heavy

and 13C-light fractions in each cropping system provided
additional information regarding taxonomic identity and
ecology of glucose-utilizing and non-utilizing populations,
respectively.

DISCUSSION

Microbial Thermodynamic Indices under
Organic and Conventional Management
Soil microbial CUE plays a critical role in C sequestration,
nutrient availability, and SOM formation. Microbial
communities produced similar amounts of heat per unit
glucose-derived energy applied (ηeff) between management
systems and cropping histories (Table 4). The thermodynamic
efficiencies were slightly lower than those reported in an arable
soil (Bölscher et al., 2016), but closely coincided to those
found in soils under contrasting agricultural management
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FIGURE 4 | Differentially abundant glucose-utilizing (13C-heavy) and non-utilizing bacteria (13C-light) in CON compared to ORG managed soils and correlation to soil
attributes. DeSeq2 differential abundance analysis of OTUs between glucose utilizers (13C-heavy) and non-utilizers (13C-light) between CON (A) and ORG (B)
management systems. Heat map of Spearman correlations between OTU differential abundance and soil variables ordered by log2-fold-change. Abundance of each
phylum in CON (C) and ORG (D) managed soil in 13C-heavy and 13C-light fractions corresponding to the differentially abundant OTUs, annotated with the number of
OTUs per phyla. MBC, microbial biomass carbon; SOC, soil organic carbon; DOC, dissolved organic carbon; Rt, total CO2-C production; Rprimed, total primed
CO2-C; Rglucose, total glucose-derived CO2-C; RSOM, total soil organic matter-derived CO2-C; pSOMprimed, proportion of soil organic matter derived CO2-C that
was primed; qCO2, metabolic quotient; PHOX, phenol oxidase; BG, β-glucosidase; ηeff, thermodynamic efficiency index; ηCO2, thermal yield of glucose heat in
CO2-C; ηsoil, thermal yield of glucose heat in soil.

reported by Harris et al. (2012). However, Harris et al. (2012)
differentiated the effects of long-term agricultural inputs on
ηeff whereas we could not. Heavy metal toxicity and low
soil pH can result from repeated applications of sewage
sludge and (NH4)2SO4, respectively, which potentially
disturbed microbial communities, resulting in low ηeff
(Harris et al., 2012). In contrast, the agricultural inputs in
our study likely did not induce toxicity-related stress or soil
acidification.

We hypothesized that (i) ORG soils would support microbial
communities with higher thermodynamic efficiency than CON
soils and (ii) that cropping history would modify the efficiencies.
However, thermodynamic efficiency indices (ηeff) and thermal
yields (ηCO2 and ηsoil) did not differ between management
systems or cropping history (Table 4). Incubating soils with
13C-labeled glucose enabled us quantify glucose-derived 13C

released during glucose oxidation based on isotopic mass balance.
Any CO2-C released due to priming of SOM decomposition
following glucose addition would not confound calculations
of ηCO2 and ηsoil (Harris et al., 2012). Therefore, similar
ηCO2 between the two communities suggests that 13C-
glucose was oxidized with equal efficiency. The simplicity
of glucose enables it to be consumed rapidly (minutes to
hours), without enzymatic breakdown (Frey et al., 2013;
Gunina and Kuzyakov, 2015), and calorespirometric ratios
suggest that this labile C substrate was processed efficiently
compared to SOC (Table 2). Glucose has been used as a model
substrate in calorimetric studies of soil microbial energetics
(Nuñez et al., 1994; Barja and Nuñez, 1999; Barros et al.,
2010; Harris et al., 2012), and is frequently used to assess
microbial activity and in isotopic tracer experiments (Hill
et al., 2008; Strickland et al., 2012). However, studies using
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multiple substrates have shown that assessments of metabolic
efficiency is substrate dependent (Frey et al., 2013; Bölscher
et al., 2016). Microbial thermodynamic efficiency under these
contrasting soils might be better resolved with multiple substrates
ranging in energy content and chemical complexity, reflecting
the heterogeneous nature of organic materials comprising
SOM.

In contrast to thermal yields, ηeff calculations include heat
released due to oxidation of primed SOM in addition to glucose.
Thus, similarities in ηeff in glucose-amended soils may be due
to varying degrees of SOM priming between soils. Glucose
amendment rates (500 µg C g−1 soil, 165% of MBC) were
likely high enough to induce microbial growth, which can
increase microbial nutrient demand as well as affect priming
(Blagodatskaya and Kuzyakov, 2008). The proportionally higher
priming of SOM decomposition in ORG compared to CON
soils (Table 3) following glucose amendment may be due
overflow respiration (Manzoni et al., 2012; Geyer et al.,
2016), which occurs when excess C is mineralized due to
nutrient limitations to growth (Sinsabaugh et al., 2013) and
microorganisms seek out nutrients in SOM (Geyer et al., 2016).
The microbial community in the ORG soil likely mineralized
organic nutrients to satisfy stoichiometric demand (Chen
et al., 2013). The observed positive correlations between the
differentially abundant OTUs in ORG soil and SOM-derived
CO2, as well as negative correlations between nutrient and
C availability with heat production (Figure 3), likely reflect
differences in SOM chemistry, inorganic nutrient supply, and
prevailing life strategies of the dominant heterotrophs (van der
Wal and de Boer, 2017).

Metabolic quotients and calorespirometric ratios were also
determined as they have been used as proxies for microbial
CUE (Barros et al., 2010; Bölscher et al., 2016; Bailey et al.,
2017). The metabolic quotient during basal metabolism was 32%
higher in CON soils (Table 2), indicating that proportionally
more C was respired by the microbial biomass and could
suggest that the ORG communities utilized indigenous resources
more efficiently. Metabolic quotients have been questioned
for their utility in discerning the effects of stress and
disturbance on microbial metabolism (Wardle and Ghani,
1995; Bölscher et al., 2016), but they have been useful
ecophysiological indicators especially when combined with
other measures of microbial growth and activity (Blagodatskaya
et al., 2014). Management history had no significant effect on
calorespirometric ratios (Table 2). However, calorespirometric
ratios and metabolic quotients are not necessarily related (Barros
et al., 2011; Bölscher et al., 2016) as metabolism of more
reduced (i.e., higher energy content) substrate can increase
calorespirometric ratios without affecting qCO2 (Barros et al.,
2011). As such, the calorespirometric ratio may not be a
good approximation for CUE when different substrates are
being consumed (Bölscher et al., 2016). Despite similar SOC
between systems, less light fraction OM and DOC in the ORG
soils indicate differences in organic matter quality between
management systems (Malhi et al., 2009). Therefore, though
differences in metabolic quotients were detected, the lack of
differences in calorespirometric ratios may reflect variation in

the amounts and the specific oxidation states of C substrates
present in the soils from the two contrasting management
systems.

Organic and Conventional Systems
Select for Microbial Populations with
Distinct Carbon Utilization Profiles
Soil organisms, including bacteria and fungi, contribute to
processing and stabilization of carbon inputs from plant
biomass litter, root exudates, and microbial turnover (Liang
et al., 2017). We focused our 13C-DNA-SIP analyses on 16S
rRNA genes rather than fungal targets based on phospholipid
fatty acid profiling that showed that fungi played a minimal
role in short-term glucose utilization (<5% of 13C-glucose
C incorporated into fungal biomarkers and fungi to bacteria
ratios declined with glucose addition; data not shown), which
is supported by other work (Gunina et al., 2017). Despite
importance to long-term C cycling in these agricultural soils
(Arcand et al., 2016), fungi may play a relatively minor role in
priming effects following glucose addition (Di Lonardo et al.,
2017).

Amendment of labile substrates such as glucose to soil can
select for copiotrophic members of the microbial community.
Copiotrophic organisms in niches of high resource availability
tend to exhibit r-selection, characterized by high growth rates
with relatively inefficient resource use, while oligotrophs in low-
resource niches tend toward K-selection with efficient, slow
growth (Grayston et al., 1998; Blagodatskaya et al., 2007; Fierer
et al., 2007; Berg and Smalla, 2009). This categorization can
explain the low CUE exhibited by communities in high-nutrient
niches (i.e., rhizospheres) relative to those for which nutrients
are limited (i.e., bulk soil) (Blagodatskaya et al., 2014). Our
results partially support these broad categorizations as we found
relationships between phylum-level (and class-level within the
Proteobacteria) differential abundance (log fold change) and soil
resource availability and metabolic properties (Figures 3, 4).
Results also indicate that (i) C metabolism emerges as a property
of the total soil community under a particular management
system rather than being linked to relative abundance of specific
phyla and (ii) OTUs in the same phylum had markedly different
taxonomic identity and relationships to soil resource availability
in CON and ORG soil.

The two management systems supported taxonomically
distinct Actinobacteria and Proteobacteria populations below
the phylum level that had drastically different relationships with
soil attributes, indicating major differences in glucose-utilization
and adaptation to resource availability. In the CON soils,
potentially oligotrophic Alphaproteobacteria, which are found in
environments where complex C dominates (e.g., in decomposing
wood; Kielak et al., 2016), were the primary glucose-utilizers
within the Proteobacteria. These Alphaproteobacteria included
the photoheterotrophic Rhodoplanes sp. (Oren and Xu,
2014), contaminant-degrading Sphingomonas sp. (Leys et al.,
2004), and putatively polysaccharide-degrading Ellin 329
(Harbison et al., 2016). In contrast, Betaproteobacteria,
primarily from the genus Burkholderia, were indicative of
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glucose-utilizers in ORG soils and were shown to positively
relate to C-mineralization and sucrose-amendment rates (Fierer
et al., 2007). Burkholderia, including strains in the Burkholderia
cepacia complex, are fast-growing heterotrophs common in
crop rhizospheres (Fiore et al., 2001) and capable of plant
growth promotion, antifungal activities, and degradation
of chlorinated aromatic pollutants (Chiarini et al., 2006).
The majority of ORG-associated Actinobacteria can degrade
macromolecules from plant-litter, SOM, and other complex
substrates, including Streptomyces sp. and Arthrobacter
sp. (de Boer et al., 2005; Manteca and Sanchez, 2009; Bai
et al., 2016). Actinobacteria can also rapidly assimilate 13C-
glucose (Dungait et al., 2013) and 13C-xylose (Pepe-Ranney
et al., 2016), and respond to increased C supply after soil
rewetting (Placella et al., 2012). Thus, they encompass a
variety of life strategies and ability to degrade complex and
labile substrates (Fierer et al., 2007, 2012; Morrissey et al.,
2016; Pepe-Ranney et al., 2016). Indeed, Actinobacteria,
which showed no relationships with soil C-mineralization
or sucrose amendment rates (Fierer et al., 2007), were
highly enriched by glucose addition in both CON and
ORG soil and were important crop residue decomposers in
these soils, particularly in the ORG system (Arcand et al.,
2016).

Glucose amendment selected for a high-proportion of active
Firmicutes in ORG, but not in CON soils (Figures 2, 3C). These
bacteria included plant-growth promoting Paenibacillus sp. and
Bacillus sp., that have the capacity to metabolize labile substrates
such as glucose and xylose (Verastegui et al., 2014; Pepe-Ranney
et al., 2016), and whose diversity and abundance is positively
influenced by resource availability (Ling et al., 2014). Bacillus
sp. can be considered SOC-degraders (Mau et al., 2015) and
are well adapted to organic systems due to their synthesis of
extracellular enzymes that degrade complex substrates under low
nutrient availability (Priest, 1977; Panikov, 1995). Their high
fold change in ORG soil 13C-heavy fraction relative to CON
soil (Figure 3A) suggests that in contrast to the findings of
Mau et al. (2015), Bacillus sp. are also able to take up 13C
from glucose. It is likely that glucose uptake in Bacillus sp. and
other Firmicutes resulted in the liberation of organic nutrients
from SOM, indicative of their importance in priming. This
is supported by their high degree of positive correlation with
pSOMprimed (Figure 3A).

The 13C-light populations have been categorized as “non-
glucose-utilizing”; however, it is possible that they incorporated
some labeled substrate due to differences in genome GC
content between 13C-heavy and 13C-light OTUs. The mol%
GC of the 13C-heavy fraction OTUs from Actinobacteria and
Proteobacteria are within 59–75% (Rosenberg et al., 2014),
making their genomes denser than the Bacteroidetes (40–48%)
and Nitrososphaera (48–52.7%; Stieglmeier et al., 2014) that
are found in the CON 13C-light fraction. Actinobacteria and
Proteobacteria show the strongest density shifts compared
to other phyla when incubated with 13C-glucose (Hungate
et al., 2015). With binary fractionation, glucose-utilizing
organisms with low-GC genomes may not shift sufficiently
to the “heavy” fraction for accurate categorization (Hungate

et al., 2015). However, the high abundance of Firmicutes
(37.7–44 mol% GC) in the 13C-heavy fraction of ORG
soil indicates that the enrichment of low-GC taxa can
be detected using binary DNA-SIP. Meanwhile, glucose-
amended CON soil may select for distinct populations
that do not directly utilize glucose for growth, including
Bacteroidetes (Figures 3B,D), through bacterial micro-
predation (Lueders et al., 2006) or rapid turnover (Malik
et al., 2015).

Glucose-utilizing bacteria were strongly differentiated
between CON and ORG systems based on resource availability
and metabolic properties (Figure 3). Compared to CON soils,
ORG soils harbored twice as many differentially abundant
OTUs of glucose-utilizing bacteria, which were associated with
priming of SOM decomposition, thermodynamic efficiency,
and low nutrient availability. This suggests that this subset
of glucose-utilizing bacteria in the ORG soils co-metabolized
SOM, likely to gain access to inorganic nutrients in these more
nutrient deficient soils (Chen et al., 2013). These bacteria were
also associated with high retention of glucose-derived energy
in soil and thermodynamic efficiency (Figure 3A), possibly
due to energy investment in enzymes required to mineralize
nutrients. Previous work has demonstrated that under N
limiting conditions, K strategists are dominant contributors
to SOM priming, while r strategists are dominant in nutrient
rich soils (Chen et al., 2013). Therefore, glucose addition in
ORG soils likely provided sufficient energy to K strategists to
overcome previous limitations on nutrient acquisition from
SOM. However, these energy and nutrient limitations were not
present to the same extent in the CON soils, where differentially
abundant glucose-utilizing OTUs were associated with high
nutrient availability (e.g., NO3-N, PO4-P, DOC), respiration
and heat production, metabolic quotients, and negatively with
thermodynamic efficiency indices and the proportion of primed
SOM-derived CO2-C.

Stable SOM formation rates develop from the balance of
SOM degradation via the priming effect and anabolism by
soil microorganisms (Liang et al., 2017). A priming effect was
measured in both CON and ORG soils with greater primed CO2
released in the CON soils (Table 3). However, a higher magnitude
of priming can be balanced by equally greater accumulation
of microbial-derived C into stable SOM (Liang et al., 2017),
protecting the net SOC balance and rates of accrual. In contrast,
the ORG soils emitted proportionally more CO2 due to priming
than to basal respiration suggesting that this balance was tipped
toward CO2-C loss. The effect of organic management on C
sequestration is contentious (Leifeld and Fuhrer, 2010) and is site
and system dependent with reports of losses, accruals, and no
net changes (Malhi et al., 2009; Syswerda et al., 2011; Bell et al.,
2012; Kallenbach et al., 2015). Here, the metabolism of SOM-
derived C, in particular the priming of SOM degradation in ORG
soil, indicates that the SOM and DOC patterns observed in ORG
and CON soils is partially explained by the liberation of SOM-
derived organic nutrients to resolve stoichiometric imbalance
following glucose amendment in ORG soil. While sources of
microbial N and P between ORG and CON soil have yet to be
fully identified, it is likely that lower soil C in ORG soils results
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from a microbial community adapted to SOM degradation,
thus hindering rates of soil C sequestration in this organically
managed system.

CONCLUSION

By combining isothermal calorimetry with 13C-DNA-SIP
and high-throughput sequencing of 16S rRNA genes, we
were able to elucidate differences in soil microbial carbon
use in organic and conventionally managed grain systems.
Thermodynamic efficiency indices were not different between
CON and ORG soils during glucose utilization. Yet priming
of SOM degradation in ORG soils indicated soil communities
under low-nutrient availability satisfy stoichiometric demand by
mineralizing organic nutrients, indicating that calorespirometric
ratios can be uncoupled from metabolic quotients and
microbial strategies of C-utilization. Further, differential
abundance analysis showed that glucose-utilizing and non-
utilizing microbial populations were indicative of long-term
differences in agricultural management histories. Metabolic
activity of the microbial community following glucose
amendment under ORG conditions favored thermodynamically
efficient SOM degrading oligotrophic bacteria vs. inefficient
metabolism of available C in high-nutrient CON systems.
While more work is required to determine if C accumulation
in soil under organic management is limited by microbial
catabolism of SOM resulting from stoichiometric imbalance
in soil nutrients, this work demonstrates that long-term
agricultural management can alter microbially driven soil C
processes.
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A novel bacterial behavior called congregation was recently described in Shewanella

oneidensis MR-1 as the accumulation of cells around insoluble electron acceptors

(IEA). It is the result of a series of “run-and-reversal” events enabled by modulation of

swimming speed and direction. The model proposed that the swimming cells constantly

sense their surroundings with specialized outer membrane cytochromes capable of

extracellular electron transport (EET). Up to this point, neither the congregation nor

attachment behavior have been studied in any other strains. In this study, the wild

type of S. oneidensis MR-1 and several deletion mutants as well as eight other

Shewanella strains (Shewanella putrefaciens CN32, S. sp. ANA-3, S. sp. W3-18-1,

Shewanella amazonensis SB2B, Shewanella loihica PV-4, Shewanella denitrificans

OS217, Shewanella baltica OS155, and Shewanella frigidimarina NCIMB400) were

screened for the ability to congregate. To monitor congregation and attachment,

specialized cell-tracking techniques, as well as a novel cell accumulation after

photo-bleaching (CAAP) confocal microscopy technique were utilized in this study. We

found a strong correlation between the ability of strain MR-1 to accumulate on mineral

surface and the presence of key EET genes such asmtrBC/omcA (SO_1778, SO_1776,

and SO_1779) and gene coding for methyl-accepting protein (MCPs) with Ca+ channel

chemotaxis receptor (Cache) domain (SO_2240). These EET and taxis genes were

previously identified as essential for characteristic run and reversal swimming around IEA

surfaces. CN32, ANA-3, and PV-4 congregated around both Fe(OH)3 and MnO2. Two

other Shewanella spp. showed preferences for one oxide over the other: preferences

that correlated with the metal content of the environments from which the strains were

isolated: e.g., W3-18-1, which was isolated from an iron-rich habitat congregated and

attached preferentially to Fe(OH)3, while SB2B, which was isolated from a MnO2-rich

environment, preferred MnO2.
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INTRODUCTION

In the late 1980’s, Shewanella oneidensis MR-1 (Myers and
Nealson, 1988a) and later several species of Geobacter (Lovley
et al., 1993; Champine et al., 2000) were shown to be capable
of electron transfer to insoluble electron acceptors (IEAs),
such as insoluble metal oxides and/or charged electrodes: a
process called extracellular electron transport (EET) (Myers and
Nealson, 1988b; Venkateswaran et al., 1999; Bond and Lovley,
2003). This ability attracted considerable interest with regard
to biogeochemical cycling, bioremediation, corrosion, nano-
materials processing, and energy production (Bretschger et al.,
2007; Kan et al., 2011; Hsu et al., 2012). While several groups
of microbes are known to be capable of EET, major mechanistic
studies have been done with only two model systems, Shewanella
(Fredrickson et al., 2008; Shi et al., 2009), and Geobacter (Lovley
et al., 2004).

Thus far, more than 100 other strains of Shewanella have been
isolated from a wide variety of habitats including open water
column, sandstone shale, marine and fresh water sediments, oil-
pipelines, oil brine, and even algal communities atop Antarctic
Ice (Hau and Gralnick, 2007). The genomes of more than
20 of these species have been fully sequenced (Fredrickson
et al., 2008). Several of these species have been shown to
be capable of EET to IEA, including S. oneidensis MR-1,
Shewanella putrefaciens CN32, S. sp. ANA-3, S. sp. W3-18-1,
Shewanella amazonensis SB2B, Shewanella frigidimarinaNCIMB
400, and Shewanella loihica PV-4 (Fredrickson et al., 1998;
Venkateswaran et al., 1998; Gao et al., 2006; Bretschger, 2008).
Other members of the Shewanella genus such as Shewanella
baltica OS217 and Shewanella denitrificans OS155 (Table 1) are
not capable of EET (Brettar et al., 2002). Of all these strains,
the congregation in response to IEA has only been studied
for MR-1.

Within the genus Shewanella, the EET mechanism of MR-1

has been the most extensively characterized. MR-1 employs
several approaches for insoluble IEAs reduction: (1) direct

EET via extracellular multiheme cytochromes (Beliaev and

Saffarini, 1998; Myers and Myers, 2001, 2002; Meyer et al.,
2004; Mitchell et al., 2012; Kracke et al., 2015) (Figure 1A);
(2) mediated EET using soluble electron shuttles bound to

membrane cytochromes (Lovley et al., 1996; Marsili et al., 2008;
Li et al., 2012; Kotloski and Gralnick, 2013; Okamoto et al.,
2014); (3) mediated EET utilizing conductive outer membrane
extensions that contain cytochromes (Gorby et al., 2006; El-
Naggar et al., 2010); and (4) conductive extracellular matrices
containing conductive and semiconductive minerals (Kato
et al., 2010). Several genes have been identified in strain MR-1
and shown to be essential for EET (Figure 1A and Table 2),
including the tetraheme cytochrome c cymA (SO_4591) and
the combination of mtrBC/omcA (SO_1776, SO_1778, and
SO_1779) that code for the decaheme cytochrome c component
and tetraheme cytochrome c necessary for reduction of several
anaerobic electron acceptors, including metal oxides (Myers
and Myers, 2001, 2002; Schwalb et al., 2003). Because all these
mechanisms rely on the cell proximity to IEA for EET, it is
important to understand the cell sensing and net swimming

migration toward the IEA. With regard to congregation,
redox taxis or energy taxis, many studies have been conducted
on MR-1 due to its versatile electron acceptor utilization
(Bencharit and Ward, 2005; Baraquet et al., 2009; Harris et al.,
2010). Energy taxis is a term that broadly encompasses
aerotaxis, phototaxis, redox taxis, taxis to alternative
electron acceptors, and chemotaxis to oxidizable substrates
(Alexandre et al., 2004).

It is well-documented that the accumulation of MR-1 cells
in response to soluble electron acceptors is a form of energy
taxis, which depends on H+ flux and the establishment of a
proton motive force (Baraquet et al., 2009) (Figure 1). A part
of this response includes more rapid swimming, as also seen
with electron shuttles such as riboflavin or anthraquinone 2.6-
disulfonate (AQDS) (Bencharit and Ward, 2005; Harris et al.,
2010; Li et al., 2012). In contrast, the accumulation of cells
around IEA, which has been called congregation (Nealson et al.,
1995), involves both increased swimming speed upon contact
with the IEA (called electrokinesis), and increased swimming
reversals upon a decrease in PMF. Swimming reversals allow
multiple transient cell-IEA encounters (lasting for 1–100ms),
and the rate at which swimming cells transition to irreversible
attachment to IEA during congregation has not yet been
quantified.

The mechanism(s) that cells utilize to locate IEAs remain
unclear (Nealson et al., 1995; Bencharit and Ward, 2005;
Harris et al., 2010). Early reports proposed that the other
studied model organism Geobacter, accumulates around IEAs
by sensing a gradient of reduced metal ions (Childers et al.,
2002), however, reduced metal ions are not involved with the
sensing mechanism used by MR-1 (Bencharit and Ward, 2005).
Bacterial congregation in response to poised electrodes was
recently described, pointing to the redox sensing, rather than
metal ion sensing, as the trigger for response (Harris et al., 2010).
The positive applied potentials to electrode (200–600mV vs.
Ag/AgCl) caused MR-1 to congregate similar to that seen with
metal oxides (Harris et al., 2012). Redox potentials of MnO2

containing minerals range between 400 and 600mV vs. Ag/AgCl
and accept electrons more readily than Fe(OH)3 minerals, which
carry the equivalent poised potential of 100 to 300mV vs.
Ag/AgCl (Burdige, 1993). In a previous study, the characteristic
swimming of MR-1 around IEA was hypothesized to be regulated
by two self-sensing chemotaxis receptors, methyl-accepting
proteins (MCPs) with, Ca+ channel chemotaxis receptor (Cache)
domain (SO_2240) and Per/Arnt/Sim (PAS) domains (SO_1385),
and by the chemotaxis signal transduction protein kinase CheA-
3 (SO_3207) to allow the cell to sample the redox potential, or
electron accepting ability of a surface (Table 2 and Figure 1B)
(Harris et al., 2012). Before this study, the genes responsible for
the motility driven attachment of cells on and around IEA were
unknown.

In this report, we study the congregation mechanism of
different Shewanella strains by monitoring swimming patterns
and cell attachments to MnO2 and Fe(OH)3. In addition to
screening the WT and several deletion mutants of MR-1,
other Shewanella species (see Table 1) were screened. Many
strains were shown to be capable of congregation around
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TABLE 1 | Genetic comparison of Shewanella spp. and their original habitat.

Strain MCP PAS

like gene

MCP Cache

like gene

mtrF like genes

(SO_1780)

octaheme cytochrome-c

like gene (SO_4142)

Habitat References

S. oneidensis MR-1 + + + + Sediment of lake Oneida, NY Venkateswaran et al., 1999

S. amazonensis SB2B + + + Intertidal sediments of Amazon

River delta, Brazil

Venkateswaran et al., 1998

S. baltica OS155 + Oil brine water column of Baltic sea Ziemke et al., 1998

S. denitrificans OS217 Oxic–anoxic interface of water

column of Baltic Sea

Brettar et al., 2002

S. frigidimarina NCIMB 400 + Water column of North Sea Bowman et al., 1997

S. putrefaciens CN32 + + + Shale sandstone in Albuquerque,

New Mexico, USA

Fredrickson et al., 1998

S. sp. ANA-3 + + + + Arsenic-treated wooden poll in

brackish water, Woods Hole,

Massachusetts, USA

Saltikov et al., 2003

S. sp. W3-18-1 + + + Iron-rich marine sediment,

Washington coast, Pacific Ocean

Murray et al., 2001

S. loihica PV-4 + + + Iron-rich microbial mat near a

hydrothermal vent, Loihi

Seamount, Pacific Ocean

Gao et al., 2006

both MnO2 and FeOH3, while others responded selectively to
MnO2 (SB2B) or Fe(OH)3 (W3-18-1). When cell attachment
to the mineral surfaces was monitored we observed a strong
correlation between the ability of the cell to congregate, and
the attachment of the cells to the IEA surface. We then
compared the genomes of these species to find candidate
genes involved in the congregation swimming, accumulation,
and cell attachment phenotypes in response to specific IEA
surface.

RESULTS

Cell Accumulation and Attachment to
Mineral Requires Chemotaxis and
Extracellular Electron Transport Genes in
S. oneidensis MR-1
Most of the early studies of energy taxis in MR-1 utilized a
method of swarm plate assays (Nealson et al., 1995; Baraquet
et al., 2009; Li et al., 2012). Here, we offer a more in-depth
characterization of these yet unknown energy taxis mechanisms
by using a quantitative method of tracking the swimming of
individual cells through liquid media in response to IEA and
cell accumulation after photo-bleaching (CAAP) to measure cell
attachment rate (Li et al., 2010). CAAP utilizes irradiation from
a confocal microscope UV laser to irreversibly darken (quench
the fluorescence of) GFP-labeled cells on and around a given
IEA. By quantifying fluorescent cells as they move into the
darkened zone, the rates of accumulation and attachment can
be quantified, and different strains compared. To be considered
attached, the position of the motile cell is verified by analyzing
a 3D image of the field of view. If the cell comes to rest on
the mineral surface then the cell is then considered “attached.”
The strength of bonds between stationary MR-1 cells and
surfaces was measured with optical tweezers in a separate study

(Gross and El-Naggar, 2015). This method allows distinction
between directed cell-attachment, and random electrostatic
attachment.

As shown in Figure 2, the WT MR-1 cells attached to mineral
surface after 30min with some large deviation in number, 2,655
± 1,352 cells/mm2. During this time, the cells exhibit “touch and
go” swimming, making transient contact with the MnO2 mineral
surface. After 2 h, the number of new cells attached to the mineral
surface increased to 4,300 ± 584 cells/mm2 of mineral surface
while additional motile cells continued to congregate (Videos
S1, S2, and S17). Mutants with triple deletions in key EET genes
mtrBC/omcA (SO_1776, SO_1778, SO_1779), single deletion
of cymA (SO_4591) and the major energy taxis chemoreceptor
MCPCache (SO_2240) have been previously linked to swimming
congregation phenotype (Harris et al., 2012). Deletion mutants
(1cymA, 1mcp_cache, and 1mtrBC/omcA) were all motile and
capable of reversing swimming direction, but were incapable
of congregation and showed little or no attachment to MnO2

during the experiment (Figure 2C and Figures S1A,B). WT
accumulation in bleached zone at t = 2 h averages 4,300
± 584 cells/mm2 while 1mcp_cache, and 1mtrBC/omcA
mutants accumulate in negligible numbers (Figure 2C
and S1CD).

Characterizing Congregation around IEA in
Other Shewanella Strains
Nine strains of Shewanella were tested for their ability to
congregate around mineral surfaces of MnO2 and Fe(OH)3 with
time series assay of cell attachment to mineral (Table 3 and
Videos S3–S14). As with MR-1, all nine strains examined had
a single polar flagellum and reversal of swimming direction
was accomplished by reversal of flagellar rotation (data not
shown). The swimming tracks within the same experiment
were sorted into two separate groups based on swimming
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FIGURE 1 | (A) Extracellular electron transport (EET) in Shewanella oneidensis MR-1 builds proton motive force (pmf). Under anaerobic conditions members of the

genus Shewanella can transport electrons from the inner membrane, periplasm, outer membrane, and an electrode via a chain of cytochromes and menaquinones

(MQ) known collectively as extracellular electron transport (EET). Expression of EET cytochromes can fluctuate based on the electron acceptor available in the

environment. The number of iron containing c-type heme groups are indicated inside (parenthesis). Electron flows from electron donors, such as lactate, to reduce

quinones (Q), which simultaneously transfer H+ into periplasm, building pmf, while also passing electrons to CymA. In the absence of soluble electron acceptors the

electrons are transferred to MtrCAB outer membrane complex. This MtrCAB complex can donate electrons directly to terminal electron acceptor, either mineral or

anode electrode, or via flavin molecules. The pmf drives the production of ATP and rotation of the polar flagella. “Self-sensing” methyl-accepting chemotaxis proteins

(MCPs) control flagella rotation via the chemotaxis signal transduction system (B) and may detect changes in H+ concentration during metal reduction. (B) Likely

chemotaxis signal transduction pathway in Shewanella. In response to stimulation, the structure of MCP shifts like a piston, causing the auto phosphorylation of CheA

to slow or stop. CheY and CheB are, therefore, not phosphorylated, and this lack of CheY-P allows smooth swimming. This stimulation also has another effect—the

CheB is inactive without phosphorylation (it cannot perform as a methylesterase) and this allows for the CheR protein (a continually active methyltransferase) to

outcompete and freely methylate the dimer methyl-accepting region of MCP (HAMP domain). This methylation of the MCP acts to increase the auto-phosphorylation

rate of CheA Histidine residue. Therefore, the signal transduction system has control over the flagellar reversal frequency in the presence of increased or decreased

stimuli, leading to a series of “run-and-reversal” swimming.
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TABLE 2 | Genes of MR-1 described in the text.

Gene name Locus tag Description Role References

cymA SO_4591 Tetraheme cytochrome c Necessary for reduction of several

anaerobic electron acceptors,

including metal oxides

Myers and Myers, 1997; Schwalb et al., 2003

NA SO_4142 Periplasmic monoheme cytochrome c Unknown

mtrC SO_1778 Surface decaheme cytochrome c component Extracellular metal oxide respiration Coursolle and Gralnick, 2010

mtrF SO_1780 Decaheme cytochrome c component Unknown

mtrB SO_1776 Periplasmic EET component Extracellular metal oxide respiration Beliaev and Saffarini, 1998

omcA SO_1779 Surface decaheme cytochrome c component Extracellular metal oxide respiration Beliaev and Saffarini, 1998; Myers and

Myers, 2001

mtrBC/omcA SO_1778,

SO_1776,

SO_1779

Outer-membrane decaheme c-type

cytochromes and periplasmic EET component

Extracellular metal oxide respiration Myers and Myers, 2001; Coursolle and

Gralnick, 2010

cheA-3 SO_3207 Histidine protein kinase Chemotactic signal transduction Li et al., 2007; Coursolle and Gralnick, 2010

mcp cache SO_2240 MCP with a Cache domain Energy taxis in response to soluble

electron acceptors and congregation

Baraquet et al., 2009

mcp pas SO_1385 MCP with PAS domain Energy taxis and congregation around Fe(OH)3 Baraquet et al., 2009; Harris et al., 2012

path (Table 3): those that contacted insoluble metal oxide
surface (swam within 2µm) compared with those that did not
contact (swam>2µm). Contacting swimmers that demonstrated
significant increase in reversal frequency and swimming velocity
than non-contacting group (P < 0.05) are classified as positive
for congregation behavior as designated with superscript letters
(Table 3).

Strains ANA3, CN32, and PV-4, in addition to MR-1, were
positive for congregation around both MnO2 and Fe(OH)3
(Table 3, Figure 3; Videos S1–S8). They showed maximum
reversal rates when they were located between 5 and 40µm from
the MnO2 or FeOH3 particle surface (Figure 3). Three strains:
OS217, NCIMB400, and OS155 were not motile at time t = 30
min—in response to Fe(OH)3 or MnO2 minerals (Table 3). For
example, the reversal frequency of the swimming MR-1 cells
contacting MnO2 was 0.94 ± 0.53 reversals/s, while the reversal
frequency of the non-contacting cells was 0.62± 0.73 reversals/s.
The speed also increased in the contacting group of MR-1 from
19.26 ± 11.2 µm/s in the non-contacting group to 24.37 ±

6 µm/s in the contacting group. Because there was both a
statistically significant increase in swimming speed and reversals
so as to allow the cells to remain near the metal oxide particle this
strain was said to be congregation positive.

Shewanella spp. swimming tracks (30 s) that demonstrated
a preference for metal oxide minerals are highlighted in
Figures 4A–F. Figure SB2B cells displayed no swimming
response to Fe(OH)3 (Figure 4D) while exhibiting active
congregation around MnO2 particles (Figure 4A). In
contrast, W3-18-1 cells congregated around Fe(OH)3 particles
(Figure 4C) but showed significantly diminished swimming and
reversal activity around MnO2 (Figure 4F; Videos S9, S14).

DISCUSSION

Members of the genus Shewanella are comprised of
heterotrophic, facultative aerobes capable of utilizing a wide

range of organics and inorganics as energy sources. Many
Shewanella strains have been isolated from water column and
sediment habitats in locations all across the globe. In addition to
soluble electron acceptors, many of these organisms can respire
a wide assortment of naturally occurring insoluble metal oxides
under anoxic conditions.

In our study of congregation behavior in eight Shewanella
species, we used cell tracking with computer analysis and
time series assay of cell attachment to MnO2 or Fe(OH)3 to
demonstrate that five out of eight shewanellae were capable of
this behavior CN32, ANA-3, W3-18-1, SB2B, and PV-4) and
that some strains (W3-18-1, SB2B) show a preference for one
metal oxide over the other under these conditions (Figure 4).
Such findings are consistent with the notion that these bacteria
have adapted to the prevalent insoluble electron acceptor found
in the habitat from which they were isolated. Furthermore,
three Shewanella strains that were isolated from the water
column did not congregate in response to IEA. Whether these
differences derive from the absence of genes involved in EET
(as in the OS217) or other reasons will be a point for future
studies.

In other studies, overnight growth of the Shewanella strains

comparing reduction rates of various metal oxides in head
to head comparison, have been shown to reduce metal oxide
preferentially from their environmental niche (Bretschger et al.,
2007). The results presented here are consistent with the
hypothesis that Shewanella species have evolved a congregation
and attachment behavior consistent with the environments
from which they were isolated (Table 3). For example, W3-18-
1 seems to reveal significant inclination for congregation in the
presence of and attachment to Fe(OH)3 minerals native to Pacific
continental shelf (Harris et al., 2012) while SB2B prefers MnO2

(Venkateswaran et al., 1998) similar to that of the Amazon river
sediment.

The genomic comparison inTable 1 suggests that the presence
of octaheme cytochrome (SO_4142) may be important for
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FIGURE 2 | Swimming MR-1 can migrate toward insoluble electron acceptor minerals and attach. Representative confocal fluorescence microscopy image of WT

MR-1 cells at t = 0 and t = 120min (A,B). Swimming WT MR-1 GFP cells were introduced to MnO2 particle (red dotted outline) in anaerobic sealed capillary. At t = 0

all the cells were irreversibly photo-bleached in a 250 by 250µm area around particle (A). Fluorescent cells from outside bleached zone that swim into frame and

attach to mineral surface were then counted. The black vertical scale bar on the right represents 100µm. Graph (C) compares WT MR-1 attachment on MnO2

particle over 120min with chemotaxis and extracellular electron transfer deletion mutants (MR-1 1mcp_cache, 1cymA, and 1mtrBC/omcA). The error bars include 2

std deviations.

swimming in response to relatively “low” redox potentials (100–
300mV vs. Ag/AgCl) of Fe(OH)3. While mtrF (SO_1780) may
be needed for response to relatively “higher” redox potentials of
MnO2 (between 400 and 600mV vs. Ag/AgCl). This hypothesis
could then be tested with deletion mutants in MR-1. This
work complements previous work of Harris et al. (2012), by
revealing that genes involved with the net effect of the motility
behavior toward IEA minerals or electrodes is cumulative
through relevant time scales of 1–30min (Figure 2) (Harris
et al., 2012). Our findings with CAAP confocal microscopy
technique, demonstrated that congregation leads to a slow
migration of cells toward IEAminerals with eventual attachment.
Thus, this behavior is appropriately termed congregation, as
it describes the gathering or accumulation of motile bacteria

around IEA. We showed here that genes mcp cache and
mtrBC/omcA are essential for accumulation and attachment
phenotype in MR-1, in addition to being responsible for
the characteristic swimming patterns of increased speed and
run-and-reversal type behavior that was identified previously
(Harris et al., 2012).

The results of the experiments with 1cymA, 1mtrBC/omcA,
and 1mcp_cache mutants in MR-1 show an inhibition of
accumulation, attachment and congregation behavior in
response to all IEAs. Therefore, it can be hypothesized that the
presence of homologous EET genes (cymA, mtrB, mtrC, omcA),
and methyl accepting chemotaxis gene (mcp_cache) determines
the phenotypic responses we see in other Shewanella spp.
(Table 3). Genetic comparison of strains, which could respond
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TABLE 3 | Bacteria swimming speed and reversal frequency around metal oxide minerals.

Strain Mineral Reversal frequency (reversals/s) Speed (µm/s)

≤2 µm >2 µm ≤2 µm >2 µm

MR-1 MnO2 0.97 ± 0.58a 0.32 ± 0.48a 24.37 ± 6k 19.26 ± 11.2k

Fe(OH)3 0.74 ± 0.5b 0.21 ± 0.39b 18.12 ± 5.4l 12.6 ± 5.4l

SB2B MnO2 1.657 ± 0.925c 0.320 ± 0.462c 37.7 ± 14.7m 23.5 ± 8.79m

Fe(OH)3 nr nr nr nr

PV-4 MnO2 0.930 ± 0.3d 0.519 ± 0.7d 56.05 ± 35.8n 48.49 ± 59.8n

Fe(OH)3 0.177 ± 0.34e 0.586 ± 0.59e 12.73 ± 6.1 13.57 ± 4.4

W3-18-1 MnO2 nr nr nr nr

Fe(OH)3 0.228 ± 0.39 0.298 ± 0.27 15.54 ± 9.7p 9.48 ± 1.5p

CN32 MnO2 1.371 ± 0.98g 0.622 ± 0.49g 34.98 ± 10.18q 22.6 ± 8.4q

Fe(OH)3 0.573 ± 0.47h 0.342 ± 0.39h 17.86 ± 6.5r 13.62 ± 5.1r

ANA3 MnO2 1.240 ± 0.91i 0.416 ± 0.47i 20.38 ± 3.7s 14.71 ± 6.7s

Fe(OH)3 0.786 ± 0.45j 0.426 ± 0.49j 21.79 ± 7.7t 13.87 ± 5.7t

Results a−t indicates significant difference of ± 2S.D. nr = no response. OS155, NCIMB400, and OS217 did not show response to minerals.

to “lower” redox potential IEA, indicates that peripheral outer
membrane octaheme cytochromes (such as SO_4142) may play
some role in responding to “lower” redox potential IEA. Hence
these observations on sustained swimming around specific
minerals corresponded with specific genotypes of the different
species.

During many MFC (Kotloski and Gralnick, 2013) and
metal reducing batch culture experiments, extracellular electron
transfer-mediated energy taxis, or congregation ability, was
not measured (Kotloski and Gralnick, 2013). In metal oxide
reduction assays the 3D distribution of cells and cell motility
could greatly influence metal reduction due to incubator
shaker speed, culture flask dimensions, or mixing. Congregation
behavior directly influences cell attachment to IEAs. The
relationship between congregation and nanowire-like appendage
formation is still unknown (Pirbadian et al., 2015), although
the motility and congregation parameters are rarely monitored
in these studies (Gorby et al., 2005; Reguera et al., 2005).
Transforming these core congregation genes (cymA,mtrB,mtrA,
omcA,mcp_pas, andmcp_cache) into other bacteria species, with
single polar flagellum, may someday improve bioremediation
capabilities by being able to induce bacterial attachment and
colonization of surfaces that would otherwise be difficult or
impossible.

MATERIALS AND METHODS

Cultivation and Strains
MR-1 and several deletion mutants originated from MR-1
were examined in this study (Table 2) (Beliaev and Saffarini,
1998; Myers and Myers, 2002). Strains were inoculated from
glycerol stocks stored at −80◦C onto Luria-Bertani (LB) plates
and grown overnight at 30◦C. Individual colonies were then
selected and inoculated into 5mL of defined minimal media
(M1) (Bretschger et al., 2007) supplemented with 18mM lactate

as an energy source (Bretschger et al., 2007) in 15mL tubes
(VWR International LLC, Randor, Pennsylvania, USA) and
incubated horizontally in a shaker (180 rpm) for 48 h at 30
◦C. Optical Density was measured using a spectrophotometer
(Unico 1100RS spectrophotometer, Dayton, New Jersey, USA).
Cells were sampled at an OD600 of 0.5 ± 0.2 (after ∼48 h).
In swimming experiments, five milliliter cultures were sampled
when the cells reached an OD of 0.4, mixed with manganese or
iron oxides, and introduced to a glass capillary (0.02× 0.20mm)
(Vitrocom, Mountain Lakes, New Jersey, USA) that was then
sealed using vacuum grease as described previously (Harris et al.,
2010).

Mineral Synthesis
The Fe(OH)3 stock solution was prepared according to the
protocol by Cornell and Schwertmann and then verified by X-ray
defraction (Schwertmann and Cornell, 2008). This preparation
of colloidal MnO2 began with 8 g KMnO4 dissolved in 200mL,
while utilizing all possible safety precautions. The solution was
continuously mixed using a magnetic stir bar on high and
heated below boiling temperature. Then, 5mL of 10M sodium
hydroxide was added to neutralize the acid produced by the
reaction. In a separate flask, 15 g of manganese chloride was
dissolved into 75mL of distilled water. Finally, the solution
was then slowly mixed with the permanganate solution (in a
chemical fume hood) for 75min. After cooling the solution, it
was then washed by centrifugation and rinsed with deionized
water (DI) (18 Meg-Ohm cm) water over five times. The
final precipitate was allowed to dry by vacuum filter in a
clean bench and desiccated for 36 h. The resulting minerals
were analyzed via X-ray diffraction to confirm the production
of Fe(OH)3 and MnO2 (Bretschger et al., 2007; Salas et al.,
2010).

Suspended mineral particles were mixed with culture at a
final concentration of 300 mg/mL of MnO2 or Fe(OH)3. Cells
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FIGURE 3 | (A,B) Reversal frequency (y-axis) of swimming Shewanella cells

vs. distance (x-axis) from IEA particle. The average reversal frequencies of

individual tracked swimming cells are divided into bins of 5µm along the x-axis

for experiments with MnO2 (A) or Fe(OH)3 particle (B).

were then immersed by capillary into rectangular capillary
tubes (0.02 × 0.20mm) (Vitrocom, Mountain Lakes, New
Jersey, USA). Tubes were sealed with Silicon vacuum grease
(Dow Corning, Midland, Milwaukie, USA) and observed
with light microscopy, fluorescence microscopy, and confocal
microscopy.

Cell Accumulation after Photo-Bleaching
(CAAP) Time-Lapse Experiments
All fluorescently labeled strains (GFP) were transformed as
previously described (McLean et al., 2008) and then grown
aerobically on a defined minimal medium with 25µg/ml
kanamycin and 18mM lactate for 48 h at 30◦C. Five milliliter
cultures were sampled when the cells reached an OD of 0.4,
mixed with manganese or iron oxides, and introduced to a
glass capillary (0.02 × 0.20mm) (Vitrocom, Mountain Lakes,
New Jersey, USA) that was then sealed using vacuum grease
as described previously (Harris et al., 2010). GFP labeled WT
MR-1, 1cymA, 1mcp_cache, and 1mtrBC/omcA cells were
bleached using maximum light intensity settings with 60X lenses,
of an inverted Leica TCS SPE confocal microscope (Wetzlar,

Germany) for 15min. To ensure that bleaching occurred, time-
lapse captured a screen area (250 × 250µm selected area)
every minute until the original cells appeared dark and the
surrounding cells remained brightly fluorescent. Images were
then captured using 588 nm excitation and 530 nm emission. A
time-lapse video of the entire section of the tube was captured
using Leica Imaging software and the “auto focus” feature for
the next 3 h. Cells were also observed under transmitted light
mode to verify that bleached cells were motile and intact.
A separate negative control, with GFP labeled 1mcp_cache,
was captured for 3 h. No cells were seen accumulating in
the dark zone in this negative control, nor did bleached
cells recover GFP fluorescence. The response of the entire
capillary (height of 30µm) was captured using time-lapse
photography and the sum of cells in all 20 z-axis stacks was
determined (using computer analysis method below) for each
time point.

Microscopy Capture of Cell Movements
The methods for bacterial tracking and analysis were identical
to previous studies utilized for Figure 3 and recorded in
Table 3 (Harris et al., 2012). Both computer and manual
bacterial swimming tracks were standardized using a scale ruler
(100µm). From each experiment, the overall swimming activity
within the video frame—equivalent to a 107 × 193µm field
of view—was recorded and the video was time-normalized
to give swimming speeds in µm/s. Several parameters were
measured for each bacterial swimming track such as the
total distance moved, the time of track since the bacteria
first appear and disappear, the number of reversals, the
distance between each reversal and the metal oxide, and the
distance between the metal oxide and the start of the bacteria
track.

Swimming Analysis
Cells were tracked by hand from video data (30 frames/s), frame-
by-frame, and measured by ImageJ image analysis software.
Data inputs include the swimming speed, the starting position
of the bacteria with respect to the nearest IEA surface and
position of each bacterial reversal event was identified and
logged with respect to the distance from the nearest IEA
surface (Figure 3 and Table 3). For determining the swimming
activity after contact with IEA, the swimming cells were divided
into two groups for analysis: cells that swam within 2µm
of a particle were considered “contacting” and those that
did not swim within 2µm from the particle surface were
considered “non-contacting.” In addition to the hand tracking
methods described above, experimental data was then computer
sorted and analyzed by an algorithm previously described to
yield the calculated swimming data (Crocker and Grier, 1996;
Harris et al., 2012; Harris, 2013). To produce Figures 3, 4,
all experimental data from four separate biological replicates
were combined, pooled and averaged into bins according to
distance from the IEA particle. Because this data was pooled
into distances, error bars are overlapping; no comparison of
reversal frequency, at a given distance can be made between
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FIGURE 4 | (A–F) Panel of three Shewanella spp. swimming tracks (30 s) demonstrated a preference for metal oxide minerals. The swimming behavior of three motile

Shewanella spp. in response to MnO2 (top row—black colored particle) and Fe(OH)3 (bottom row—orange colored particle) was studied. Congregation occurs in

anaerobic conditions, swimming tracks are shown in black. SB2B (left), CN32 (center), and W3181 (right). The cell swimming was tracked by hand. The scale bar on

the upper left = 50µm. The brown color shape represents MnO2 and the orange represents Fe(OH)3. When there are no motile cells detected this is indicated by the

absence of black lines.

strains, as this method of visualization precludes experiment
identifiers.
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The purpose of this study was to elucidate the characteristics and mechanisms of

adsorption and desorption for heavy metals by micro and nano-sized biogenic CaCO3

induced byBacillus subtilis, and the pH effect on adsorption was investigated. The results

showed that the adsorption characteristics of Cd2+ and Pb2+ are well described by the

Langmuir adsorption isothermal equation, and the maximum adsorption amounts for

Cd2+ and Pb2+ were 94.340 and 416.667 mg/g, respectively. The maximum removal

efficiencies were 97% for Cd2+, 100% for Pb2+, and the desorption rate was smaller

than 3%. Further experiments revealed that the biogenic CaCO3 could maintain its

high adsorption capability for heavy metals within wide pH ranges (3–8). The FTIR and

XRD results showed that, after the biogenic CaCO3 adsorbed Cd2+ or Pb2+, it did not

produce a new phase, which indicated that biogenic CaCO3 and heavy metal ions were

governed by a physical adsorption process, and the high adsorptive capacity of biogenic

CaCO3 for Cd2+ and Pb2+ were mainly attributed to its large total specific surface area.

The findings could improve the state of knowledge about biogenic CaCO3 formation in

the environment and its potential roles in the biogeochemical cycles of heavy metals.

Keywords: biogenic CaCO3, heavy metals, adsorption, desorption, mechanism

INTRODUCTION

The main current environmental problems are the increasing atmospheric greenhouse effect and
environmental pollution of large areas. Moreover, the increase of population and industrial or
agricultural production makes such environmental issues more prominent. Heavy metal pollution
in water and soil is already a global problem, and it is especially serious in soils (Zhao et al., 2014a).
For example, the proportion of heavy metal pollution has exceeded 2.5% by land area, covering
2.32 million hectares in China, and the exceedances of permissible threshold values for Cd, Hg,
As, Cu, Pb, Cr, Zn, and Ni are 7, 1.6, 2.7, 2.1, 1.5, 1.1, 0.9, and 4.8%, respectively (The Ministry of
Environmental Protection, 2014; Zhao et al., 2014a; The Ministry of Land and Resources, 2015).

Microbial methods are become favored due to their low cost and environmentally—friendly
nature (Lian et al., 2008; Kavamura and Esposito, 2010; Moreau et al., 2013; Santos et al., 2017), but
the adsorbed heavy metals may re-enter the environment and cause re-pollution with the change
in environmental conditions (Pavasant et al., 2006; Pan et al., 2007; Apiratikul and Pavasant, 2008;
Tsekova et al., 2010). A sequestrationmethod seems to be the most convenient andmost commonly
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chosen method (Lagadic et al., 2001; Babel and Kurniawan, 2003;
Kobya et al., 2005; Ren et al., 2013); however, currently available
heavy metals adsorbents remain limited, and most traditional
adsorbents come with high utilization costs. Therefore, it
is necessary to develop a new high-efficiency, low-cost,
environmentally-friendly heavy metal adsorbent.

CaCO3 is one of the most abundant bio-minerals found in
nature, and it has aroused great interest in many branches of
science. The biosynthesis of CaCO3 is of great significance. It
can promote carbon deposition, thus contributing to mitigate
global warming (Dupraz et al., 2009; Mitchell et al., 2010; Phillips
et al., 2013). CaCO3 is reported to adsorb heavy metal ions in
water or soil with good effect, and increasing the amount of
CaCO3 in the soil or water can significantly reduce the migration
of heavy metals (Al-Degs et al., 2006; Yavuz et al., 2007; Aziz
et al., 2008; Cai et al., 2010; Zhao et al., 2014a). However, the
use of biogenic CaCO3 combined with microbial technology to
remediate heavy metal pollution, including the related process
and the microscopic mechanism, has not yet been reported.

Natural CaCO3 from limestone has limited further
development prospects as a result of its low purity and efficiency.
The traditional CO2-bubble method for synthesizing CaCO3

cannot sufficiently regulate the product size, morphology,
or crystal type, and the cost is higher. But it is feasible to
produce biogenic CaCO3 particles with morphological diversity
(such as: spherical, rhabditiform, flower, dumbbell-shape,
reticular structure aggregates, etc.) and low cost by microbial
mineralisation technology (Lian et al., 2006; Han et al., 2013;
Cao et al., 2016). On this basis, developing the application of
biogenic CaCO3 in the treatment of heavy metals can not only
deepen our understanding of the environmental significance
of bio-mineralisation, but also develop a potential means with
which to control heavy metal pollution.

The adsorption of heavy metal ions is subject to many factors,
such as contact time, temperature, pH, and so on. Since the
surface charge of an adsorbent in a solution could be altered
by changing its pH value, the pH is one of the most important
factors affecting the adsorption process of metal ions (Farrah and
Pickering, 1979; Chen et al., 1997; Abollino et al., 2003; Üçer
et al., 2006; Wolthers et al., 2008; Meng et al., 2009; Ma et al.,
2012). Here, the adsorption-desorption properties of Cd2+ and
Pb2+ by CaCO3 induced by Bacillus subtilis and the pH effect
on adsorption were investigated. This study will improve our
knowledge of biogenic CaCO3 formation in the environment and
its potential role in the remediation of heavy metals.

MATERIALS AND METHODS

Preparation of Micro and Nano-sized
Biogenic CaCO3 and Its Morphology and
Chemical Composition Analysis
Experimental Strain

B. subtilis (GenBank accession number KT343639), derived
from the National Research and Extension Centre of Microbial
Fertilizer Technology of China, is the legal functional microbial
fertilizer strain in China.

We inoculated two or three rings with B. subtilis in 200mL
LB liquid culture medium [tryptone 0.1% (W/V), yeast extract
0.5% (W/V), NaCl 1% (W/V), 6.5≤ pH≤ 7.5], shaking-cultured
for 10 h at 30◦C and 180 rpm, to prepare the bacterial liquid
[(7.75 ± 1.19) × 107 cfu/mL]. We added 100mL LB liquid
medium (containing CaCl2 0.2 g) to a clean 250mL conical flask.
Afterwards, we inoculated 2mL strain from the aforementioned
bacterial liquid to form the experimental group, and set up 20
parallel, shaking-cultured samples (30◦C, 180 rpm, for 7 days) to
induce CaCO3 synthesis. The culture solution was centrifuged at
8000 rpm for 15min at 4◦C, and then the centrifuged sediments
were collected and dried at 55◦C, then milled to 200 mesh size or
finer by agate mortar in readiness for testing. To verify whether
the acquisition of micro- and nano-sized biogenic CaCO3 was
successful, or not, we smeared the precipitate evenly on clean
cover-glasses, drying naturally, then, subjected them to field
emission scanning electron microscopy and energy dispersive
spectrometry (FESEM-EDS) analysis. In addition, the XRD and
TEM-SAED (selected area electron diffraction) methods were
used to analyse the crystal structure of the precipitate.

The Adsorption and Desorption of Cd2+

and Pb2+ by Micro and Nano-sized
Biogenic CaCO3
To investigate the environmental remediation benefits of
biogenic CaCO3, the adsorption and desorption characteristics
of two common heavy metal ions (Cd2+ and Pb2+) under the
action of biogenic CaCO3 were investigated. The Langmuir and
Freundlich equations were used to fit an adsorption model, and
this was then employed to obtain the maximum adsorption
capacity of such heavy metals (Wang et al., 2007b; Mikutta et al.,
2012; Musso et al., 2014).

Adsorption Experiments

Some 0.10 g biogenic CaCO3 was added to a 50mL polyethylene
centrifuge tube containing 20mL solution with different Cd2+

(CdCl2), and Pb2+ (Pb(NO3)2) concentrations (0, 5, 10, 30, 60,
100, 150, 180, 220, and 260 mg/L: concentration based on actual
measurements). The mixture was shaken at 25◦C, and 100 rpm
in a shaker for 24 h, and each group was tested as a set of
three replicates. After shaking, the supernatant was separated by
centrifuging at 8000 rpm for 15min. The concentration of metal
ions was determined by atomic absorption spectrometer (AAS,
AA-6300C, Shimadzu). The adsorption amount of Cd2+ and
Pb2+ by biogenic CaCO3 (Qe) was calculated based on Equation
(1), the adsorption isotherms were obtained by use of Ce withQe,
and the heavy metal adsorption rates were calculated by using
of Equation (2), the formulae are as follows (Argun et al., 2007;
Wang et al., 2007b; Lian et al., 2008; Ma et al., 2012; Yao et al.,
2013; Zhao et al., 2014b; Liu et al., 2016):

Qe(mg/g) =
C0 − Ce

W1
× V (1)

The rate of absorption (%) =
C0 − Ce

C0
× 100 (2)

Where C0 and Ce are the initial, and equilibrium concentrations
of the metal ions (mg/L), respectively;V represents the volume of
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equilibrium liquid in the centrifuge tube (L), andW1 is the mass
of biogenic CaCO3 (g).

Experimental results were analyzed with reference to
the Langmuir and Freundlich isotherms (Equations 3, 4),
respectively (Grimm et al., 2008; Ma et al., 2012; Mikutta et al.,
2012; Wang et al., 2015):

L :
1

Qe
=

1

Qm • KL
·
1

Ce
+

1

Qm
(3)

F : Log Qe = nf · Log Ce + Log Kf (4)

Where Ce denotes the equilibrium concentration of metal ions in
the supernatant (mg/L), Qe is the adsorption amount of metal
ions by biogenic CaCO3 (mg/g), Qm denotes the maximum
adsorption amount of metal ions (mg/g), KL is the adsorption
coefficient of the Langmuir model (L/mg), Kf is the Freundlich
constant, and nf is the adsorption intensity constant of the
Freundlich equation.

Desorption Experiments

We added 20mL desorption liquid (Dong-Mei et al., 2003; Arias
et al., 2006; Gherasim and Bourceanu, 2013; 1 mol/L NaNO3, pH
= 7.0) to the centrifugal tube with the precipitates therein after
adsorbing any Cd2+ or Pb2+, then the samples were shocked
at 25◦C, and 100 rpm for 12 h. Afterwards, the samples were
centrifuged at 8000 rpm for 15min, and AAS was used to
determine the Cd2+ or Pb2+ concentrations in supernatant (C1).
Each desorption experiment was conducted in triplicate.

The desorption amount of heavy metals (Qde) (Equation 5)
and the rate of desorption (Equation 6) were calculated as follows
(Gao et al., 2003; Wang et al., 2007a; Zhao et al., 2014b):

Qde(mg/g) =
C1 × V

W1
(5)

The rate of desorption (%) =
Qde

Qe
× 100 (6)

Where Qde is the desorption amount of heavy metals (mg/g), V
is the volume of desorption solution (L), C1 represents the metal
ion concentration of desorption supernatant (mg/L), and W1 is
the mass of biogenic CaCO3 (g).

The Mechanism of Adsorption
To elucidate the adsorption mechanism of biogenic CaCO3, we
collected the biogenic CaCO3 before and after adsorbing Cd

2+ or
Pb2+, and dried it at 55◦C, Afterwards, using FTIR (NEXUS670,
Thermo Nicolet), XRD (Ultima IV Multipurpose, Rigaku),
FESEM-EDS, and soft X-ray microscopy techniques were used
to analyse the changes in structures, morphologies and elemental
compositions. Meanwhile, the adsorption and desorption of
Cd2+ (74 mg/L) and Pb2+ (94 mg/L) by vaterite biogenic
CaCO3 (prepared in LB liquid medium containing 0.8 g CaCl2,
referenced in Section Preparation of Micro and Nano-sized
Biogenic CaCO3 and ItsMorphology and Chemical Composition
Analysis) were also studied, and the structural changes of

FIGURE 1 | The FESEM-EDS analysis of biogenic CaCO3. (A,B) The FESEM images of the biogenic CaCO3; among them, A–2 is the magnification for the marked

area in A–1. (C) The EDS results for the asterisk site. The “*” showed the site of the EDS analysis.
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vaterite before, and after, adsorbing Cd2+ or Pb2+ were analyzed
by XRD.

The Comparison of Adsorption and
Desorption for Heavy Metals by Biogenic
CaCO3 and Bacterial Cells
We added 100mL LB liquid medium to a clean 250mL conical
flask, sterilized it at 115◦C for 20min, then inoculated 2mL strain
from the bacterial liquid mentioned above in the experimental
group, set up 10 parallel trials, and subjected them to shaking-
culturation at 30◦C and 180 rpm for 7 days. Then, the culture
solution was centrifuged at 8000 rpm for 15min at 4◦C,
whereafter, the bacterial cells were collected and dried at 55◦C,
and thenmilled to 200mesh or finer, by agate mortar in readiness
for testing.

The biogenic CaCO3 including CaCO3 and bacterial cells was
used to clarify the advantages of biogenic CaCO3 for heavymetals
the adsorption. The adsorption and desorption experiments of
Cd2+ (74 mg/L), and Pb2+ (94 mg/L) by biogenic CaCO3 and
bacterial cells were carried out using the method described in
section The Adsorption and Desorption of Cd2+ and Pb2+ by
Micro and Nano-sized Biogenic CaCO3.

The Effect of pH on Adsorption of Biogenic
CaCO3 for Heavy Metals
To study the influence of pH on the removal efficiency, 0.05 g
biogenic CaCO3 was placed into a 50mL polyethylene centrifuge
tube containing 20mL solution with different pH values (1, 2,
3, 4, 5, 6, 7, and 8) of 83.13 mg/g Cd2+ (CdCl2), or 99.30 mg/g

TABLE 1 | Isotherms coefficients according to Langmuir and Freundlich.

Elements Langmuir Freundlich

KL (L/g) Qm (mg/g) R2 LogKF(L/g) nf R2

Cd2+ 0.033 94.340 0.994 0.531 1.056 0.981

Pb2+ 0.004 416.667 0.953 0.255 0.976 0.914

Pb2+ (Pb(NO3)2), respectively. The mixture was shaken at 25◦C
and 100 rpm for 24 h, and each group was replicated three times.
The supernatant was obtained by centrifuging at 8000 rpm for
15min. The concentrations of Cd2+ or Pb2+ in the supernatant
were determined by AAS, and the heavy metal adsorption rates
were calculated by use of Equation (2).

RESULTS AND DISCUSSION

The Morphological and Elemental
Composition Analysis of Biogenic CaCO3

Sediments
Different morphologies of crystals in the sediments were
observed by using FESEM. These morphologies included
cauliflower-like forms, scaly aggregates, and various irregular
aggregates of sediment (part of them shown in Figures 1A,B).
EDS was used to determine the main component as being CaCO3

(Figure 1C). The biogenic CaCO3 exhibited its porous surface,
corner-incomplete form, and visible irregular fine lines on its
surface, thus it had both a larger internal and external specific
surface area and pore volume.

The Adsorption and Desorption of
Biogenic CaCO3 for Cd2+ and Pb2+

Although both Freundlich and Langmuir equations could be
used to fit the isothermal adsorption process of Cd2+ and Pb2+

by biogenic CaCO3, the fitting effect of Langmuir adsorption
isotherm equation was more favorable, which suggested that
the adsorption process was a single-molecule adsorption process
(Mikutta et al., 2012; Wang et al., 2015). The maximum
adsorption amounts of Cd2+ and Pb2+ by biogenic CaCO3 were
94.340 and 416.667 mg/g, respectively (Table 1). CaCO3 is an
important mineral that is ubiquitous in soils, shallow grand
water aquifers and marine sediments which has good adsorption
properties for heavy metals (Davis et al., 1987; Garcia-Sánchez
and Alvarez-Ayuso, 2002; Al-Degs et al., 2006; Lee et al., 2007;
Yavuz et al., 2007). Yavuz et al. (2007) found that the maximum
adsorption capacities of Cd2+ and Pb2+ by natural CaCO3 were

FIGURE 2 | The adsorption and desorption characteristics of Cd2+ and Pb2+ by biogenic CaCO3. (A) The adsorption isotherm curves. (B) The adsorption and

desorption rates. The black line represents the adsorption rate data, and the blue line represents the desorption rate data. Data represent the mean ± standard

deviation (SD) of three independent experiments.
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determined as 18.52 and 19.92 mg/g, respectively. This research
on the adsorption of heavy metals with biogenic CaCO3 induced
by the strain (as a legal strain used in microbial fertilizer) is the
first report, and the maximum adsorption capacities of biogenic
CaCO3 for heavy metals are apparently higher than that of
natural calcite (p< 0.01), which suggests a considerable potential
to immobilize or passivate heavy metals in contaminated soil.

Figure 2A showed that the adsorption amount (Qe) of Cd
2+

or Pb2+ on biogenic CaCO3 increased with increasing Cd2+

or Pb2+ concentration in the equilibrium solution (Ce). When
the concentration of Cd2+ or Pb2+ was between 5 and 260
mg/L, the rate of adsorption of heavy metals on biogenic CaCO3

was as high as 87–100%, while the rate of desorption remained
steady at 0.1–3% (Figure 2B), which suggest that biogenic CaCO3

has a high adsorption capacity for heavy metals and carries
little environmental risk. The results provide evidence that
bacterial fertilizer and biogenic CaCO3 may play important
roles in various environments, and indeed more than previously
acknowledged.

The Adsorption Mechanism
The FTIR results showed that it did not undergo a chemical
precipitation reaction to produce new substances after the
CaCO3 had adsorbed Cd2+ (74 mg/L) or Pb2+ (94 mg/L)

FIGURE 3 | The adsorptive mechanism analysis of Cd2+ and Pb2+ by biogenic CaCO3. (A) The results of FTIR spectra of biogenic CaCO3 before, and after,

adsorbing Cd2+ or Pb2+ (CK: before adsorbing Cd2+ or Pb2+ by biogenic CaCO3). (B) The reticular structure of biogenic CaCO3 by FESEM. (C,E1) The result of

biogenic CaCO3 after adsorbing Cd2+ (74 mg/L) by FESEM-EDS: Cd2+ is visible on the surface of the biogenic CaCO3. (D,E2) The result of biogenic CaCO3 after

adsorbing Pb2+ (94 mg/L) by FESEM-EDS: Pb2+ is visible on the surface of the biogenic CaCO3. (F) The XRD results of biogenic vaterite before, and after, adsorbing

Cd2+ and Pb2+ (CK: before adsorbing Cd2+ and Pb2+ by biogenic CaCO3). The “*” inside the figure is the site of the EDS spot.
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(Figure 3A); which indicated that the reaction between the
biogenic CaCO3 and Cd2+ or Pb2+ was mainly based on
physical adsorption. The FESEM-EDS analysis showed that the
adsorbed Cd2+ and Pb2+ were visible on the surface of biogenic
CaCO3 (Figures 3C,E1,D,E2). Chemical CaCO3 morphology
is essentially a diamond-shaped cubic structure with smooth
surfaces (Lian et al., 2006; Xiao et al., 2015; Cao et al., 2016),
but the biogenic CaCO3 surface is porous, micro and nano-sized,
the edge is incomplete, and it can stack to form a fragmented
structure or form a reticular aggregate with other different forms
of CaCO3 according to FESEM and soft X-ray microscopy
analysis (Figures 1A,B,3B, Supplementary Video 1); thus it
has a larger internal and external specific surface area and
pore volume, which can provide more adsorption sites and
accommodation spaces for heavy metals. The XRD and TEM-
SAED results indicated that the biogenic CaCO3 used in this test
was mainly amorphous CaCO3 (Figure 4), and according to the
reports that the amorphous CaCO3 surface area is 20 times that of
other crystalline forms of CaCO3 (Yan and Lu, 2012), therefore,
it exhibits strong adsorption properties for Cd2+ and Pb2+.

Since there were no diffraction peaks observed from the
amorphous biogenic CaCO3 in the XRD result (Figure 4A), to
clarify the adsorptive mechanism of biogenic CaCO3 for heavy
metals, vaterite-type biogenic CaCO3 was used to adsorb Cd2+

(74 mg/L) or Pb2+ (94 mg/L), and the adsorption rates were

98.42 and 100%, respectively, moreover, the desorption rates
were all zero. The XRD results revealed that, there was no new
phase diffraction peak after the biogenic vaterite had adsorbed the
Cd2+ and Pb2+ (Figure 3F), which also showed that the reaction
between the biogenic CaCO3 andCd

2+ or Pb2+ wasmainly based
on physical adsorption. It was also indicated that the Cd2+ or
Pb2+ was stable in the mineral as a result of binding to the
CaCO3 surface adsorption sites, or entry to the CaCO3 crystal
pores. Consequently, biogenic CaCO3 offered better adsorption
properties for heavy metals. Our findings suggested that the
biogenic CaCO3 could be expected to be developed into a new
type of heavy metals adsorbent, and might achieve the dual
environmental benefits of carbon sequestration and heavy metal
immobilization.

The Comparison of Adsorption and
Desorption of Cd2+ and Pb2+ by Biogenic
CaCO3 and Bacterial Cells
Figure 5 illustrates that the adsorption rate of Cd2+ (74 mg/L)
and Pb2+ (94 mg/L) by biogenic CaCO3, was significantly higher
than that of the bacterial cells, and the desorption rate was
significantly smaller than that of the desorption rate of bacterial
cells (p < 0.01), it suggested that the adsorption of CaCO3 crystal
for heavy metals was dominant and its environmental risk was

FIGURE 4 | The detection and analysis of biogenic CaCO3 by XRD and TEM-SAED. (A) XRD detection. (B) TEM-SAED analysis. The “*” in the figure is the site of the

EDS analysis.

FIGURE 5 | The adsorption and desorption of Cd2+ or Pb2+ by biogenic CaCO3 and bacterial cells. (A) The rate of adsorption (%). (B) The rate of desorption (%).

The “*” indicates statistically significant differences between the two treatments (t-test, *p < 0.05, **p < 0.01). Data represent the mean ± SD of three independent

experiments.
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FIGURE 6 | The effect of pH on the adsorption of heavy metals by biogenetic CaCO3. (A) The adsorption rate of biogenetic CaCO3 for heavy metals under different

pH conditions (%). (B) The variation of pH before, and after, adding biogenetic CaCO3. Data represent the mean ±SD of three independent experiments.

very low, but the adsorption rate of bacterial cells for heavymetals
was not only low, but also the adsorbed heavy metals would be
released to the environment easily, therefore, it posed a higher
environmental risk. This also suggested that the biogenic CaCO3

had a larger specific surface area and rich reticular structures
which contributed to its high adsorption and low desorption
performance. This significant retaining ability of heavy metal
ions indicates the remarkable efficiency of biogenic CaCO3 as an
adsorbent.

The Effect of pH on Adsorption of Biogenic
CaCO3 for Heavy Metals
The results in Figure 6A demonstrate the effects of pH on Cd2+

and Pb2+ adsorption by biogenic CaCO3. The adsorption rate of
these heavy metals was quite low at pH ≤ 1, as biogenic CaCO3

could not exist at such a low pH value. At pH values from 1.0 to
4.0, the adsorption percentage increased rapidly with increasing
pH; thereafter (pH>4) it did not change to any significant extent
with further increases in pH and the adsorption percentage was
stable at around 95% (Figure 6A). Similar experimental results,
such as those from Ma et al. (2012) who used use chemogenic
CaCO3 for the adsorption of Cd2+ and Pb2+ and Merrikhpour
and Jalali (2012) who used natural CaCO3 for Cd

2+, Pb2+, Cu2+,
Zn2+ adsorption, etc., can also obtain good adsorption effect
when starting from an acidic pH value. Furthermore, we found
that the pH value of the adsorption system was increased after
adding biogenic CaCO3, and the final pH value after adsorption
is around 8.61 (Figure 6B), which should be attributable by the
biogenic CaCO3 and alkaline metabolites produced by B. subtilis.
In addition, the adsorption percentages of Cd2+ and Pb2+ at pH
8 were 16.22 and 41.23% when we did not add biogenic CaCO3,
which were significantly lower than biogenic CaCO3 adsorption
percentages (p < 0.01). This indicated that the adsorption rate
of heavy metals was mainly influenced by the biogenic CaCO3

rather than the formation of heavy metal hydroxides in alkaline
conditions. In summary, the high adsorption capability of the
biogenic CaCO3 within a wide pH range (3–8) indicated its
potential application in the control of the fate of heavy metals
in the natural environment.

CONCLUSIONS

The Langmuir isotherm was preferred to describe the
adsorption characteristics of Cd2+ and Pb2+ by biogenic
CaCO3 which suggested that the adsorption process was a
single molecule layer adsorption process, and the maximum
adsorption amounts (Qm) of Cd2+ and Pb2+ were 94.340
and 416.667 mg/g, respectively. Moreover, biogenic CaCO3

could maintain a high adsorption capability for heavy
metals within a wide pH range. The biogenic CaCO3 and
heavy metal ions formed a physical adsorption process,
and the high efficiency and stability of the adsorption of
biogenic CaCO3 for Cd2+ and Pb2+ were mainly attributed
to its large total specific surface area and their porous
structure. These findings revealed a new perspective on the
remediation of heavy metal pollution by using biogenic
CaCO3.
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Natural mineral formations are a window into important processes leading to carbon
storage and mineralized carbonate structures formed through abiotic and biotic
processes. In the current study, we made an attempt to undertake a comprehensive
approach to characterize the mineralogical, mechanical, and microbial properties of
different kinds of speleothems from karstic caves; with an aim to understand the bio-
geo-chemical processes in speleothem structures and their impact on nanomechanical
properties. We also investigated the biomineralization abilities of speleothem surface
associated microbial communities in vitro. Mineralogical profiling using techniques such
as X-ray powder Diffraction (XRD) and Tescan Integrated Mineral Analyzer (TIMA)
demonstrated that calcite was the dominant mineral in the majority of speleothems
with Energy Dispersive X-ray Analysis (EDS) indicating a few variations in the elemental
components. Differing proportions of polymorphs of calcium carbonate such as
aragonite and vaterite were also recorded. Significant variations in trace metal content
were recorded through Inductively Coupled Plasma Mass Spectrometer (ICP-MS).
Scanning Electron Microscopy (SEM) analysis revealed differences in morphological
features of the crystals which varied from triangular prismatic shapes to etched
spiky forms. Microbial imprints and associations were seen in a few sections.
Analysis of the associated microbial diversity showed significant differences between
various speleothems at Phylum level; although Proteobacteria and Actinobacteria were
found to be the predominant groups. Genus level microbial associations showed
a relationship with the geochemistry, mineralogical composition, and metal content
of the speleothems. The assessment of nanomechanical properties measured by
Nanoindentation revealed that the speleothems with a dominance of calcite were
stronger than the speleothems with mixed calcium carbonate polymorphs and silica
content. The in vitro metabolic activity of the microbial communities associated with
the surfaces of the speleothems resulted in calcium carbonate crystal precipitation.
Firmicutes and Proteobacteria dominated these populations, in contrast to the
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populations seen in natural systems. The precipitation of calcium carbonate crystals
in vitro indicated that microbial metabolic activity may also play an important role in
the synthesis and dissociation of biominerals in the natural environment. Our study
provides novel evidence of the close relationship between mineralogy, microbial ecology,
geochemistry, and nanomechanical properties of natural formations.

Keywords: speleothem, biomineralization, microbial diversity, nanoindentation, calcium carbonate precipitation,
mineralogy

INTRODUCTION

Biomineralization is a naturally occurring process where
microbial metabolic activity influences the formation of
geological structures (Lowenstam, 1981; Hammes and
Verstraete, 2002; Hamilton, 2003). A variety of microbial
metabolic pathways including photosynthesis, ammonification,
denitrification, ureolysis, and methane oxidation have been
shown to influence redox conditions and lead to the precipitation
of carbonates in different natural environments (Fortin et al.,
1997; Douglas and Beveridge, 1998; Zhu and Dittrich, 2016).
Bacterial surfaces including cell walls and extracellular polymeric
substances (EPS) have also been reported to act as important
sites for carbonate mineral nucleation and growth (Douglas and
Beveridge, 1998; Bains et al., 2015). The potential for microbes
to synthesize carbonates has recently emerged as a prospective
technology, called as Microbially Induced Calcium Carbonate
Precipitation (MICCP), for civil and environmental engineering
applications (Skinner and Jahren, 2004; Phillips et al., 2013; Zhu
and Dittrich, 2016). Current usage of the technology includes
remediation of heavy metal polluted sites, sequestration of CO2,
and the construction of biocement (Dhami et al., 2012, 2014,
2016, 2017b; Dejong et al., 2013; Zhu and Dittrich, 2016). Several
breakthroughs have been made at laboratory and field scale
in the creation and utilization of biomineralized carbonates
(De Muynck et al., 2010; Phillips et al., 2013; Dhami et al.,
2017a; Porter et al., 2017). The application of this technology
offers the advantage of high sustainability due to its synthesis at
ambient temperatures and has spurred research into exploration
of the properties of naturally mineralized structures (Cacchio
et al., 2003; Phillips et al., 2013). Although researchers from
specializations such as Geology, Microbiology, Environment, and
Engineering have contributed to the information on geological
formations from separate perspectives; a connection linking
mineralogy, microbiology, and mechanical characterization of
such biogenically/abiogenically formed natural formations is
lacking. A deeper and fundamental understanding of bio-geo-
chemical properties of naturally mineralized structures along
with the mechanical properties of these materials is imperative
(Northup and Lavoie Diana, 2001; Dhami et al., 2012, 2013b;
Zepeda Mendoza et al., 2016).

Geological formations such as caves provide a window into
one such environment where mineralized carbonate deposits are
formed over geological timescales (Buhmann and Dreybrodt,
1984; Short et al., 2005; Rusznyak et al., 2012). The myriad of
rock like deposits in caves are commonly known as speleothems;
which vary in range of shapes. These structures are known

by different names as stalactites, stalagmites, moonmilk, drip
stones, and flowstones depending upon their location (from
floors, walls to ceilings) and appearance (soft, spongy, fibrous,
or stony) (Borsato et al., 2000; Jones, 2001; Melim et al.,
2008). The inorganic and physical chemistry that drive these
phenomena is well established (Banks et al., 2010; Pacton
et al., 2013), however, a growing body of research indicates
that microorganisms can play an important role in carbonate
precipitation during speleothem growth (Banks et al., 2010;
Rusznyak et al., 2012; Ronholm et al., 2014). Several studies
on the analysis of the mineralogy and geochemistry of different
cave environments have been conducted (White, 1962; Harmon
et al., 1983; Hill and Forti, 1986; Leél-Őssy et al., 2011). The
majority of speleothems have been found to be calcareous and
composed of calcium carbonate polymorphs such as calcite,
vaterite, and aragonite (Ronholm et al., 2014; Demény et al.,
2016; Garcia et al., 2016). The growth of speleothems through
calcite precipitation has long been viewed as an abiogenic process
(Kendall and Broughton, 1978; Broughton, 1983a,b,c). However,
mineral deposits that are difficult to explain through geologic
or inorganic processes raise the possibility of microbial activity
in caves (Jones, 2001). For example, in the case of moonmilk,
carbonate precipitation is formed either by direct precipitation
of calcite via microbial metabolic activity or by the formation
of nucleation surface on which minerals precipitate (Northup
et al., 2003; Cuezva et al., 2012). A few studies have also reported
the biogenic origins of calcified structures such as “pool fingers”
and “U-loops” (Tomczyk-Żak and Zielenkiewicz, 2015). Some
studies claim that bacteria produce carbonate minerals as a
result of passive growth while others report that chemically
reactive cell walls of bacteria act as nucleation sites binding
mineral forming elements leading to growth of crystals in
oversaturated solutions (Fortin et al., 1997; Barabesi et al., 2007;
Dhami et al., 2013a). Researchers have demonstrated that by
interacting with minerals, microorganisms play an important role
in the formation of caves although little cause and effect has
been elucidated (Tomczyk-Żak and Zielenkiewicz, 2015). Cave
geochemistry, physico-chemical conditions, and mineralogy has
also been reported to have a significant impact on the microbiome
and the interactions of these microbes with minerals further
play a significant role in the formation and characteristics of
biomineralized speleothems (Zepeda Mendoza et al., 2016).

A number of studies have investigated microbial biofilms on
cave surfaces (Adetutu et al., 2012; Pacton et al., 2013; Barton
et al., 2014; Wu et al., 2015) and others have reported the
microbial diversity of caves such as the Lechuguilla Cave in New
Mexico (Cunningham et al., 1995; Northup et al., 2003), the
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sulfidic Frasassi Cave system in Italy, the Movile Cave in Romania
(Macalady et al., 2007; Chen et al., 2009), the nitrate/nitrite-
dominated Nullarbor Cave in Australia (Holmes et al., 2001),
karstic caves of Herrenberg Germany (Rusznyak et al., 2012),
and Tjuv-Ante’s Cave in Sweden (Zepeda Mendoza et al., 2016).
The existence of varying calcium carbonate polymorphs in these
materials has also been related to biogenic activity. A few authors
have attributed the precipitation of different types of carbonate
deposits in moonmilk to the activity of indigenous microbial
populations. These deposits vary from nano-fibers to micro-
meter sized needle-fiber crystals in a form of monocrystalline
rods and polycrystalline chains (Baskar et al., 2008b; Cuezva et al.,
2012; Maciejewska et al., 2017). Microbes have also been reported
to mediate a wide range of processes that affect the internal
crystal fabric (Jones, 2010) with carbonate precipitation and
heterotrophic processes through nitrogen metabolism including
ureolysis, ammonification, and nitrate reduction have been
reported to play more important roles than photosynthesis
(low light conditions) and methanogenesis (Castanier et al.,
2000; Banks et al., 2010). Although a few studies have been
conducted on the microbial diversity and mineralogy of different
cave deposits and speleothems, this area remains relatively
unexplored.

Mechanical properties of biomineralized geological
formations can provide insights for exploring the potential of
microbial carbonate based cements for engineering applications.
But in many cases, the non-availability of sufficient quantities
of such structures for standard material testing (due to their
heritage status) makes it difficult to investigate their mechanical
properties. For mechanical testing on (sub) micrometer scale,
nanoindentation (also referred to as load and depth-sensing
indentation (DSI)) has recently gained attention (Presser et al.,
2010). This technique offers the advantage of high accuracy
and reliability along with the ability to test small amounts
of material; making this method particularly suitable for the
speleothems. Fortunately, a few such results are available for
rock minerals (Zhu et al., 2007), single calcite crystals (Calvaresi
et al., 2013; Dhami et al., 2016), hydroxyapatite crystals (Zamiri
and De, 2011), carp otoliths (Ren et al., 2013), and sponge
spicules (Müller et al., 2014). This encourages the use of this
tool to investigate nano-mechanical properties of different cave
speleothems.

Whether the formation of cave speleothems is biogenic or
abiogenic or a combination of both is a matter of debate.
A few studies have demonstrated that bacteria isolated from
cave environments are capable of forming similar crystals from
organic calcium salts in vitro using acetate rich B4 medium
(Rusznyak et al., 2012; Garcia et al., 2016). Maciejewska et al.
(2017) found amino acid/peptide ammonification to be more
widespread compared to ureolysis in moonmilk formation.
The investigation of microbial communities associated with
cave speleothems for their biomineralization potential under
supplementation of similar organic calcium salts will shed
light on the biogenic routes of mineralization, as well as
exploring the change in microbial community dynamics
under enrichment conditions in vitro compared to the native
profiles.

This paper aims to characterize the mineralogical, elemental
and nano-mechanical properties of different cave speleothems
as well as the associated microbiomes. We investigated the
biomineralization potential of surface associated microbial
communities along with microbial community dynamics
under in vitro conditions. This is the first study on the
collective characterization of mineralogical, microbial, and
mechanical properties of cave speleothems to elucidate biogenic
mineralization processes.

The Leeuwin-Naturaliste ridge in the Margaret River region
of Southwest Western Australia is home to a number of karstic
caves stretching for approximately 90 km between Cape Leeuwin
and Cape Naturaliste with the Indian Ocean to the west,
Geographe Bay to the north and the Southern Ocean to the south
(Jasinska, 1997; Eberhard, 2004; Eberhard and Davies, 2011).
This provided us with the opportunity to investigate distinctly
different cave formations. We examined different cave deposits
(stalagmites, stalactites, moonmilk) from three unexplored caves
where permission was granted for access. An investigation of
mineralized cave speleothems in their natural state as well as
under enriched conditions in vitro is presented with the aim
to: (a) evaluate mineralogical, chemical, and nanomechanical
properties of different cave speleothems, (b) elucidate the
microbial diversity associated with different cave speleothems
and, (c) investigate the potential of speleothem associated
microbial communities in the formation of carbonate minerals
under in vitro conditions as well as identification of microbial
communities co-responsible for carbonate precipitation in
laboratory conditions for analysis of microbial community shifts
in comparison to Natural environments.

MATERIALS AND METHODS

Description of Caves
Margaret River is located in Western Australia, 277 km (172 mi)
SSW of Perth and 48 km (30 mi) SW of Busselton at
33◦57′18′′S 115◦04′30′′E. The climate is humid Mediterranean
with an average annual rainfall of around 1,130 mm (44 in)
(Eberhard, 2004). Complete details about the cave formations
and the environment involved have been reported by Eberhard
(2004). Permission for the current study was provided by
the Augusta Margaret River Tourism Association for sampling
calcitic deposits and speleothem sections in a limited number of
locations in three caves (Lake Cave, Moondyne Cave, Mammoth
Cave) (Figures 1i,ii). The speleothems sampled are highlighted
in Figure 2. In the case of Mammoth Cave, parts of stalactite and
stalagmite that had been already shed were provided.

Sampling of Cave Speleothems
Sampling of calcitic deposits from different formations in
each cave (up to 10 g) was conducted using sterile forceps,
spatula and chisel. Moonmilk, stalagmite, and stalactite samples
were collected from Lake Cave, calcitic deposits were collected
from the floor of Moondyne Cave and deposits of stalagmites
and stalactites were provided from Mammoth Cave (Figure 2
and Table 1). Sampling locations were selected based on
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FIGURE 1 | (i,ii) Geographical location of Margaret River Caves, Western Australia, Australia [source: Google (Googlemaps, 2016)].

FIGURE 2 | Cave speleothems collected from (i–iii) Lake Cave (iv) Moondyne Cave (v,vi) Mammoth Cave.
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TABLE 1 | Cave speleothem type, site and labeling.

Site Speleothem

Lake Cave

1 Moonmilk

2 Stalagmite

3 Stalactite

Moondyne Cave

1 Calcitic floor stalagmite deposit

Mammoth Cave

1 Stalagmite

2 Stalactite

accessibility, regulatory restrictions and special features observed.
All the specimens were collected aseptically, transported under
refrigeration to the laboratory, and stored at−20◦C until use. The
samples were separated into three sections in order to correlate
mineralogical, mechanical, and microbial characteristics.

Determination of Carbon, Nitrogen, and
Metal Content
One gram of each sample was added to 10 mL deionized
water and shaken briefly. Total Al, Mg, Ca, Fe, Mn, and Na
analyses were conducted on samples that were dried at 100◦C,
extracted with aqua regia (Hoffman, 1991) and analyzed with
an inductively coupled plasma mass spectrometer (ICP-MS)
(PQ3S; Thermo Electron, United Kingdom) following Rusznyak
et al. (2012). For the estimation of Carbon and Nitrogen, the
samples were freeze dried, finely ground to 200 mesh size
(<75 µm), homogenized and analyzed using a CN analyser
(Vario Max; Elementary Analysensysteme GmbH, Germany).
Inorganic carbon was determined by measuring the total amount
of carbon after removal of organic carbon (OC) and ignition
of samples for 4 h at 550◦C (Grüneberg et al., 2010). OC
concentrations were then calculated from the difference between
total and inorganic carbon concentrations. For each test triplicate
samples were analyzed.

Morphological Characterization of
Speleothems by SEM
For scanning electron microscopic analysis (SEM) all samples
were fixed in 4% formaldehyde in phosphate-buffered saline
(PBS) and kept at 4◦C until examination. The samples were
rinsed in 0.2 M PBS (pH 7.4) for 1 h and dehydrated in a
series of graded ethyl alcohol then sputter coated with platinum
(thickness of approximately 8 nm) using a SCD005 sputter coater
(BAL-TEC, Liechtenstein) to avoid surface charging. Finally, the
specimens were investigated with Zeiss Neon 40 EsB dual beam
FESEM/FIB-SEM for imaging at 10 kV and WD= 10–11 mm.

Chemical Characterization of
Speleothems by XRD, EDS, and TIMA
X ray diffraction (XRD) spectra were obtained by crushing
around 1 g sample of each speleothem and subjecting it to X’
Pert PRO diffractometer with a Cu anode (40 kV and 30 mA).

The scanning was done from 3◦ to 60◦ 2θ with increments of
0.02◦ 2θ and a counting time of 10 s per step. The components
of the sample were identified by comparing them with standards
established by the International Centre for Diffraction Data.
For elemental analysis of the samples, the same SEM equipped
with Oxford energy dispersive spectrometer (EDS), coupled with
INCA 250 system was used to generate elemental maps in the
samples. EDS qualitative analysis and elemental mapping was
performed at an accelerating voltage of 20 kV. Data acquisition
and analysis was done using AZtec software (Oxford instruments,
United Kingdom). Five frames, each with an area varying
between 0.5 mm2 to 1 mm2 were mapped. As it can be difficult to
identify mineral phases through XRD due to low concentrations
or overlapping peaks, poorly crystalline nature of materials
with high amorphous content, or high and low temperature
variants, the speleothems were also characterized by Tescan
Integrated Mineral Analyzer (TIMA). The conditions used for the
current analysis were: beam energy 25000 eV, current 6.32 nA,
beam intensity 19.56, working distance 15 mm, SEM type
TIMA3FE GMU with Pulse Tor 30 detector model at 7.009 µm
pixel.

Mechanical Characterization of
Speleothems by Nanoindentation
Cubes of approximately 1 cm were cut from each specimen,
embedded in epoxy resin (Buehler eco-thin, Buehler, Lake Bluff,
Illinois) and allowed to cure for 24 h (in molds 32 mm× 8 mm).
Initial grinding and polishing of samples was performed using
silicon carbide paper of reducing gradation 52, 35, 22, and 15 µm
to expose the surface. Samples were finally ground and polished
using diamond suspensions of reducing gradations as 9, 6, 3,
1, and 0.05 µm on a polishing cloth. Nanoindentation was
performed using a G200 nanoindenter (Agilent Technologies)
fitted with a Berkovich shaped diamond tip at a Poisson ratio of
0.31. The optical microscope fitted with the nanoindenter was
used at 40x magnification to select the points of indentation
and a matrix of indentation points on the particles of interest
was chosen. At least 50 indentation points were selected for
each sample with a minimum spacing between the indents of
10 µm and a maximum depth of indentation set to 1000 nm.
The surface approach velocity was set to 20 nm/s and the
loading time set to 15 s with a peak hold time of 10 s. On
completion, indentation sites were re-inspected with an optical
microscope and load-indentation diagrams were plotted. From
this data the mechanical properties were estimated (Müller
et al., 2014). From the initial slope of the unloading curve, the
depth of indentation was estimated. The force corresponding
to the displacement was utilized to determine the hardness
of the material. The elastic modulus was estimated from the
unloading segment of the load–indentation curve. Hardness
reflects the resistance of the geological samples to deformation,
while the elastic modulus represents the elastic deformation of
the material following force application (Müller et al., 2014).
A power law function was fitted to the initial unloading
portion to determine its slope. The calculations were performed
with the software NanoTest Platform Four V.40.08 (Micro
Materials Ltd.). We determined Young’s modulus, E, as the
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maximum slope in the corresponding stress–strain curve. Non-
linear behavior at low strains is the result of varying alignment
inaccuracy.

Microbial Characterization of Cave
Speleothems
Bacterial cellular activity or Adenosine triphosphate (ATP)
activity of the speleothems was analyzed immediately after
returning to the laboratory using the BacTiter-Glo Microbial Cell
Viability kit (Promega, United States) as described by Barton et al.
(2014).

DNA Extraction from Speleothem
Samples
Genomic DNA (gDNA) was extracted in triplicate from all
deposits and speleothems. The speleothem sample (1 g) was
suspended in sterile phosphate buffer saline and vortexed at
high speed followed by sonication in ultrasonic water bath
to detach the surface cells. The cell suspension was harvested
by microfiltration (0.2 µm pore size filter; Millipore) and the
filter washed in PBS. DNA extraction was conducted using
the Power Soil DNA kit (MO BIO Laboratories, Carlsbad, CA,
United States) following the manufacturer’s instructions. The
recovered genomic DNA was pooled and the concentration was
quantified using a Nanodrop 8000 Spectrophotometer (Thermo
Scientific, Wilmington, DE, United States).

Amplicon Diversity Sequencing
PCR amplification and sequencing of the V3/V4 region of
the 16S rRNA gene was performed by Australian Genome
Research Facility (Brisbane, QLD, Australia) using Illumina
MiSeq (San Diego, CA, United States) with 2 × 300 base
pairs paired-end chemistry. Briefly, extracted gDNA from
each of the sample was PCR amplified using primers 341F
(5′-CCTAYGGGRBGCASCAG-3′) and 806R (5′-GGACTAC
NNGGGTATCTAAT-3′). Thermocycling was performed
in a Bio-Rad C100 (Bio-Rad Laboratories, Richmond, CA,
United States) using AmpliTaq Gold 360 mastermix (Life
Technologies, Australia).

Sequence Analysis
Paired-ends reads were assembled by aligning the forward
and reverse reads using PEAR (version 0.9.5) (Zhang et al.,
2014). Primers were trimmed using Seqtk (version 1.0)1 and
the trimmed sequences were processed using Quantitative
Insights into Microbial Ecology (QIIME 1.8) (Caporaso
et al., 2010) USEARCH (version 7.1.1090) and UPARSE
(Edgar et al., 2011) software. Using USEARCH sequences
were quality filtered, full length duplicate sequences were
removed and sorted by abundance. Singletons or unique
reads in the data set were discarded. Sequences were clustered
followed by chimera filtering using “rdp_gold” database
as the reference. To obtain the number of reads in each
Operational Taxonomic Unit (OTU), reads were mapped back

1https://github.com/lh3/seqtk

to OTUs with a minimum identity of 97%. Using QIIME,
taxonomy was assigned using SILVA database (version silva_119)
(Quast et al., 2013). The obtained sequences were submitted
to National Centre for Biotechnology Information (NCBI)
(accession number SAMN07489237 to SAMN07489242 and
SAMN07498254 to SAMN07498259). The results are provided as
percentage of sequencing reads for the identified OTUs in each
sample.

Enrichment of Speleothem Surface
Associated Bacterial Communities and
Characterization of Precipitated
Carbonate Biominerals
In order to investigate the microbial dynamics and biogenic
carbonate mineralization potential of the microbial communities
associated with speleothem samples under in vitro conditions,
one gram of speleothem sample collected from each site
was inoculated into flasks containing 100 ml autoclaved B4
medium (4 g yeast extract, 2.5 g calcium acetate, 10 g of
glucose) (Banks et al., 2010; Rusznyak et al., 2012). For
abiogenic controls, one gram of speleothem samples from
each site were subjected to autoclaving in order to remove
the associated microbes and then inoculated into sterile B4
media flasks as above. Dry autoclaving may have impacted
the mineralogy to but as the aim of this experiment was
to differentiate biotic vs. abiotic mineralization, we assumed
little effect of the mineral change on crystal precipitations.
All the flasks were incubated at 50 rpm in an orbital shaker
for 10 days at 30◦C in the dark (the very low rpm were to
ensure the least loss of surface deposits from the speleothems
which may interfere with the precipitates). These cultures were
subcultured and grown for another 10 days to monitor the
microbial growth (OD600) as well as precipitate formation
as per Rusznyak et al. (2012). The conditions for in vitro
carbonate precipitation were significantly different from the
actual cave environments with low temperature, high humidity,
CO2, and minimal nutrients, but the aim of this experiment was
to investigate the biomineralization potential of heterotrophic
communities associated with speleothems in a shorter time
frame. After 10 days, five ml of culture broth was taken from
each set, centrifuged at 13,000 × g (4◦C) for 10 min and the
pellet was harvested for DNA extraction using the Bacterial
DNA Isolation Kit (Qiagen R©) following the manufacturer’s
instructions. The microbial diversity of the enriched cultures
was analyzed as previously described. For the analysis of the
carbonate mineralization potential of the enriched cultures, 10 ml
of the culture was filtered using Whatman No. 1 filter paper
and the precipitated crystals were harvested as per Zamarreno
et al. (2009). The crystals were washed with sterile distilled
water, dried at room temperature for 48 h and analyzed for
morphological and chemical constituents with SEM and XRD
as described previously. All experiments were conducted in
triplicate as biological replicates. The data were analyzed by
Analysis of Variance (ANOVA) and the means were compared
with Tukey’s test. All analyses were performed using Graph Pad
Prism software R© version 6.0.
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RESULTS AND DISCUSSION

Carbon Nitrogen and Trace Metal
Compositions
Carbon/Nitrogen content and major metal concentrations of
different cave deposits were analyzed as per Rusznyak et al. (2012)
and shown in Table 2. The proportion of Ca was very high in all
the samples although Si, Mg, Al, S and Fe were also consistently
present in varying amounts. Other metals such as K, Na, and P
were recorded in small quantities. The calcium content was lower
in the Mammoth Cave speleothems than those of the other two
caves. This was also seen for the calcium proportion as carbonate
with Lake Cave and Moondyne Cave speleothems having a
higher content compared to Mammoth Cave speleothems.
Interestingly, the Mammoth Cave samples were the only ones
with detectable levels of Silica. Mineral dissolution was observed
in the speleothems of Mammoth Cave (shown in the SEM
images in next section). The high amount of silica in this
case may be an indicative of sandy sediments being washed
into the cave or be due to the dissolution of the speleothem
or speleogenesis. Previous studies have reported the role of
microbial activity in speleogenesis (Banks et al., 2010). Notably
the presence of Mg, S, Al and Fe were also higher in Mammoth
Cave speleothems suggesting different formation mechanisms
and siliceous mineralogy in these samples. A number of cave
speleothems have been reported to have similar calcium contents
due to the calcitic nature of these formations but variations in the
distribution of other metals and elements in the different samples
of the study may influence the microbiomes of the speleothems
as well as their mechanical properties (Melim et al., 2001; Baskar
et al., 2008a; Cacchio et al., 2012; Rusznyak et al., 2012; Banerjee
and Joshi, 2014).

Morphological, Mineralogical and
Mechanical Properties
Scanning electron microscopy observations of the speleothems
showed a variety of crystalline mineral formations together
with a variety of microbial morphotypes and mineralized
cells/filaments (Figure 3). While there were morphological
differences between the different speleothems, most of them
displayed associations with hyphae or biofilms. Elemental
analysis by EDS, mineralogical analysis by XRD and TIMA
demonstrated the presence of multiple mineral polymorphs in
the speleothem samples (Figures 4–6). The microstructures of
the speleothem sections for indentation can be seen in Figure 7.
The elastic modulus and hardness was determined from the load
indentation graphs and the values are presented in Table 3.

The moonmilk sample was characterized by a mixture
of thickly laminated columnar crystals which were widely
distributed (Figures 3i,ii). The contacts between different layers
were associated with rhombohedral crystals and a few cavities
were also noticed. The size of the crystals generally varied from 20
to 200 µm but some larger crystals were recorded. A few regions
appeared to be covered by a filamentous network of hyphae and
cells. The elemental and mineralogical analysis revealed that the
sample consisted entirely of calcite and was composed of Ca, C, TA
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FIGURE 3 | Scanning electron micrographs of: (i,ii) Lake Cave moonmilk; (iii,iv) Lake Cave stalagmite; (v,vi) Lake Cave stalactite; (vii,viii) Moondyne Cave
stalagmite; (ix,x) Mammoth Cave stalagmite and (xi,xii) Mammoth Cave stalactite (Arrows indicate hyphal networks and microborings) at lower and higher
magnifications.

and O (Figures 4i, 5i, 6i). The organic composition appeared to
be high as analyzed from a high Carbon peak in the elemental
analysis. XRD and TIMA both demonstrated the presence of pure
calcite as the mineral phase. Similar structures were also reported
in moonmilk deposits of the Ballynamintra karstic Cave (Rooney
et al., 2010). The precipitation of calcite moonmilk is generally
attributed to inorganic processes but a few studies have suggested
the formation of it through both biogenic and abiogenic processes
(Onac and Ghergari, 1993; Hill and Forti, 1997).

The stalagmite sample from Lake Cave had an abundance of
triangular crystals interconnected by smaller cementing binders

(Figures 3iii,iv). All the components seemed radially arranged.
Jones (2001) reported similar structures to be formed in cave
deposits due to destructive processes of etching and boring.
The formation of spiky calcite crystals was reported to be
influenced by microbial activity and mucus leading to irregular
shaped depressions (Folk et al., 1985). A closer view revealed
encrustations of some bacterial cell like fossilized imprints. EDS
analysis revealed the presence of Ca, C, and O along with small
peaks of Si and Na (Figure 4ii). The carbonates were identified
as calcite by XRD while TIMA also confirmed the presence of
aragonite (Figures 5ii, 6ii).
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FIGURE 4 | Energy dispersive X ray spectrum of: (i) Lake Cave moonmilk; (ii) Lake Cave stalagmite; (iii) Lake Cave Stalactite; (iv) Moondyne Cave stalagmite;
(v) Mammoth Cave stalagmite and (vi) Mammoth Cave stalactite.

The stalactite sample of Lake Cave was characterized by
alteration of thickly laminated columnar and accretionary
crystals in the size range of 500 µm to 1mm which were widely
distributed (Figures 3v,vi). In some areas the crystals seemed
to be compactly cemented. A cover of matrix like film was also
recorded in a few sections with some bacterial like imprints.
The current sample displayed microbial like associations on the
surface, but whether they are playing an associative or dissociative
role is not certain. The hypothesis that the growth of stalagmites
and stalactites is mediated by microbial activity is postulated in
many studies but there are several challenges to identify these
processes in natural systems due to fossilization (Barton et al.,
2007; Melim et al., 2008). Elemental analysis again revealed the
presence of high C, Ca, O, and Mg along with small peaks
of Cl and Na (Figure 4iii). Unusual mineral morphologies

coupled with high Mg content have also been related to
EPS influenced mineralization as biofilms help initiate layer
formation on the stalactites via organomineralization processes
(Banks et al., 2010; Adetutu et al., 2012). The mineralogical
analysis demonstrated the presence of calcite and aragonite
though XRD along with dolomite identified through TIMA
(Figures 5ii, 6iii).

The stalagmite sample from the Moondyne Cave displayed
a slightly different morphology with sharp triangular prismatic
crystals with acicular needles in a radial arrangement
(Figures 3vii,viii). The size of the crystals varied from 20 µm to
100 µm with the bigger crystals cemented by smaller crystals.
In this case, the rhomboids had regular outlines with possible
microbial hyphae over them. Pacton et al. (2013) reported the
presence of cement filled microborings in stalactites of the
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FIGURE 5 | X ray diffraction analysis of: (i) Lake Cave moonmilk; (ii) Lake Cave stalagmite; (iii) Lake Cave Stalactite; (iv) Moondyne Cave stalagmite; (v) Mammoth
Cave stalagmite and (vi) Mammoth Cave stalactite (where c denotes calcite; a denotes aragonite; v denotes vaterite; q denotes quartz).

Botovskaya Caves. Mineralogical analysis of the speleothems in
Moondyne Cave revealed that they are composed of calcium
carbonates in the form of calcite and vaterite along with a
feldspar mineral plagioclase (Figures 4iv, 5iv, 6iv).

The speleothems collected from Mammoth Cave had different
morphological features to those from the other caves due
to variety of diagenetic processes, climate and associated
environments (Demény et al., 2016). The stalactite sample
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FIGURE 6 | TIMA analysis of: (i) Lake Cave moonmilk; (ii) Lake Cave stalagmite; (iii) Lake Cave Stalactite; (iv) Moondyne Cave stalagmite; (v) Mammoth Cave
stalagmite and (vi) Mammoth Cave stalactite.

displayed sharper trigonal prismatic crystals (Figures 3ix,x).
The empty microborings were clearly seen on the surface
of calcite crystals that were open and flaky. Pacton et al.
(2013) in their study found that microborings were generally
composed of high Fe-Si phases and Mg-calcite precipitates
which are corroded by iron oxides. The microborings were
seen associated with EPS in their study. In this case also,
partial dissolution of the rhombohedral crystals was observed
in some sections. The previous elemental analysis of these
samples displayed high content of Si and Fe along with Ca,
C, and O (Figure 4v) paving way to the hypothesis that iron
oxides might be responsible for corroding these sections and
hinting the role of EPS. XRD and TIMA revealed the crystal
phases as a mixture of calcite and aragonite along with quartz
and ankerite (Figures 5v, 6v). Ankerite is closely related to
dolomite differing in the presence of iron and manganese
instead of magnesium. This mineral has also been found in the
Jenolan Caves in New South Wales, Australia (Pogson et al.,
2014).

Another speleothem from the Mammoth Cave had rosette
like crystals surrounded by flaky aggregates (Figures 3xi,xii).
The contacts between adjacent crystals appeared to be filled by
cement like binders with EPS encrusted mineral precipitates.
Some areas revealed a breakdown of the substrate which could
be related to the etching/boring activity of microbes (Jones,
2001). Some crusts showed corroded features. Similar features
were displayed in stalactites of the Botovskaya Cave (Pacton
et al., 2013). EDS analysis in this case also showed the presence
of high amounts of Si together with Ca, C, O, Mg, and Fe
while the mineralogical analysis demonstrated the presence of
calcite, aragonite, dolomite, and quartz (Figures 4vi, 5vi, 6vi).
The presence of intermediate forms and higher amounts of Mg in
the Mammoth Cave may be an indicator of active mineralization.
The mineralogical and micrographical analysis was closely related
to the metal composition.

The variety of textures, morphology, and mineralogy of the
different speleothems indicates different processes and controls
in the formation of these structures. Different mineralogies
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FIGURE 7 | Microstructures for nanoindentation through optical microscope fitted with Nanoindenter for: (i) Lake Cave moonmilk; (ii) Lake Cave stalagmite; (iii)
Lake Cave Stalactite; (iv) Moondyne Cave stalagmite; (v) Mammoth Cave stalagmite and (vi) Mammoth Cave stalactite.

and polymorphs such as calcite, vaterite, and aragonite have
been analyzed by several studies (Sánchez-Román et al., 2007;
Pacton et al., 2013; Demény et al., 2016). Self and Hill (2003)
reported that the precipitation of calcite causes enrichment
of Mg which favors the formation of aragonite and in a
few cases leads to the precipitation of hydro magnesite. In
another study, Morse (1983) and Sánchez-Román et al. (2007)
explained differences in the mineralogies by kinetic analysis. It
was reported that aragonite and calcite nucleate and grow at
the same time, but in different settings within the cave. A more
continuous water supply in pools and some stalactites promote
calcite nucleation, whereas seepage and drip water provided a

more favorable environment for aragonite, which forms more
delicate speleothems. The variations of mineralogies may also
be indicative of different stages of speleothem formation and
a varying geochemistry. A recent study of cave speleothems by
Demény et al. (2016) reported the transformation of amorphous
calcium carbonate into calcite in the presence of cave drip waters
where aragonite and vaterite were seen to be intermediate forms,
whose formation is dependent upon pH and the concentration
of Mg.

Nanoindentation was used to study the microscale mechanical
properties of these formations (Figures 7, 8 and Table 3). This
tool also helps in the analysis of the different phases of a
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material together with the properties of the interfacial regions.
Maintenance of sterile conditions is difficult as the methodology
depends upon casting of the materials within resins. Therefore
we aimed to determine the overall mechanical properties of the
different speleothem samples and investigate the relationship to
mineralogy rather than the effect of microbial interactions on
the mineral surface. Further tests to determine microbial-mineral
interactions and their effect on the nanomechanical properties
in the original samples can be conducted using Atomic Force
Microscopic techniques.

The mineral constituents of the exposed surface of the
speleothem samples after polishing were carefully indented
without the interference of the resin matrix (Dhami et al.,
2016). The typical microstructures of different speleothem
samples recorded through an optical microscope fitted with the
Nanoindenter are shown in Figure 7. The sites for indentation
were selected to cover at least 50% of the image area. Any
analysis points on the resin or the interphase between the
resin and the sample were discarded from the final analysis.
The load indentation curves of the samples are presented in
Figure 8. Significant variations were recorded between the
different speleothems which in some cases were related to
their mineralogy. It was observed that the elastic modulus of
the speleothems varied within a range of 76–126 GPa while
the hardness varied from 2.20 to 20.10 GPa. The Lake Cave
Moonmilk had a hardness value of 14–20 GPa and modulus
in the range of 120–132 GPa while the stalagmite sample had
a hardness value of 10–14.4 GPa with an elastic modulus of
77–84 GPa (Figures 8i,ii and Table 3). In the case of the
Lake Cave stalactite, the hardness and modulus values varied
from 5.3–7.5 GPa to 72–83 GPa (Figure 8iii). The variation
in the mechanical properties was smaller for the stalagmite
sample compared to the stalactite sample. It was noticed that
the Moonmilk specimen had the highest strength properties
which may be in relation to its higher calcite content. In
both of the other speleothems, other polymorphs of calcium
carbonate were also recorded along with calcite which may
play a role in determining the properties of these mineralized
formations. However, further investigations of different sections

TABLE 3 | Mechanical properties of different cave speleothems∗∗.

Sample Elastic Modulus at
Max Load (GPa)

Hardness at Max
Load (GPa)

Resin 6 ± 0.8 0.08 ± 0.02

Quartz (Zhu et al., 2007) 105 ± 5 13 ± 1

Feldspar (Zhu et al., 2007) 85 ± 5 9 ± 1

Calcite (Ren et al., 2013) 72 ± 11 1.98 ± 0.31

Vaterite (Ren et al., 2013) 39.13 ± 8.04 1.38 ± 0.39

Lake Cave moonmilk 126.4 ± 6.2 17.10 ± 3.2

Lake Cave stalagmite 80.5 ± 3.9 12.86 ± 2.1

Lake Cave stalactite 77.5 ± 5.4 6.2 ± 1.5

Moondyne Cave stalagmite 78.7 ± 3.68 9.1 ± 1.15

Mammoth Cave stalagmite 69.13 ± 5.5 3.5 ± 1.41

Mammoth Cave stalactite 64.39 ± 1.95 3.12 ± 0.8

∗∗Values are mean ± SD (n = 10).

of the same speleothem would be necessary to obtain a more
accurate picture. The Moondyne Cave stalagmite had a slightly
lower hardness property compared to the Lake Cave samples
with a hardness values of 8–10.2 GPa and an elastic modulus
value of 75–82 GPa (Figure 8iv and Table 3). In this case,
there was also considerable variation across the cross section
of the specimen. The previous mineralogical analysis of this
sample had revealed the presence of mixed crystals (small and
large) composed of different mineral phases such as calcite,
vaterite, and plagioclase and these may be responsible for
variations observed. The Mammoth Cave speleothems had the
lowest mechanical properties (Figures 8v,vi). The stalactite
demonstrated hardness in the range of 2.15–4.9 GPa and a
modulus value of 64–74 GPa compared to the stalactite sample
with hardness and modulus values varying from 2.3-3.9 GPa to
62–66 GPa. Both of these deposits had a much higher content
of silicate mineral along with Mg–Fe, and there were also
signs of dissolution which may have affected their pore fraction
(Figures 3ix,x, 4v,vi). These features may have been responsible
for the lower mechanical properties compared to the calcite rich
mineralized deposits.

It is believed that different crystal orientations are responsible
for differences in mechanical properties (Alonso-Zarza and
Wright, 2010). Even within the same sample, there appeared
considerable variation in the properties which may be related to
the age of the variable accretions inside the geological structures
but further studies are required to investigate this hypothesis.
There have only been a few reports on the nanomechanical
properties of multiphase materials (Constantinides and Ulm,
2007; DeJong and Ulm, 2007; Zhu et al., 2007). Zhu et al. (2007)
found that for quartz, the modulus values were 100–110 GPa and
the hardness values were 12–14 GPa while orthoclase feldspar
recorded modulus values of 80–90 GPa and hardness values
of 8–10 GPa. They reported that different crystal orientations
of isotropic minerals contribute to the differences in their
mechanical properties. The calcium atoms in calcite have a sixfold
coordination, nine-fold in aragonite and eightfold coordination
in vaterite playing a role in their mechanical properties (Wang
and Becker, 2009). It has also been found that the position
of CO3

2− ions in different polymorphs such as vaterite are
uncertain (disorder displacement); where Ca2+ and CO3

2− are
not as closely packed as in calcite and aragonite crystals and
therefore their mechanical properties are variable (Ren et al.,
2013). Müller et al. (2014) found that the elastic modulus of pure
calcite prisms is 72.83 ± 11.68 GPa in comparison to vaterite
deposits at 39.13 ± 8.04 GPa but as geological formations are
mixtures of different minerals and elements, their final properties
vary based upon the crystal orientations and growth stages. This
study is the first where an attempt to investigate the mechanical
properties of mineralized natural formations was made, however,
a comparison of nanoindentation with bulk property testing is
essential for a full understanding.

Along with the physical, climatic, environmental,
geographical, and chemical factors that play a role in speleothem
formation, a few studies have found that microbes can also
influence the growth (and dissolution) of these structures by
microbially mediated mineralization through trapping and
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FIGURE 8 | Load indentation graphs of (i) Lake Cave moonmilk; (ii) Lake Cave stalagmite; (iii) Lake Cave Stalactite; (iv) Moondyne Cave stalagmite; (v) Mammoth
Cave stalagmite and (vi) Mammoth Cave stalactite.

binding of detrital grains on the substrate, and/or by mediating
mineral precipitation (Cañveras and Sanchez-Moral, 2001;
Jones, 2001; Baskar et al., 2008a; Banks et al., 2010; Pacton
et al., 2013). It is difficult to investigate the role of microbes or

demonstrate a cause and effect relationship at this stage, but the
study of their associations and diversities may shed more light
on biogenic and abiogenic processes in naturally mineralized
structures.
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Microbial Characterization of Cave
Speleothems
In order to test for the presence of active microbes associated with
the speleothems, a luminescence based ATP test was conducted.
Relative luminescent units (RLU) varied from 240 in the Lake
Cave stalagmite to 2320 RLUs in the Moondyne Cave stalagmites
which signified high microbial activity. Similar microbial activity
was seen In the case of speleothems of Venezuelan Cave (Barton
et al., 2014). While the detection of microbial activity is not
necessarily an indicator of microbial mineralization/dissolution
processes in the speleothems, it does confirm their presence in
these oligotrophic environments.

The diversity of microbial communities from the speleothems
was analyzed. The sequences were grouped into OTUs and
classified using the GreenGene database. Information regarding
OTUs and sequencing reads is available in the Supplementary
Section. Large variation in microbial community structure
associated with the different cave speleothems was observed at
phylum level (Family and genus level in Supplementary Data)
(Figure 9).

The microbial community structure of the Lake Cave
speleothems revealed huge richness and variability in OTUs.
The Moonmilk sample from Lake Cave was associated mainly
with Actinobacteria (59%), Proteobacteria (24%) along with
Firmicutes (2%). In contrast, the stalagmite sample was
dominated by Actinobacteria (46%) and Proteobacteria (34.2%).
In the case of the stalactite sample from this cave, again there was
a prevalence of Proteobacteria (47%) and Actinobacteria (40%).
The Lake Cave stalactite had a relative abundance of both α and
β Proteobacteria (Sphingomonadaceae and Oxalobacteraceae) at
family level (Supplementary Material) while the Lake Cave
stalagmite sample had a higher prevalence of Streptomycetaceae
as was also seen by Maciejewska et al. (2017). The stalagmite
from Moondyne Cave was dominated by Actinobacteria (43%)
and Proteobacteria (39%) along with Chloroflexi (5%). In the
case of the Mammoth Cave speleothems, noticeable variations

FIGURE 9 | Bacterial population composition at Phylum level associated with
different Cave speleothems (based upon 16S rRNA gene sequencing
presented as a fraction from total population).

were observed compared to the other speleothems. At phylum
level Actinobacteria (46%) dominated the stalagmite sample
followed by Proteobacteria (29%) and Acidobacteria (9.2%).
In the stalactite, Proteobacteria were more abundant (39%)
followed by Actinobacteria (32.3%) with a higher level of
Acidobacteria (13%). The Mammoth Cave speleothems had a
much higher proportion of Acidobacteria compared to the other
speleothems. At family level, an abundance of Solirubrobacterales
and Rhizobiales from the Actinobacteria and α Proteobacteria
was observed.

The major phyla in all speleothems were Proteobacteria,
Actinobacteria, and Acidobacteria. In general, the
dominance of Proteobacteria has been related to their
chemoorganotrophic/chemolithotrophic nature. Success of
Proteobacteria colonization in several cave environments may
be attributed, in part, to their ability to degrade a wide range
of organic compounds, their ability to fix atmospheric carbon
and transform nitrogen (Tomczyk-Żak and Zielenkiewicz,
2015). An abundance of Proteobacteria (Alpha, Beta, Delta,
and Gammaproteobacteria subclass) has also reported in
the karstic caves of Lascaux, Tito Bustillo Caves, Altamira
Caves, and Herrenberg Cave Germany (Portillo et al., 2008;
Bastian et al., 2009; Rusznyak et al., 2012). The dominance of
Sphingomonodales and Rhizobiales in speleothems from Lake
and Moondyne Caves support high nitrogen fixation abilities
in such oligotrophic environments (Larouche et al., 2012).
The presence of a large number of heterotrophic, nitrogen
fixing species suggests that microorganisms depend on surface
derived carbon for growth, while their ability to fix nitrogen
plays a critical role in their survival. Actinobacteria have been
reported to play an active role in carbonate biomineralization.
Their prevalence was highest in the moonmilk sample from
Lake Cave that was composed of pure calcite. Although
the formation of moonmilk through biogenic or abiogenic
process is controversial, and the dominance of biomineralizing
Actinobacteria does not indicate whether these communities
subsided on these minerals either during or after their formation,
there is a close relationship between the mineralogy and the
type of microbial structures. The dominance of Streptomyces
in high calcium carbonate rich speleothems was also noted
which agrees with previous reports of carbonate mineralization
potential of such microbes (Maciejewska et al., 2017). In the
case of the Altamira Caves, Streptomyces played a major
role in capturing CO2 and precipitating calcium carbonates
under low humidity/ CO2 conditions (Cuezva et al., 2012).
Firmicutes (Bacillus) have been widely found to be involved
in calcite precipitation (Zepeda Mendoza et al., 2016) and
were quite noticeable in the Lake and Moondyne Cave calcitic
speleothems. At genus level, a large number of previously
reported carbonate precipitating bacteria associated with cave
speleothems of Lake and Moondyne Cave were observed
including species of Sporosarcina, Bacillus, Lysinibacillus,
Exiguobacterium, Myxococcus, Paenibacillus, Geobacillus,
Syneccococcus, Arthrobacter, Nitrospira, Pseudomonas (Rusznyak
et al., 2012; Wu et al., 2015; Garcia et al., 2016). The phylum
Acidobacteria, which was found to be more dominating in
Mammoth Cave speleothems, has previously been reported to
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play an active role in sulfur and iron reduction (Baskar et al.,
2008a). The Mammoth Cave speleothems had a lower carbonate
content, high Fe and S content as well as surface borings which
indicate that these microbes may be playing an active role on
the surface of such substrates. Wu et al. (2015) emphasized the
impact of cave habitat types such as wall deposits, soils, and
aquatic sediments on the bacterial community composition.
Previous studies have postulated that the growth of stalactites
and stalagmites is mediated by microbes (Cunningham et al.,
1995; Jones, 2001; Melim et al., 2001; Baskar et al., 2008b). The
diversity studies have confirmed the presence of specific classes
of bacteria associated with the speleothems in close connection
to their mineralogical composition, however, it does not inform
us of the role of microbial formative or dissociative during
growth and development. Although mineralogy seems to be the
driving force behind the microbial community composition in
this study, affecting the properties of these structures, further
studies of active cave formations using recent OMICS tools
should be conducted to gain further knowledge of the influence
of microbes in real environments.

Enrichment of Mineralizing Communities
and Characterization of Biominerals
Microbial carbonate precipitation processes in Cave
environments have been reported to be primarily driven by
heterotrophic communities which alter the local conditions to
promote CaCO3 precipitation (Castanier et al., 2000; Banks
et al., 2010; Rusznyak et al., 2012; Maciejewska et al., 2017). In
order to gain insights into the actual biogenic process associated
with mineral precipitation in caves, mimicking cave conditions
in the laboratory will be imperative, including maintenance of
similar temperature cycles, humidity, dark conditions, minimal
nutrients, and subsurface situations. Establishing field-like
conditions in the laboratory has always been challenging, so
most of the previous studies investigating the role of biogenic
carbonate formation have relied upon the use of acetate rich
B4 media at ambient temperatures (Zamarreno et al., 2009;
Banks et al., 2010; Shirakawa et al., 2011; Rodriguez-Navarro
et al., 2012). Although rich nutrient conditions and ambient
temperatures in the laboratory are not a true representation
of actual cave processes, such experiments do shed light on
the carbonate biomineralization potential of native microbial
communities.

In order to further confirm the presence and association of
speleothem surface microbes, their growth in B4 media was
recorded. A significant increase in optical density after 4 days
was recorded in all the biogenic sets (varying from 1.2 ± 0.31 –
2.6 ± 0.53) while little change was observed in the abiogenic set
(with sterile speleothem sample input). The community structure
and mineralization potential of the enriched cultures were then
investigated. The relative abundance at Phylum level of the
enriched communities under in vitro conditions can be seen
in Figure 10 and the relative abundance at genus level of the
dominant microbial communities in all treatments is presented
in Supplementary Table 2.

Variation in the composition of the enrichment microbial
community were observed but Firmicutes were found to be

FIGURE 10 | Bacterial population composition at Phylum level in laboratory
enriched conditions (based upon 16S rRNA gene sequencing presented as a
fraction from total population).

the dominant phylum for Lake Cave and Moondyne Cave
cultures while Proteobacteria were dominant in Mammoth Cave
enrichments. Firmicutes and Proteobacteria has been previously
found to be common genera involved in biomineralization
(Rusznyak et al., 2012; Wu et al., 2015; Garcia et al., 2016;
Andrei et al., 2017). Although Proteobacteria and Actinobacteria
were dominant in the natural cave speleothems, under B4 media
enrichments, Firmicutes were found to be the most prevalent
along with Proteobacteria.

In the case of the Lake Cave enrichments, Firmicutes
completely dominated the culture with a relative abundance
of 99% while in the Moondyne Cave speleothem enrichments,
it reached around 88% from an initial composition of around
1%. In the case of Mammoth Cave speleothems, dominance
of Proteobacteria was recorded. The Firmicutes in case of
Mammoth Cave were recorded at 17% in the stalagmite
enrichments and around 3% in case of stalactite sample. At
genus level, the Lake Cave moonmilk and stalactite enrichments
comprised mainly of Bacillus while the stalagmite enrichment
had a prevalence of Planococcus (Supplementary Table 2). In
the case of the Moondyne speleothem sample, Bacillus and
Brevibacillus genus dominated. The majority of communities in
Mammoth Cave enrichment were found to be gram negative;
belonging to Caulobacter and Burkholderiales genera in case of
stalagmite sample and Pseudomonas in stalactite enrichments.

Firmicutes belonging to the Bacilli family have previously
been reported to be the most dominant phylum in laboratory
studies on bacteria isolated from cave environments (Cacchio
et al., 2003; Banerjee and Joshi, 2014; Garcia et al., 2016). Cacchio
et al. (2003) found that Bacillus sp. represented about 63% of
all isolates from a limestone cave and a loamy soil. Recently
Garcia et al. (2016) found that Bacillus sp. dominated the genera
isolated from saline soils. Strains of Pseudomonas have also been
isolated in a few studies from speleothems in caves (Chekroun
et al., 2004; Rusznyak et al., 2012; Garcia et al., 2016). In a recent
study of Andrei et al. (2017), both Bacillus and Pseudomonas
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FIGURE 11 | Scanning electron micrograph of crystals precipitated in (i,ii) Lake Cave moonmilk enrichment set; (iii,iv) Lake Cave stalagmite enrichment set; (v,vi)
Moondyne Cave stalagmite enrichment set (vii,viii) Mammoth Cave stalagmite enrichment set.

genera were found to be the predominant strains enriched from a
limestone statue. It was also demonstrated that the predominance
of Pseudomonas is linked to its common occurrence in soils. In
this study, more Pseudomonas was enriched from the silica rich

Mammoth Cave speleothems compared to calcitic speleothems
suggesting a connection. The increased biomass (in biogenic
sets) and observed diversity indicate the potential of acetate
rich B4 media in promoting the growth of culturable bacteria
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FIGURE 12 | X ray diffraction analysis of carbonate crystals precipitated in (i) Lake Cave moonmilk enrichment set (ii) Mammoth Cave stalagmite enrichment set
(where c denotes calcite; v denotes vaterite).

from cave speleothems under laboratory conditions. However,
it also highlights the shift in community structure seen in
laboratory conditions which proves that nutrient availability and
physical conditions play crucial role in selection of microbial
metabolism and community structure. As laboratory enriched
community structures are completely different from the natural
conditions, preferring a few communities over the others;
this study highlights the importance of future studies wherein
natural conditions should be mimicked more closely. Variations
in microbial community structures associated with different
speleothems grown in different media have also been reported
by other researchers (Rusznyak et al., 2012; Garcia et al., 2016;
Maciejewska et al., 2017). Continuous monitoring of community
shifts over regular intervals of time under those conditions will
provide a better picture of the real field mechanisms.

Micrographic and mineralogical analysis of the crystals
precipitated by microbes associated with the speleothems
grown in B4 medium showed successful precipitation in
all the biogenic speleothems. SEM analysis of the crystals
confirmed the formation of crystals of varying sizes in
all the biotic sets. Figure 11 shows crystals formed by
bacterial communities associated with different speleothems
under laboratory conditions. In general, a mixture of smooth,
rhombohedral, and spherical crystals with sizes varying from
20 to 100 µm was observed in the case of enrichments from
Lake Cave (Figures 11i–iv), rhombohedral crystals in the case
of enrichments from Moondyne Cave (Figures 11v,vi) and
needle shaped crystals of sizes between 10 and 30 µm were
recorded for enrichments from Mammoth Cave speleothems
(Figures 11vii,viii). Some EPS formation was also noticed in
a few sections. In all cases, the carbonate crystals were seen
associated with bacterial cells indicating that they acted as
nucleation sites, leading to their entrapment and formation
of calcium carbonate. XRD analysis of the crystals identified
various polymorphs of calcium carbonates in different sets
(Figure 12). Calcite was seen as the predominant form in the
Lake and Moondyne Cave enrichments (with Firmicutes) while
vaterite was the major phase in the case of Proteobacteria

dominated Mammoth Cave enrichments. No precipitates were
seen in the control sets indicating that biotic process plays a
crucial role in carbonate formation. The variations in carbonate
polymorphs seen in the different communities could be a result
of differing bacterial metabolic activities affecting dissolved
inorganic carbon (DIC), and saturation index which could
influence the type and properties of the calcium carbonate
polymorphs (Rodriguez-Navarro et al., 2012; Dhami et al., 2013a;
Okyay and Rodrigues, 2015). As microbial metabolic activity
plays a role in determining the fate of the carbonate polymorph,
this may explain the predominance of calcite formation with
Firmicutes and vaterite formation with Proteobacteria as seen
in the current study (Jimenez-Lopez et al., 2008; Jroundi et al.,
2014; Zhu and Dittrich, 2016). A number of previous studies
have reported the formation of biogenic carbonate crystals via
bacterial strains isolated from cave environments (Cacchio et al.,
2003; Rusznyak et al., 2012; Banerjee and Joshi, 2014). This work
further supplements the hypothesis that biomineral production
is a general phenomenon by different bacterial isolates and
similar microbial activities might play an important role in
the formation of speleothems in natural environments but still
there is a lack of evidence of cause and effect. The associations
between bacterial species, metabolic activities and their effects on
mineral polymorphs need further studies. Advanced OMICS and
radiolabelling techniques to identify active metabolic processes in
speleothem formations from different climatic environments can
be carried out in future studies. Our previous studies recorded the
nanomechanical properties of different polymorphs of calcium
carbonate crystals via ureolytic and carbonic anhydrase route
wherein they varied in modulus from 36 ± 10 – 64 ± 2.7 GPa
and hardness of 2.32 ± 0.15 – 3.92 ± 0.43 GPa; which are
quite low compared to calcite rich cave speleothems of current
study (Dhami et al., 2016). Further studies on nanomechanical
properties of carbonate minerals synthesized by speleothem
surface associated bacterial strains needs to be carried out in
the future to investigate how these properties change at different
time scales under cave simulated environments to provide
deeper understanding of the bio-geo-chemical processes in
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nature. Though the generation of calcium carbonate biominerals
has been successfully achieved in laboratory conditions but
in comparison to their natural counterparts, their mechanical
performance is much lower. In order to widen the scope of
MICP technology for engineering applications, comprehensive
analysis and optimization of physical and chemical conditions to
copy mechanical properties of natural biomineralized materials
in shorter time spams is required. This challenge demands
researchers from diverse areas as microbiology, molecular
biology, geology, material/civil engineers and chemists to work
together and bridge the gap for production of sustainable
bio-cement with properties of naturally biomineralized
formations.

CONCLUSION

In the current study, combined mineralogical, elemental,
microbial, and nanomechanical characterization of different
cave speleothems such as moonmilk, stalagmite, and stalactite
has been conducted for the first time. Mineralogical and
elemental analysis of cave speleothems varied from calcite,
aragonite, dolomite, ankerite to silicates while micrographic
analysis recorded differences in size, type, and shape of
structures under different conditions. This analysis indicated
the influence of geochemistry on mineralogical properties
of different formations. Nanomechanical properties of these
mineralized formations indicated that mineralogical signatures
had profound effect on the mechanical properties. The
moonmilk speleothem sample which was composed purely
of calcite had higher strength properties compared to other
speleothems indicating a connection between the two. On the
other side, microbial diversity study of bacterial communities
associated with the different cave speleothems specified that
variations in assemblages were related to the mineralogy and
geochemistry. Under in vitro conditions, microbial cultures
associated with speleothem surfaces were enriched in nutrient
rich conditions and all the biotic sets successfully precipitated
calcium carbonate minerals. The generation of carbonate
biominerals by cave speleothem associated bacterial communities
in laboratory conditions support the hypothesis that similar
processes may occur in nature. Even in lab conditions,
noticeable variations in carbonate polymorphs were recorded
highlighting the effect of microbial metabolism and species
on carbonate mineralogy. Microbial diversity data under
enriched conditions revealed significant variations in the
assemblages from real field communities which highlighted
the importance of physical and environmental conditions in
selection of microbial communities under different conditions.
Though the community structures and their metabolisms

are selected by nutrient conditions and physico-chemical
environments, they in return further affect the mineralogical
and nanomechanical fate of the biominerals. Comparison
of nanomechanical properties of naturally biomineralized
formations with laboratory synthesized carbonate biominerals
formed by MICP technology showed significantly higher
performance of natural materials. In order to truly mimic
the formation of such materials in laboratory conditions for
engineering applications and synthesis of sustainable cements,
further investigations combining geochemistry, mineralogy and
next generation OMICS tools need to be carried out. Whether the
performance of laboratory based biominerals formed harnessing
different bacterial metabolic routes can be improved through
optimization of physical and chemical conditions in shorter time
spams; will help in determining the fate of MICP technology.
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et al. (2017). Assessment of the potential role of Streptomyces in cave moonmilk
formation. Front. Microbiol. 8:1181. doi: 10.3389/fmicb.2017.01181

Melim, A., Kristen, M., and Shinglman, P. L. (2001). Evidence for microbial
involvement in pool finger precipitation, Hidden Cave, New Mexico.
Geomicrobiol. J. 18, 311–329. doi: 10.1080/01490450152467813

Melim, L. A., Northup, D. E., Spilde, M. N., Jones, B., Boston, P. J., and Bixby,
R. J. (2008). Reticulated filaments in cave pool speleothems: microbe or mineral?
J. Cave Karst Study 70, 135–141.

Morse, J. W. (1983). The kinetics of calcium carbonate dissolution and
precipitation. Rev. Mineral. Geochem. 11, 227–264.

Müller, W. E. G., Neufurth, M., Schlossmacher, U., Schröder, H. C., Pisignano, D.,
and Wang, X. (2014). The sponge silicatein-interacting protein silintaphin-2
blocks calcite formation of calcareous sponge spicules at the vaterite stage. RSC
Adv. J. 4, 2577–2585. doi: 10.1039/C3RA45193C

Northup, D. E., Barns, S. M., Yu, L. E., Spilde, M. N., Schelble, R., Dano, K., et al.
(2003). Diverse microbial communities inhabiting ferromanganese deposits in
Lechuguilla and Spider Caves. Environ. Microbiol. 5, 1071–1086. doi: 10.1046/j.
1462-2920.2003.00500.x

Northup, E., and Lavoie Diana, K. (2001). Geomicrobiology of caves:
a review. Geomicrobiol. J. 18, 199–222. doi: 10.1080/0149045015246
7750

Okyay, T. O., and Rodrigues, D. F. (2015). Biotic and abiotic effects on CO2
sequestration during microbially-induced calcium carbonate precipitation.
FEMS Microbiol. Ecol. 91:fiv017. doi: 10.1093/femsec/fiv017

Onac, B. P., and Ghergari, L. (1993). Moonmilch mineralogy in some Romanian
and Norwegian Caves. Cave Sci. 20, 107–111.

Pacton, M., Breitenbach, S. F. M., Lechleitner, F. A., Vaks, A., Rollion-Bard, C.,
Gutareva, O. S., et al. (2013). The role of microorganisms in the formation
of a stalactite in Botovskaya Cave, Siberia – paleoenvironmental implications.
Biogeosciences 10, 6115–6130. doi: 10.5194/bg-10-6115-2013

Phillips, A. J., Gerlach, R., Lauchnor, E., Mitchell, A. C., Cunningham, A. B., and
Spangler, L. (2013). Engineered applications of ureolytic biomineralization:
a review. Biofouling 29, 715–733. doi: 10.1080/08927014.2013.
796550

Pogson, R. E., Osborne, A. L., and Colchester, M. (2014). Minerals of Jenolan Caves,
New South Wales, Australia: geological and biological interactions. Proc. Linn.
Soc. N. S. W. J. 136, 1–18.

Porter, H., Dhami, N. K., and Mukherjee, A. (2017). Synergistic chemical and
microbial cementation for stabilization of aggregates. Cem. Concr. Compos. 83,
160–170. doi: 10.1016/j.cemconcomp.2017.07.015

Portillo, M. C., Gonzalez, J. M., and Saiz-Jimenez, C. (2008). Metabolically active
microbial communities of yellow and grey colonizations on the walls of
Altamira Cave, Spain. J. Appl. Microbiol. 104, 681–691. doi: 10.1111/j.1365-
2672.2007.03594.x

Presser, V., Gerlach, K., Vohrer, A., Nickel, K. G., and Dreher, W. F.
(2010). Determination of the elastic modulus of highly porous samples by
nanoindentation: a case study on sea urchin spines. J. Mater. Sci. 45, 2408–2418.
doi: 10.1007/s10853-010-4208-y

Quast, C., Pruesse, E., Yilmaz, P., Gerken, J., Schweer, T., Yarza, P., et al. (2013).
The SILVA ribosomal RNA gene database project: improved data processing
and web-based tools. Nucleic Acids Res. 41, D590–D596. doi: 10.1093/nar/
gks1219

Ren, D., Meyers, M. A., Zhou, B., and Feng, Q. (2013). Comparative study of carp
otolith hardness: lapillus and asteriscus. Mater. Sci. Eng. C Mater. Biol. Appl. 33,
1876–1881. doi: 10.1016/j.msec.2012.10.015

Rodriguez-Navarro, C., Jroundi, F., Schiro, M., Ruiz-Agudo, E., and Gonzalez-
Munoz, M. T. (2012). Influence of substrate mineralogy on bacterial
mineralization of calcium carbonate: implications for stone conservation. Appl.
Environ. Microbiol. 78, 4017–4029. doi: 10.1128/AEM.07044-11

Ronholm, J., Schumann, D., Sapers, H., Izawa, M., Applin, D., Berg, B., et al. (2014).
A mineralogical characterization of biogenic calcium carbonates precipitated
by heterotrophic bacteria isolated from cryophilic polar regions. Geobiology 12,
542–556. doi: 10.1111/gbi.12102

Rooney, D. C., Hutchens, E., Clipson, N., Baldini, J., and Dermott, F. M. (2010).
Microbial community diversity of moonmilk deposits at Ballynamintra Cave,
Co. WaterfordI, Ireland. Environ. Microbiol. 60, 753–761. doi: 10.1007/s00248-
010-9693-7

Frontiers in Microbiology | www.frontiersin.org 21 February 2018 | Volume 9 | Article 4064

https://doi.org/10.1093/bioinformatics/btr381
https://doi.org/10.1016/j.micres.2015.09.006
https://www.google.com.au/maps/@-26.6076557,127.8053516,5z
https://www.google.com.au/maps/@-26.6076557,127.8053516,5z
https://doi.org/10.1016/j.jenvman.2015.03.039
https://doi.org/10.1016/j.jenvman.2015.03.039
https://doi.org/10.1080/0892701021000041078
https://doi.org/10.1111/j.1472-4669.2012.00342.x
https://doi.org/10.2307/1551236
https://doi.org/10.1046/j.1462-2920.2001.00187.x
https://doi.org/10.1046/j.1462-2920.2001.00187.x
https://doi.org/10.1016/j.ibiod.2008.03.002
https://doi.org/10.1080/01490450152467831
https://doi.org/10.1016/j.sedgeo.2010.03.004
https://doi.org/10.1016/j.actbio.2014.03.007
https://doi.org/10.3389/fmicb.2012.00309
https://doi.org/10.5038/1827-806X.40.2.11
https://doi.org/10.1126/science.7008198
https://doi.org/10.1111/j.1462-2920.2007.01256.x
https://doi.org/10.3389/fmicb.2017.01181
https://doi.org/10.1080/01490450152467813
https://doi.org/10.1039/C3RA45193C
https://doi.org/10.1046/j.1462-2920.2003.00500.x
https://doi.org/10.1046/j.1462-2920.2003.00500.x
https://doi.org/10.1080/01490450152467750
https://doi.org/10.1080/01490450152467750
https://doi.org/10.1093/femsec/fiv017
https://doi.org/10.5194/bg-10-6115-2013
https://doi.org/10.1080/08927014.2013.796550
https://doi.org/10.1080/08927014.2013.796550
https://doi.org/10.1016/j.cemconcomp.2017.07.015
https://doi.org/10.1111/j.1365-2672.2007.03594.x
https://doi.org/10.1111/j.1365-2672.2007.03594.x
https://doi.org/10.1007/s10853-010-4208-y
https://doi.org/10.1093/nar/gks1219
https://doi.org/10.1093/nar/gks1219
https://doi.org/10.1016/j.msec.2012.10.015
https://doi.org/10.1128/AEM.07044-11
https://doi.org/10.1111/gbi.12102
https://doi.org/10.1007/s00248-010-9693-7
https://doi.org/10.1007/s00248-010-9693-7
https://www.frontiersin.org/journals/microbiology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles


fmicb-09-00040 January 31, 2018 Time: 14:54 # 22

Dhami et al. Properties of Mineralized Speleothems in Nature and Lab

Rusznyak, A., Akob, D. M., Nietzsche, S., Eusterhues, K., Totsche, K. U., Neu,
T. R., et al. (2012). Calcite biomineralization by bacterial isolates from the
recently discovered pristine karstic Herrenberg cave. Appl. Environ. Microbiol.
78, 1157–1167. doi: 10.1128/AEM.06568-11

Sánchez-Román, M., Rivadeneyra, M. A., Vasconcelos, C., and Mckenzie, J. A.
(2007). Biomineralization of carbonate and phosphate by moderately halophilic
bacteria. FEMS Microbiol. Ecol. 61, 273–284. doi: 10.1111/j.1574-6941.2007.
00336.x

Self, C. A., and Hill, C. A. (2003). How speleothems grow: an
introduction to the ontogeny of cave minerals. J. Cave Karst Stud. 65,
130–151.

Shirakawa, M. A., Cincotto, M. A., Atencio, D., Gaylarde, C. C., and John, V. M.
(2011). Effect of culture medium on biocalcification by Pseudomonas putida,
Lysinibacillus sphaericus and Bacillus subtilis. Braz. J. Microbiol. 42, 499–507.
doi: 10.1590/S1517-838220110002000014

Short, M. B., Baygents, J. C., Beck, J. W., Stone, D. A., Toomey, R. S. III,
and Goldstein, R. E. (2005). Stalactite growth as a free-boundary problem: a
geometric law and its platonic ideal. Phys. Rev. Lett. 94:018501. doi: 10.1103/
PhysRevLett.94.018501

Skinner, H., and Jahren, A. (2004). “Biomineralization,” in Biochemistry, ed. W. H.
Schlesinger (Atlanta, GA: Elsevier), 117–184.
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Marine sediments constitute one of the most energy-limited habitats on Earth, in which

microorganisms persist over extraordinarily long timescales with very slow metabolisms.

This habitat provides an ideal environment in which to study the energetic limits of

life. However, the bioenergetic factors that can determine whether microorganisms

will grow, lie dormant, or die, as well as the selective environmental pressures that

determine energetic trade-offs between growth and maintenance activities, are not well

understood. Numerical models will be pivotal in addressing these knowledge gaps.

However, models rarely account for the variable physiological states of microorganisms

and their demand for energy. Here, we review established modeling constructs for

microbial growth rate, yield, maintenance, and physiological state, and then provide a

new model that incorporates all of these factors. We discuss this new model in context

with its future application to the marine subsurface. Understanding the factors that

regulate cell death, physiological state changes, and the provenance of maintenance

energy (i.e., endogenous versus exogenous metabolism), is crucial to the design of

this model. Further, measurements of growth rate, growth yield, and basal metabolic

activity will enable bioenergetic parameters to be better constrained. Last, biomass and

biogeochemical rate measurements will enable model simulations to be validated. The

insight provided from the development and application of new microbial modeling tools

for marine sediments will undoubtedly advance the understanding of the minimum power

required to support life, and the ecophysiological strategies that organisms utilize to cope

under extreme energy limitation for extended periods of time.

Keywords: bioenergetics, numerical modeling, dormancy, maintenance energy, geobiology, life in extreme

environments, low energy, endogenous and exogenous metabolism

INTRODUCTION

Marine sediments across the globe host a rich microbial biosphere, whose dynamics are important
analogs to oligotrophic and extra-terrestrial environments, and whose activity bears a major
control on organic carbon (OC) burial and thus global climate. Microbial cells in oligotrophic
marine sediments catabolize 104–106 fold more slowly than model organisms in nutrient-rich
media (Hoehler and Jørgensen, 2013), yet despite enduring prolonged starvation, they persist over
geological timescales (D’Hondt et al., 2015). The vast majority of marine sediments constitute
one of the most energy-limited habitats on Earth (Lever et al., 2015) and provide ideal test-cases
to study the extreme limits of life over timescales that challenge fundamental notions of what
it means to be alive. By studying life at its limit (i.e., low energy, low nutrients), much can be
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learned about the fundamental ecophysiology of
microorganisms. Since most microorganisms in marine
sediments appear to be merely surviving rather than growing,
factors such as metabolic state and maintenance energy
utilization become increasingly important over the long
timescales (i.e., thousands to millions of years) associated with
this habitat.

Despite much effort to characterize and understand the
ecophysiology associated with microorganisms and microbial
communities from the deep subsurface biosphere, it is generally
still unknown which factors govern whether microorganisms
buried in sediments will grow and produce daughter cells, lie
dormant for thousands to millions of years, or die at an extremely
slow rate. A more comprehensive understanding of the factors
that determine physiological state, as well as energy utilized
for growth and maintenance, are crucial in addressing these
fundamental questions facing deep biosphere research.

Here, we discuss bioenergetics, dormancy and maintenance
energy in the subsurface, and consider how quantitative
approaches (i.e., modeling) provide opportunities to complement
ongoing research. We provide mathematical constructs for
simulating microbial growth, yield, maintenance activities, and
physiological state changes (i.e., active and dormant), and
discuss them in the context of application to the marine
subsurface biosphere. We hope to encourage a better integration
of theoretical and experimental approaches to subsurface
bioenergetics, which we believe is required to advance deep
biosphere investigations beyond what can presently be captured
by observations alone.

BIOENERGETICS AS A DRIVER OF

MICROBIAL DYNAMICS IN MARINE

SEDIMENTS

All organisms require energy to stay alive. That energy is
ultimately harvested from the catalysis of redox reactions.
Exergonic (energy-yielding) reactions are catalyzed within
or nearby living cells at some rate to provide power.
This power may ultimately be used to fuel endergonic
(energy-requiring) reactions to maintain a cellular steady-
state and sometimes (but not always) to grow. The amount
of energy available from the catalysis of exergonic redox
reactions can be determined by calculating the Gibbs energy
of a potential reaction under a given set of geochemical
conditions. Gibbs energy calculations demonstrate not only
which reactions are thermodynamically favorable and thus
constitute conceivable catabolic strategies for microorganisms,
but also which environmental variables, including temperature,
pressure, pH, salinity, and the concentrations of electron
donors and terminal electron acceptors, influence the amount
of energy available to microorganisms. In marine sediments,
these factors are largely driven by the flux and burial of
organic and mineral particles, and living organisms, to the
ocean floor. Physical processes such as bioturbation, the
diffusion of aqueous species including electron acceptors
(e.g., O2, SO2−

4 ) and secondary redox products (e.g., Fe2+,

CH4, H2S), the sorption of OC to mineral surfaces, and
mineral precipitation, also alter sediment properties. OC is
the primary electron donor for microorganisms in marine
sediments (Arndt et al., 2013) and O2 and SO2−

4 are the
primary electron acceptors for its oxidation (Thullner et al.,
2009).

ENERGY FOR GROWTH AND

MAINTENANCE

Growth yields and cellular maintenance requirements are
subject to trade-offs based on selective pressures in different
environments (Lele and Watve, 2014). Under low-energy
conditions, such as in marine sediments, it is thought that
microbial activity is limited, more or less, to maintaining
cellular integrity through biomolecular repair and replacement
(Westerhoff et al., 1983; Tijhuis et al., 1993; del Giorgio and Cole,
1998; Smith and Prairie, 2004; Carlson et al., 2007; Orcutt et al.,
2013). Maintenance activities constitute the sum of activities
that do not produce growth (e.g., regeneration of enzymes,
maintaining membrane integrity, motility, etc.). Accordingly,
maintenance activities potentially constitute a much greater
fraction of total power utilized by microbial communities in
marine sediments compared to other natural settings, or those
grown in laboratories.

However, data from (or representative of) marine sediments
are lacking, and an accurate determination of the in situ
maintenance power utilization of microorganisms in any
natural setting is challenging. Empirical approaches are
plagued by methodological problems, experimental artifacts,
and inconsistencies across studies (Hobson, 1965; Hempfling
and Mainzer, 1975; Russell and Baldwin, 1979). Laboratory-
determined values of maintenance powers are also likely a
gross over-estimation of power requirement in natural settings
due to the favorable (high-energy) conditions under which
microorganisms are grown in the laboratory compared to the
conditions that microorganisms experience in nature (LaRowe
and Amend, 2015a). However, by integrating experimental
datasets with numerical modeling, LaRowe and Amend
(2015b) derived microbial power use by microorganisms from
oligotrophic sediments in the South Pacific Gyre that were
several orders of magnitude lower than laboratory-measured
maintenance powers. Given the extreme energy-limitation of
these sediments, the low rates of OC processing, and the net
decline in biomass over the multi-million-year timescales over
which cells are buried, it can be assumed that cells present in
these sediments are not growing, and thus calculated power
utilization represents mostly (if not exclusively) maintenance
activities.

Maintenance energy for microorganisms in marine sediments
might come from (i) endogenous catabolism, i.e., the utilization
of biomass (Herbert, 1958), (ii) exogenous catabolism, i.e.,
the consumption of additional substrate (Pirt, 1965), or (iii)
a combination of the two, which might vary depending on
thermodynamic and environmental factors (Wang and Post,
2012).

Frontiers in Microbiology | www.frontiersin.org 2 February 2018 | Volume 9 | Article 18067

https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/microbiology#articles


Bradley et al. Bioenergetic Controls on Microbial Ecophysiology

ACTIVITY AKIN TO DORMANCY

The idealized conditions under which microorganisms are
grown in the laboratory rarely occur in nature. The apparent
ubiquity of microorganisms in natural environments that
exhibit extraordinarily slow growth, intermittent growth, or
even no growth, reflects a general lack of available energy
(Morita, 1988). Microorganisms in marine sediments may be
considered some of the slowest, most energy-limited living
organisms on Earth, generally exhibiting levels of activity that
are several orders of magnitude lower than anything measured
via cultivation (Jørgensen and Boetius, 2007; D’Hondt et al.,
2009, 2015; Røy et al., 2012; Hoehler and Jørgensen, 2013;
Jørgensen andMarshall, 2016). The typical vegetative-like state of
microorganisms in marine sediments is tantamount to dormancy
(Jørgensen and Marshall, 2016), a transient and reversible state
of low metabolic activity. Dormancy is thought to enable
microorganisms to endure extended periods of unfavorable
conditions such as energy-limitation, without the need to divide
(Lever et al., 2015). Despite the omnipresence of dormant cells
in marine sediments, the exact nature of dormancy and of
its bioenergetic controls in relation to the marine sedimentary
environment are not well understood. For instance, the rate at
which energy is used by dormant cells, or the thermodynamic and
environmental parameters that initiate or terminate dormancy,
are not known. A quantitative approach toward microbial
dormancy incorporating bioenergetics is thus required to truly
understand the deep biosphere.

BIOENERGETICS AND MODELING

Microbial and geochemical models can help determine the
fluxes of energy and material between ecosystem components,
disentangle processes that are observed experimentally as a
net outcome, and predict the sensitivity and response of
ecosystems and geochemical environments to perturbations and
changing conditions. Further, they are useful to bridge scales,
interpolate between observations, and help identify important
data and knowledge gaps. Models are also particularly helpful
for deep biosphere investigations since the marine subsurface
is notoriously difficult to study using traditional sampling
strategies, because of its remoteness and relative inaccessibility,
the exceedingly slow rates of energy processing, and the vast
timescales over which measurements represent.

A review of the diagenetic models commonly used to simulate
the degradation of OC, a process that drives biogeochemical
reactions inmarine sediments, is presented by Arndt et al. (2013).
Thermodynamic models have also been used to quantify the
power supply to and demand by microorganisms in marine
sediments (e.g., LaRowe and Amend, 2015b), and Gibbs energy
calculations have been used to infer what types of reactions
microorganisms may be catalyzing in the subsurface (e.g., Teske
et al., 2014; McKay et al., 2016; Sylvan et al., 2016). However, the
majority of models assume that microbial biomass is in a steady
state or has negligible influence beyond transient timescales
(Thullner et al., 2005). Models need to be complex enough to
describe the required properties and processes of the system,

but structurally and mechanistically simple enough to be able
to constrain and validate parameters and simulations from
available data and literature. At present, a suitable microbial-
biogeochemical model for the marine subsurface, capturing the
ecophysiological factors discussed here, does not exist. In the
following sections, we provide formulations for how such factors
may be represented. The models presented here are based on
differential equations that describe ecological processes in a
mathematical sense. For a comprehensive guide to formulating
ecological models, we direct the reader to Soetaert and Herman
(2009).

Heterotrophic Growth and Organic Carbon

Degradation
The following model (Equations 1 and 2), and some variations
of these expressions including logistic growth, a rate limiting
term, and mortality, form the basis of many ecosystem
models (Soetaert and Herman, 2009; Sierra et al., 2015). Here,
heterotrophic growth is dependent on the availability of OC as a
substrate, and can be described by:

δB

δt
=

(

Vmax · B ·
OC

KOC + OC

)

− (α · B) (1)

where B denotes the concentration of microbial carbon, t is
time, Vmax corresponds to maximum microbial growth rate, OC
denotes OC concentration (the non-living organic component),
KOC is the half-saturation constant for OC, a kinetic parameter
that describes the dependency of microbial growth on OC
concentration, and α represents the specific death rate.

The change in OC due to microbial processes can then be
represented by:

δOC

δt
= −

(

1

Y
· Vmax · B ·

OC

KOC + OC

)

+ (α · B) (2)

where Y represents an observed growth yield, which is
the efficiency of converting carbon into microbial products
(Sinsabaugh et al., 2013). The contribution of dead biomass to
OC is represented by (α·B). Equations (1) and (2) constitute the
“Basic” model (Figure 1A). This approach lumps maintenance
and growth costs into a single parameter (Y), and assumes that
all microorganisms are active. Thus, it is not sufficient to describe
microbial processes in marine sediments.

Incorporating Maintenance and Growth

Yields
Mechanistically distinguishing between maintenance energy and
growth yield is important to accurately quantify bioenergetics
in low-energy environments such as marine sediments where
non-growing organisms expend a larger proportion of their total
power utilization on maintenance.

Two well-known approaches to simulating maintenance
energy are provided by Herbert (1958) and Pirt (1965). These
approaches differ by the provenance of maintenance energy.

The first of these model types, commonly referred to as the
Herbert approach, considers maintenance costs as endogenous
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FIGURE 1 | Conceptual models for (A) “Basic” microbial growth,

maintenance utilizing (B) Herbert, and (C) Pirt formulations, dormancy utilizing

(D) “Activity-state” and (E) “Discreet pools” approaches, and (F) a “Combined

model,” developed here, combining formulations for maintenance and

dormancy. Solid arrows represent biomass growth, dashed arrows represent

maintenance energy, and dotted arrows represent transfers between active

(BA) and dormant (BD) states. Microbial death [transfer from biomass (B) to

organic carbon (OC)] is not shown. “r” in the “Activity-state” model (D)

represents the proportion of actively growing microbial biomass (B), and varies

from zero to one.

catabolism, i.e., the consumption of biomass (Figures 1B, 2A)
(Herbert, 1958; Knapp et al., 1983; Kim and Or, 2016). Thus, the
specific maintenance rate is regarded as a negative growth rate:

δB

δt
=

(

Vmax · B ·
OC

KOC + OC

)

− (α · B) − (a · B) (3)

where a indicates maintenance requirement. Correspondingly,
the change in OC is:

δOC

δt
= −

(

1

YG
· Vmax · B ·

OC

KOC + OC

)

+ (α · B) (4)

Here, YG represents the “true growth yield” (Pirt, 1965)
reflected by the expenditure of energy solely to generate
new biomass (Lipson, 2015). This formulation allows for
maintenance activities to continue independently of substrate
availability, and thus is potentially useful and appropriate
for simulating microbial maintenance under substrate-starved
conditions, such as in the vast majority of marine sediments.
However, this expression does not allow for microorganisms
to cover maintenance requirements from substrate, which may
occur when substrate is plentiful (Dawes and Ribbons, 1964),
and features a maximum specific growth rate (Vmax) and a “true
growth yield” (YG) that are less suitable from an empirical point
of view as they cannot be observed or measured directly (Beeftink
et al., 1990).

The second model type, commonly referred to as the Pirt
approach (Pirt, 1965; Darrah, 1991) considers the additional
consumption of substrate for maintenance (Figures 1C, 2B),
coupling “Basic” microbial growth (Equation 1) with the
consumption of substrate according to:

δB

δt
=

(

Vmax · B ·
OC

KOC + OC

)

− (α · B)

δOC

δt
= −

(

1

YG
· Vmax · B ·

OC

KOC + OC

)

− (a · B) + (α · B)

(5)

Here, however, the consumption of substrate is numerically
possible even in its absence, due to the term that is included for
maintenance (a·B). Thus, this expression could be problematic
for simulating marine sediments, because continual uptake of
OC in low-energy, OC-poor sediments that characterize the deep
biosphere may cause a mass imbalance.

In natural settings, the specific maintenance rate, as well the
provenance of maintenance energy, can vary under different
environmental conditions (Van Bodegom, 2007). A “Variable”
model that allows for environmental factors to dictate the supply
of maintenance energy from biomass and/or substrate, adapted
fromWang and Post (2012), is:

δB

δt
=

(

Vmax · B · h (OC)
)

−
(

mq · B · (1− h (OC))
)

− (α · B)

(6)

where mq represents the specific maintenance rate, and h(OC) is
a function that varies from 0 to 1, and allows for microorganisms
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FIGURE 2 | Conceptual diagrams of maintenance energy provenance and dormancy. The dependency of maintenance energy provenance on organic carbon

concentration with (A) Herbert, (B) Pirt, and (C) a “Variable” approach. Dependency of physiological state change of microorganisms with (D) the “Basic model,”

(E) the “Activity-state model,” and (F) the “Discreet pools model”. “r” in the “Activity-state model” represents the proportion of actively growing microbial biomass (B),

and varies from 0 to 1. “h(OC)” in the “Variable model” and “f(OC)” in the “Discreet pools model” are functions that vary from 0 to 1.

to cover their maintenance requirements from OC when it is
plentiful [h(OC)→ 1 when OC ≫ KOC], but from biomass when
OC becomes scarce (h(0)= 0) (Figure 2C).

The change in OC is calculated according to:

δOC

δt
= −

(

1

YG
· Vmax · B · h (OC)

)

−

(

mq · B · h (OC) ·
1

YG

)

+ (α · B ) (7)

This model follows the assumptions of (i) net negative growth
at limiting concentrations of OC (OC → 0), (ii) no OC
consumption when OC is exhausted (OC = 0), and (iii) no
biomass degradation (due to endogenous maintenance) and
maximum microbial growth when OC is plentiful (OC≫ KOC).

Incorporating Active and Dormant

Microorganisms
With few exceptions, microbial models do not account for
active and dormant biomass, and cells are considered either
alive and active, or dead (Figure 2D). Of those models
that incorporate multiple physiological states, there are two
general approaches. First is to directly regard the active
fraction of biomass (i.e., the ratio of active biomass to total
living biomass) as a state variable (Figures 1D, 2E) (e.g.,
Panikov, 1995; Blagodatsky and Richter, 1998; Ingwersen et al.,
2008):

δB

δt
= r

(

Vmax · B ·
OC

KOC + OC
− α · B

)

(8)
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where r represents the proportion of actively growing biomass (B)
(0≤r≤1), and its value may depend on multiple environmental
and biological factors.

The corresponding change in OC is:

δOC

δt
= − r

(

1

Y
· Vmax · B ·

OC

KOC + OC

)

+ r (α · B) (9)

Equations (8) and (9) constitute the “Activity-state” model.
Second is to explicitly separate the total live biomass into

active (BA) and dormant (BD) pools (Figures 1E, 2F, e.g., Bär
et al., 2002; Stolpovsky et al., 2011):

δBA

δt
= Vmax · BA ·

OC

KOC + OC
− αA · BA − ξ + ǫ (10)

δBD

δt
= −αD · BD − ǫ + ξ (11)

δOC

δt
= −

(

1

YG
· Vmax · BA ·

OC

KOC + OC

)

+ (αA · BA)

+ (αD · BD) (12)

where αA and αD denote the specific death rate of active and
dormant microorganisms respectively, ǫ denotes the transfer of
biomass from dormant to active (BD to BA) (i.e., activation),
and ξ denotes the transfer of biomass from active to dormant
(BA to BD) (i.e., deactivation). Equations (10–12) constitute
the “Discreet pools” model. The transitions between active
and dormant microbial pools are typically dependent on
environmental or thermodynamic factors. Under favorable
conditions there is net activation, and vice-versa.

Integrating Dormancy and Maintenance
We have developed a new approach that allows for biomass
and substrate to supply maintenance energy and that resolves
the fraction of active and dormant microorganisms, combining
the “Variable” model to represent maintenance (Equations 6
and 7) and the “Discreet pools” model to represent dormancy
(Equations 10–12):

δBA

δt
=

(

Vmax · BA · h (OC)
)

−
(

mq,BA · BA · (1− h (OC))
)

− (αA · BA) − ξ + ǫ (13)
δBD

δt
= −

(

mq,BD · BD · (1− h (OC))
)

− (αD · BD) − ǫ + ξ (14)

δOC

δt
= −

(

1

YG
· Vmax · BA · h (OC)

)

−

(

mq,BA · BA · h (OC) ·
1

YG

)

−

(

mq,BD · BD · h (OC) ·
1

YG

)

+ (αA · BA) + (αD · BD) (15)

wheremqBA andmqBD denote specific maintenance requirements
of active and dormant microorganisms respectively (Figure 1F).
Dormant cells must carry out maintenance (Johnson et al., 2007),
and like living cells, are able to utilize biomass and substrate to
cover their maintenance demands. Equations (13–15) constitute
the “Combined” model. We believe that this model incorporates
sufficiently detailed microbial ecophysiology to form the basis of
an ecosystem model for the deep biosphere without being overly
complex.

Integration with Experimental Data
We are confident that the “Combined” numerical approach
outlined here can be used as a foundation to effectively simulate
microbial processes in marine sediments across a range of scales.
Plausible values for parameters may be taken from existing
datasets and modeling studies (e.g., Stolpovsky et al., 2011;
Lomstein et al., 2012; Arndt et al., 2013). We also stress that
this approach would be improved by future laboratory and field
investigations considering the following measurements:

(i) Microbial growth rate (Vmax).
(ii) True growth yield, YG.
(iii) Baseline rates of cellular metabolic activity, equivalent to the

specific maintenance requirements of active and dormant
microorganisms (mq,BA andmq,BD).

(iv) The environmental conditions or biological factors under
which maintenance energy is supplied by either substrate or
biomass (h(OC)).

(v) The environmental conditions or biological factors under
which microorganisms are active or dormant (ǫ and ξ).

(vi) The causes and rate of cell death for active and dormant
microorganisms (αA and αD).

Model Developments and Data Integration
The “Combined” model provided in Equations (13–15) can be
expanded in the following ways:

• Geochemistry: Primary and secondary redox reactions and
equilibrium reactions involving important electron donors
and acceptors are implemented in existing reaction-transport
models, e.g., BRNS (Jourabchi et al., 2005; Thullner et al.,
2009).

• Multiple functional groups: Microorganisms can be
distinguished and classified based on functional traits (e.g.,
spore forming, motile) and metabolism (e.g., heterotroph,
chemoautotroph).

• Additional biological dependencies: Microorganisms in
a natural setting may be limited by the availability
of electron donors, electron acceptors, and/or other
environmental/geochemical factors. Biological responses
to environmental conditions can be accounted for, e.g., via
Michaelis-Menten kinetics (Michaelis and Menten, 1913).

• Thermodynamic factors: Explicit determination of
thermodynamic factors, such as threshold energy
requirements and cell growth yields on an electron-equivalent
basis, and the energetic cost of biomass synthesis (Lever et al.,
2015; LaRowe and Amend, 2016).

• Implementation in a 1D framework: In order to simulate
diagenetic processes over the timescales of burial in a sediment
column, transport processes such as advection, diffusion
and bioturbation can be implemented in a 1D framework
(Jourabchi et al., 2005; Arndt et al., 2013).

OUTLOOK

The insight provided from the development and application of a
new microbial modeling tool for the deep marine subsurface will
undoubtedly advance the current understanding of theminimum

Frontiers in Microbiology | www.frontiersin.org 6 February 2018 | Volume 9 | Article 18071

https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/microbiology#articles


Bradley et al. Bioenergetic Controls on Microbial Ecophysiology

energy requirements to support life in marine sediments, and
the ecophysiological strategies that organisms utilize to survive
low-energy conditions. Such insight might then explain the
extraordinary persistence of microbial communities that endure
unfavorable conditions over geological timescales.
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Sebastian Haas1,2* , Dirk de Beer1, Judith M. Klatt1,3, Artur Fink1,
Rebecca McCauley Rench4, Trinity L. Hamilton5, Volker Meyer1, Brian Kakuk6 and
Jennifer L. Macalady4

1 Max Planck Institute for Marine Microbiology, Bremen, Germany, 2 Department of Oceanography, Dalhousie University,
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United States, 4 Geosciences Department, Pennsylvania State University, University Park, PA, United States, 5 Department of
Plant and Microbial Biology, University of Minnesota, Minneapolis, MN, United States, 6 Bahamas Caves Research
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We report extremely low-light-adapted anoxygenic photosynthesis in a thick microbial
mat in Magical Blue Hole, Abaco Island, The Bahamas. Sulfur cycling was reduced by
iron oxides and organic carbon limitation. The mat grows below the halocline/oxycline
at 30 m depth on the walls of the flooded sinkhole. In situ irradiance at the mat
surface on a sunny December day was between 0.021 and 0.084 µmol photons
m−2 s−1, and UV light (<400 nm) was the most abundant part of the spectrum
followed by green wavelengths (475–530 nm). We measured a light-dependent carbon
uptake rate of 14.5 nmol C cm−2 d−1. A 16S rRNA clone library of the green surface
mat layer was dominated (74%) by a cluster (>97% sequence identity) of clones
affiliated with Prosthecochloris, a genus within the green sulfur bacteria (GSB), which
are obligate anoxygenic phototrophs. Typical photopigments of brown-colored GSB,
bacteriochlorophyll e and (β-)isorenieratene, were abundant in mat samples and their
absorption properties are well-adapted to harvest light in the available green and
possibly even UV-A spectra. Sulfide from the water column (3–6 µmol L−1) was the
main source of sulfide to the mat as sulfate reduction rates in the mats were very low
(undetectable-99.2 nmol cm−3 d−1). The anoxic water column was oligotrophic and low
in dissolved organic carbon (175–228 µmol L−1). High concentrations of pyrite (FeS2;
1–47 µmol cm−3) together with low microbial process rates (sulfate reduction, CO2

fixation) indicate that the mats function as net sulfide sinks mainly by abiotic processes.
We suggest that abundant Fe(III) (4.3–22.2 µmol cm−3) is the major source of oxidizing
power in the mat, and that abiotic Fe-S-reactions play the main role in pyrite formation.
Limitation of sulfate reduction by low organic carbon availability along with the presence
of abundant sulfide-scavenging iron oxides considerably slowed down sulfur cycling in
these mats.

Keywords: anoxygenic photosynthesis, green sulfur bacteria, low-light photosynthesis, sulfide scavenging,
microbial mat, bacteriochlorophyll e, iron-sulfur-cycling, Proterozoic ocean

Abbreviations: AVS, acid volatile sulfide; BChl, bacteriochlorophyll; CRS, chromium reducible sulfur; DIC, dissolved
inorganic carbon; DOMS, diver operated microsensor system; GSB, green sulfur bacteria; MBH, magical blue hole; ORP,
oxidation-reduction potential; PMT, photomultiplier; RT, retention time.
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INTRODUCTION

A significant part of the Earth’s biosphere is exposed to regimes of
extreme energy limitation, such as the terrestrial deep biosphere,
the deep sea, and deep zones of most marine sediments. Energy
limitation may have been even more significant on early Earth
in the absence of oxygenic photosynthesis and the associated
production of electron acceptors such as molecular oxygen
and oxidized forms of nitrogen, iron, and sulfur. Although
studies of low-energy communities are technically challenging
and therefore relatively rare, they demonstrate how biotic and
abiotic processes compete and interact, and may approximate
conditions on early Earth and other planetary bodies.

The lower limits of biotic utilization of light are reached
by anoxygenic photosynthesis, especially by members of the
monophyletic clade of the GSB (Chlorobiaceae), which are
obligate anaerobes and obligate anoxygenic phototrophs. They
can proliferate at the interface of the sulfidic and photic zone
in meromictic or eutrophic lakes (Montesinos et al., 1983;
Mori et al., 2013; Crowe et al., 2014) or in microbial mats
(Engel et al., 2004; Lau et al., 2009). The extremely low-light-
adapted strain Prosthecochloris phaeobacteroides BS1 (formerly
Chlorobium phaeobacteroides BS1; Manske et al., 2005; Imhoff
and Thiel, 2010; Marschall et al., 2010) forms monospecific
assemblages in the Black Sea chemocline and has been shown to
fix inorganic carbon by the phototrophic oxidation of sulfide at
light intensities as low as 0.015 µmol photons m−2 s−1, which
is five orders of magnitude lower than daylight (Manske et al.,
2005). With estimated in situ carbon fixation rates as low as
200 to 1800 ng C m−2 d−1, however, they have virtually no
quantitative effect on the carbon and sulfur cycles in their habitat
(Manske et al., 2005). Low-light-adapted GSB are referred to
as brown-colored GSB, a non-monophyletic group of low-light
specialists (Montesinos et al., 1983) that possess the BChl a and
e as well as the carotenes isorenieratene and β-isorenieratene
(Glaeser et al., 2002). BChl e and these carotenes are responsible
for light-harvesting and energy transfer to BChl a in model
GSB strains (Overmann et al., 1992; Hauska et al., 2001). GSB
with this combination of pigments have an in vivo absorption
maximum at 505 nm (Overmann et al., 1992). Since the physical
light attenuation of water is lowest between 400 and 500 nm
(Sogandares and Fry, 1997), they are able to thrive at great water
depths.

Anoxygenic phototrophs can use a variety of electron donors,
including nitrite (Griffin et al., 2007), ferrous iron (Widdel
et al., 1993; in GSB: Heising et al., 1999), molecular hydrogen
or reduced sulfur compounds (Pfennig, 1975; Overmann and
Pfennig, 1989). Hydrogen sulfide is the electron donor most
commonly used by GSB. It is converted according to the
following stoichiometry:

2 HS− + CO2 + 2 H+ → 2 S0
+ CH2O + H2O (1)

Hydrogen sulfide is produced biologically by sulfate reduction,
a process most prominent in marine sediments, but also
frequently observed in biofilms and microbial mats (Canfield
and Des Marais, 1991; Kühl and Jørgensen, 1992; Visscher et al.,

1992). Wieland et al. (2005) demonstrated how photosynthates in
a microbial mat induced significantly increased sulfate reduction
rates (SRRs) during the day. CO2 produced by sulfate reduction
in turn enhanced photosynthesis. The same study also showed
how large amounts of Fe(III) can affect sulfur cycling by
precipitating sulfide. In the present study, we describe how a
similar effect can slow down sulfur cycling in a mat that is
significantly more limited in light and organic carbon.

Green sulfur bacteria may produce sulfate from hydrogen
sulfide or more oxidized sulfur compounds (Overmann and
Pfennig, 1989), but can also produce elemental sulfur (S0), which
is deposited extracellularly (Pfennig, 1975). The production of
sulfur compounds of intermediate oxidation states rather than
sulfate is common also to non-phototrophic sulfide oxidation
processes. In fact, the presence of incompletely oxidized sulfur in
the form of CRS can be used as an indication for sulfide oxidation
(e.g., Thode-Andersen and Jørgensen, 1989; Holmkvist et al.,
2011; Lichtschlag et al., 2013), because sulfate reduction typically
does not produce sulfur compounds of intermediate oxidation
states. In the absence of light, biological sulfide oxidation typically
requires either oxygen, nitrate or nitrite as electron acceptor.

Blue holes are sinkholes: vertical, water-filled karst features
open to the surface (Mylroie et al., 1995). Inland blue holes
of the Bahamas are anchialine caves (Iliffe, 2000), landlocked
bodies of water with subterranean connections to the ocean
containing meromictic water columns with an upper freshwater
lens separated from a lower saltwater column by a stable
halocline (Seymour et al., 2007; Gonzalez et al., 2011). Each
blue hole displays distinct geochemical traits, making them
unique natural laboratories that allow exploring the limits of
photosynthesis and the interplay between biotic and abiotic sulfur
cycling. Inland blue holes are therefore of particular interest
for geomicrobiology, because the unique geochemical features
of each blue hole (e.g., depth of halocline, concentration of
sulfide, water flow rates, organic matter input) are associated
with the formation of specific types of microbial communities
(Gonzalez et al., 2011). Few studies have been conducted on the
microbiology of inland blue holes to date (Bottrell et al., 1991;
Schwabe and Herbert, 2004; Macalady et al., 2010; Gonzalez et al.,
2011).

A thick, orange-colored microbial mat with a thin green
top layer was discovered in the suboxic, sulfidic water below
the halo-chemocline of MBH, The Bahamas (Gonzalez et al.,
2011). The green color of surface cells and an abundance of
GSB-affiliated 16S rRNA genes in clone libraries suggested the
mats were phototrophic (Gonzalez et al., 2011). δ-Proteobacteria
were also highly abundant in the clone libraries, suggesting that
sulfate reduction might be an important process in the mats
(Gonzalez et al., 2011). We aimed to test the hypothesis that the
mats are phototrophic and dominated by GSB that are optimally
adapted to the quality and low intensity of the ambient light.
Secondly, we aimed to test whether the sulfide needed for the
GSB activity is supplied by sulfate reduction in the mats. We
used a highly sensitive light detection system to quantify ambient
irradiance and determine the light quality. The ambient spectra
were compared with the absorption spectra of photopigments
from the mats. Activities were determined by light dependency
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of carbon uptake and sulfate reduction rate measurements. To
constrain the Fe-S-cycling in the mats, solid phase fractions of
the iron and sulfur pools were quantified.

MATERIALS AND METHODS

Study Site and Mat
Magical Blue Hole (also known as Cherokee Road Extension Blue
Hole, 26◦22′31.96′′N, 77◦6′14.91′′W) is an anchialine sinkhole on
Abaco Island (The Bahamas). It is approximately 80 m deep and
has a surface diameter of approximately 10 m. A stable halo- and
chemocline is present at 25 m depth, separating oxic freshwater
from anoxic, sulfidic seawater (Gonzalez et al., 2011). Below the
surface, the diameter widens and the cave is roughly 40 m wide
at 30 m depth. The narrow entry and the shading effect of the
overhanging cave walls result in low light intensities below the
halo-chemocline. The cave walls below the halo-chemocline are
extensively covered by a thick microbial mat. It grows thickest (up
to∼6 cm) on a ledge in the otherwise vertical cave wall situated at
approximately 30 m depth. The mat is stratified with a thin green
layer of fluffy biological material on top (∼1 mm), a gelatinous
orange middle layer (up to ∼3 cm) and a brown bottom-layer
(up to∼3 cm; Figure 1).

Sampling Techniques
Geochemical parameters of the water column were measured in
vertical profiles. Water samples were collected in lockable plastic
syringes by a diver and sterile-filtered (0.2 µm) immediately
after sampling. Samples for dissolved inorganic and organic
carbon analysis were stored at 4◦C while samples for ammonium
(NH4

+) and nitrate (NO3
−) quantification (n = 5 for 30 m and

40 m; n = 2 for remaining depths) were stored frozen. Total
sulfide (H2S + HS− + S2−) and sulfate (SO4

2−; n = 3 for all
depths, respectively) samples were preserved by mixing 1:1 (v/v)
with 20% Zn-acetate solution.

Samples for incubation with 13C-labeled substrates and sub-
samples for photosynthetic pigment analysis (n = 3) were taken
by vacuuming the upper green part of the mat into lockable
syringes. For clone library construction, a large piece of mat was
cut out with a knife and immediately placed into a light-shielded
and airtight plastic box by a diver for transport to the laboratory.
Clone library samples were separated into the three natural layers
based on location and color, preserved with RNAlater and stored
at 4◦C until analysis.

Microbial mat samples from around 30 m water depth were
taken with push-cores, which were immediately closed by a
diver with airtight plugs. Push-cores used to sample for pigment
analysis (n = 3; core lengths: 1.2–5.7 cm) and 35S incubation
experiments (n = 10; lengths: 3.6–5.4 cm) were wrapped in black
tape to shield the samples from light. Cores for solid phase
analyses were immediately cut into 0.6 cm slices (AVS/ CRS/
sulfate; lengths: 3.6–5.4 cm) and 0.25 cm slices (dithionite reactive
iron/ S0; lengths: 3.5–4.5 cm) and fixed in 4 mL 5% Zn-acetate
and 3 mL 20% Zn-acetate, respectively. Along with samples for
pigment analysis, they were stored frozen. Samples for porosity

(n = 4) and density (n = 1) measurements were also taken with
push-cores.

Solid Phase Analyses
Mat porosity was determined as weight reduction after drying
at 60◦C in four mat cores (result: 0.92 ± 0.02). Density was
determined as wet weight per mat volume. The density average
of 0.6 cm/ 1 mL slices (n = 8) from one core sample (1.11± 0.12 g
cm−3) was used for conversions of mat weight into volume.

Acid volatile sulfide (AVS = FeS + Fe3S4 + H2S: Cornwell
and Morse, 1987) and CRS (CRS = S0

+ FeS2: Cornwell and
Morse, 1987) were extracted from six mat core samples in a
two-step HCl and Cr(II) distillation according to Fossing and
Jørgensen (1989). After distillation of the pellets, AVS and CRS
trapped as ZnS were determined according to Cline (1969).
Porewater sulfate content was quantified in the supernatant after
a centrifugation step, which preceded these distillations. The
detection limit was at 12.9 nmol S cm−3. From five parallel
cores, S0 was extracted by methanol and measured as cyclo-S8
by UPLC (Waters, United States) as described previously (Zopfi
et al., 2004). Pyrite-S was defined as the difference between CRS
and S0.

A citrate-acetate-dithionite solution was used to extract iron
from three mat samples. The procedure extracts most crystalline
and amorphous Fe(III) as well as FeS (Kostka and Luther, 1994).
Extraction was preceded by a centrifugation step after which the
supernatant was discarded. Since Zn-acetate was used to preserve
the samples, iron concentrations may be underestimated due
to possible formation of non-extractable Fe-acetate. Dithionite
extracts were analyzed with the ferrozine method according to
Viollier et al. (2000).

Geochemical Water Analyses
Standard procedures were used to analyze chemical compounds
in samples from the water column and in microbial mat extracts.
Total sulfide was measured according to Cline (1969). Sulfate
ion concentration was analyzed with ion chromatography (761
Compact Ion Chromatographer including 812 valve unit and 838
Advanced Sample Processor, Metrohm, Germany). Phosphate,
nitrate and ammonium were quantified with a continuous flow
analyzer (San++, Skalar, Netherlands) using standard detection
methods (Hansen and Koroleff, 2009). DIC was calculated as
the difference between total carbon and non-purgeable organic
carbon measured using a Total Carbon Analyzer (TOC-5000A,
Shimadzu, Japan) after acidification and N2-purging.

Photosynthetic Pigment Analysis
Frozen mat cores were horizontally sliced with a resolution
of 3 mm. Pigments from both core slices and vacuumed
surface layer samples were extracted with acetone as described
previously (Al-Najjar et al., 2012). The filtered extract containing
the pigments was then injected into a reversed-phase High-
performance liquid chromatograph (HPLC; 2695 Separations
Module, Waters, United States). The pigments were separated
according to Wright (1991) and absorption spectra were
measured using a 996 Photodiode Array Detector. Identification
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FIGURE 1 | Schematic drawing of Magical Blue Hole and a picture of the microbial mat of which a piece was cut out to reveal its three-layered structure.

of pigments was based on RT and absorption spectra. A β-
carotene standard (beta-122; 0.813 mg L−1 in 100% acetone,
Sigma-Aldrich, United States) and freeze-dried pure culture
material of a low-light-adapted Prosthecochloris phaeobacteroides
BS1strain isolated from the Black Sea chemocline by Overmann
et al. (1992) (DSMZ Braunschweig) were analyzed in parallel as
standards.

Isotope Incubations for Process Rate
Determination
Rates of sulfate reduction, photoautotrophic carbon uptake and
photoheterotrophic carbon uptake were assessed by incubations
with isotopic labels. To assess SRRs inside the mat, the whole-
core injection method based on radioactively labeled sulfate
was carried out (Jørgensen, 1978). Under N2-atmosphere, 4 µl
per cm3 sample of radioactively labeled 35SO4

2− in Na2SO4
carrier solution (∼33 kBq cm−3) were vertically injected into
push-cores (20 mm diameter) containing up to 20 mL freshly
sampled microbial mat. Incubation under anoxic conditions and
approximate in situ temperature was stopped after four (n = 6)
and six (n = 4) hours by horizontally slicing the cores into 6 mm
pieces and immediately mixing them 1:1 (v/v) with 20% Zn-
acetate to stop sulfate reduction and fix hydrogen sulfide as ZnS.
After cold Cr(II) distillation (Kallmeyer et al., 2004; as modified
by Røy et al., 2014), SRRs were determined (Jørgensen, 1978).
A detection limit of 43.73 radioactive decays per minute (95%
confidence interval) was calculated based on means and standard
deviations of sample blanks prepared (Kallmeyer et al., 2004).

To determine phototrophic carbon uptake, parts of the green
surface layer of the mat were incubated in situ in cave water
amended with labeled 13C-DIC (NaH13CO3) or 13C-acetate

(13CH3
12CO2Na) at 30 m depth in the center of the cave

(maximum irradiance: 0.27 µmol photons m−2 s−1; Figure 2A)
for different time periods. Under anoxic N2-atmosphere and
protected from high light exposure, samples were suspended in
cave water (collected oxygen-free next to the mat) to a final
volume of 500 ml. To ensure that the medium was completely
anoxic, 18 µl of 1 M Na2S were added to a final sulfide
concentration of 84 µmol L−1 at pH 6.85 ± 0.35. Glass vials
(6 mL) with plastic lids featuring integrated septa were filled with
medium containing the inoculum and isotope label depending
on the treatment. Vials were supplemented with 73.8 nmol
of 13C-labeled DIC or 13C-labeled acetate, which resulted in
13C-labeling percentages of 10.5% for DIC and 50% for acetate,
calculated based on observed in situ DIC concentrations and by
assuming negligible in situ amounts of acetate. Triplicate aliquots
for determination of natural isotope abundance were preserved
before label addition. The 13C content of three incubation vials
was immediately preserved after addition of label (t = 0). The
remainder of the closed incubation vials were incubated in the
center of the blue hole at 30 m depth. Dark controls were
incubated in light-shielded vials. One set of vials (low-light
incubated: n = 3; dark controls: n = 3) was recovered after
approximately 2 days and a second set after 6 days. At the
prevailing daylight length of 10.5 h, this corresponded to an
incubation time in natural light of 24 h and 60 h, respectively. All
incubations were terminated by filtration through pre-combusted
(3 h, 450◦C) GF/F-filters (0.7 µm pore size), which were then
dried at 60◦C and subsequently treated and analyzed as described
in Halm et al. (2012). Rates of total DIC and acetate assimilation
were calculated as the increase in 13C/12C over time, corrected for
natural abundance and 13C-labeling percentage.
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Carbon uptake rates per single cell and per mat area were
calculated assuming that all cells were phototrophic and covering
the mat surface without gaps. Phototrophic cell numbers per
incubation vial were estimated based on total carbon determined
by isotope ratio mass spectrometry per incubation vial and using
literature values of cell radius (0.6125 µm in Black Sea strain
P. phaeobacteroides BS1 cells cultivated at 0.1 µmol photons
m−2 s−1; Manske et al., 2005) and carbon content (106 fg
µm−3; Nagata, 1986). They were corrected for carbon content
determined in in situ cave water in the same way. To calculate
quantum yields of photosynthesis - the amount of carbon fixed
per incoming photons - we assumed a total absorptive cell surface
of 0.716 cm2 per incubation vial. This was based on the product
of the mean phototrophic cell numbers per vial (1.16 × 108

cells vial−1) and an assumed single-cell absorption cross section
(= average light absorbing cell surface) of 0.62 µm2 (Black Sea
P. phaeobacteroides: Marschall et al., 2010).

Phylogenetic Analyses
Mat microbial DNA was extracted from mat samples using
chloroform-phenol extraction and 16S rRNA genes were
amplified by PCR using Bacteria-specific 27f and 1492r primers as
described in Macalady et al. (2008). One library was constructed
for each mat layer. Potential chimeras were excluded from further
analysis. Full length and partial sequences for the green layer
(n = 74), orange layer (n = 65) and brown layer (n = 67)
were obtained from the respective libraries. Sequences were
aligned with the Silva aligner available at http://www.arb-silva.
de, imported into ARB (Ludwig et al., 2004) and manually
refined. Operational taxonomic units (OTUs) were identified
using a sequence identity threshold of 97% (0.03) using mothur
(v.1.39.5) (Schloss et al., 2009). Taxonomy was assigned using
BlastN (Altschul et al., 1997) and ARB (Ludwig et al., 2004). For
phylogenetic analyses of sequences affiliated with Chlorobi and
δ-Proteobacteria, the top BLAST matches and nearest relative to
each OTU in the ARB database were included. Representative
sequences were added to an existing 16S rRNA alignment
in ARB, and manually refined. Maximum likelihood analyses
were performed using RAxML (Stamatakis et al., 2008) with
1000 bootstrap replicates and the general time-reversible model
with G+I rate variation as determined by JModelTest v.2.1.10
(Darriba et al., 2012). The resulting trees were viewed and
edited using iTOL1 (Letunic and Bork, 2016). The 16S rRNA
gene sequences recovered in this study were submitted to the
GenBank database and assigned the following accession numbers:
MG601241–MG601445.

In Situ Measurements of
Physico-Chemical Parameters
For measurements of physico-chemical parameters, a data-
logging device was designed and constructed to measure
(i) downwelling scalar irradiance and (ii) physico-chemical
parameters as well as (iii) spectra of downwelling light available
to the mat. Irradiance was measured with a modified DOMS
(Weber et al., 2007). A scalar irradiance sensor (21.21 mm2

1http://itol.embl.de/

sensing surface; US-SQS/LI, Walz, Germany) with a glass fiber
was attached to a H5702-50 PMT (Hamamatsu Photonics, Japan).
The control voltage and thereby the PMT sensitivity was scaled to
ambient light conditions by a diver during measurements using
a magnetic switch. The scalar irradiance sensor installed on the
PMT measured irradiance over an angle of approximately 270◦.

The DOMS logger, its NiMH rechargeable battery, the
modified PMT, a cosine-corrected PAR sensor (QCP-2000;
Biospherical Instruments, United States) and a multiparameter
sonde (YSI 5200A, YSI, United States) equipped with sensors for
pressure, ORP, pH, dissolved oxygen, temperature and salinity,
were mounted on a vertical frame. This array could then be
lowered into the blue hole with a rope for vertical profiling
(descent rate: 4.3 m min−1) or made neutrally buoyant and
moored to the cave wall. By attaching both PAR- and PMT-
sensors in one plane and upward orientation, parallel signals
of the two sensors were obtained during the descent of the
array through upper cave regions, where sufficient irradiance
covered the sensitivity ranges of both light sensors. Using the PAR
sensor’s internal calibration, these overlapping data could be used
to create a calibration curve for PMT measurements at greater
depths.

The spectral quality of the light reaching the mat was
determined by using a filter wheel containing optical longpass
filters (FSR-GG-400 nm and -475 nm, FSR-OG-530 nm and -
590 nm, FSR-RG-645 nm; Newport, United States) in front of
the sensor. The sensor was shaded from below with a movable
cup and the filter wheel was operated manually by a diver.
Based on the amplitude of irradiance reduction measured by the
sensor after each filter switch, an in situ wavelength spectrum
was obtained. The filters reduced the light intensity above
their respective threshold by 10% (manufacturer information),
for which the spectrum was corrected. The PMT covered an
irradiance spectrum of 200–700 nm with sensitivity dropping
above and below this spectrum. Within this spectrum, sensitivity
was approximately even, except for slightly increased sensitivity
in the wavelength range 500–680 nm (manufacturer information)
that may have led to a small overestimation (<2%) of the
percentage of light from this wavelength range.

RESULTS

Water Column Geochemistry and
Irradiance
Between 20 and 25 m depth, a distinct halo-chemocline was
observed, below which the water was sulfidic and anoxic
(Figure 2). Dissolved oxygen and temperature profiles displayed
negative anomalies at about 10 m depth, probably due to
lateral water inflow. Below the halo-chemocline, most chemical
parameters and temperature remained approximately constant.
Deviating from this trend, sulfide displayed two maxima, namely
at 27.5 m, i.e., directly below the halo-chemocline and close to
the depth of highest mat abundance, and at 45 m. There was
no detectable sulfide above the halo-chemocline. Close to the
depth of thickest mat growth, we observed a minimum in sulfide
concentration (Figure 2D).
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FIGURE 2 | Vertical profiles of chemical and physical parameters in the center of the water column. (A) Temperature and irradiance. Irradiance is plotted on a
logarithmic scale. (B) PH and Salinity. (C) Dissolved oxygen and ORP, oxidation-reduction potential. (D) Dissolved sulfide and sulfate shown as mean concentrations
(n = 3); error bars represent the standard deviation. The halo-chemocline is indicated by the dashed line at 25 m.

FIGURE 3 | Irradiance and relative wavelength abundance in situ. (A) Time series of in situ irradiance (270◦) available to the mat over 2 h starting at noon on
December 1st, 2013. Weather: sunny with occasional clouds. (B) Percentage share of wavelength ranges in total downwelling light reaching the mat as determined
by application of a series of longpass filters.

Nutrient and dissolved organic carbon concentrations were
low (data not shown). Phosphate concentrations ranged between
0.2 µmol L−1 in the deep water (40 m) and 0.5 µmol L−1 in
the halo-chemocline (25 m). Dissolved inorganic nitrogen was
present below the halo-chemocline in the form of ammonium
(approximately 10 µmol L−1) and above the halo-chemocline as
nitrate (3 µmol L−1). Dissolved non-purgeable organic carbon
concentrations ranged from 171 µmol L−1 in the deep water
(47 m) to 258 µmol L−1 in the oxic water column (9 m) with
intermediate concentrations around 30 m.

Downwelling scalar irradiance declined with depth above
17 m and slightly more steeply with depth between 17 and 25 m

(Figure 2A). Below the halo-chemocline, the light attenuation
just below 25 m depth was stronger compared to the zone around
30 m depth. Irradiance at 30 m depth in the cave center was
0.27 µmol photons m−2 s−1. At the same depth near the cave wall
- the site of thickest mat growth - irradiance was notably lower
(Figure 3A), in the range of 0.021 to 0.084 µmol photons m−2

s−1 during 2 h of measurement on a sunny day around noon.
Occasional clouds caused sudden decreases in irradiance.

Measurements with a series of longpass filters revealed
that the light attenuation varied substantially with wavelength.
Intriguingly, 64% of the total irradiance available to the mat was
light in the UV region of the spectrum (<400 nm). A second peak
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of relative wavelength abundance (21%) was in the green part of
the spectrum (475–530 nm). Red/near-IR light (>590 nm) did
not reach the mat surface (Figure 3B).

Clone Libraries Dominated by Green
Sulfur Bacteria and δ-Proteobacteria
We created separate 16S rRNA clone libraries from the green, the
orange and the brown mat layers (Figure 4). The vast majority of
the clones (74%) from the thin green upper layer were affiliated
with GSB (Chlorobi). GSB were much less abundant in the
middle, orange layer, which was dominated by δ-Proteobacteria
related clones (37%). In the brown bottom layer, clones affiliated
with Aminicenantes (OP8), δ-Proteobacteria, Planctomycetes and
Chloroflexi were found most abundant, while GSB (1%) were
virtually absent.

The GSB-affiliated 16S rRNA gene sequences shared >97%
sequence identity and clustered together in the phylogenetic tree
(Supplementary Figure S1). The MBH GSB cluster was situated
in a wider cluster of Prosthecochloris reference sequences and the
closest relative we identified was a clone from the chemocline of
Sawmill Sink, a blue hole on the same island as MBH (Macalady
et al., unpublished data). Unlike GSB, most δ-Proteobacteria
clones did not cluster with each other, but were each affiliated
with a variety of uncultured reference sequences from diverse
habitats (Supplementary Figure S2). A majority of clones were
widely clustered with Desulfobacteraceae, and a few more with
Syntrophobacteraceae.

The Mat Contains the Photopigments
Bacteriochlorophyll e and
(β-)isorenieratene
High-performance liquid chromatography analysis was used to
assess whether the mat contains photopigments with absorption
properties congruent with the in situ light quality. To a depth
of 57 mm below the mat surface, a carotene identified as
either isorenieratene or β-isorenieratene was abundant. It was
detected in both P. phaeobacteroides BS1 pure culture reference
material and in the mat based on identical absorption spectra
and RTs (Figures 5B,D). Based on difference in RT, it was clearly
distinguished from β-carotene, which has the same absorption
spectrum as β-isorenieratene and isorenieratene (Takaichi, 2000;
Fuciman et al., 2010). Further distinction could not be made,
because the reference culture contained both β-isorenieratene
and isorenieratene.

Additionally, we found BChl e to be abundant in the upper
0.8 to 15 mm of the three core samples as well as in most
samples from vacuum-collected green mat surface material. It
was identified based on identical absorption spectra and RT of a
pigment from P. phaeobacteroides BS1 biomass. The absorption
spectrum matched published ex vivo spectra of BChl e (Gloe
et al., 1975; Borrego et al., 1999), displaying a maximum at
468 nm, a smaller peak at 651 nm and a double peak at
315/343 nm (Figures 5A,C). In both P. phaeobacteroides BS1 and
mat samples, we detected a variety of BChl e homologs (Borrego
and Garcia-Gil, 1994) that all displayed the described absorption

FIGURE 4 | Community structure of individual mat layers based on bacterial
16S rRNA clone libraries.

spectrum, but had different RTs ranging from 11.2 to 16.9 min.
Besides BChl e we did not detect any type of BChl or chlorophyll.

Low-Light Dependent Uptake of
13C-Labeled DIC and Acetate
In situ incubation with 13C-labeled DIC or acetate revealed light-
dependent uptake of inorganic and organic carbon (at 0.27 µmol
photons m−2 s−1) by surface-layer mat bacteria. Light dependent
uptake of DIC was sevenfold higher than uptake of acetate
(Figure 6). Dark uptake rates of both acetate and DIC were
considerably lower.

Single-cell net phototrophic uptake rates were determined
from estimated cell numbers per incubation vial and
experimentally determined carbon uptake rates (DIC:
7.1 × 10−9 nmol C cell−1 h−1; acetate: 1.2 × 10−10 nmol
C cell−1 h−1). Assuming that the mat surface is homogeneously
covered by active photoautotrophic cells, we used single-cell
rates to estimate an in situ autotrophic carbon fixation rate
of 14.5 nmol C cm−2 d−1. If photosynthetic sulfide oxidation
strictly proceeded according to Eq. 1, this corresponded to
a phototrophic sulfide oxidation rate of 29.0 nmol S cm−2

d−1. The photosynthetic quantum yield under experimental
conditions was calculated from the photon flux of light between
475–530 nm (1.93 × 10−5 µmol photons m−2 s−1) per total
incubated cell surface area (7.16 × 10−5 m2 per vial, see section
“Isotope Incubations for Process Rate Determination”) and the
13C-uptake rate per incubation vial (0.83 nmol C vial−1 h−1)
resulting in 0.056 moles of inorganic carbon fixed per mole
photon reaching the incubated cells. This only takes into
consideration the part of the light spectrum (475–530 nm)
that can be absorbed by the photopigments found in the mats
(Figure 5 and see section “Discussion”). We assumed that
all cells in the incubation vials were photoautotrophic GSB,
that there was no shading and that all photons hitting a cell
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FIGURE 5 | Absorption spectra of acetone-extracted photosynthetic pigments. (A,B) from the mats; (C,D) and from freeze-dried culture material of
low-light-adapted Prosthecochloris phaeobacteroides BS1 strain from the Black Sea. Wavelengths [nm] of absorption maxima are indicated as well as RT in the
HPLC column.

FIGURE 6 | Incorporation of (A) DIC and (B) acetate as uptake per carbon biomass of upper-layer mat material during incubation in in situ water at 30 m depth in
the center of MBH. Dark controls were shielded from light during incubation. Error bars indicate standard deviation of the mean of parallel incubations (n = 3).

were absorbed. Depending on absorption efficiency and the
share of non-photoautotrophic cells in our incubation vials,
the photoautotrophic quantum yield was likely higher than our
rough estimate of 0.056 mol C (mol photon)−1.

Fe-S-Biogeochemistry
Sulfate reduction rates in 10 mat cores were typically very low, but
highly variable between mat samples and highly heterogeneous
within each core (Figure 7F). SRRs in the majority of subsamples
fell below the detection limit. No consistent trend with depth
within the mat was observed. The vertically integrated areal
fluxes of sulfide caused by sulfate reduction determined in all ten
samples were highly variable. Their average (30.4 nmol S cm−2

d−1) was in the range of sulfide consumption by anoxygenic
photosynthesis we found in the mats. Sulfate was available in
large amounts throughout the mat (Figure 7C). More than

the other analyzed Fe-S parameters, S0 concentration showed a
consistent vertical distribution within most mat core replicates.
The highest S0 concentrations (average ± standard deviation:
0.12 ± 0.06 µmol S cm−3) were found in the top 0.25 cm
decreasing to an average of 0.02 ± 0.01 µmol S cm−3 below
0.5 cm below the mat surface (Figure 7E). This indicated influx of
S0 produced by aerobic sulfide oxidation in the halo-chemocline
or in situ production by anoxygenic phototrophs and removal by
S0 reduction or disproportionation below the photic layer.

Next to sulfate, dithionite reactive iron (≈ Fe(III) + FeS) and
CRS ( = FeS2 + S0) were by far the most abundant pools of iron
and sulfur we found in the mats (Figure 7). High concentrations
of CRS indicated that the mats were rich in pyrite given the
relatively low concentrations of S0. FeS and H2S were almost
absent, as indicated by low AVS values (Figure 7A). Since its FeS
component was negligible, the abundant dithionite reactive iron
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FIGURE 7 | Vertical profiles of Fe-S biogeochemical parameters through microbial mat cores. Different symbols identify replicate measurements from replicate mat
cores. (A) Solid phase AVS ( = FeS + Fe3S4 + H2S; n = 6 replicate cores, the red line indicates detection limit); (B) solid phase CRS ( = FeS2 + S0; n = 6);
(C) porewater sulfate concentration (n = 6); (D) solid phase dithionite reactive iron (≈ Fe(III) + FeS; n = 3); (E) solid phase + porewater S0 concentrations (n = 5);
(F) sulfate reduction rates (SRR; n = 10, red stars indicate sulfate reduction rates above detection limit). AVS, CRS and sulfate concentrations were measured on the
same cores, the remaining parameters were measured on independent cores.

largely consisted of oxidized iron [Fe(III)]. Fe(III) concentrations
were in the same range as CRS concentrations. In some but not
all samples, CRS showed a clear increase below 2 cm mat depth
(Figure 7B). For dithionite reactive iron, no trend with depth
could be identified.

DISCUSSION

Extremely Low-Light-Adapted
Anoxygenic Photosynthesis
Our results show that bacteria in the mats of MBH perform
anoxygenic photosynthesis under extremely low light conditions.
Based on the mat color and on the abundance of 16S rRNA
genes affiliated with GSB in clone libraries, it is likely that GSB
are the dominating phylum in the upper layer (Figure 4). The
single cluster of GSB we identified in MBH mats is closely related
to the extremely low-light-adapted strain P. phaeobacteroides
BS1 (Supplementary Figure S1) from the Black Sea chemocline
(Marschall et al., 2010). Pigment analysis revealed the presence
of (β-)isorenieratene in all layers and BChl e in the upper
layers of the mat, which are the typical photopigments

of brown-colored GSB including P. phaeobacteroides BS1
(Marschall et al., 2010). The 505 nm in vivo absorption
maximum of the brown-colored and extremely low-light-adapted
Chlorobium strain MN1 (Overmann et al., 1992) coincided
with the part of the spectrum between 475 nm and 530 nm
that is relatively abundant at the cave wall (Figure 3B).
Incubation with 13C-labeled compounds directly demonstrated
light-dependent carbon uptake by mat microorganisms under
close-to in situ irradiance (≤ 0.27 µmol photons m−2 s−1).
Photoautotrophic fixation of DIC was considerably more efficient
than photoheterotrophic incorporation of acetate (Figure 6).
Indeed, GSB can be mixotrophic regarding their utilized carbon
sources (Feng et al., 2010; Tang and Blankenship, 2010). Given
that all GSB sequences in our clone libraries formed a single
cluster (Supplementary Figure S1), it is likely that heterotrophic
and autotrophic phototrophy were performed by the same
population.

Anoxygenic photosynthesis under similarly extreme low-light
conditions as observed in MBH has previously been described
by phylogenetically similar bacteria in the Black Sea chemocline.
Photoautotrophic activity at light intensities as low as 0.055 µmol
photons m−2 s−1 in situ (Marschall et al., 2010) and as low as
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0.015 µmol photons m−2 s−1 in laboratory cultures (Manske
et al., 2005) was reported. Maximum scalar irradiance, measured
on a sunny December day shortly after noon at the cave wall next
to the MBH mats, was 0.084 µmol photons m−2 s−1 (Figure 3).
Since light is strongly attenuated with depth in microbial mats
(Kühl et al., 1997), cells in deeper layers will experience even
less light and might display extreme phototrophic quantum
efficiencies. The photoautotrophic quantum yield observed
during incubation of MBH mat cells of 0.056 mol C (mol
photons)−1 was low compared to previously reported values
in GSB (Brune, 1989). However, we likely underestimated the
real quantum yield in our assumption that all cells in our
experimental vials were photoautotrophs which absorbed 100%
of available photons of adequate wavelength. Also, sulfide and
light in situ were much lower than under the experimental
conditions these quantum yields were measured. We would
expect to find a much higher quantum yield under more
controlled experimental conditions.

Light Harvesting Niches
The irradiance maxima in the UV (<400 nm) and blue-green
(475–530 nm) parts of the in situ light spectrum (Figure 3B) can
be understood from the absorption coefficient of water, which
has its minimum between 400 and 500 nm (Sogandares and Fry,
1997). The observed shift toward short wavelengths measured
at 30 m depth is thus explained by physical attenuation in the
overlying water column (Sogandares and Fry, 1997), making the
MBH light spectrum resemble spectra from other oligotrophic
water columns (Stomp et al., 2007). Oxygenic photosynthesis in
the upper water column is the most plausible explanation for
the observed minimum between 400 and 475 nm in our light
spectra (Figure 3B) as it coincides with the short-wavelength
absorption peak of Chlorophylls a/b (430/460 nm). This zone is
probably located above 17 m depth, where relatively rapid light
attenuation with depth was observed (Figure 2A) and dissolved
organic carbon concentration was highest.

A typical strategy of anoxygenic phototrophs from mats at
shallow water depths is to harvest near-IR light of wavelengths
longer than the long-wavelength maxima of chlorophylls a/b
(Overmann et al., 1991). In deeper water columns including
MBH, long-wavelength light is attenuated, thus phototrophic
mat bacteria must make use of the remaining blue-green light
(around 500 nm) and under extreme light limitation might be
forced to use the UV-A (320–400 nm) parts of the spectrum.
The low-light-adapted Chlorobium strain MN1 with the same
photosynthetic pigment setup we found in MBH mats [BChl
e and (β)-isorenieratene] has an in vivo absorption maximum
around 500 nm (Overmann et al., 1992), which is attributable to
BChl e (Cox et al., 1998; Glaeser et al., 2002).

Bacteriochlorophyll e also has an ex vivo absorption maximum
around 340 nm within the UV-A part of the light spectrum
(Figures 5A,C). UV light is commonly thought to be damaging
rather than utilizable for phototrophic organisms due to its high
energy content (Post and Larkum, 1993; Moisan and Mitchell,
2001; Xue et al., 2005). However, several studies demonstrated
that UV-A light can enhance oxygenic photosynthesis (Helbling

et al., 2003; Gao et al., 2007; Xu and Gao, 2010). Since
irradiance <400 nm constitutes the most abundant source of
light energy in their environment, anoxygenic phototrophs in
MBH mats may be able to harvest UV-A light for anoxygenic
photosynthesis. This hypothesis remains to be tested in future
work.

Fe-S-Biogeochemistry: The MBH Mat as
Net Sulfide Sink
The Role of Phototrophic Sulfide Oxidation
Low sulfide (as indicated by AVS) and large amounts of pyrite-
S (as indicated by high CRS and low S0) suggest the role
of the mats as sulfide sinks (Figure 7). Due to the extreme
light limitation, it is questionable whether phototrophic sulfide
oxidation can play a quantitatively significant role in MBH sulfur
biogeochemistry. Our rough estimates of sulfide fluxes from
phototrophic sulfide oxidation were in the range of the mean
areal SRRs (both approximately 30 nmol S cm−2 d−1), suggesting
other, quantitatively more important, processes are causing the
mats to be sulfide sinks.

The Role and Provenance of Fe-Oxides
Surprisingly large amounts of Fe-oxides were likely the main
source of oxidation power in the mats. Fe(III) and CRS
concentrations were in the range of values from coastal North
Sea sediments (Thamdrup et al., 1994; Holmkvist et al., 2011)
and sediments around Dvurechenskii mud volcano, where
Lichtschlag et al. (2013) reported sulfide oxidation by Fe- or
Mn-oxides. Fe-oxides can react with sulfide to form FeS and S0

(Jørgensen and Nelson, 2004):

3 H2S + 2 FeOOH → S0
+ 2 FeS + 4H2O (2)

The reaction of S0 with sulfide yields polysulfide (Sx
2−), which

can enhance the rate of pyrite (FeS2) formation (Luther, 1991):

FeS + Sx
2−
→ FeS2 + S(x−1)

2− (3)

A variety of reaction types for pyrite formation by reaction
of sulfide with Fe(III)-minerals, Fe2+ and FeS are possible
(discussed in Holmkvist et al., 2011). Low concentrations of AVS
compared to pyrite-S in the mat suggested that the FeS quickly
reacts further to form pyrite (Eq. 3), which is quite stable under
reduced conditions (Fossing and Jørgensen, 1990).

The origin of very abundant Fe(III) in the mats might be
dust from the Sahara, particularly the Sahel zone (Shinn et al.,
2000). This Fe-containing dust was deposited episodically during
climatic fluctuations (Swart et al., 2010) on the land surface,
on forming soils, and in air-filled caves, which later flooded
to become anchialine caves. Millimeter- to centimeter-thick red
dust layers, filling crevices and niches in flooded passages, have
been observed by cave divers including B. Kakuk (personal
communication). Bottrell et al. (1991) found large amounts of
pyrite in the cave wall of another Bahamian blue hole. Iron
reducing bacteria may have settled on such iron rich dust
features in the cave wall of MBH and initialized formation of
the mats. Initial input of Fe(III) from the bottom of the mats
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in combination with continuous iron settling on the mats from
the water column may explain the constant distribution of large
amounts of Fe(III) throughout the mat.

Additionally, Fe(III) may be produced by iron oxidizing
anoxygenic phototrophs (Widdel et al., 1993) on the mat surface.
Photoferrotrophs may take up dissolved Fe2+ from the water
column or as the product of reductive dissolution of iron
from the limestone rock and also prevent the diffusive loss
of Fe2+ produced during pyrite formation (Holmkvist et al.,
2011), making the mats effective traps for dissolved and colloidal
iron. This would create a niche for iron reducers, which would
close the iron cycle. However, evidence for photoferrotrophy
in MBH mats is lacking. Chlorobium phaeoferrooxidans is the
first known photoferrotrophic GSB containing BChl e, which
could theoretically enable it to harvest the part of the light
spectrum available at the MBH cave wall (Llirós et al., 2015;
Crowe et al., 2017). The MBH GSB cluster was neither affiliated
with C. phaeoferrooxidans nor the other known or putative
photoferrotrophic GSB Chlorobium ferrooxidans and Chlorobium
luteolum (Supplementary Figure S1; Heising et al., 1999; Frigaard
and Bryant, 2008).

Shortages of Organic Carbon and Sulfide
Despite the presence of photosynthesizing bacteria, MBH mats
appear limited in chemical reductants, notably sulfide and
organic carbon. Even if surplus organic carbon is produced
in anoxygenic photosynthesis, it may be unavailable for

organoheterotrophs, because it can be used by photoheterotrophs
(Figure 6B). Low concentrations of nutrients and dissolved
organic matter in the overlying water column were well
below average lake water concentrations (Chen et al., 2015).
Organic carbon shortage within the mats is suggested by low
to undetectable SRRs despite high concentrations of sulfate
(Figure 7F), which were much lower than in similar microbial
mats and biofilms (Canfield and Des Marais, 1991; Kühl and
Jørgensen, 1992; Visscher et al., 1992). A locally restricted
anomaly of elevated SRRs in one sample may be explained by a
pocket of high organic carbon, perhaps from sunken terrestrial
material (Figure 7F).

Due to the low SRRs within the mats, the primary source
of sulfide to the mats is from the water column. Vertical
profiles of sulfide concentration (Figure 2) suggested small
sources of sulfide from the bottom of the blue hole and in the
halo-chemocline, where sulfate reduction has previously been
observed in another Bahamian blue hole (Bottrell et al., 1991).
Sulfate reduction in the halo-chemocline may be more active than
in the mats due to better access to organic carbon from oxygenic
phototrophy in the oxic water column, and potential anoxygenic
phototrophy in the halo-chemocline (Macalady et al., 2010).

δ-Proteobacterial sulfate reducers and other heterotrophs
seem to be abundant in the mats but their activity limited by
organic carbon availability. Sulfate reduction may also experience
competition for the scarce organic carbon by anoxygenic
photoheterotrophy and iron reduction. While a majority of

FIGURE 8 | Sulfur, carbon, and iron biogeochemical cycling in the MBH microbial mat. Biotic processes are labeled SD (S0 disproportionation), SO (sulfide
oxidation), SR (sulfate reduction), and APS (anoxygenic photosynthesis). Remaining processes are abiotic. Parameters limiting the sulfur cycle in the mat are marked
with red color. Dashed arrows indicate input by sinking or diffusion from outside the mats. Green spheres = GSB; orange spheres = δ-Proteobacteria.
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the δ-Proteobacteria in our clone libraries were affiliated with
Desulfobacteraceae and Syntrophobacteraceae (Supplementary
Figure S2), indicating that they are likely sulfate reducers (Kuever,
2014a,b), the affiliation of several other clones within the δ-
Proteobacteria was unresolved and leaves room to speculate that
they might reduce iron (Lovley et al., 2004) or disproportionate S0

(Thamdrup et al., 1993). Generally, the community composition
of the orange and brown portions of the MBH mats was
defined by groups (δ-Proteobacteria, Chloroflexi, Planctomycetes,
Aminicenantes, and Omnitrophica; Figure 2) that have previously
been linked to heterotrophic and fermenting carbon degradation
in similar environments (Inagaki et al., 2006; Gies et al., 2014). In
MBH mats, the activity of these heterotrophic bacteria must be
assumed to be limited by the scarce organic carbon. We therefore
propose that the mats have grown slowly but largely undisturbed
over long time scales - a hypothesis that warrants future research.

The Sulfur Cycle Was Slow in the
Presence of Iron and Low Organic
Carbon
Despite the presence of large amounts of sulfate, sulfur cycling
within the mats was slowed down due to organic carbon shortage
and the accumulations of Fe(III). Anoxygenic phototrophs
were limited by light and probably also by sulfide, given slow
production by sulfate reduction and competition by abiotic
precipitation indicated by the pyrite accumulations. Therefore,
mat-internal primary production was low and so was organic
matter input from the oligotrophic water column. Low SRRs can
thus be explained by organic carbon limitation.

In oxic shallow-water environments light energy can enable a
phototrophic community to supply the deeper anoxic layers of
a microbial mat with enough organic carbon to enable sulfate
reduction to compete with FeS formation even in the presence
of considerable amounts of iron (Wieland et al., 2005). If iron
is present in anoxic environments under oligotrophic and light-
limited conditions, sulfur cycling is slowed down considerably. In
principle, this shortage in reductants would provide a niche for
oxygenic photosynthesis, but the MBH light level is too low for
the high energy water splitting reaction. High influx of organic
carbon or sulfide would be needed to stimulate more active sulfur
cycling in low-light mats.

Conclusions and Implications
The biogeochemistry of MBH is characterized by limitation
of energy sources like light and organic carbon. This leads
to slow rates of anoxygenic photosynthesis and heterotrophic
processes like sulfate reduction (Figure 8). Low SRRs and AVS
concentrations falsified our hypothesis of the mats functioning
as a net sulfide source. Instead, high concentrations of pyrite-
S indicated abiotic sulfide scavenging as the mechanism
responsible for making the mats a net sulfide sink. The role of very
abundant δ-Proteobacteria in clone libraries has yet to be finally
resolved, but most of them appear to be sulfate reducers whose
activity is low due to organic carbon limitation.

Most sulfide produced by any in situ sulfate reduction or
diffusing into the mat from the water column will be scavenged

by abundant iron oxides rather than oxidized by light-limited
anoxygenic phototrophs. Thus, little organic carbon is produced
in situ, preventing sulfate reduction or limiting it to very low
rates. In the absence of significant external input of sulfide, light
and organic carbon, the sulfur cycling in these mats is slowed
down. Further investigations of these mechanisms may ultimately
help to understand the creation of ferruginous conditions in
the presence of sulfate which is relevant for Proterozoic ocean
water columns. Ferruginous conditions prevailed in the Meso-
(Planavsky et al., 2011) and Neoproterozoic ocean (Canfield
et al., 2008) despite the presence of approximately 1 mM
sulfate (Canfield and Farquhar, 2009), which requires limitation
of sulfate reduction for example by organic carbon delivery
(Johnston et al., 2010; Planavsky et al., 2011).

Despite extreme light limitation, anoxygenic photosynthesis
by GSB could be detected. Barely explored traits in anoxygenic
photosynthesis may be hypothesized based on our data
and demand further investigation including the possibility
of UV-A utilization by low-light-adapted GSB. Our data
show that phylogenetically very similar organisms using the
same photopigment setup are responsible for anoxygenic
photosynthesis in two contrasting habitats with the lowest
irradiance at which photosynthesis has been reported: as
planktonic cells in the Black Sea chemocline (Overmann et al.,
1992) and associated as a microbial mat on the cave wall
of MBH. Their photopigments BChl e and (β-)isorenieratene
in combination with 16S rRNA from known brown-colored
GSB species are therefore promising biomarkers for low-light
anoxygenic photosynthesis in a range of modern and ancient
environments.
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pH influences the occurrence and distribution of microorganisms. Microbes typically

live over a range of 3–4 pH units and are described as acidophiles, neutrophiles, and

alkaliphiles, depending on the optimal pH for growth. Their growth rates vary with pH

along bell- or triangle-shaped curves, which reflect pH limits of cell structural integrity

and the interference of pH with cell metabolism. We propose that pH can also affect

the thermodynamics and kinetics of microbial respiration, which then help shape the

composition and function of microbial communities. Here we use geochemical reaction

modeling to examine how environmental pH controls the energy yields of common redox

reactions in anoxic environments, including syntrophic oxidation, iron reduction, sulfate

reduction, and methanogenesis. The results reveal that environmental pH changes

energy yields both directly and indirectly. The direct change applies to reactions that

consume or produce protons whereas the indirect effect, which applies to all redox

reactions, comes from the regulation of chemical speciation by pH. The results also

show that energy yields respond strongly to pH variation, which may modulate microbial

interactions and help give rise to the pH limits of microbial metabolisms. These results

underscore the importance of pH as a control on microbial metabolisms and provide

insight into potential impacts of pH variation on the composition and activity of microbial

communities. In a companion paper, we continue to explore how the kinetics of microbial

metabolisms responds to pH variations, and how these responses control the outcome

of microbial interactions, including the activity and membership of microbial consortia.

Keywords: geochemical modeling, available energy, microbial kinetics, syntrophic oxidation, iron reduction,

sulfate reduction, methanogenesis

INTRODUCTION

Microorganisms are widespread in natural environments, from hot springs to deep aquifers, and to
ocean floors (Chapelle et al., 1995; Ward et al., 1998; Edwards et al., 2012). They drive a series
of biogeochemical processes, from redox reactions, to weathering, and to the global cycling of
carbon and other elements (Bennett et al., 2001; Falkowski et al., 2008; Maguffin et al., 2015). In
return, their metabolisms are controlled by a wide range of environmental variables, including
pH, temperature, salinity, nutrient availability, and geographic locations (Lennon and Jones,
2011; Amend et al., 2013). Among these factors, pH emerges as a primary control (Chen et al.,
2004; Kemmitt et al., 2006; Bethke et al., 2011; Zhalnina et al., 2015). pH correlates strongly
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with microbial communities across a wide range of
biogeochemical conditions (Thompson et al., 2017). In addition,
variations in environmental pH also induce significant responses
of metabolic activities of natural communities (Kotsyurbenko
et al., 2004; Ye et al., 2012).

pH shapes microbial metabolisms in different ways. First,
it affects the environmental conditions that are relevant to
microbial growth and survival. pH describes the chemical activity
of protons, a key player in redox reactions, mineral dissolution
and precipitation, surface complexation, and other geochemical
reactions (Stumm and Morgan, 1996; Bethke et al., 2011). These
reactions determine the salinity and composition of aqueous
solutions and control the bioavailability of nutrients and trace
elements. In addition, pH also affects the activities of extracellular
enzymes, and the reactivity of natural organic matter (Leprince
and Quiquampoix, 1996; Paul et al., 2006). In this way, pH
becomes an indicator of overall environmental settings that shape
the composition and activity of microbial communities (Lauber
et al., 2009).

Second, pH may interfere with microbial metabolisms. Most
laboratory cultures live within a pH range of 3–4 units—that is
3–4 orders of magnitude difference in the chemical activity of
protons (Rosso et al., 1995). The pH of maximum growth rate
is called the optimal growth pH. Based on optimal growth pH,
microbes can be separated into three groups: acidophiles grow
best at pH < 5, neutrophiles grow optimally at pH between
5 and 9, and alkaliphiles grow fastest above pH 9 (Horikoshi,
1999; Baker-Austin and Dopson, 2007). Where environmental
pH deviates from optimal pH levels, microbial growth rates
decrease (Rosso et al., 1995). For a microbe with a pH range
spanning 4 pH units, assuming that its optimal pH is near
the middle point of the pH range, a deviation of one unit
from this pH optimal can reduce its growth rate by about 50%
(see Maestrojuan and Boone, 1991; O’Flaherty et al., 1998, and
others). In natural environments, decreasing or increasing the
environmental pH by one unit can also lower the metabolic
activity of microbial communities by up to 50% (Kotsyurbenko
et al., 2004; Fernández-Calviño and Bååth, 2010).

pH may also affect microbial metabolisms and hence
microbial community structures by modulating the
thermodynamics and kinetics of redox reactions. Microbial
respiration catalyzes redox reactions in order to synthesize
ATPs. Respiration rates thus depend on thermodynamic
drives, the differences between the energy available from
redox reactions and the energy conserved by respiration (Jin
and Bethke, 2002, 2003). Many redox reactions produce or
consume protons, and thus, their free energy yields vary with
pH (Bethke et al., 2011). Where the available energies equal or
fall below the conserved energies, respiration reactions become
thermodynamic unfavorable (Jin and Bethke, 2005, 2007, 2009).
In this way, environmental pH helps control the progress of
microbial respiration and growth, which in turn shapes the
community composition.

The goal of this study is to illustrate how environmental
pH influences the thermodynamics of redox reactions, and
how these influences may shape microbial metabolisms and
interactions. We focus on syntrophic oxidation, iron reduction,

sulfate reduction, and methanogenesis, commonmicrobial redox
reactions in anoxic environments (Lovley and Chapelle, 1995;
Bethke et al., 2011). We evaluate their thermodynamic responses
to environmental pH using geochemical reaction modeling. In
a companion paper (Jin and Kirk, under review), we continue to
explore how the pH-induced thermodynamic responses affect the
kinetics of microbial metabolisms and the outcome of microbial
interactions.

METHODS

Microbes catalyze different redox reactions and, accordingly,
can be separated into fermenters and respirers (Jin and Roden,
2011). Fermenting microbes degrade natural organic matter to a
series of products, including short-chain fatty acids (e.g., acetate,
lactate, and propionate), and primary alcohols (e.g., methanol
and ethanol) (Schink and Stams, 2013). Some respirers oxidize
short-chain fatty acids and primary alcohols to acetate and CO2,
and transfer the released electrons to the reduction of protons to
dihydrogen (H2). Others oxidize the products of organic matter
degradation, and transfer the released electrons to the reduction
of O2, ferric minerals, sulfate, bicarbonate, and other electron
acceptors.

Table 1 lists the stoichiometric equations for microbial redox
reactions commonly found in anoxic environments. Following
standard practice in biochemistry and low-temperature
geochemistry, we write these reactions using dominant chemical
species at neutral pH. For example, at pH 7, short-chain fatty
acids occur mainly as their conjugate bases, and most dissolved
inorganic carbon (DIC) appears as bicarbonate (Figure 1).
In contrast, sulfide occurs in nearly equal proportions as
dihydrogen sulfide (H2S) and monohydrogen sulfide (HS−).
We choose dihydrogen sulfide, instead of both dihydrogen
sulfide and monohydrogen sulfide in writing the equations for
sulfate reduction (reaction 14–20 in Table 1). Following previous
practice (Bethke et al., 2011; Jin, 2012), we write reaction
equations that transfer 8 electrons, or the consumption of one
acetate or four dihydrogen molecules.

Energy available from a redox reaction, 1GA [J·(mol
reaction)−1, or J·mol−1], is calculated as the negative of its Gibbs
free energy change,

1GA = −1Go
− RT

[

ln

(

∏

P

aνP
P

)

− ln

(

∏

S

a
νS
S

)]

, (1)

where 1G◦ is the standard Gibbs free energy change, aP and
aS are the activities of products and reactants, respectively, νP

and νS are the stoichiometric coefficients, R is the gas constant
(J·mol−1·K−1), and T is the temperature in kelvin (K). Chemical
activity is calculated as the product of activity coefficients (M−1)
and molal concentrations of chemical species. The activity
coefficients are calculated according to an extended form of
the Debye-Hückel equation (Helgeson, 1969). Table 1 lists the
available energy calculated under the biochemical standard
conditions of pH 7, 25◦C, 1 atm, and chemical activities of unity.

We compute available energies 1GA for a hypothetical
solution in contact with goethite. The composition of the
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TABLE 1 | Redox reactions, standard available energy1Go
A
′
, and the energy 1GA available in the assumed environment.

Redox reaction 1Go′ (a)

A
(kJ·mol−1) 1Go(b)

A
(kJ·mol−1)

SYNTROPHIC OXIDATION

1. Acetate+ 4H2O⇆4H2(aq)+ 2HCO−

3 + H+ −175.25 −13.89

2. 2Lactate+ 4H2O⇆2Acetate+ 4H2(aq)+ 2HCO−

3 + 2H+ −52.65 68.81

3. 4
3Propionate+ 4H2O⇆

4
3Acetate+ 4H2(aq)+

4
3HCO

−

3 +
4
3H

+ −175.58 3.37

4. 2Butyrate+ 4H2O⇆4Acetate+ 4H2(aq)+ 2H+ −170.90 23.31

5. 4
3Methanol+ 8

3H2O⇆4H2(aq)+
4
3HCO

−

3 +
4
3H

+ −102.24 35.51

6. 2Ethanol+ 2H2O⇆2Acetate+ 4H2(aq)+ 2H+ −89.42 29.84

GOETHITE REDUCTION

7. 4H2(aq)+ 8Goethite+ 16H+
⇆16H2O+ 8Fe2+ 89.90 169.78

8. Acetate+ 8Goethite+ 15H+
⇆2HCO−

3 + 12H2O+ 8Fe2+ −85.35 155.88

9. 2Lactate+ 8Goethite+ 14H+
⇆2Acetate+ 2HCO−

3 + 12H2O+ 8Fe2+ 37.25 307.40

10. 4
3Propionate+ 8Goethite+ 38

3 H+
⇆

4
3Acetate+

4
3HCO

−

3 + 12H2O+ 8Fe2+ −85.68 174.26

11. 2Butyrate+ 8Goethite+ 14H+
⇆4Acetate+ 12H2O+ 8Fe2+ −81.00 216.41

12. 4
3Methanol+ 8Goethite+ 44

3 H+
⇆

4
3HCO

−

3 + 8Fe2+ +
40
3 H2O −12.34 209.54

13. 2Ethanol+ 8Goethite+ 14H+
⇆2Acetate+ 8Fe2+ + 14H2O 0.48 240.80

SULFATE REDUCTION

14. 4H2(aq)+ SO2−
4 + 2H+

⇆H2S+ 4H2O 223.23 80.68

15. Acetate+ SO2−
4 + H+

⇆2HCO−

3 + H2S 47.97 66.79

16. 2Lactate+ SO2−
4 ⇆2Acetate+ 2HCO−

3 + H2S 170.57 218.30

17. 4
3Propionate+ SO2−

4 +
2
3H

+
⇆

4
3Acetate+

4
3HCO

−

3 + H2S 47.64 85.16

18. 2Butyrate+ SO2−
4 ⇆4Acetate+ H2S 52.33 127.31

19. 4
3Methanol+ SO2−

4 +
2
3H

+
⇆H2S+

4
3H2O+

4
3HCO

−

3 120.98 120.44

20. 2Ethanol+ SO2−
4 ⇆2Acetate+ H2S+ 2H2O 133.80 151.70

METHANOGENESIS

21. 4H2(aq)+ H+ + HCO−

3 ⇆CH4(aq)+ 3H2O 190.33 49.56

22. Acetate+ H2O⇆HCO−

3 + CH4(aq) 15.07 35.67

(a)
1Go

A
′
is calculated as the negative of the Gibbs free energy at 25◦C, pH 7, 1 atm pressure, and chemical activities of unity.

(b)
1GA is calculated according to Equation (1) and the assumed environmental conditions for the hypothetical freshwater environment.

solution is consistent with dilute groundwater. The solution has
1 atm pressure and a temperature of 25◦C and contains 10mM
Na+, 10mM Cl−, 2.0mM Ca2+, and 3mM DIC. The solution
also contains 1mM sulfate, 10µM acetate, lactate, propionate,
butyrate, methanol, ethanol, and ferrous iron, 1µM sulfide and
methane, and 0.1µMH2.

Chemical compounds dissolved in water may react with
water molecules, acquire or give up protons and hydroxide,
and combine with other molecules and ions. As a result, they
appear in different forms or chemical species—a process called
chemical speciation. To calculate available energies, we simulate
the speciation of dissolved chemical compounds and compute
the activities of chemical species using the program React of the
software package Geochemist’s Workbench version 9.0 (Bethke,
2008). The simulation assumes that chemical speciation is at
thermodynamic equilibrium, and describes these reactions on the
basis of the updated LLNL Thermodynamic Database (Delany
and Lundeen, 1990). The simulation also assumes that goethite
and ferrihydrite dissolution are at equilibrium. We added into
the thermodynamic database the entries for natural goethite and
ferrihydrite (Lindsay, 1979; Bigham et al., 1996). The input script
and the modeling output are available in the Supplementary
Material.

To investigate the impact of pH, we take the available energies
at pH 7 as references, and compute the changes in the available
energies at pH ranging from 1 to 14. We consider changes
in available energies, rather than absolute values, in order to
highlight the relative responses of different microbial redox
reactions to pH variations. This approach also simplifies the
discussion of ferric mineral reduction. Different ferric minerals,
such as ferrihydrite, goethite, hematite, and lepidocrocite, have
different chemical potentials (Cornell and Schwertmann, 2003),
but their potentials respond in the same fashion to pH, because
the reduction of these ferric minerals consumes the same number
of protons per electron. Here we take goethite as an example,
but the results are applicable to ferrihydrite, hematite, and
lepidocrocite.

We use the thermodynamic potential factor FT to quantify
the control of the available energy on the rate of microbial
respiration,

FT = 1− exp

(

−
f

χRT

)

, (2)

where f is the thermodynamic drive (J·mol−1), and χ is the
average stoichiometric number (Jin and Bethke, 2007, 2009). The
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FIGURE 1 | Variations with pH in the concentrations of short-chain fatty acids and their conjugate bases (A), dissolved inorganic carbon (carbonic acid H2CO3,

bicarbonate HCO−

3 , and carbonate CO2−
3 ) (B), sulfide (dihydrogen sulfide H2S, monohydrogen sulfide HS−, and sulfide S2−) (C), sulfate (ferric iron-sulfate complex

FeSO+

4 , hydrogen sulfate HSO−

4 , and sulfate SO2−
4 ) (D), and ferrous iron (ferrous iron Fe2+, and ferrous iron-hydroxide complex Fe(OH)+ and Fe(OH)−3 ) (E) in the

hypothetical solution.

χ value is 8 per reaction for syntrophic oxidation of organic
compounds and the reduction of goethite (reaction 1–13 in
Table 1), 6 per reaction for the reduction of sulfate (reaction 14–
20), and 2 per reaction for methanogenesis (reaction 21 and 22)
(Jin and Bethke, 2005; Jin and Roden, 2011). The thermodynamic
drive is

f = 1GA − 1GC, (3)

the difference between the energy 1GA available in the
environment and the energy 1GC conserved by respiration (Jin
and Bethke, 2002, 2003). For microbial iron reduction, sulfate

reduction, and methanogenesis, we calculate the conserved
energy,

1GC = νP · 1GP, (4)

as the product of the ATP yield νP–the number of ATPs
synthesized per reaction–and the phosphorylation energy
1GP–the energy required by ATP synthesis from ADP and
phosphate in the cytoplasm. Based on Jin (2012), we take the1GP

value as 45 kJ·(mol ATP)−1, and the ATP yields νP as 1, 0.75, and
0.5 ATPs per 8 electron transfer (or per acetate or 4 H2) for iron
reducers, sulfate reducers, and methanogens, respectively.
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RESULTS

Respiring microbes harvest energy from a wide range of redox
reactions. Here we focus on the electron donors generated
from organic matter degradation, including dihydrogen (H2),
acetate, lactate, propionate, butyrate, methanol, and ethanol, and
consider the common electron acceptors in anoxic environments,
such as goethite, sulfate, bicarbonate, and protons (Lovley and
Chapelle, 1995; Bethke et al., 2011).

Available Energy
Table 1 lists the energies available from different redox reactions
in the assumed freshwater environment. Among the different
redox reactions, goethite reduction provides the largest available
energies, followed by sulfate reduction, methanogenesis, and
syntrophic oxidation of organic compounds. This order in
energy yield follows the well-known redox tower in microbiology
(Bethke et al., 2011). Under acidic or alkaline conditions,
however, the redox tower is not applicable anymore because
pH affects the available energies of different redox reactions to
different extents, as described in the subsections that follow.

Proton Reaction

Most redox reactions in Table 1 consume or produce protons.
Therefore, pH variations, or in other words, changes in the
chemical activity of protons, affect the energy yields of the
reactions. The slope L of the change in available energy depends
on how many protons participate in the reaction,

L = RT ln (10) · νH . (5)

Here νH is the stoichiometric coefficient for protons in the
reaction, which is positive where protons are produced.

Equation (5) predicts that energy available from syntrophic
oxidation reactions increases linearly with pH because syntrophic
reactions generate protons (Figure 2). For reactions that
consume protons, their energies decrease linearly with increasing
pH. These reactions include iron reduction, hydrogenotrophic
methanogenesis, and sulfate reduction by oxidizing H2, acetate,
propionate, and methanol (Figures 3, 4A–C, 5A). No proton
appears in acetoclastic methanogenesis or sulfate reduction by
oxidizing lactate, butyrate, and ethanol. As such, pH variation
does not directly influence their energy yields (Figures 4D, 5B).

Chemical Speciation

We also compute available energies at different pHs using the
results of geochemical reaction modeling. Figures 2–5 compare
the simulation results to those predicted by Equation (5). For
most microbial redox reactions, the modeling results overlap
with the equation predictions only over a limited range around
neutral pH. The differences between the two predictions arise
from the speciation of dissolved mass, which determines the
activities of chemical species and hence the energy available from
redox reactions.

Figure 1 shows, according to the simulation results, how
the concentrations of different chemical species change with
pH. Specifically, short-chain fatty acids occur in the solution as
both acids and their conjugate bases (Figure 1A). The relative

abundances of the two chemical species depend on acidity
constants. Lactate has the smallest logarithmic acidity constant
(pKa) of 3.9, and acetate, propionate, and butyrate have pKa
values of 4.8–4.9 (Lide, 2003). Where pH is smaller than the pKa
values, the acids are dominant. At pH > the pKa values, the
conjugate bases take over.

DIC occurs mainly as carbonic acid, bicarbonate, and
carbonate (Figure 1B). At pH between 6 and 10.5, bicarbonate
dominates. Carbonic acid and carbonate are the main forms
at pH below 6 and above 10.5, respectively. Dissolved sulfide
also has three main species—dihydrogen sulfide, monohydrogen
sulfide, and sulfide (S2−), which appear as the dominant species
at pH < 7, between 7 and 13.5, and above 13.5, respectively
(Figure 1C). Sulfate occurs mainly as sulfate anion at pH > 2.5,
and as ferric iron/sulfate-complex at lower pH (Figure 1D). We
assume that the hypothetical solution is in contact with goethite
and as such, ferric iron in the sulfate complex species comes from
the dissolution of goethite.

Ferrous iron occurs as a free cation (Fe2+) and two hydroxide-
complexes (Figure 1E). The free cation dominates the solution at
pH below 9. At pH around 11, ferrous monohydroxide Fe(OH)+

is the main species whereas at pH above 13, ferrous trihydroxide
Fe(OH)−3 becomes dominant.

Syntrophic Oxidation

Syntrophic oxidation reactions can be separated into two groups,
depending on whether bicarbonate is produced (reaction 1–
6 in Table 1). The group that produces bicarbonate includes
the oxidations of acetate, lactate, propionate, and methanol.
Figures 2A–C show according to the modeling results how the
energies available from these reactions respond to pH variations.
Below pH 6, available energies remain roughly constant. Above
pH 7, the energies increase with pH with the highest rate of
increase above pH 10.

This variation in available energy reflects changes in DIC
speciation. Below pH 6, bicarbonate concentration declines
with decreasing pH, which works to raise available energies
(Figure 1B). At the same time, however, decreasing pH works
to reduce available energies because the reactions generate
protons. The thermodynamic effects of DIC speciation and
proton generation cancel each other and, as a result, the
available energies remain relatively constant. pH also affects the
speciation of acetate, lactate, and propionate (Figure 1A), but the
concentrations of these chemical species co-vary with pH, and
their thermodynamic effects are either balanced by each other
(such as in the oxidation of lactate and propionate) or by the
speciation of DIC (acetate oxidation).

Between pH 7 and 10, bicarbonate concentration varies
relatively little with pH (Figure 1B). As such, the thermodynamic
effect of DIC speciation dissipates, and the thermodynamic effect
of proton production causes energies to rise with increasing pH.
Above pH 10, bicarbonate concentration falls with increasing pH,
which further raises the available energies.

Reactions that do not generate bicarbonate include the
oxidations of butyrate and ethanol. Their available energies
depend on pH and the speciation of acetate—a product of
the two reactions. Below pH 4, acetate concentration falls with
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FIGURE 2 | Variations with pH in the energy available from syntrophic oxidation of acetate (A), lactate (B), propionate, methanol (C), butyrate, and ethanol (D) in the

hypothetical solution. Solid lines are results of geochemical modeling, and dashed lines are calculated according to Equation (5). The variations are calculated in

reference to the available energies at pH 7.

decreasing pH (Figure 1A). While pH decreases work to lower
the available energies, falling acetate concentration works to raise
the available energies. The two effects balance each other, and
hold the available energies constant. At pH above 5, the available
energies depend primarily on pH, and increase linearly with
increasing pH.

Iron Reduction

The available energies of iron reduction respond strongly to
changes in pH (Figure 3). Between pH 1 and 9, the available
energies fall almost linearly with rising pH. The slopes of
the fall depend on the number of protons consumed in
the reactions, and range from 72 to 91 kJ·mol−1 per pH
unit (reaction 7–13 in Table 1). Speciation of short-chain
fatty acids and DIC also responds to pH (Figures 1A,B).
However, their thermodynamic effects are relatively insignificant
compared to the energy variations induced directly by proton
consumption.

Between pH 9 and 12, the available energies continue to
decline with increasing pH but the slopes of the decline
are smaller than those between pH 1 and 9. Here, the
speciation of ferrous iron starts to take effect—ferrous iron
concentration drops with increasing pH, due to the formation of
ferrous iron/hydroxide-complexes (Figure 1E). The diminished
concentration works to raise the available energies, which
counteracts the thermodynamic effect of proton consumption.

Ultimately, above pH 12, the speciation effect becomes dominant,
leading to the rising available energies with increasing pH.

Sulfate Reduction

The response of sulfate reduction to pH varies between reactions.
For hydrogenotrophic sulfate reduction (reaction 14 in Table 1),
available energy declines at varying rates with increasing pH
(Figure 4A). The energy change reflects proton consumption by
the reaction but other factors also contribute. For example, at pH
< 2, the sulfate ion is a secondary species of dissolved sulfate,
and its concentration rises with increasing pH (Figure 1D),
which partially counteracts the thermodynamic effect of proton
consumption and slows down the decline in the available energy.
At pH > 7, dihydrogen sulfide concentration starts to fall with
increasing pH (Figure 1C), which also slows down the energy
decline.

For sulfate reduction by the oxidation of acetate, propionate,
and methanol (reaction 15, 17, and 19), energy variations
separate into two phases (Figures 4B,C). Below pH 7, available
energies largely fall with increasing pH, reflecting proton
consumption and bicarbonate production by the reactions.
Above pH 7, available energies rise with increasing pH, because
the thermodynamic effect of proton consumption is counteracted
by those of the speciation of DIC and sulfide. As pH increases,
bicarbonate and dihydrogen sulfide concentrations diminish
(Figures 1B,C).
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FIGURE 3 | Variations with pH in the energy available from the reduction of goethite coupled to the oxidation of H2 (A), acetate (B), lactate, butyrate, ethanol

(C), propionate (D), and methanol (E) in the hypothetical solution. Solid lines are results of geochemical modeling, and dashed lines are calculated according to

Equation (5). The variations are calculated in reference to the available energies at pH 7.

For sulfate reductions by the oxidation of lactate, butyrate,
and ethanol (reaction 16, 18, and 20), Equation (5) predicts that
pH variations have no impact on the available energies, because
no protons participate in the reactions. But the modeling results
show that the available energies do respond considerably to pH
changes (Figure 4D). These responses reflect variation with pH
in the speciation of acetate, bicarbonate, sulfate, and sulfide
(Figure 1). Between pH 1 and 7, an increase in pH raises the
concentrations of acetate and bicarbonate, thereby lowering the
available energies. In contrast, above pH 7, an increase in pH
lowers the concentrations of bicarbonate and dihydrogen sulfide,
which raises the available energies.

Methanogenesis

Hydrogenotrophic and acetoclastic methanogenesis respond
differently to pH variation (Figure 5). Hydrogenotrophic
pathway consumes proton and bicarbonate (reaction 21 in
Table 1). Below pH 6, its available energy remains largely
unchanged because the thermodynamic effects of proton
consumption and DIC speciation counteract each other (see
Figure 1B). Above pH 6, increases in pH cause available
energy to decline because of proton consumption by the
reaction. Above pH 9, the slope of the decrease becomes
steeper because pH increases also lower the concentration of
bicarbonate.
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FIGURE 4 | Variations with pH in the energy available from the reduction of sulfate coupled to the oxidation of H2 (A), acetate (B), propionate, methanol (C), lactate,

butyrate, and ethanol (D) in the hypothetical solution. Solid lines are results of geochemical modeling, and dashed lines are calculated according to Equation (5). The

variations are calculated in reference to the available energies at pH 7.

FIGURE 5 | Variations with pH in the energy available from hydrogenotrophic (A) and acetoclastic methanogenesis (B) in the hypothetical solution. Solid lines are

results of geochemical modeling, and dashed lines are calculated according to Equation (5). The variations are calculated in reference to the available energies at pH 7.

For acetoclastic methanogenesis (reaction 22), Equation
(5) predicts no response in the available energy with
pH. However, the simulation results show that this
prediction only applies between pH 7 and 9. Above pH
9, pH increases raise the available energy by lowering
bicarbonate concentrations. Below pH 7, a decrease in

pH also decreases bicarbonate concentration and hence
raises available energy. Below pH 4, however, acetate
concentration begins to decrease with decreasing pH, which
counteracts the thermodynamic effect of decreasing bicarbonate
concentration. Hence, the available energy varies little below
pH 4.
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Thermodynamic Drive
Microbes conserve a part of the energy available in the
environment by making ATP, and spend the other part to drive
respiration reactions. By changing the energy available in the
environment, pH also changes the thermodynamic drive, which
in turn changes the rate of respiration (Equations 2, 3).

For the purpose of this analysis, we focus on syntrophic
oxidation of butyrate, and acetotrophic and hydrogenotrophic
iron reduction, sulfate reduction, and methanogenesis, and
compute how their thermodynamic drives respond to pH
in the assumed environment. Butyrate is a key product of
organic matter degradation, and acetate and H2 are common
electron donors in subsurface environments (Monokova, 1975;
Molongoski and Klug, 1980; Lovley and Klug, 1982).

Environmental Conditions

Like energy availability, microbial energy conservation also
depends on environmental conditions. For example, the amount
of energy conserved by syntrophs depends on dihydrogen of
the environment. Jin (2007) constructed a kinetic model for
syntrophic butyrate oxidation. This model considers reverse
electron transfer, a key step in the pathway of syntrophic
oxidation (Schink, 1992), and describes the energy conserved
by microbes, 1GC [J·(mol butyrate)−1], as a function of molal
concentration of dissolved dihydrogenmH2 ,

1GC = −3.55× 104 − RT · ln
(

mH2

)

. (6)

According to this model, the conserved energy equals 15.8
kJ·mol−1 at 1 nM H2 and decreases with increasing H2

concentration. In the assumed environment, the conserved
energy takes a value of 4.5 kJ·(mol butyrate)−1. At H2

concentration of more than 0.6µM, the conserved energy
decreases to 0.

pH also affects microbial energy conservation. Respiring
microbes conserve energy by translocating protons across their
cytoplasmic membrane to create proton motive force. Proton
motive force includes electrical potential difference and the
gradient in proton activity across the membrane. Changes in
environmental pH directly affect the proton gradient as well as
the electrical potential difference across the membrane (Sprott
et al., 1985). In addition, microbes also respond to pH changes
by changing the number of protons translocated across the
membrane (Steigmiller et al., 2008).

Currently, no model is available to quantitatively predict how
conserved energy changes with pH. Thus the impact of pH
on conserved energies cannot be evaluated as rigorously as we
have done for energy availability. For this reason, we follow the
current practice, and calculate the conserved energy of syntrophic
butyrate oxidizers according to Equation (6). For iron reducers,
sulfate reducers, and methanogens, we calculate the conserved
energies using Equation (4).

Thermodynamic Control

Figure 6 shows how thermodynamic drives respond to changes
in pH. By fixing conserved energies, variations in thermodynamic
drives follow the same patterns of the available energies. In
the assumed environment, the thermodynamic drive of butyrate

syntrophic oxidation is 14.3 kJ mol−1 at pH 7 and decreases with
decreasing pH. Below pH 5.7, the drive becomes negative, and
thus butyrate syntrophic oxidation becomes thermodynamically
unfavorable. Hydrogenotrophic and acetotrophic iron reducers
have a thermodynamic drive of 125 and 111 kJ·mol−1,
respectively, at pH 7. Their thermodynamic drives decrease with
increasing pH and become negative above pH 7.9.

In the assumed environment, hydrogenotrophic and
acetotrophic sulfate reducers have positive thermodynamic
drives over the pH range of 1–14. Acetoclastic methanogen also
has positive thermodynamic drives over the entire pH range
but its thermodynamic drives fall to a minimum level around
pH 8. On the other hand, hydrogenotrophic methanogens
have a relatively large drive at low pH. Above pH 6, the
thermodynamic drive begins to decrease and becomes negative
above 10.9.

Figure 7 shows how the thermodynamic potential factors FT
vary with pH. The thermodynamic potential factor quantifies
the significance of thermodynamic limitation on respiration
rate (Equation 2). This factor approaches unity where available
energy is much larger than conserved energy. In this case,
thermodynamic control is considered insignificant; respiration
rate is relatively large, and varies little with the thermodynamic
drive. However, where available energy approaches conserved
energy, the thermodynamic drive and hence the thermodynamic
potential factor approach zero. Under this condition,
respiration rate increases linearly with the thermodynamic
drive, and the thermodynamic control is significant. Where
the thermodynamic drive is negative, microbial respiration
reaction is thermodynamically unfavorable. Here, respiration
reaction ceases and the thermodynamic potential factor is
set to 0.

In the assumed environment, the thermodynamic factors
of different microbial respiration reactions respond differently
to pH. For syntrophic butyrate oxidation, the thermodynamic
factor is positive above pH 5.7 and increases nonlinearly with pH.
At pH above 9.8, the thermodynamic factor increases to over 0.9.

The thermodynamic factors of hydrogenotrophic and
acetotrophic iron reduction remain close to unity below
pH 7.3. Above pH 7.3, increases in pH decrease sharply the
thermodynamic factors for both reactions. At a pH of 7.9, the
factors decrease to 0.

The thermodynamic factor of hydrogenotrophic sulfate
reduction stays close to unity at pH < 5.0. Above pH 5.0,
increases in pH gradually decrease the thermodynamic factor to a
value of 0.48 at pH 14. The thermodynamic factor of acetotrophic
sulfate reduction remains relatively large over the entire pH
range, with a minimum of 0.88 at pH 8.3.

The thermodynamic factor of hydrogenotrophic
methanogenesis stay close to unity below pH 10.3. Above
that level, the thermodynamic factor decreases sharply to 0 at pH
10.9. The thermodynamic factor of acetoclastic methanogenesis
stays close to unity across the entire pH range because of
its relatively large thermodynamic drive. Taking together the
variations of the thermodynamic potential factors, we see that pH
variations are capable of modifying the thermodynamic states
of respiration reactions between favorable and unfavorable, and
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FIGURE 6 | Variations with pH in the thermodynamic drives of syntrophic butyrate oxidation (A), hydrogenotrophic and acetotrophic goethite reduction (B), sulfate

reduction (C), and methanogenesis (D). Solid lines are results of the hypothetical solution, and dashed line is the result of acetoclastic methanogenesis by raising

methane concentration in the hypothetical solution to 1mM.

regulating the progress of the reactions, from relatively fast pace
to complete rest.

DISCUSSION

We used geochemical reaction modeling and analyzed the
thermodynamic and kinetic responses of microbial redox
reactions to environmental pH. The results illustrate how pH
can act as a key controlling parameter on microbial activities and
interactions.

Thermodynamic Response
We first analyzed how the thermodynamics of microbial
redox reactions respond to pH variations. Bethke et al.
(2011) analyzed how the energies available from acetotrophic
and hydrogenotrophic iron reduction, sulfate reduction, and
methanogenesis respond to variation in pH between 4 and 10.
We expand their analyses by varying pH from 1 to 14 and by
including additional microbial redox reactions involved in the
degradation of natural organic matter. These reactions include
the oxidation of short-chain fatty acids and primary alcohols
by proton reduction, iron reduction, and sulfate reduction.
Our analyses confirm the previous conclusion that changes in
environmental pH directly alter energy available from redox
reactions that produce or consume protons, and the significances

of the changes depend on the numbers of protons produced or
consumed (Bethke et al., 2011).

Our simulation results also resonate with the previous studies
that emphasize the indirect thermodynamic role of pH—pH
affects chemical energies in the environment indirectly by
affecting chemical speciation and thereby the concentrations
of chemical species involved in microbial redox reactions
(Windman et al., 2007; Dolfing et al., 2010; Shock et al., 2010;
Hedrich et al., 2011; Johnson et al., 2012). We often write
stoichiometric reaction equations and compute their Gibbs free
energy changes using the main chemical species at pH 7 (Table 1
and Equation 1). By doing so, we implicitly account for the
speciation effect at pH 7.

But chemical speciation depends on pH, which impacts
chemical reactions and their energies in two ways. First, chemical
species participating in protonation and deprotonation have
different concentrations at different pHs. As a result, the main
chemical species of pH 7 may give way to alternative forms at
other pHs. Second, the stoichiometries of proton consumption
and production are not fixed, but vary with pH. At a given
pH, proton consumption and production depend on the relative
significances of acids and their conjugate bases. In response to
pH variations, the concentrations of acids and their conjugate
bases change (Figure 1) and thus so do the stoichiometries of
proton reactions. Consequently, for reactions that include proton
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FIGURE 7 | Variations with pH in the thermodynamic factors FT of syntrophic butyrate oxidation (A), hydrogenotrophic and acetotrophic goethite reduction (B),

sulfate reduction (C), and methanogenesis (D). Solid lines are results of the hypothetical solution, and dashed line is the result of acetoclastic methanogenesis by

raising methane concentration in the hypothetical solution to 1mM.

consumption and production, the direct pH effect is not set but
varies in magnitude with pH.

The indirect thermodynamic impact of pH is most notable
for sulfate reduction by the oxidation of lactate, butyrate,
and ethanol, and for acetoclastic methanogenesis (reaction 16,
18, 20, and 22 in Table 1). At pH 7, no proton would be
produced or consumed by these reactions, and the available
energies are not affected directly by pH. But according to the
simulation results, their available energies vary significantly with
the pH of the environment (Figures 4D, 5B). We account for
the variations using pH-dependent chemical speciation—these
reactions involve bicarbonate, sulfide, and other chemical species,
whose concentrations vary significantly with pH.

Figures 2–5 compare the direct and the total thermodynamic
impacts of pH (the dashed and solid lines, respectively). The
differences between the two lines highlight the indirect energy
contribution by chemical speciation. Two patterns arise from
these figures.

First, microbial thermodynamic responses are not uniform.
The available energies of syntrophic oxidation reactions increase
with increasing pH. For hydrogenotrophic sulfate reduction and
methanogenesis, their available energies decrease with increasing
pH. For other microbial redox reactions, in response to pH
increases, available energies first decrease and then, after reaching
minimum values, begin to increase.

These heterogeneous responses arise in part from the indirect
speciation impact of pH. The speciation impact is not consistent
throughout the entire pH range of 1–14. For example, for
redox reactions that produce bicarbonate, energy available always
increases as pH moves away from 7, regardless of whether pH is
increasing or decreasing. As a second example, the speciation of
ferrous iron only affects significantly the available energy of iron
reduction at pH above 9. At lower pHs, the speciation impact is
negligible.

Second, microbial iron reduction stands out from the other
reactions in its strong response to pH. Energy available from the
reduction of iron oxides and hydroxides depends significantly
on pH. This sensitivity reflects consumption of relatively large
numbers of protons, from 12.7 to 16 protons per reaction (8
electron transfer). As a result, a one-unit change in pH can lead to
a change of 72–91 kJ·(mol reaction)−1 in the available energy. In
comparison, thermodynamic responses are relatively modest for
other microbial redox reactions—a one-unit change in pH can
lead to up to 20 kJ·(mol reaction)−1 of change in the available
energies of these reactions.

Kinetic Response
Microbial thermodynamic responses to pH lead to a cascade
of metabolic effects, including impacts to the thermodynamic
drives of respiration. We took butyrate syntrophic oxidation,
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and acetotrophic and hydrogenotrophic iron reduction, sulfate
reduction, and methanogenesis as examples, and analyzed how
environmental pH controls the thermodynamic drives and
hence the rates of these reactions in the assumed freshwater
environment.

Like the energies available in the environment, the
thermodynamic drives of different microbial respiration
reactions respond differently to changes in pH. Specifically, a
pH increase from 1 to 14 raises the thermodynamic drive of
syntrophic butyrate oxidation from negative to positive and
hence moves the reaction from thermodynamically unfavorable
to favorable. On the other hand, increasing pH changes
iron reduction and hydrogenotrophic methanogenesis from
thermodynamically favorable to unfavorable. pH variation
can also push hydrogenotrophic sulfate reduction close to
thermodynamic equilibrium but this reaction always remains
thermodynamically favorable in the assumed environment
across the pH range considered.

It should be made clear that our thermodynamic drive
calculations are specific for the assumed environment.
In an environment of different geochemical conditions,
thermodynamic drives may be different, and hence pH variations
may modify respiration rates to different extents. For example,
in the hypothetical solution, pH variation does not change
much the thermodynamic potential factor of acetoclastic
methanogenesis, and hence has little influence on the rate
of the process (Figure 7D). However, if we raise methane
concentration in the solution from 1µM to 1mM, we would
decrease the thermodynamic drive by 17.1 kJ·mol−1 (Figure 6D).
At pH between 5.7 and 10.6, the thermodynamic drive decreases
below 0, and methanogenesis stops (Figure 7D). But the pattern
in the responses of the thermodynamic drive should be similar,
regardless of the concentration of methane or other chemical
compounds. As shown in Figure 6D, the thermodynamic drive
always increases as pH moves away from 7.

Microbial pH Response
The pH limits of microbial metabolisms are a classical
physiological parameter. Previous studies have attributed these
pH limits to different physiological mechanisms, including
cellular structures and metabolisms. First, both acidophiles
and alkaliphiles need to employ unique surface structures to
develop acid or alkaline tolerance. For example, the cell walls
of alkaliphiles have acidic polymers, which may protect cells
from hydroxide ions (Horikoshi, 1999). Acidophiles, such as the
members of Ferroplasma, mix caldarchaetidylglycerol tetraether
lipids into their membranes to make a barrier to protons in the
environment (Golyshina and Timmis, 2005).

Acidic or alkaline conditions also present a challenge to cell
metabolism. For both acidophiles and alkaliphiles, cytoplasmic
pH is often closer to neutral pH than the environments
(Lowe et al., 1993). Maintaining a pH gradient across the
membrane consumes energy (Booth, 1985). In addition, under
acidic conditions, conjugate acids become significant in the
environment, and diffuse through the cell membrane, which
destabilizes the membrane and dissipates proton motive force
(Russell, 1992). Very low or high pH levels also interfere with

solute transport across the membrane and energy conservation
by respiration (Matin, 1990; Krulwich et al., 1998).

Our thermodynamic analyses show that environmental pH
affects the thermodynamics of microbial redox reactions,
and determines whether microbial respiration reactions are
thermodynamically favorable or not. Therefore, in addition to
microbial physiology, the pH limits may arise, at least in part,
from the response of reaction thermodynamics to pH.

For example, reaction thermodynamics sets the lower pH limit
for syntrophic butyrate oxidizers. In the assumed environment,
syntrophic butyrate oxidation becomes thermodynamically
unfavorable and thus stops at pH below 5.7. In laboratory
experiments, both butyrate and acetate have relatively large
concentrations (Dwyer et al., 1988; Schmidt and Ahring, 1993).
We repeat the calculation by taking their concentrations as 5mM,
and setting H2 partial pressures at 10

−4 atm (or dissolved H2 at
77 nM), and find that butyrate oxidation would stop at pH < 6.3.

The predicted pH limits are consistent with previous
laboratory observations. For example, S. wolfei is one of the
first isolates that can grow syntrophically on butyrate, and
it can grow at pH above 6.5 (Wu et al., 2007). Its close
relatives, including S. bryantii, also have pH limit above 6.0
(Zhang et al., 2004, 2005).

As a second example, the thermodynamics of iron reduction
sets the upper limit for microbes reducing ferric oxides and
oxyhydroxides. In the assumed environment, at pH above
7.9, both hydrogenotrophic and acetotrophic reduction of
goethite become thermodynamically unfavorable. In laboratory
reactors, H2, acetate, and ferrous iron often have concentrations
orders magnitude above the concentrations in the assumed
environment. If we take acetate concentration at 5mM and
ferrous iron at 1mM, the reduction of goethite would remain
thermodynamically favorable only at pH < 7.6.

The upper pH limit for iron reduction depends on ferric
minerals (Postma and Jakobsen, 1996). For example, if we choose
natural ferrihydrite as an electron acceptor, acetotrophic
reduction of ferrihydrite becomes thermodynamically
unfavorable at pH 8.3. This upper limit is consistent with
the value determined using laboratory experiments. Straub et al.
(1998) reported that by reducing ferrihydrite, two Geobacter
strains grow optimally at pH around 7, and can grow at pH
up to 7.5.

Implications for Environmental
Microbiology
By promoting or inhibiting microbial redox reactions,
environmental pH is capable of shaping the interactions
between microbial groups. For example, previous studies of
microbial syntrophy have emphasized the importance of H2

levels of the environment—a key parameter that dictates the
thermodynamics and occurrence of syntrophic degradation
(Schink, 1997). The above results show that like H2 levels, pH
can change the thermodynamic status and rates of syntrohic
oxidation of short-chain fatty acids and primary alcohols,
and hence determine the occurrence and significance of these
processes in the environment.
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By promoting or inhibiting microbial respiration,
environmental pH is also capable of shaping microbial
community composition. Microbial iron reduction and sulfate
reduction, for example, occur widely in subsurface environments
and compete against each other for the common electron
donors of H2 and acetate. The current paradigm describing their
interactions follows the tragedy of commons and assumes that
iron reducers hold either a thermodynamic or kinetic advantage
and as a result, always win the competition against sulfate
reducers (Chapelle and Lovley, 1992; Bethke et al., 2008).

Our modeling results show that the competitive advantage of
iron reducers is pH dependent. Specifically, the thermodynamic
drive of microbial iron reduction responds significantly to pH. In
the assumed environment, that response lowers iron reduction
rates from maximum values to 0 over a narrow pH range
of 1 unit. In comparison, sulfate reduction responds relatively
modestly to pH and stays thermodynamically favorable over the
entire pH range between 1 and 14. These results suggest iron
reducers can win the competition against sulfate reducers under
acidic conditions but might lose the competition under alkaline
conditions. Thus, changes in pH have the potential to alter the
proportions of iron reducers relative to sulfate reducers in an
environment.

Results of laboratory experiments by Kirk et al. (2013) are
consistent with this possibility. In their study, microbial consortia
from a freshwater aquifer grew on acetate under two different
pHs, 7.2 and 5.7, and the microbial community that developed
in each reactor was sampled at the end of the study and
analyzed by sequencing 16S rRNA gene amplicons. The relative
abundance of sequences that grouped within Geobacteraceae and
Myxococcaceae was twice as high in pH 5.7 reactors than pH
7.2 reactors. Members of Geobacteraceae and Myxococcaceae,
such as Geobacter and Anaeromyxobacter, are capble of iron
reduction (Lonergan et al., 1996; Treude et al., 2003). Conversely,
sequences that grouped within taxa commonly associated with
sulfate reduction, such as Desulfobulbaceae, Desulfovibrionaceae,
Desulfuromonadaceae, and Desulfobacteraceae, were primarly
only present in pH 7.2 reactors.

These differences in relative abundance are consistent with
contributions of iron reduction and sulfate reduction to acetate
oxidation evaluated using mass-balance calculations. According
to their results, in pH 7.2 reactors, sulfate reduction overwhelmed
iron reduction; sulfate reduction consumed 85% of acetate,
and the rest is accounted for by iron reduction. At pH 5.7,
iron reduction consumed at least 90% of acetate while sulfate
reduction consumed a negligible amount (<1%). In agreement
with these findings, furthermore, Kirk et al. (2016) found
that broad-scale patterns in groundwater geochemistry in U.S.
aquifers are also consistent with an increase in the significance
of iron reduction relative to sulfate reduction as pH decreases.

Concluding Comments
We applied geochemical reaction modeling, and explored the
thermodynamic responses of microbial redox reactions to
environmental pH. Our modeling focused on the energy yields of
redox reactions, and neglected other impacts brought upon cell
metabolisms by pH. For example, low pH conditions promotes

the diffusion of formic acid, acetic acid, and other short-
chain fatty acids across the membrane, which dissipates proton
motive force across the membrane and inhibits microbial growth
(Russell, 1992). Low pH also helps dissolve ferric and ferrous
minerals, which makes available ferric iron to iron reducers and
ferrous iron to iron oxidizers, and promotes the biogeochemical
cycling of iron (Coupland and Johnson, 2008; Emerson et al.,
2010).

Our work represents a step forward toward amechanistic view
of the pH control on microbial metabolisms and community
structures. Current studies rely on phenomenological models
to describe the apparent microbial responses to pH. Here
we focused on microbial respiration, and illustrated that
environmental pH influences the thermodynamics of
microbial redox reactions and that this influence can be
strong enough to cause significant changes in respiration
kinetics.

The simulation results illustrate that environmental pH
can impact the energies of microbial redox reactions in two
ways. Chemical energies are a direct function of pH—the
chemical activity of protons—for reactions that consume
and produce protons. In addition, pH also controls the
speciation and concentrations of electron donors, acceptors,
and reaction products, which in turn determine the energy
yields of redox reactions. For microbial reduction of
goethite and other ferric oxyhydroxides, the effect of proton
consumption is dominant. For other reactions, the indirect
speciation effect is of similar magnitude as the proton
activity effect. These thermodynamic responses are strong
enough that they can switch the thermodynamic states of
microbial respiration between favorable and unfavorable and
change microbial rates from 0 to their maximum values.
Thermodynamic responses also help give rise to the lower
or upper pH limits of microbial respiration reactions and
pH-dependent changes in microbial community composition.
By changing the thermodynamics of individual microbial
redox reactions, pH variations are capable of shifting microbial
community structures and modulating the interactions among
microbes.

Taken together, our results provide a mechanistic
understanding of how environmental pH regulates microbial
respiration and affects the community composition of natural
microbes. They expand our view on the evaluation of microbial
processes using routine environmental parameters, such as pH
and chemical energies. In addition to microbial respiration,
microbial growth, and maintenance are also influenced by
environmental pH (Russell and Dombrowski, 1980). Future
efforts should explore the pH impact on growth andmaintenance
in order to achieve a holistic view of microbial response to
environmental pH.
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Recurring dry-wet cycles of soils, such as in rice paddies and on floodplains, have a
dramatic impact on biogeochemical processes. The rates and trajectories of microbial
metabolic functions during transition periods from drained to flooded conditions affect
the transformation rates and phase partitioning of carbon, nutrients, and contaminants.
However, the regulating mechanisms responsible for diverging functional metabolisms
during such transitions are poorly resolved. The chemistry of organic carbon within
the microbially available pool likely holds key information regarding carbon cycling and
redox transformation rates. In this study, we used mesocosms to examine the influence
of different carbon sources (glucose, straw, manure, char) on microbial energetics,
respiration rates, and carbon balances in rice paddy soils during the transition from
drained to flooded conditions following inundation. We found that variability in carbon
solubility (1.6–400mg g−1) and chemical composition of the amendments led to
non-uniform stimulation of carbon dioxide production per unit carbon added (0.4–32.9
mmol CO2 mol−1 added C). However, there was a clear linear correlation between
energy release and net CO2 production rate (R2 = 0.85), between CO2 and initial
soluble C (R2 = 0.91, excluding glucose treatment) and between heat output and
Gibbs free energy of initial soluble C (R2 = 0.78 and 0.69, with/without glucose
respectively). Our results further indicated that the chemical composition of the soluble C
from amendments initiated divergent anaerobic respiration behavior, impacting methane
production and the partitioning of elements between soil solid phase and solution. This
study shows the benefit of monitoring energy and element mass balances for elucidating
the contribution of various microbial metabolic functions in complex systems. Further, our
results highlight the importance of organic carbon composition within the water soluble
pool as a key driver of microbially mediated redox transformations with major impacts
on greenhouse gas emissions, contaminant fate, and nutrient cycling in paddy soils and
similar ecosystems.

Keywords: soil carbon, microbial respiration, organic amendments, anaerobic metabolism, paddy soil,

calorimetry, FT-ICR-MS
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INTRODUCTION

Microbial processes within rice paddy soils have

profound impacts on crop production and the environment,
ranging from changes in nutrient (e.g., N and P) and contaminant
(e.g., As) availability to production and emission of greenhouse
gases (GHG; e.g., CO2, CH4). Rice paddies consistently go
through drainage and re-flooding between cropping cycles.
Flooding of soils induce dramatic, temporary increases in
microbial respiration rates (Fierer and Schimel, 2003; Corstanje
and Reddy, 2004; Valett et al., 2005; Wilson et al., 2011), and
the microbial response is influenced by the period of drainage
and C input history (Bodelier et al., 2012; Göransson et al., 2013;
Meisner et al., 2013; Shi and Marschner, 2014). However, the
specific microbial metabolic response with flooding progression
(as the soil becomes increasingly depleted in oxygen) and with
different inputs remains unresolved. In general, anaerobic
respiration conforms to thermodynamic predictions, owing to
partial equilibrium, to proceed with progressively less favorable
electron acceptors, i.e., Mn(IV)>NO−

3 >Fe(III)>SO2−
4 >CO2

(Postma and Jakobsen, 1996; Arndt et al., 2013), but increasing
evidence shows that the available electron donors (e.g., organic
C compounds, H2) and high variability in local conditions (e.g.,
pH, gas pressure, diffusion rates, concentrations of reactants
and products) can off-set the metabolic transitions from this
predicted trajectory (Jin and Bethke, 2005; LaRowe and Van
Cappellen, 2011; Arndt et al., 2013; Hansel et al., 2015). The

period immediately following flooding, when the system
transitions from aerobic to anaerobic conditions, exhibits
dramatic changes in reaction rates and metabolic activity, with
a critical impact on C fate, rate of nutrient release, extent
of denitrification, iron (and sulfate) reduction, contaminant
release, and methanogenesis (Baldwin and Mitchell, 2000; Burns
and Ryder, 2001; Newman and Pietro, 2001; Corstanje and
Reddy, 2004; Wilson et al., 2011). Therefore, in order to predict
C turnover rates in paddy soils and consequential processes
impacting crop growth and environmental quality, it is necessary
to determine the variability in microbial C oxidation, and its
causes, in the response to flooding of paddy soils.

Soil organic matter serves as both C source and energy
source for microorganisms, and the distribution between
anabolic (biomass-yielding) and catabolic (energy-yielding) C
use varies between different types of microorganisms and
available substrates. Interestingly, independent of changes in

enthalpy and metabolic pathway, the Gibbs energy (1G)
dissipation per unit biomass produced exhibits little variability
(von Stockar and Liu, 1999; Roden and Jin, 2011), i.e., the
energy requirement for anabolism is relatively constant. Thus,
the large variation in energy yield from different catabolic
reactions results in a relatively proportional variation in growth,
but with important differences in how the decrease in entropy
from building biomass is handled (von Stockar and Liu, 1999).
Aerobic metabolism achieves energy balance almost entirely
through heat dissipation, i.e., the overall metabolic reaction is
exothermic with the enthalpy change, 1H, roughly equaling
1G. Anaerobic metabolism, on the other hand, can range from
being highly exothermic (methanogenesis from CO2+H2 has

1H > 1G) to being endothermic (1H < 0) and entropy-
driven (e.g., methanogenesis from acetate) (von Stockar and
Liu, 1999; Liu et al., 2001). Thus, valuable information about
differences in microbial metabolic activity can be gained through
simultaneous measurements of microbial C utilization (e.g.,
respiration and/or biomass yield) and changes in enthalpy (by
isothermal calorimetry) (Hansen et al., 2004; Herrmann et al.,
2014; Barros et al., 2015; Bölscher et al., 2016; Arcand et al., 2017),
particularly if the 1G and/or 1H of the substrate is known.

In well-aerated, moist soils, the calorespirometric ratio,
Rq/RCO2 (heat dissipation per unit CO2 produced), varies
depending on soil management and land use history (e.g.,
fertilization, deforestation, reforestation, crop rotations) (Barros
Pena et al., 2014; Herrmann and Bölscher, 2015; Barros et al.,
2016; Bölscher et al., 2016) and this has been linked to differences
in microbial community composition (Bölscher et al., 2016) and
organic matter sources (Barros et al., 2016). Such evaluations
are based on the thermodynamic relationship between heat and
respiration in aerobic systems at steady-state (i.e., no growth),
where Rq/RCO2 is dependent only on the oxidation state of the
substrate (Hansen et al., 2004):

Rq

RCO2

= −

(

1−
NOSC

4

)

1HO2 [kJ mol−1 CO2] (1)

where Rq is the heat output rate (J g−1 soil day−1), RCO2

is the CO2 production rate (µmol g−1 soil day−1), NOSC is
the nominal oxidation state of C in the substrate (ranging
from −4 to +4), and 1HO2 is Thornton’s constant or the
oxycaloric equivalent (−455±15 kJ mol−1 O2) (Hansen et al.,
2004). Deviations from the predicted value in fully aerated
systems with a known substrate can then be attributed to growth
(Rq/RCO2 smaller than predicted) or metabolic inefficiency due
to environmental stressors (Rq/RCO2 larger than predicted)
(Hansen et al., 2004). In systems with mixed or purely anaerobic
metabolisms, the relationship between Rq and RCO2 is more
complicated. Most commonly, anaerobic metabolism dissipates
less heat than aerobic metabolism per unit biomass formed,
due to the increase in entropy associated with fermentation
and production of gaseous metabolites from dissolved substrates
(von Stockar and Liu, 1999; Hansen et al., 2004). However,
the relationship between heat and CO2-production is less
straightforward than the biomass yield; for example, CO2 can
be produced essentially without heat generation (e.g., through
anaerobic respiration with sulfate or nitrate and an organic
electron donor, or disproportionation of substrates) (Hansen
et al., 2004; Ozuolmez et al., 2015). Contrastingly, CO2 can be
consumed with extreme heat dissipation (methanogenesis from
CO2 and H2) (von Stockar and Liu, 1999), and heat can be
generated without CO2 being part of the metabolic reaction
at all (e.g., fermentation of glucose to lactate). Therefore, the
relationships between respiration rate, oxygen consumption, heat
dissipation, andmicrobial growth in complex systemswithmixed
substrates and/or metabolisms need further evaluation in order
to be useful for assessing microbial processes.

One of the fundamental prerequisites for thermodynamic
evaluations of metabolic activities is to know the reactants and

Frontiers in Environmental Science | www.frontiersin.org 2 May 2018 | Volume 6 | Article 15105

https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles


Boye et al. Energy Balances of Redox Processes

products. For incubations with single (or few) organisms and
simple substrates (e.g., glucose, acetate, propionate, ethanol,
methanol) the metabolic reactions can largely be predicted and
the enthalpy of combustion for substrates and products, as well
as their NOSC, are generally known. Thus, the thermodynamic
energy yield of such a system can be calculated and compared
to measured heat and CO2 generation to deduce which types
of metabolic pathways are active and how efficiently energy,
carbon, and nutrients are converted into biomass (Herrmann
et al., 2014; Bölscher et al., 2016). Such predictions also hold
true for mixed aerobic/anaerobic and growing systems (von
Stockar and Liu, 1999; Hansen et al., 2004; Roden and Jin,
2011). However, soils are complex heterogeneous environments,
where it is practically impossible to determine which substrate
compounds are being metabolized through a certain metabolic
pathway at any given point in time. Nevertheless, the Gibbs free
energy of complex organic matter can be estimated based on
its elemental stoichiometry (LaRowe and Van Cappellen, 2011).
Recently, we used Fourier-transform ion cyclotron resonance
mass spectrometry (FT-ICR-MS) to estimate a 1G of water
soluble organic C from sediment extracts, and we revealed that
thermodynamic limitations for anaerobic respiration result in
preferential removal of substrates with a favorable 1G when
coupled to sulfate reduction in typical anoxic conditions (Boye
et al., 2017). Combining FT-ICR-MS determination of NOSC,
and by extension the composite 1G of soluble C, illuminates
a potential solution to overcoming the challenges associated
with quantifying metabolic pathways in systems with complex
substrates. Such an approach greatly enhances the possibilities
of constraining the thermodynamics of metabolic reactions in
soil systems, as long as the rates of production or consumption
of other participating compounds can be determined (e.g., O2,
anaerobic electron acceptors (Mn(IV), NO−

3 , Fe(III), SO
2−
4 etc.),

methane, H2).
Therefore, the objectives of this study were to (1) evaluate

the relationship between heat and carbon flow in non-steady-
state soil systems with complex natural organic substrates and
multiple types of active microbial metabolic strategies, and (2)
test the hypothesis that the variability in microbial response to
flooding is dependent on organic matter source and soil type
and can be explained by thermodynamic theory and relatively
easily obtained mass and energy balances. We thus determine
key drivers of microbially mediated redox transformations,
which have profound impacts on greenhouse gas emissions
and other important element cycles in paddy soils and similar
ecosystems. A better understanding of these mechanisms and
their dependence on initial properties of soil and organic matter,
will help simplify the predictions of carbon fate and other
environmental impacts from flooding.

MATERIALS AND METHODS

Soil and Amendment Sampling and
Characterization
In order to investigate the variability in microbial activity in
response to flooding, we used three different types of rice paddy
soils and three types of organic matter that are commonly

present on rice paddies: dried rice straw (DS), charred rice straw
(CS), and cattle manure (M). Straw amendments were collected
from two separate Cambodian rice fields where harvested straw
was deposited (DS) or piled and burned (CS). The “charred
straw”, thus, consisted of a mix of ashes (more aerated outer
portions of the pile) and charred material (from the interior
of the pile). Cattle manure was collected from grazing fields.
Paddy soils were collected from the top 10 cm of rice fields
in the Mekong delta of Vietnam (peaty paddy soil and acid
sulfate soil) and Cambodia (mineral paddy soil). All soils and
amendments were dried at room temperature for 1–2 weeks prior
to analyses and experiments. Soils were gently ground to crush
aggregates >2mm and sieved (2mm). Amendment material was
ground to a fine powder in a ball mill. Soils and amendments
were analyzed (in triplicate) for total C and N concentration
(weight-% of dry material) by a Carlo Erba NA 1500 elemental
analyzer. Total concentrations of other elements in soils were
determined by X-ray fluorescence (XRF) spectroscopy (Spectro
Xepos HE). Amendments were digested (in triplicate) in 70%

nitric acid (trace metal grade) using a CEM MarsXpress
TM

microwave digester (CEM, Matthews, NC, USA). The digests
were diluted 1:5 with ultrapure DI water and analyzed for total
Fe and S concentrations with inductively coupled plasma optical
emission spectroscopy (ICP-OES, iCAP6000, Thermo Scientific,
Cambridge, UK). The pH of soil and amendments (except M,
due to insufficient material) was determined in 1:5 (v/v) of
material:DI-water slurries after shaking 5min and settling for 2–
8 h. Total enthalpy of combustion for all soils and amendments
(except M, due to insufficient material), was determined by bomb
calorimetry (6300 automatic isoperibol calorimeter, USA).

Incubation Experiment
For each soil, 50 aliquots of 4 g dry soil were weighed into
20ml glass vials and separated into two sets, one for calorimetry
measurements (in duplicate) and one for gas/solution analyses
(with 4 sampling points, each in duplicate). Within each set
of mesocosms, each soil was subjected to five treatments: DS,
CS, M, glucose, and control [i.e., 5 treatments × 2 duplicates
× 5 measurements (1 calorimetry + 4 gas/solution) = 50
vials]. Amendments were distributed so that 36mg C were
added to each vial (no amendment added to control vials).
Thereafter, 15ml TRIS buffer solution (10mM, pH 7.03) was
added, the vials were crimp-sealed, and thoroughly shaken
to mix the amendments with the soil and ensure complete
saturation of solids. The vials were then left to settle without
further disturbance to allow anaerobiosis to gradually establish
away from the headspace, similar to the progression in a
flooded paddy field. For glucose amended vials, glucose was
dissolved in the TRIS buffer solution and added with the
solution to the vials; all other amendments were added as
powdered solids prior to adding the solution. The first set of
duplicates from each treatment and soil were placed in a TAM
Air isothermal microcalorimeter (TA Instruments, Sollentuna,
Sweden) at 25◦C, along with reference vials filled with DI water
to match the estimated heat capacity of the soil samples. After
sample equilibration for 6.5 h, heat flow (corrected for baseline
and instrument drift, <2 µW over the incubation period) was
measured continuously for ca. 5 days, allowing the initially
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fully aerated system (headspace and solution) to convert to
anoxic conditions; a preliminary test (with another, but very
similar, mineral paddy soil) using optical spot sensors (PreSens,
Germany) showed that O2 was depleted (<3 µmol/L) in the
solution of all amended vials after 2–3 days of incubation (data
not shown), although O2 still remained in the headspace of some
treatments. At the end-point, the solution from vials treated with
glucose was filtered (0.2µm) and analyzed for residual glucose,
using an assay kit (Sigma-Aldrich, Stockholm, Sweden). The
second set of mesocosms was kept in an incubator at 25◦C and
used to measure CO2, CH4, and O2 on a Shimadzu GC-2014 at
four time points: 0.5, 1.5, 2.5, and 5.5 days after flooding. The
total CO2/CH4-production andO2-consumption were calculated
as the sum molar content of each gas in the headspace and
solution using Henry’s law (assuming equilibrium, atmospheric
pressure, and negligible chemical reactions between gases and
water). Solution samples were taken by a luer-lock needle/syringe
assembly after gas sampling at the same time points (and same
vials). Solutions were passed through a syringe filter (0.2µm) and
immediately analyzed for pH and acidified to 2% with nitric acid
for analyses of dissolved concentrations of Fe and S by ICP-OES.
Sampled mesocosms were removed from the experiment (i.e.,
each gas/solution measurement point was performed on unique
replicate vials).

Water Soluble C Characterization
Water soluble organic C concentrations in soils and amendments
(except glucose) was determined on water extracts (1:10 soil:DI-
water, w/v) by the non-purgeable organic C (NPOC)method on a
Shimadzu TOC-L analyzer with in-line acidification (phosphoric
acid) and He-purging of samples to volatilize inorganic C.
The chemical composition of water-soluble organic C was
examined using a 12 Tesla Bruker SolariX Fourier transform
ion cyclotron resonance mass spectrometer (FT-ICR-MS) within
the Environmental Molecular Sciences Laboratory (EMSL),
Richland, WA, USA. Extracts were diluted 1:2 (v/v) with LC-
MS grade methanol less than 30min before analysis to minimize
potential esterification. Samples were injected directly into the
mass spectrometer at a concentration of 20 ppm. A standard
Bruker electrospray ionization (ESI) source was used to generate
negatively charged molecular ions. Samples were introduced to
the ESI source equipped with a fused silica tube (30µm i.d.)
through an Agilent 1200 series pump (Agilent Technologies)
at a flow rate of 3.0 µL/min. Experimental settings followed
previously established optimal parameterization: needle voltage
+4.4 kV; Q1 set to 50m/z; heated resistively coated glass capillary
operated at 180 ◦C. All samples were run with instrument
settings optimized by tuning on the IHSS Suwannee River fulvic
acid standard. The instrument was externally calibrated weekly
with a tuning solution from Agilent, which calibrates to a mass
accuracy of <0.1 ppm and contains the following compounds:
C2F3O2, C6HF9N3O, C12HF21N3O, C20H18F27N3O8P3, and
C26H18F39N3O8P3 with an m/z range of 112–1,333. Forty-four
individual scans were averaged for each sample, and they were
internally calibrated using an organic matter homologous series
separated by 14 Da (−CH2 groups). Mass measurement accuracy
was typically within 1 ppm for singly charged ions across a broad

m/z range (100–1,100). The mass resolution was ∼350,000 at
m/z 321. All observed ions in the spectra were singly charged,
as confirmed by the 1.0034 Da spacing found between isotopic
forms of the same molecule (between 12Cn and 12Cn−1−

13C1).
DataAnalysis software (BrukerDaltonik version 4.2) was used to
convert raw spectra to a list of peak locations applying FTMS
peak picker with the absolute intensity threshold set to the default
value of 100. To further reduce cumulative errors, all sample peak
lists within a dataset were aligned to each other prior to formula
assignment to eliminate possible mass shifts that would impact
formula assignment.

Chemical formulas were assigned using Formularity software
(Tolić et al., 2017). The following criteria were used for formula
assignments: signal to noise ratio, S/N >7, mass measurement
error <1 ppm, and C, H, N, O, S, and P were the only elements
considered. The presence of P cannot be confirmed through
isotope analogs in the same way as the other elements. Therefore,
P was only included in formulas where a single P atom was
accompanied by at least four O atoms and two P atoms by at least
seven O atoms. Additionally, we consistently picked the formula
with the lowest error and the lowest number of heteroatoms,
since molecules containing both P and S are relatively rare.
All calculated formulas were screened according to a list of
selection criteria previously applied to eliminate those unlikely
to occur in natural organic matter (Koch and Dittmar, 2006;
Kujawinski and Behn, 2006; Stubbins et al., 2010). The possibility
for other potential formula assignments within our mass error
ranges increases with increasing mass or mass to charge ratios.
Thus, peaks with large mass to charge ratios (m/z values >500)
often have multiple possible formulas. These peaks were assigned
formulas through the detection of homologous series (CH2, O,
H2). Specifically, whenever an observed m/z >500 could be
assigned by adding the m/z of a group (CH2, O, H2) consistent
with a homologous series to the m/z of an already putative
assignment for a smaller compound, the formula for the large
compound was assigned in this manner. If no chemical formula
matched an m/z value within the allowed error, the peak was
not included in the list of elemental formulas (i.e., the peak was
unassigned).

Organic compound composition was assigned to major
biochemical classes based on the molar H/C (y-axis) and O/C (x-
axis) ratios (Kim et al., 2003; Šantl-Temkiv et al., 2013; Hodgkins
et al., 2014; Tfaily et al., 2015). Our abundance calculations
assumed equal concentrations for all compounds with an
assigned molecular formula; in other words, the intensity of the
peak was disregarded and a simple presence/absence approach
was employed to assign relative abundance. This approach
avoids biases incurred by different ionization efficiencies for
different types of compounds and potential interferences
between compounds or from complexation with metals. In
general, the ionization efficiency is determined by the ability
of different functional groups to stabilize the charge. In
negative ion mode, ESI preferentially ionizes molecules that
can carry a negative charge as a result of deprotonation. For
example, acidic functional groups, such as carboxylic acids,
are easily deprotonated and preferentially ionized relative to
alcohols or nitrogen-containing compounds. This leads to
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charge competition when both compound types are present in
an extract. For example, compounds that contain carboxylic
functional groups will be more readily ionized than compounds
like lignin, tannins, and sugars, which are rich in hydroxyl
functional groups. In general, compound classes ionize in the
following order: lipids > lignin > hydrophilic tannins/sugars. In
this study, all samples were run under similar condition, with
similar starting concentrations. The effect of noise peaks was
minimized by only assigning formulas to peaks with S/N >7.

Calculations and Statistical Analyses
All statistical analyses (ANOVA and linear regression analyses)
were performed in R Studio R© Version 1.1.383 (RStudio, Inc.).

We used the FT-ICR-MS data from the water extracts of
soils and organic substrates to calculate the predicted heat
output based on Equation 1 and the Gibbs free energy of the
C oxidation reaction (1G◦

ox) for respiration. For this purpose
the stoichiometry of each assigned formula was used to calculate
the nominal oxidation state of C (NOSC) for that compound
(LaRowe and Van Cappellen, 2011):

NOSC = 4−
4c+ h− 2o− 3n− 2s+ 5p− z

c
(2)

where the letters represent the stoichiometric numbers for the
elements with the corresponding capital symbol (C, H, O, N,
S, P) and z is the charge of the molecule. The average NOSC
for all identified compounds in the water extract was then used
to calculate the Gibbs free energy of the initial water soluble C
(LaRowe and Van Cappellen, 2011):

1G◦
ox = 60.3− 28.5 · NOSC [kJ per mol C] (3)

We used this average multiplied by the total amount (mol-C)
of water soluble C in each vial (soil+amendment) to calculate
the maximum Gibbs free energy that would be released through

complete oxidation of all water soluble C to CO2 with O2

as the electron acceptor (i.e., if all soluble C was oxidized
through aerobic respiration) (Table 1). Using the measured net
O2-consumption, net dissolution of Fe, and net consumption of
dissolved S, and the stoichiometrically proportional production
of CO2 per mol terminal electron acceptors (TEA) consumed
(Table 2), we also calculated the total Gibbs free energy that was
generated from respiration with O2, ferrihydrite [Fe(OH)3], and
SO2−

4 as TEA, respectively (Table 2).

RESULTS

For all three soils, both heat output and respiration increased
in the order control<CS<M<DS<Gluc over a ∼5 d period,
although initially the microbial response to flooding in
the different treatments deviated slightly from this order
(Figure 1). The duplicate vials generated very similar heat signals
(Figures 1A–C) and respiration data (Figures 1D–F), which
validates the comparison of calorimetry and gas measurements
conducted on separate vials. Statistical analyses (one-way
ANOVA, all soils combined, N = 6) confirmed significant
treatment differences in heat and CO2 output (P < 0.05).
Although the calorespirometric ratios ranged from 440 to
1,110 kJ per mol CO2 (Table 3), there was a clear linear
relationship between heat dissipation and CO2 generation across
all treatments and soils (Figure 2), with a slope of 0.86 and
an intercept of −0.57 J at 0 µmol CO2, suggesting an average
Rq/RCO2 of ∼800 kJ mol−1CO2 for these systems (R2 = 0.77,
P < 0.001, linear regression not shown in Figure 2). However,
the mineral paddy soil exhibited a different response pattern to
the glucose treatment with substantial heat emissions compared
to all other treatments (including glucose in the two other
soils) (Figure 3), suggesting this system comprised an extreme
case. Excluding this potential outlier, the linear fit improved
(R2 = 0.85, P < 0.001) and the slope changed to 0.65 with

TABLE 1 | Soil and amendment properties.

Soil Country Texture pH Total C (%) Total N (%) Total S

(mg g−1)

Water-

soluble C

(mg g−1)

Average

NOSC of

soluble C

1G of soluble

C (J g−1)

Peaty Paddy Soil Vietnam Silty clay loam 3.9 9.4 (0.3) 0.33 (0.02) 8.5 0.21 (0.00) −0.50 1.0

Acid Sulfate Soil Vietnam Silt loam 3.5 13.0 (0.1) 0.57 (0.01) 9.8 0.40 (0.01) −0.56 2.5

Mineral Paddy Soil Cambodia Silty clay 5.4 1.6 (0.0) 0.17 (0.00) 0.36 0.16 (0.06) −0.53 1.3

Amendment Acronym Enthalpy of

combustion

(MJ kg−1)

pH Total C (%) Total N (%) Total S

(mg g−1)

Water-

soluble C

(mg g−1)

Average

NOSC of

soluble C

1G of soluble

C (J g−1)

Glucose Gluc 15.6† n/a 40.0 0.00
0.00

400.0 0.00 1332

Dried rice straw DS 14.7 (0.1) 6.3 37.3 (0.8) 0.89 (0.10) 0.19 (0.01) 24.9 −0.65 163

Charred rice straw CS 6.8 (0.7) 9.1 14.6 (0.4) 0.62 (0.02) 0.42 (0.03) 1.6 −0.21 9

Cattle Manure M n/a n/a 40.2 (0.6) 2.40 (0.14) 0.34 (0.01) 20.0 −0.71 134

Values in parentheses denote standard deviation from triplicate measurements where applicable, n/a denotes not analyzed.
†
Value taken from Herrmann et al. (2014), Supplementary

Material.
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TABLE 2 | Half-reactions for reduction of terminal electron acceptors (TEA) considered for the respiration calculations with Gibbs free energy (kJ per mol e−) from Arndt
et al. (2013) and stoichiometric relation to oxidized C, assuming complete oxidation to CO2.

Reaction 1G◦

red
(kJ per mol e−) mol CO2 produced per mol TEA consumed

O2 + 4H+ + 4e− → 2H2O −122.7 4/(4-NOSC of C substrate)

Fe(OH)3 + 3H+ + e− → Fe2+ + 3H2O −94.7 1/(4-NOSC of C substrate)

SO2−
4 + 9H+ + 8e− → HS− + 4H2O −24.0 8/(4-NOSC of C substrate)

an intercept close to 0, suggesting an average Rq/RCO2 of
650 kJ mol−1CO2, which is similar to previously reported
values for saturated soils (Barros et al., 2016). Also shown in
Figure 2 is the calculated heat output from Equation (1) (open
diamond symbols, thin solid regression line), assuming (i) all
CO2 was produced from O2 consumption and (ii) that the
average NOSC of initial soluble C (Table 3) is representative of
the substrate used. However, O2-consumption did not match
the CO2-production (Table 3), suggesting anaerobic metabolism
accounted for 33–62% of the CO2 production. Thus, we also
calculated the heat that would be generated from no-growth
aerobic respiration using themeasured O2 consumption data and
the oxycaloric equivalent (Equation 1), and plotted this against
the measured CO2 production in Figure 2 (x symbols, dashed
regression line). The deviation between this and the measured
data represents heat generating processes that do not consume
oxygen, which we interpret as anaerobic metabolic processes.
Indeed, we observed a net increase in dissolved Fe and detected
methane in all vials (Table 3), although the methane production
was limited in the peaty paddy soil. Methane production in
the mineral paddy soil was more than an order of magnitude
higher than in the other two soils. The DS treatment produced
the most methane in each soil, followed by Gluc in the peaty
paddy and acid sulfate soils and M in the mineral paddy soil.
The Fe-dissolution followed the same order as the heat and
CO2 production (control<CS<M<DS<Gluc). Net S removal,
an indicator of sulfate reduction, only occurred in the CS, M,
and DS treatments in the mineral paddy soil (Table 3). In spite
of the use of pH 7 TRIS buffer, pH was remarkably lower in the
peaty paddy and the acid sulfate soils than in the mineral paddy
soil (Table 4). In general, pH remained within ±0.5 units of the
values measured on day 1 throughout the incubation, with the
exception of the M and DS treatments in the mineral paddy soil,
which increased by 0.7 and 0.8 pH units respectively from day 1
to day 5.

In order to better understand the causes of variability in
metabolic response between the different soils and treatments,
we examined the organicmatter solubility (Table 1) and chemical
composition in water extracts from soils and substrates with FT-
ICR-MS (Figure 4, Table 5). All three soils had average NOSC
values ∼-0.5 and the amendments ranged from 0 to −0.71 in
the order Gluc>CS>DS>M, but due to the large variation in
solubility of the amendment C (Table 1), the calculated total
Gibbs free energy of the added soluble C varied immensely
(Table 1). Linear regression analyses showed that the amount
of added soluble C in complex organic matter (i.e., excluding
glucose) was clearly correlated with respiration rate, with an
R2 = 0.91 (P < 0.001) (Figure 5A). Excluding glucose from

this analysis is reasonable given it was added in solution and,
hence, substrate solubility would not be a limiting factor in
this system. Considering the strong correlation with soluble
C and that CO2-production comprised <40% of this pool
(Figure 5C), we assumed that all CO2 produced during the
incubation originated from the initial soluble C pool, which
was comprised of soluble organic matter from the soil plus
the soluble portion of the amendment. Thus, we calculated
the Gibbs free energy that would have been released by
respiration, based on the fraction of total soluble C that had
been converted to CO2, using O2- and S-consumption and
Fe-dissolution to stoichiometrically partition CO2 production
between aerobic, Fe(III), and SO2−

4 respiration (which were the
only respiration pathways we could approximately constrain in
this study) according to values in Table 2. This generated a
strong correlation between calculated 1Gs and the heat outputs
(R2 = 0.69, P < 0.001; Figure 5B, dashed line), in spite of
evidence of other metabolic pathways, such as methanogenesis
(Table 3) and fermentation, being active to some extent in all soils
and treatments. The relationship between 1Gs and heat outputs
improved when the glucose treatment was excluded (R2 = 0.78,
P < 0.001; Figure 5B, solid line). Post-experiment analyses of
the glucose treated vials showed that no glucose remained in
solution after 5 days of incubation, although only a small fraction
of the added C (2–3% mol-C/mol-C basis, Figure 5C) had
been converted to CO2, indicating fermentation and/or other
non-CO2 generating metabolism must have been active in this
treatment.

In contrast to soluble C, there was no correlation between
CO2 or heat production and the initial amount of total C or
combustion enthalpy of the materials (data not shown).

DISCUSSION

Our results show that there is a correlation between heat
generation and respiration even at non-steady state conditions
in heterogeneous systems with complex substrates and a
mix of metabolisms. As expected, in systems with mixed
aerobic/anaerobic metabolism, the relationship (∼650 kJ per
mol CO2) deviated from the 460 kJ per mol CO2 that was
predicted by Equation (1) using the oxycaloric equivalent,
the total CO2 generation, and the average NOSC of soluble
organic C (Figure 2). Given the complexity of the systems, we
cannot rule out abiotic processes that may have contributed
to offsetting either heat or CO2 production rates, but they are
likely to be minor relative to the microbial activity following
C addition and re-wetting of soils; Herrmann et al. (2014) did
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FIGURE 1 | Cumulative heat output (A–C) and respiration (D–F) for the first 5 days after flooding. Soils from top to bottom: peaty paddy soil (A,D), acid sulfate soil
(B,E), and mineral paddy soil (C,F). Colors represent treatments: Control, black; CS, gray; M, red; DS, green; Gluc, blue. Duplicate vials are depicted by thick and thin
lines. The dashed and dotted lines in the respiration figures (D–F) are only intended as guides for the eye as sampling was made on separate vials for each time point
(i.e., there is no direct connection between the vials plotted within the same series other than that they belong to the same treatment). Data points marked with X
denote gas samples where the GC measurements failed. Vertical dotted lines in the heat figures (A–C) indicate sampling times for the respiration measurements.
Arrows denote intervals (1–3) used for calculating rates between sampling points.

not observe any abiotic heat dissipation in gamma-irradiated
sterilized soils amended with glucose. Thus, the deviation from
predicted values must be attributed to anaerobic metabolism,
as the Rq values calculated from O2-consumption were even
lower than those predicted by Equation (1) (Figure 2). Given
the generally lower enthalpy dissipation per unit biomass
formed for fermentation and anaerobic respiration compared
to aerobic respiration (von Stockar and Liu, 1999), this may
seem surprising. However, it is important to distinguish between
the relationship of heat to anabolic reactions, as examined
in von Stockar and Liu (1999), and that of heat to catabolic
reactions, as examined here and in other calorespirometry studies
(Hansen et al., 2004). Therefore, to elucidate the influence of
anaerobiosis on the calorespirometric ratios, we divided the
incubation period into an initial, aerobic phase (sampling points
0.5–1.5 days) and a mixed aerobic/anaerobic phase (1.5–5.5
days) and calculated the deviation of measured Rq/RCO2 from

those predicted by Equation (1) and the average NOSC in
the initial soluble C pool (Figure 6). This revealed that the
measured Rq/RCO2 in the initial phase in most cases was close
to or lower than that predicted from Equation (1), which
indicates growth (i.e., endothermic anabolism) and dominance
of aerobic catabolism, although minor contributions from early
anaerobiosis cannot be ruled out. After 1.5 days, the measured
Rq/RCO2 values were always higher (and often much higher)
than those predicted from Equation (1) (Figure 6). Thus, in this
experiment, increasing contribution from anaerobic metabolism
resulted in increasing Rq/RCO2 values, which is in contradiction
to predictions based on heat dissipation relative to biomass
yield (von Stockar and Liu, 1999) and expectations from
thermodynamic calculations of CO2-yielding fermentation and
anaerobic respiration reactions (Hansen et al., 2004). However,
an Rq/RCO2 higher than predicted by Equation (1), can be
explained in several ways:
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TABLE 3 | Net change in dissolved Fe and S concentrations, total methane production, total O2-consumption, and calorespirometric ratios for the 5 days of incubation.

Soil Treatment 1Fe

(µmol g−1soil)

1S

(µmol g−1soil)

CH4

(nmol g−1soil)

−1O2

(µmol g−1soil)

1CO2

(µmol g−1soil)

Rq/RCO2

(kJ mol−1CO2)

Peaty paddy soil Control 1.4 1.1 0.7 5.8 7.7 443

CS 2.0 0.4 6.5 4.7 8.0 607

M 4.3 1.4 6.1 6.4 13.6 469

DS 6.2 1.6 19.9 11.6 21.6 468

Gluc 12.6 2.5 19.5 12.6 27.0 567

Acid sulfate soil Control 6.5 0.7 12.0 5.8 9.4 536

CS 6.2 2.8 23.1 6.9 10.3 669

M 10.4 5.0 35.5 7.4 16.6 579

DS 15.8 8.0 89.3 11.4 22.7 771

Gluc 26.3 5.7 54.0 15.1 29.4 725

Mineral paddy soil Control 0.6 0.5 0.2 3.0 6.3 770

CS 0.9 −0.7 34.4 4.5 8.4 828

M 5.9 −1.4 1080 12.1 14.7 795

DS 17.4 −1.4 3300 14.1 20.1 623

Gluc 44.0 0.3 149 13.9 30.9 1103

Reported values are differences between averages of duplicate measurements on day 5.5 and averages of duplicate measurements on day 0.5 of the incubation (different vials at days

0.5 and 5.5).

• Incomplete metabolic oxidation of organic substrates to CO2.
This is the case for fermentation, which is accomplished

through disproportionation of a substrate into smaller
molecules, with variable thermodynamic implications. For

example, glucose fermented to lactate leads to a standard
enthalpy change of −120 kJ per mol glucose (i.e., 20 kJ of
dissipated heat per mol C fermented), with no simultaneous
CO2-production. Hence, Rq/RCO2 is infinitely large for this

process. In contrast, fermentation of glucose to ethanol
produces 2mol CO2 per mol glucose plus H2 and ethanol,

a process that at standard state releases 37.2 kJ heat per
mol CO2. This is an order of magnitude less than the

468 kJ per mol CO2 released for glucose oxidation with
O2. However, the subsequent use of H2 (and/or CO2) in
anoxic systems, for example by autotrophic methanogens,

can be highly exothermic (von Stockar and Liu, 1999). Thus,
although fermentation is a low-enthalpy metabolic process
in terms of heat dissipation per unit biomass formed, the

heat per unit CO2 can still be higher than for aerobic
respiration. The relationship between the two is dependent
on the fermentation pathway and the subsequent fate of

the metabolites. Incomplete oxidation of substrates is also
common for anaerobic respiration (Coates et al., 1999;
Detmers et al., 2001; Heidelberg et al., 2004), again potentially

resulting in higher heat dissipation per unit CO2 even if the

heat dissipation per unit biomass yield is lower.
• Autotrophic metabolism. Microorganisms that use CO2 for

synthesizing biomass still need to dissipate heat from their
catabolic processes, which can be highly exothermic (e.g.,
methanogenic autotrophy) (von Stockar and Liu, 1999). Thus,

chemoautotrophic metabolism by itself would yield a negative
calorespirometric ratio. However, in a mixed metabolic

environment, where CO2 is simultaneously produced by
heterotrophs and consumed by autotrophs, the net effect will
be seen as an increase in Rq/RCO2 relative to a system with
only heterotrophic metabolic processes (as that considered in
Equation 1).

• Other “hidden” metabolic cycles & recycling of
metabolites. In addition to fermentation and autotrophy,
chemolithoheterotrophic strategies (inorganic energy source,
organic biomass source) also deviate from Rq/RCO2 values
predicted by Equation (1), as they generate (some) heat
without producing CO2 or consuming O2.

• Utilization of more reduced compounds than the average

available substrate. This is technically not an exception from
the rule represented in Equation (1), but a matter of knowing
which substrate was used for the metabolic reaction, which
is difficult in complex systems. Because Rq/RCO2 depends
on the oxidation state of the substrate, deviations from the
predicted value in a fully aerobic system can be interpreted as
an indication that a more reduced (higher Rq/RCO2) or more
oxidized (lower Rq/RCO2) substrate than predicted was used
(Barros et al., 2016).

With the experimental approach used here, we cannot fully
decipher which of these processes led to the high Rq/RCO2

values, but all could have contributed to some extent. In
the glucose treatment, fermentation and/or respiration with
incomplete oxidation must have occurred as the CO2 production
only accounted for 2–3% of the removed glucose (mol-C/mol-
C basis). It is likely that fermentation was also active in the
other treatments, although we cannot confirm this without post-
experimental analyses of the soluble C fraction. The dissolution
of Fe (all soils and treatments) and disappearance of S (some soils
and treatments) from solution, strongly suggests that one ormore
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FIGURE 2 | Average respiration rate (µmol CO2 per g soil per day) during 5
days of incubation, plotted against the average heat output rate (J per g soil
per day) for the same period. Soils are represented by different symbols and
shades (light � = mineral paddy soil, medium 1 = acid sulfate soil, dark
◦ = peaty paddy soil) and the colors correspond to treatments: Control, black;
CS, gray; M, red; DS, green; Gluc, blue. Error bars denote standard error of the
mean of the duplicates. Open diamonds show the predicted heat dissipation
(Equation 1) if all CO2 had been produced from aerobic respiration (assuming
no-growth). Crosses show predicted heat output from aerobic respiration
based on O2-consumption and the oxycaloric equivalent (455 kJ mol−1 O2)
plotted against measured CO2-production. Lines indicate regression fits (with
equations and R2-values given in the figure) for calculated aerobic respiration
heat output (thin solid line and dashed line for CO2-based and O2-based
calculations, respectively) and measured respiration and heat output (thick
solid line), excluding the glucose treatment in the mineral paddy soil.

anaerobic respiration pathways were active and contributed to
heat release without proportional CO2 production (predicted by
Equation 1), if the substrate was not completely oxidized. Both Fe
and sulfate reduction are further subject to recycling of reaction
intermediates and products (Weber et al., 2006; Canfield et al.,
2010; Holler et al., 2011; Pester et al., 2012; Friedrich and Finster,
2014; Hansel et al., 2015; Berg et al., 2016), which constitute
“hidden” or “cryptic” cycles when net measurements of total
concentrations are used. Similarly, the detection of methane in
all vials suggests that recycling of CO2 to methane may have
contributed to lowering the net CO2 production, while emitting
more heat than that expected from heterotrophic metabolism.
However, we cannot partition between methane produced from
acetate (or other organic compounds) and that produced from
CO2 with the simplified approach used here and, thus, cannot
reliably estimate heat generation from methanogenesis.

In complex systems, such as those examined here, it is
impossible to determine exactly what substrate(s) were used at
what time. However, the correlation between CO2 production
and the initially available soluble C, as well as that between
produced heat and the calculated 1G released by aerobic
and anaerobic (Fe(III), SO2−

4 ) respiration of C from this pool
(Figure 5), strongly suggests that the utilized substrates were in
the soluble C pool. Even so, it is likely that the substrate used
in the metabolic reactions (both aerobic and anaerobic) differed
in NOSC from the average NOSC of the water-soluble C, as

FIGURE 3 | Heat flow (µW per g soil) over the course of the 5-day incubation.
Colors represent treatments: Control, black; CS, gray; M, red; DS, green;
Gluc, blue. Duplicate vials are depicted by thick and thin lines. Vertical dotted
lines indicate sampling times for the respiration measurements.

some compounds are more suitable for direct metabolism than
others. Linear correlation analyses of produced CO2 relative to
the estimated amount of different types of compounds that were
present in the initial soluble C pool, provided strongest fits for
the carbohydrate- and aminosugar-like groups (Table 5). These
groups contain compounds that are commonly used substrates
and that on average have NOSC values similar to the overall
average for the soluble C. However, protein-like and (although
less strongly) lipid-like and unsaturated hydrocarbon types of
compounds also correlated with CO2, suggesting substrates
with a considerably lower NOSC than the overall average were
also metabolized. This explains, in part, the higher Rq/RCO2
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TABLE 4 | pH (average of duplicate vials ± standard deviation) in solution after
1.5 and 5.5 days of incubation, respectively.

Soil Treatment pH (0.5 days) pH (5.5 days)

Peaty paddy soil Control 4.1 ± 0.1 4.1†

CS 5.2 ± 0.2 5.0 ± 0.0

M 4.3 ± 0.1 4.8 ± 0.0

DS 4.5† 4.8 ± 0.0

Gluc 4.1† 4.0 ± 0.0

Acid sulfate soil Control 3.5 ± 0.0 4.0 ± 0.0

CS 4.8 ± 0.2 4.7 ± 0.0

M 4.4 ± 0.3 4.7 ± 0.1

DS n/a 5.0 ± 0.4

Gluc 4.3† 4.4 ± 0.0

Mineral paddy soil Control 5.9 ± 0.3 6.2 ± 0.3

CS 7.0 ± 0.0 6.9 ± 0.1

M 6.3† 7.0 ± 0.0

DS 6.1 ± 0.1 6.9 ± 0.1

Gluc 5.5 ± 0.3 5.2 ± 0.1

n/a = not analyzed.
†
Only one measurement taken.

ratios observed than predicted in this experiment. Indeed, using
Equation (1) we can calculate the NOSC that would be required
to generate the measured Rq/RCO2 values with purely aerobic
respiration, and arrive at values ranging from 0.1 to −3.3
(excluding the glucose treatment in the mineral paddy soil),
with most values falling below −1. However, there were no
molecules identified in any of the soil or amendment water
extracts with a NOSC below −1.83 (minimum NOSC ranged
from −1.7 to −1.83), which corresponds to a Rq/RCO2 ratio
of 663 kJ per mol CO2 i.e., almost identical to the 650 kJ per
mol CO2 we arrived at with the linear regression of measured
values (Figure 2). Therefore, we can conclude that anaerobic
metabolism must have contributed to off-setting the Rq/RCO2

from the prediction, as shown above, as it is unlikely that only
the most reduced substrates were used. Except for the glucose
treatment in the mineral paddy soil, the calorespirometric ratios
obtained in our study are reasonable and within range of what
can be expected even in purely aerobic systems with the identified
soluble substrates. The extreme Rq/RCO2 value obtained for the
glucose treatment in the mineral paddy soil would have required
a substrate with a NOSC < −4 if only aerobic respiration
was active. Thus, low CO2-yielding anaerobic metabolism, such
as fermentation and methanogenesis from CO2, must have
occurred in this treatment.

We conclude that much of the variability between soils
and treatments in overall microbial response to flooding can
be explained by organic substrate solubility and the oxidation
state of water soluble C (a corollary to thermodynamic yield
and viability of microbial C oxidation). However, at a more
detailed level, we observed highly variable responses in the types
of metabolic processes that were stimulated by the different
amendments, particularly in the mineral paddy soil. This could
potentially be attributed to the differences in pH (Table 4) or

variabilities in the microbial community composition among the
soils. Given the overall higher metabolic activity (respiration and
heat production) in glucose-amended vials, which is consistent
with its thermodynamic and kinetic favorability for metabolic
reactions, it is intriguing that both the dried straw and manure
treatments generated a higher methane-production than the
glucose treatment (Table 3). It is possible that the lower pH
in the glucose treatment (Table 4) contributed to this effect, as
methanogens are most active at circumneutral pH (Oh et al.,
2003; Liu et al., 2008). It is also possible that the first pulse
of aerobic respiration depleted the smaller pool of soluble and
favorable organic substrates available in the dried straw and
manure treatments, while generating enough CO2 to allow
autotrophic methanogens to compete with heterotrophs (for
H2); the first respiration pulse occurred earlier in these two
treatments than in the glucose treatment (Figure 3). More
surprising, perhaps, is that we only observed indications of
sulfate reduction in the charred straw, dried straw, and manure
treatments of the mineral paddy soil, which had the lowest initial
sulfur concentration (Table 1) and the highest pH (Table 4).
Further, the estimated proportion of anaerobically generated
CO2 produced by sulfate reduction (0.27, 0.56, and 0.56 µmol
CO2 per g soil and day for CS, M, and DS, respectively) was
larger than that of iron reduction (0.04, 0.25, and 0.40 µmol CO2

per g soil and day) in all three treatments in this soil. It is likely
that the gross rates of iron and sulfate reduction were higher
than those measured by net changes in total dissolved Fe and S
concentrations, as considerable recycling of Fe(II) and S redox
intermediates is known to occur (Weber et al., 2006; Canfield
et al., 2010; Holler et al., 2011; Pester et al., 2012; Friedrich and
Finster, 2014; Hansel et al., 2015; Berg et al., 2016). Therefore,
future work that includes more detailed measurements of Fe and
S speciation [e.g., Fe(III) mineralogy, soluble Fe2+, HS−, and
SO2−

4 concentrations], would elucidate whether the unexpected
absence of sulfate reduction in the peaty paddy and acid sulfate
soils is real or hidden due to the recycling of sulfur. Likewise,
such measurements would help resolve the reasons for the
high methanogen-activity and apparent dominance of sulfate
reduction over Fe-reduction after amendment with organic
substrates in the mineral paddy soil.

In summary, this experiment showed that the microbial
activity in soils (heat release and respiration) is strongly
correlated with the availability and oxidation state of soluble
organic C, indicating that the substrates used for metabolic
reactions are found in this pool. This enhances the possibilities
to use thermodynamic calculations to predict and evaluate
metabolic processes in environments with complex organic
matter, as long as the stoichiometric composition of the soluble
organic C pool can be determined (e.g., by FT-ICR-MS). Our
results further indicated that the chemical composition of
the soluble C added with the amendments initiated divergent
anaerobic respiration behavior, impacting methane production
and the partitioning of elements between soil solid phase and
solution. This variability led to non-uniform stimulation of
carbon dioxide production per unit carbon added and off-set
the calorespirometric ratios (Rq/RCO2) from predicted values
for aerobic respiration; but there was still a strong linear
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FIGURE 4 | Initial total water soluble C (µmol per g soil) in soils and added substrate materials (bars). Pie charts and bar colors show the relative distribution of
compound classes determined from H/C and O/C ratios in molecule formulas identified by FT-ICR-MS.

TABLE 5 | Initially available substrates (µmol C g−1 soil) in solutions, estimated from relative distribution among different compound classes, based on H/C and O/C
ratios (Kim et al., 2003; Šantl-Temkiv et al., 2013; Hodgkins et al., 2014; Tfaily et al., 2015) in molecular formulas identified with FT-ICR-MS, in water extracts and the total
amount of water soluble C per g of soil.

Soil Treatment Tannin Condensed

hydrocarbon

Carbohydrate Lignin Amino-

sugar

Unsaturated

hydrocarbon

Protein Lipid Unknown

Peaty paddy
soil

Control 1.6 1.3 1.1 6.0 1.2 0.1 3.0 2.3 0.5

CS 1.9 5.1 1.9 7.7 1.5 0.1 3.5 2.9 0.8

M 3.0 3.3 4.1 19.5 3.6 0.6 10.5 9.0 1.3

DS 2.8 4.1 6.5 13.9 5.7 4.1 14.6 9.5 7.8

Acid sulfate
soil

Control 2.6 2.0 2.7 12.6 2.1 0.4 7.0 2.6 1.5

CS 2.9 5.7 3.4 14.2 2.4 0.4 7.5 3.1 1.8

M 4.0 4.0 5.6 26.0 4.5 0.8 14.5 9.2 2.2

DS 3.8 4.7 8.0 20.5 6.6 4.4 18.7 9.7 8.8

Mineral
paddy soil

Control 0.6 1.3 1.1 4.7 0.9 0.1 2.2 2.0 0.5

CS 0.9 5.1 1.9 6.4 1.1 0.1 2.8 2.5 0.9

M 2.0 3.3 4.1 18.1 3.3 0.6 9.8 8.6 1.3

DS 1.8 4.1 6.5 12.6 5.4 4.1 13.9 9.1 7.8

R2 (CO2) 0.33 ns 0.96 0.39 0.98 0.80 0.93 0.82 n/a

NOSC 0.09 0.41 −0.42 −0.44 −0.64 −0.62 −0.97 −1.37 n/a

Also noted are the R2-values for significant linear regressions of the substrate amount with total net CO2 production (µmol C g−1 soil) for the 5 day incubation period. R2 values in bold

have P < 0.001, otherwise P < 0.05, and ns denotes non-significant correlations. Note that the glucose treatment was excluded from these regression analyses.
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FIGURE 5 | Relationship between (A) initial amount of water soluble C and total respiration (µmol per g soil), excluding glucose treatment, and (B) total heat
dissipation during the incubation (J per g soil) and the calculated Gibbs free energy of respired C, calculated from average NOSC of initial water soluble C and the
fraction of this C that was respired with O2, Fe(III), and SO2−

4 (assuming NOSC-unbiased utilization and complete oxidation to CO2, using stoichiometric balances and
values from Table 1). In both (A,B) soils are represented by different symbols and shades (light � = mineral paddy soil, medium 1 = acid sulfate soil, dark ◦ = peaty
paddy soil) and the colors correspond to treatments: Control, black; CS, gray; M, red; DS, green; Gluc, blue. Linear regression fits and R2-values are shown in solid
and bold for fits excluding glucose and dashed, normal font (B) for fit including glucose. (C) shows total amendment induced output of CO2 (solid) and CH4 (light,
shaded) as % of added water soluble C.

FIGURE 6 | Deviations of measured Rq/RCO2, from those calculated by Equation (1) using NOSC of initial soluble C in soils and amendments, during the first day of
incubation (Left) and the subsequent 4 days (Right). Negative values indicate the measured Rq/RCO2 was lower than the predicted value.
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correlation between energy release and respiration rate. We
conclude that measurements which allow for energy and major
elemental mass balances to be established can provide insights
into the partitioning between main metabolic functions that
govern C, nutrient, and contaminant fate in highly complex
and transitory systems, such as paddy soils after flooding.
Continued investigations to this end would be useful in order
to further enlighten the mechanisms behind the observed
variability. A deepened understanding of these mechanisms and
their dependence on initial soil and organic matter properties will
facilitate the development of simplified models for predicting the
environmental outcomes of flooding.
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et al. (2015). Advanced solvent based methods for molecular characterization

of soil organic matter by high-resolution mass spectrometry. Anal. Chem. 87,

5206–5215. doi: 10.1021/acs.analchem.5b00116
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Low Energy Subsurface
Environments as Extraterrestrial
Analogs
Rose M. Jones, Jacqueline M. Goordial and Beth N. Orcutt*

Bigelow Laboratory for Ocean Sciences, East Boothbay, ME, United States

Earth’s subsurface is often isolated from phototrophic energy sources and characterized
by chemotrophic modes of life. These environments are often oligotrophic and limited
in electron donors or electron acceptors, and include continental crust, subseafloor
oceanic crust, and marine sediment as well as subglacial lakes and the subsurface
of polar desert soils. These low energy subsurface environments are therefore
uniquely positioned for examining minimum energetic requirements and adaptations
for chemotrophic life. Current targets for astrobiology investigations of extant life
are planetary bodies with largely inhospitable surfaces, such as Mars, Europa, and
Enceladus. Subsurface environments on Earth thus serve as analogs to explore
possibilities of subsurface life on extraterrestrial bodies. The purpose of this review
is to provide an overview of subsurface environments as potential analogs, and the
features of microbial communities existing in these low energy environments, with
particular emphasis on how they inform the study of energetic limits required for life. The
thermodynamic energetic calculations presented here suggest that free energy yields
of reactions and energy density of some metabolic redox reactions on Mars, Europa,
Enceladus, and Titan could be comparable to analog environments in Earth’s low energy
subsurface habitats.

Keywords: deep biosphere, subsurface, astrobiology, low energy, energy limitation

INTRODUCTION

Astrobiology and Life Under Energy Limitation
Astrobiology includes the search for the presence of life outside the Earth (Domagal-Goldman
et al., 2016). The immensity of this challenge requires a focused search, which involves setting
constraints on where life may and may not be possible. Setting the boundaries of this habitable
zone in a meaningful way (i.e., neither too broad nor too limiting) is not trivial and can be defined
by a number of parameters (Figure 1), each with its own advantages and limitations that compete
and complement each other (Cockell et al., 2016).

Analog sites on Earth are those that share past or present characteristics with other planetary
bodies, providing natural systems for study of the limits of life, which are often quite different
from lab conditions (Arndt et al., 2013). This concept is based on the idea that laws of physics
and chemistry are universal, a principle that underlies a large proportion of astrobiology research
(Léveillé, 2010; Preston and Dartnell, 2014). Therefore, sites on Earth can provide information
on how physical and chemical conditions interact to form environments conducive to life
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FIGURE 1 | Schematic illustrating the different parameters that contribute to
habitability. This review primarily focuses on the electron donor and electron
acceptor parameters on extraterrestrial targets and Earth’s low energy
subsurface environments.

elsewhere (Lederberg, 1960; Léveillé, 2010). “Extreme”
environments [where conditions fall outside of the “standard”
of 4–40◦C, pH 5–8.5, and salinity above 37 g kg−1 water
(Kristjánsson and Hreggvidsson, 1995; Bartlett and Bidle, 1999)]
are common analog targets used as a way to identify and develop
tools to search for identifying signs that life is or was ever present
under a range of conditions (Preston and Dartnell, 2014). The
current primary targets for astrobiology investigations within the
solar system are Mars, Enceladus, Europa, and possibly Titan.
These planetary bodies have surface conditions that are largely
considered inhospitable to life, but where subsurface conditions
are potentially habitable.

To better understand life under low energy conditions for
extrapolation to extraterrestrial targets, studying environments
on Earth that experience limited energetic disequilibria is useful.
This “follow the energy” approach to evaluating whether life
is possible relies on the idea that chemical disequilibria are
important, providing differences in potential energy that can be
used to drive reactions required by life (Kappler et al., 2005; Barge
and White, 2017). The difference between equilibrium states of
a given redox couple (i.e., an electron donor and an electron
acceptor) defines this disequilibrium and how much energy could
be released, with the equilibrium tipping point dependent on
state variables like temperature and pressure. A gradient of redox
pairs is generated; those of highest yield are generally removed
preferentially and redox pairs of least energy yield persist. This
corresponds to an approximate trend for decreasing microbial
activity (Zhang et al., 2016), particularly in low disturbance
environments such as sediments. Thus, defining the habitable
zone (Figure 1) requires identifying electron donor/acceptor
pairs that supply sufficient potential energy to satisfy the energetic
limits of life under realistic state variables.

The energetic limit of life is the minimum energy (i.e.,
difference in redox potential) necessary for a cell. Electron

transport in a cell works either by having each protein along
the path at a slightly lower redox potential than the previous
protein to facilitate movement of electrons from one to the next
(Anraku, 1988) or by having an ion concentration gradient across
the membrane to drive ATP production (Müller and Hess, 2017).
Pathways and energetic requirements vary between genus and
metabolism, with some microbes able to use multiple transport
pathways (Kracke et al., 2015; Lever et al., 2015; Müller and Hess,
2017). Physical constraints such as resources required to perform
and maintain particular metabolic reactions have an effect on
which redox reactions are metabolically favorable (Amenabar
et al., 2017).

The purpose of this review is to provide an overview of Earth’s
low energy subsurface sites as potential analog environments
with particular emphasis on how they inform the study of the
energetic limits required for life to exist, which has implications
for refining the search for extraterrestrial life. These resource
limits have applications in defining the energetic aspect of
habitability, including minimum thresholds and identification
of possible electron acceptor/donor reactions. This review
compliments other recent reviews of astrobiology and analogs
(Domagal-Goldman et al., 2016; Martins et al., 2017), habitability
(Cockell et al., 2016), energetics and astrobiology (Barge and
White, 2017), forward contamination (Fairén et al., 2017),
deep marine environments (Fisher, 2005; Orcutt et al., 2013a),
deep continental environments (Fredrickson and Balkwill, 2006;
Colman et al., 2017), and energy within these (Amend and Teske,
2005; Edwards et al., 2012a; Hoehler and Jørgensen, 2013; Bach,
2016; Bradley et al., 2018). After reviewing basic features of
Earth’s subsurface environments and extraterrestrial targets, we
review current understanding of energy limitation for life, and
conclude with new assessments of possible chemotrophic energy
availability in the subsurface analogs and extraterrestrial sites.

Defining the Low Energy Subsurface
The subsurface begins below the solid surface of the earth
and includes a wide range of conditions across microscopic
and macroscopic scales, substrate age and accumulation rates.
The subsurface is classified into various continental and marine
environments (Figure 2). These terms are rarely explicitly defined
but usually refer to whether there is land or ocean above a
location (Whitman et al., 1998; McMahon and Parnell, 2014),
or to whether a location is situated in a continental or marine
tectonic plate (Cogley, 1984). The continental definition generally
includes continental shelves as continental, whereas the former
will class them as marine. Note that the term “terrestrial” is
often used in place of “continental” in the literature; however,
we avoid use of the term terrestrial in this context, as this term
encompasses the entire Earth system [i.e., “intraterrestrial” life
(Edwards et al., 2012a) and “extraterrestrial” life].

Current definitions of the boundaries of the subsurface are
somewhat imprecise, and yet highlight why the subsurface
is relevant as a source of analog sites. Classifications of
the shallowest boundary of the “deep subsurface” have
included depth (Jørgensen and Boetius, 2007; Edwards
et al., 2012a), pressure (Oger and Jebbar, 2010), water flow
(Lovley and Chapelle, 1995), and operational considerations
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FIGURE 2 | Cross-section schematic of low energy subsurface environments on Earth.

(Orcutt et al., 2011). These thresholds generally follow the
principle that surface processes influence shallow sites while
deep subsurface sites are more isolated (i.e., do not interact with
surface products and processes) and less prone to disturbance.
However, this definition does not hold up when considering
all environments within continental and marine environments,
such as subglacial lakes and desert varnishes. Likewise, the
downward extent to which life penetrates is poorly constrained.
The upper temperature limit for life is generally taken as the
ultimate constraint for the lower depth limit (Takai et al., 2008),
and likely varies between environments due to the influence
of other physical and chemical characteristics (Wilhelms et al.,
2001; Head et al., 2003; LaRowe et al., 2017). The working
definition used here (as in Edwards et al., 2012a; Wu et al., 2016;
Colman et al., 2017) is of a low energy subsurface environment
with all requirements for life are sourced from surrounding
substrate. As such, the environments considered herein come
from a variety of depths as we considered the threshold at which
this definition becomes a true function of local conditions.
For example, using our definition, sites with slow deposition
rates and little disturbance such as oligotrophic sediment and
Antarctic permafrost may have a subsurface that begins only
a few cm below the actual surface. We also considered the
overlaying surface immaterial. Therefore, ice covered sites are
included within our definition.

Some characteristics are common to subsurface environments
of Earth. Light is mostly absent (Van Dover et al., 1996;
Reynolds and Lutz, 2001; White et al., 2002; Beatty et al., 2005),
generally eliminating phototrophy as a lifestyle. Chemical-based
lithotrophic reactions support a large fraction of life in Earth’s

subsurface environments, though transport of organic matter
and oxidants of photosynthetic origin (i.e., oxygen) introduces
influences from Earth’s surface. In comparison to surface
environments, deep subsurface sites on Earth are often limited
by low concentrations of electron donors, electron acceptors,
carbon and/or nutrients (D’Hondt et al., 2009, 2015; Hoehler
and Jørgensen, 2013; Lever et al., 2015). Subsurface environments
often have limited permeability and/or porosity, restricting
transport and motility and experience higher pressures compared
to the surface world, in addition to occasional extremes in pH
and elevated temperature (Lysnes et al., 2004; Kelley et al., 2005;
Prokofeva et al., 2005; Slobodkin and Slobodkina, 2014).

EARTH’S SUBSURFACE HABITAT TYPES

Marine
Beginning beneath the seafloor, there are three major habitat
types: marine sediment, oceanic crust, and seep environments
(Figure 2). Boundaries between these provide gradients and
thresholds that provide additional opportunities for life.

Marine Sediment
The marine sediment subsurface begins below the bioturbation
zone, where burrowing animals actively disturb the sediment.
Bioturbation depth varies depending on the rate of sedimentation
of particles and the organic content of the particles (Jørgensen
and Boetius, 2007; Teal et al., 2008). Generally, sedimentation
rate and organic content load is highest near continental margins
where particles and nutrients are shed from land, and lowest
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beneath the center of ocean gyres. Marine sediment composition
varies from sands to fine-grained clays, and from biologically
derived oozes to continentally derived particles and volcanic
ashes. Porosity of marine sediment, and consequently the volume
of liquid within it, decreases with depth due to compaction, and
recent estimates suggest that roughly 5% of Earth’s water is in
the form of pore water within sediment (LaRowe et al., 2017).
In locations with significant organic carbon burial, typically
on continental shelves, methane production from terminal
electron accepting processes can lead to the formation of large
quantities of dissolved and free methane gas. Some of this gas
escapes the seafloor, supporting “cold seep” environments where
methane oxidation supports chemotrophic communities, with
the majority of the gas stored as gas hydrates or clathrate ices
(Whiticar, 1990; Clennell et al., 1999; Koh, 2002; Katayama et al.,
2016).

There is vertical zonation of chemotrophic biogeochemical
processes in marine sediment as more energy-rich terminal
electron acceptors are preferentially used to oxidize organic
carbon, generally in the order of dissolved oxygen, nitrate, metal
oxides, sulfate, and carbon dioxide, followed by fermentation
(Froelich et al., 1979; Orcutt et al., 2011; Arndt et al., 2013). Labile
organic carbon is used first, with less favorable fractions persisting
for hundreds to millions of years (Arndt et al., 2013). In areas with
little organic carbon delivery, like beneath ocean gyres, the rate
of organic carbon oxidation is so slow that relatively energy rich
electron acceptors (i.e., oxygen, nitrate) penetrate throughout
the entire sediment column (D’Hondt et al., 2009, 2015; Orcutt
et al., 2013b). These low-resource sediments are not necessarily
extremely limited across all metabolisms, however, as rates of
activity for particular metabolic reactions are comparable to those
of less oligotrophic sediments (Orcutt et al., 2013a). Growth and
persistence rates in the order of <1–∼350 years are proposed
in such oligotrophic sediments (Biddle et al., 2006; Braun et al.,
2017; Volpi et al., 2017), reflecting metabolic limitations caused
by scarcity of electron donors in addition to nutrients. In such
conditions, it is necessary to consider dormancy and maintenance
(Orcutt et al., 2013a; Lever et al., 2015; Reese et al., 2018).
Yet the latest biomass estimates in sediment are ∼2.9 × 1029

cells or ∼0.6% of earth’s total biomass (Kallmeyer et al., 2012),
indicating that it is possible for communities to persist in these
environments.

Oceanic Crust
The oceanic crust begins beneath sediment cover or as
exposed seafloor where ocean crust is newly formed or not
blanketed by sediment. There are two main lithologies in
the oceanic crust: an upper mafic layer of extrusive and
intrusive basalts above intrusive gabbros, and a deeper ultramafic
layer (Karson, 2002). Mafic rocks are generally low in silica
(55–45 weight percent) and have a relatively high iron and
magnesium oxide content. Ultramafic rocks have less silica
(<45 weight percent) and more iron and magnesium. In
contrast to sediments, the ocean crust is generally scarce in
organic carbon and nitrogen-poor and includes increased trace
elements depending on the host geology (Staudigel et al.,
1998).

The oceanic crust encompasses not just the host rocks, but the
fluids that circulate through them (Furnes and Staudigel, 1999;
Edwards et al., 2005; Orcutt et al., 2011). Ocean water enters
exposed areas of crust and moves through cracks and fissures
in the crust, exiting as diffuse or focused flow due to pressure
and temperature changes driving siphon effects (Fisher, 2005).
Circulation depth is poorly constrained, extending >500 m below
the crustal surface (Furnes and Staudigel, 1999). Fluid volume in
the oceanic crust is estimated at ∼2% of the total ocean volume
(Edwards et al., 2005) and circulates the entire ocean volume
equivalent every ∼105–106 years (Becker and Fisher, 2000). It
is a complex habitat, with interactions between rocks (primarily
iron-silicates such as basalt) and fluids that vary in temperature
(cool to several hundreds of degrees Celsius), redox state (oxic to
highly reducing), and pH (acidic to basic). Variation over time
occurs with continual creation of freshly exposed rock surfaces
due to volcanic eruptions or tectonic events and closing off of
flow pathways due to alteration or deformation. Faster rates
of subseafloor flow could therefore result in a more diverse,
larger, and active community as more resources are delivered and
inhibitors removed per unit of time compared to a system with a
slower rate (Zhang et al., 2016). Where this altered fluid seeps
into the sediment above, it introduces new sources of electron
acceptors and donors (Engelen et al., 2008; Ziebis et al., 2012;
Orcutt et al., 2013b; Labonté et al., 2017).

It was only recently appreciated that large portions of
oceanic crust are oxic, due to seafloor hydrothermal circulation
replenishing oxygen at depth and limited drawdown of oxygen in
oligotrophic sediment above (Røy et al., 2012; Ziebis et al., 2012;
Arndt et al., 2013; Orcutt et al., 2013b; D’Hondt et al., 2015; Braun
et al., 2017). Chemolithotrophic electron donors and acceptors
such as oxidized and reduced sulfur, iron, and manganese
compounds are common in the crust (Bach and Edwards, 2003;
Edwards et al., 2012a). The majority of these metal oxides are in
solid form under near-neutral to alkaline subsurface conditions,
but there are microbes that directly transfer electrons directly
from the mineral for use in energy pathways (Lovley, 2008;
Smith et al., 2014; Badalamenti et al., 2016). Hydrogen may be
an important electron source, particularly in the lower layers
(Amend and Shock, 2001; Bach, 2016), though the generation
mechanism is as yet unclear (Chapelle et al., 2002; Brazelton et al.,
2013; Dzaugis et al., 2016). Less is known about the ocean crustal
subsurface in general, partially due to the operational challenges
of sampling this environment. Crustal estimates of biomass
and rates of activity are currently poorly constrained, though
energetic calculation suggest this environment could support up
to ∼1 × 1012 g C yr−1 of new biomass (Bach and Edwards,
2003; Edwards et al., 2005), and recent empirical measurement of
chemotrophic carbon fixation support this (Orcutt et al., 2015).

Seep Habitats
The marine environment has two types of seep habitats: cold
seeps (described above) and hydrothermal seeps (commonly
referred to as hydrothermal vents). Though not strictly deep
subsurface environments, these environments provide natural
“windows” into otherwise challenging to access environments
and are therefore considered. Fluids in these environments
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are subject to interactions with the local geology, resulting in
an altered physiochemical character such as enrichment with
dissolved minerals and metals (Staudigel et al., 1998). Marine
hydrothermal vent systems represent concentrated regions of
chemotrophic life in the otherwise oligotrophic deep-sea floor,
as warm, mineral rich subseafloor fluids mix with cold, oxic,
resource-deficient surface waters. This enrichment provides a
potentially energy rich environment, particularly where reduced
chemical species mix with oxic seawater in plume environments
(Dick et al., 2013).

Continental
The continental subsurface begins beneath the top active layers
of soil and ice or directly under exposed crust (Figure 2). There
are three main habitat types in the continental subsurface: the
crust, ores (here including hydrocarbon deposits) and aquifers.
There are also “windows into the subsurface” environments such
as hydrothermal springs and ophiolites.

Continental Crust
The continental crust has an estimated volume of approximately
2 × 108 km2 or 40% of the Earth’s solid volume, depending
on the definition (Cogley, 1984). It is primarily granitic (high
concentration of silica) and highly heterogeneous, becoming
mafic at depth (Wedepohl, 1995; Rudnick and Gao, 2003).
This contrasts with the broadly homogeneous marine crust
which has a low silica content (Rudnick and Fountain, 1995).
This heterogeneity provides a wide variety of habitats for
chemolithotrophs, as there is more substrate variability in
addition to temperature and pressure gradients. “Window”
sections of the deepest subsurface are accessible as uplifted
ophiolites (Neubeck et al., 2017; Rempfert et al., 2017). These
environments provide information on deeper geology and
interactions between these and microbial communities, though
the degree to which these sites are reflective of the true deep
subsurface varies according to local conditions.

Water in the terrestrial subsurface is primarily in channels
and pore spaces. The solid to water ratio tends to increase
with depth, causing a more constrained environment further
down (Stober and Bucher, 2004; Parnell and McMahon, 2016).
Water becomes more saline at depth, as long residence times
of thousands of years results in the accumulation of dissolved
minerals from contact with rock. Total groundwater volume in
the terrestrial subsurface crust is estimated at 2.43 × 1019 L
(Wirsen and Jannasch, 1978), with an estimated max volume
of 98% in aquifers (Gleeson et al., 2016). These aquifers are
areas of more permeable rock and sediment where groundwater
has less restricted flow (Foster and Chilton, 2003). Aquifer
conditions vary according to surrounding geology and sometimes
anthropogenic effects, but are in general oligotrophic.

Similar to the marine crust, electron acceptors and donors
include iron (Emerson et al., 2007; Heim et al., 2017), manganese
(Peng et al., 2015; Sylvan et al., 2015), sulfur species and
hydrogen (Osburn et al., 2014). Use of other metal species is
reported but their significance is often unclear (Kashefi and
Lovley, 2000; Oremland, 2003; Lee et al., 2015). Clays and
sediments are occasionally present, which can have a higher

organic carbon content than rock crust (Bagnoud et al., 2016).
Elevated concentrations of hydrogen in particular are present
in the deeper subsurface due to radiolysis, or as a product of
serpentinization, a geochemical alteration process that produces
methane, hydrogen, and abiotically produced hydrocarbons as
a result of water-ultramafic rock interactions. Similar to the
deep crustal marine subsurface, estimated rates of activity in the
continental deep subsurface are poorly constrained, due in part to
difficulties and costs involved in collecting quality samples from
deep boreholes and mine systems (Miettinen et al., 2015; Momper
et al., 2017).

Ores and Mineral Deposits
Concentrations of a particular mineral can alter local conditions
and microbiology (Lehman et al., 2001), though they are
rarely of significant volume in comparison to the total crustal
volume (Williams and Cloete, 2008; Daly et al., 2016). Ores are
mineral concentrations of economic interest, and here includes
hydrocarbon (e.g., coal) and halite deposits in addition to
metal-containing ores. These ores are sometimes the subject of
commercial exploitation, which provides opportunities for site
access though mining activity (Osburn et al., 2014; Miettinen
et al., 2015; Daly et al., 2016). However, these environments are
by definition altered by anthropogenic activity, changing local
conditions, and local microbiology. Examples include generation
of acid mine drainage (Druschel et al., 2004; Chen et al.,
2016), souring of hydrocarbon deposits (Head et al., 2014), and
alterations by explosive activity (Martins et al., 2017).

The range of electron acceptors and donors in these
environments can be very different from typical crust.
Hydrocarbon deposits such as oil and coal contain abundant
organic carbon, though this is usually not labile and often
includes toxic aromatic compounds (Larter et al., 2006; Head
et al., 2014). Depending on host geology, sulfate in particular
provides a reasonably energy rich electron acceptor (Sánchez-
Andrea et al., 2011; Dopson and Johnson, 2012; Tsesmetzis
et al., 2016). Other metals such as manganese (Spilde et al.,
2005), arsenic (Escudero et al., 2013), uranium (Beller et al.,
2013), and others (Johnson et al., 2017) are used in addition to
iron as electron sources and sinks (Hedrich et al., 2011; Toner
et al., 2016). Metal species in particular are usually present in
low dissolved concentrations in the environment regardless of
their concentration in solid mineral because of their respective
solubility under environmental conditions. There are exceptions
such as low pH environments associated with some ores and
hydrothermal fluids, where a high concentration of H+ shifts the
thermodynamics of solid/liquid/gas state equilibrium, changing
solubility so more metals stay in solution (Hedrich et al., 2011;
Johnson et al., 2012). There is evidence that iron, sulfur, and
methane oxidizing microbes use hydrogen as an electron donor
in these environments (Lau et al., 2016; Carere et al., 2017;
Hernsdorf et al., 2017).

Cold Subsurface Environments
Cold, hyperarid deserts are some of the closest analogs to
current extraterrestrial targets for life, such as high elevation
McMurdo Dry Valleys in Antarctica (Heldmann et al., 2013)
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and the Atacama Desert in Chile (Navarro-González et al., 2003;
Fairén et al., 2010). Temperatures in these environments rarely
reach above freezing, resulting in a soil profile almost exclusively
of permafrosts. These are oligotrophic systems, with potential
electron acceptors such as nitrates, sulfates, and perchlorates
as well as electron donors such as formate, acetate, and other
small organic acids are present in these primarily mineral soils
(Kounaves et al., 2010b; Parro et al., 2011; Jackson et al., 2016;
Faucher et al., 2017).

Subglacial lakes such as those in Greenland, Iceland, and
Antarctica (Siegert et al., 2016) are considered as ‘subsurface’
herein, as they fit the definition of an environment relatively
isolated from surface processes. These are bodies of water of
varying fluid dynamics, physiochemical properties, and residence
times that may or may not have a rocky bottom, capped by
kilometers of ice (Bell et al., 2002; Mikucki et al., 2016; Siegert
et al., 2016). Microbial studies of these sub-glacial lakes show
lithotrophic communities with unique microbial members and
metabolisms with a range of electron donors and acceptors,
with less biomass associates with the higher ice-water boundaries
(Murray et al., 2012; Bulat, 2016; Mikucki et al., 2016).

EXTRATERRESTRIAL ASTROBIOLOGICAL
TARGETS WITH SUBSURFACE
ANALOGS ON EARTH

Mars, Europa, Enceladus, and Titan have received the most
attention as the most likely to harbor signs of past or present
extraterrestrial life. These sites possess characteristics or specific
sites that share similar aspects of particular low energy subsurface
sites, in terms of physical characteristics and possible energy
sources.

Mars
Present day Mars is cold and hyper arid with low atmospheric
pressure (∼7 mbar), high ionizing radiation, and highly oxidizing
surface soil conditions (Fairén et al., 2010). Surface conditions on
Mars are currently considered inhospitable because of this and
due to the instability of liquid water on the surface. Water is
present on Mars in the near subsurface in the form of ground
ice and potentially as ground water residing in deeper crust
(Clifford and Parker, 2001; Byrne et al., 2009; Clifford et al., 2010).
Subsurface conditions such as pressure above the triple point of
water, radiogenic heating and the presence of dissolved solutes
could allow for liquid water with depth (Clifford et al., 2010).
Evidence indicates that past Mars was relatively warmer than at
present and liquid water was widespread (Fairén et al., 2010),
resulting in possible previously habitable conditions. There are
microorganisms on Earth that grow at subzero temperatures
(Mykytczuk et al., 2013) and under present Martian atmosphere
conditions (Mickol and Kral, 2017). Extant life could potentially
remain in the more clement subsurface conditions due to
protection provided from ionizing radiation and surface soil
oxidizing conditions.

Basalts, clays and ultramafic minerals are found across Mars,
and provide possible lithotrophic electron donors and acceptor

sources. Iron and sulfur in particular are abundant (Squyres
et al., 2004; Nixon et al., 2013), and there is evidence of
perchlorates (Catling et al., 2010; Navarro-González et al., 2010),
nitrogen (Stern et al., 2015), and other metal-containing minerals
(Squyres et al., 2004). Oxygen is present in the atmosphere
in extremely low concentrations of 0.1%, likely due to abiotic
formation (Kounaves et al., 2010a). Evidence that Martian
conditions have been locally extremely acidic (Horgan et al.,
2017; Peretyazhko et al., 2017), means that metal and sulfur
ions in particular could have been more bioavailable similar
to low pH environments on Earth (Fernández-Remolar et al.,
2008; Amils et al., 2014). Serpentine deposits have been identified
associated with impact craters and surface terrains by the Mars
Reconnaissance Orbiter in a number of sites on Mars (Ehlmann
et al., 2010), including Nili Fossae, a site possibly linked with
enriched methane concentrations (Mumma et al., 2009). Since
methane is thought to have a short lifespan in the Martian
atmosphere, a potential source for the variable detection of
methane on Mars (Webster et al., 2015) could be present-day
and/or past serpentinization processes in the subsurface (Oehler
and Etiope, 2017) as relevant minerals are present (Hoefen et al.,
2003; Ody et al., 2012). Some have theorized that the Martian
subsurface could be supplied with an energy source from the
oxidation of photochemically produced H2 and CO diffusing into
regolith, penetrating down to 100–1,000 meters (Weiss et al.,
2000). Microorganisms in surface cold and hyper-arid soils are
identified that utilize these substrates as a carbon and energy
source in trace atmospheric amounts (Ji et al., 2017), and CO
oxidation has been identified as a metabolism in the subsurface
on Earth (Brazelton et al., 2012; Baker et al., 2016; Hoshino and
Inagaki, 2017).

Analog environments to the cold and hyper-arid conditions
on Mars include the subsurface of the hyperarid Atacama desert
in Chile as well as polar deserts (Navarro-González et al., 2003;
Fairén et al., 2010). While the dry surface mineral soils of the
Atacama desert harbor little to no active microbial life (Navarro-
González et al., 2003; Crits-Christoph et al., 2013), there is a
“microbial oasis” at depth (∼2 m), where small films of liquid
water is formed due to deliquescence caused by hygroscopic salts
(Parro et al., 2011). In Antarctica, the McMurdo Dry Valleys
are a polar desert analog similar to observations at the Phoenix
landing site, where dry permafrost soil with negligible water
content overlays ice-cemented ground (Heldmann et al., 2013).
Life is likely constrained more by available liquid water than low
energy in these oligotrophic environments (Goordial et al., 2016)
as active microbial life in these cold, dry valleys can be observed at
lower elevations where liquid water is more prevalent seasonally
(Bakermans et al., 2014).

Considering the abundance of basalts and ultramafics on
Mars, the subsurface provides analogs for Martian minerals,
including basalts, clays, and serpentine (Stevens and Mckinley,
1995; Schulte et al., 2006) among others. Serpentinite hosted
microbial ecosystems are found in subsurface environments in
marine (e.g., Atlantis Massif) and in terrestrial settings (e.g.,
the Tablelands Ophiolite, The Ceders) (Kelley et al., 2005;
Brazelton et al., 2006; Hernsdorf et al., 2017; Rempfert et al.,
2017). Ophiolites on earth are identified as analogs for similar

Frontiers in Microbiology | www.frontiersin.org 6 July 2018 | Volume 9 | Article 1605123

https://www.frontiersin.org/journals/microbiology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles


fmicb-09-01605 August 26, 2019 Time: 15:16 # 7

Jones et al. Low Energy Subsurface Analog Energetics

lithologies on Mars as a source of hydrogen in particular,
and depending on the host substrate, other energy sources
such as iron or manganese may also be present (Schulte
et al., 2006; Szponar et al., 2013; Dilek and Furnes, 2014).
Deeply occurring clays (Bagnoud et al., 2016; Leupin et al.,
2017) and particularly oligotrophic marine sediment (D’Hondt
et al., 2009) may be useful analogs for Martian organic-poor
clays.

Icy Moons With Liquid Oceans
There are currently two primary icy ocean world targets for
possible extraterrestrial life: Saturn’s moon Enceladus, and
Europa, a moon of Jupiter. Enceladus probably has a rocky
core covered at least partially by an approximately 10 km deep
body of probably alkaline (pH 8.0–12: Postberg et al., 2009;
Glein et al., 2015; Hsu et al., 2015) brine (Vance et al., 2016),
with a cap of 30–40 km of ice (Iess et al., 2014). There is a
geyser in the southern hemisphere (the so-called ‘tiger stripes’),
speculated to be sourced from hydrothermal activity (Glein
et al., 2015; Hsu et al., 2015; Sekine et al., 2015) or clathrate
decomposition (Kieffer et al., 2006). Information collected from
the geyser indicate the presence of carbon, nitrogen and organic
compounds (CH4, NH4), silicates (Postberg et al., 2009; Waite
et al., 2009), sodium, potassium and carbonates (Postberg et al.,
2009) and moderate salinity (Glein et al., 2015; Hsu et al.,
2015). Temperature estimates for subsurface ocean range from
<90◦C in the assumed crustal subsurface to approximately 0◦C
near the ice-water interface. There are indications of possibly
significant water-rock interactions between the liquid body and
a hypothesized solid rock core (Glein et al., 2015; Hsu et al.,
2015).

Europa is hypothesized to contain a rocky basaltic core (Vance
et al., 2016) in contact with a liquid brine ocean ∼80–100 km
deep (Kivelson et al., 2000; Lowell and DuBose, 2005), with a
∼15–25 km shell of ice (Kivelson et al., 2000) and lakes encased
within (Schmidt et al., 2011). Conditions of pH, temperature,
and composition of brines in Europa are less constrained
than Enceladus. though the presence of H2O2, O2, SO2, CO2,
carbonates, and sulfates are inferred from spectral data of surface
ice (McCord et al., 1998; Carlson et al., 1999; Hand et al., 2007),
which are theorized to enter the subsurface in some instances
(Teolis et al., 2017). Proposed possible metabolisms include
methanogenesis and sulfate reduction pathways (McCollom,
1999), though evidence of compounds involved in these pathways
have yet to be detected in the surface ice (Hand et al., 2007).
If oxygen enters the subsurface, then this may also function as
an electron acceptor, though the actual concentrations involved
may be low and localized (Teolis et al., 2017). Hydrothermal
activity and subsurface flow, are speculated based on features
of the ice surface (Lowell and DuBose, 2005; Quick and Marsh,
2016).

Considering the ultramafic, saline, and alkaline conditions
hypothesized to exist on these icy moon targets, marine
ultramafic subsurface sites such as Lost City on the Atlantis
Massif are useful to consider as they are broadly similar
(Postberg et al., 2009; Preston and Dartnell, 2014; Glein et al.,
2015; Vance et al., 2016; Lunine, 2017). The Lost City vent

system consists of a succession of alkaline (pH 9–11) vents of
∼45–90◦C fluids. The Europa site at the Mid-Cayman Ridge is
another cool, ultramafic-hosted system with elevated methane
(German et al., 2010). In these sites, seawater is entrained
within the ultramafic system and undergoes fluid-rock reactions
that remove carbonate, adds alkalinity, and enriches hydrogen,
methane, and other small weight organics that are byproducts
of serpentinization reactions. Serpentinization systems such as
these have been speculated as a possible energy source on
Enceladaus (Glein et al., 2015; Holm et al., 2015), with a possible
H2 generation value of approximately 3 mol H2 kg−1 of water
(Glein et al., 2015). This compares to 0.25–15 mmol H2 kg−1 of
water in the Lost City hydrothermal vent system (Kelley et al.,
2001, 2005; Proskurowski et al., 2008). Methane and sulfates
are a possible electron donor and acceptor (Kelley et al., 2001;
Lang et al., 2010; Brazelton et al., 2013; Schrenk et al., 2013);
however, a recent study suggests sulfate-reducers dominate this
environment despite abundant methane (Lang et al., 2018). There
is little sulfate yet detected on Enceladus, so sulfur couples may
not be a significant source of energy on this target (Glein et al.,
2015).

Basaltic oceanic crust environments also serve as useful
analogs to icy ocean worlds, given the interaction of saline
fluids with crust inferred on these targets. The best-studied
subsurface environments on Earth where fluid moves through
oceanic crust are on the flanks of mid-ocean ridges, namely the
eastern flank of the Juan de Fuca Ridge and the western flank
of the Mid-Atlantic Ridge at the “North Pond” site (Edwards
et al., 2012b; Orcutt and Edwards, 2014). Recent studies at these
sites have revealed dynamic microbial ecosystems thriving in this
subsurface environment (Jungbluth et al., 2016; Meyer et al.,
2016; Tully et al., 2018).

Considering the ice-water interface on these icy moons,
proposed analogs for ice-water interfaces include sea ice-
water channels (Martin and McMinn, 2017) and sub-glacial
lakes such as Lake Vida, an Antarctic permanently ice-
covered brine lake (Murray et al., 2012; Garcia-Lopez and
Cid, 2017). Sub-glacial lake studies show chemotrophic
communities with unique community members and evidence
of more life at substrate-water interfaces than ice-water
interface, indicating life is possible in these conditions (Murray
et al., 2012; Bulat, 2016; Mikucki et al., 2016). Identified
metabolisms include sulfate reduction, methanogenesis,
nitrate as an electron acceptor (Skidmore et al., 2000;
Michaud et al., 2017) and, at the crust-water interface,
lithotrophic sources such as manganese and iron (Murray
et al., 2012).

Considering the presence of brines in contact with crust on
icy moons, salt ores and cold seep brine pools offer additional
subsurface analogs for icy moons. Brine pools with distinct
microbial communities are present in the marine subsurface,
forming as buried salt deposits interact with upwelling subsurface
ocean fluids (Joye et al., 2009, 2010; Antunes et al., 2011). Deep
terrestrial halite ores harbor microbial communities, including
inclusions within the deposits (Lowenstein et al., 2011; Jaakkola
et al., 2016; Payler et al., 2017). Ionic strength of solution is
generally more limiting than energy in these environments,
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as there can be sulfur, methane, hydrogen and CO2 present,
depending on host lithology.

Titan
Titan is a cold, hydrocarbon-rich extraterrestrial body, so cold
subsurface environments rich in hydrocarbons are possible
analogs for this target. Titan has an atmosphere assumed to
contain primarily N2, CH4 and H2, surface temperatures of
∼90 K and a surface pressure of ∼1.46 bar (Jakosky et al.,
2003; Niemann et al., 2005; Jennings et al., 2009). It has liquid
reservoirs of N2, CH4, Ar, CO, C2H2–C4H10, and H2 (Cordier
et al., 2012, 2013) in addition to other complex C–H and
C–N chains (Desai et al., 2017) on the surface, which possibly
permeate the subsurface (Hayes et al., 2008; Mousis et al., 2014).
The temperature of Titan’s surface precludes all but the most
psychrophilic lifestyles, though there are indications that life at
these temperatures is within the realms of possibility (Price and
Sowers, 2004; Panikov and Sizova, 2007; Amato and Christner,
2009). Evidence of cryovolcanism also indicates possible areas of
warmer temperatures (Lopes et al., 2013). Conditions of Titan
are likely to increase reactivity of silicon compounds, leading to
some speculation on the possibility of silicon-based life in such
conditions (Bains, 2004).

Subsurface hydrocarbon deposits are proposed as possible
analogs for Titan (L’Haridon et al., 1995). Microbial life in
these environments metabolize hydrocarbons under challenging
conditions of temperature, pressure and oxygen limitation,
in addition to limitations imposed by the properties of
hydrocarbons as substrates. However, there is little information
on minimum temperatures in hydrocarbon deposits on earth.
Water is important in these hydrocarbon reservoirs, with a
positive correlation between cell activity and water availability
(Head et al., 2003; Larter et al., 2006); however temperatures
on Titan likely limit the availability of this solvent to warmer
areas linked to cryovolcanism (Kargel, 1994; Lopes et al., 2013).
Methane has been proposed as a possible alternative solvent
for Titan (Stofan et al., 2007), though its chemical properties
are somewhat different from water. The conditions on Titan
as currently understood allow for more extensive gas hydrate
formation, including in the subsurface and on the surface
(Osegovic and Max, 2005; Fortes et al., 2007). Methane hydrates
and associated microbial communities form on Earth in deep
sediment and permafrost (Osegovic and Max, 2005).

ENERGETICS AND THE SUBSURFACE

Growth, Activity, and Dormancy
The physiological state of microorganisms in the subsurface
can be grouped into three categories based on metabolic
activity: (1) Growth, where the energy/nutrient demands of the
cell are met, and there is sufficient energy for cell division
and biomolecule synthesis; (2) basal maintenance (alternatively
termed vegetative) in which cell division is not occurring, but
cells are carrying out essential housekeeping functions for cell
viability such as repair and replacement of biomolecules, and
maintenance of membrane integrity (Hoehler and Jørgensen,

2013); and (3) dormancy (endo-spores), a reversible state of
low to zero metabolic activity that is generally thought to be
an evolutionary strategy to overcome unfavorable conditions
for growth (Jones and Lennon, 2010; Lennon and Jones, 2011;
Bradley et al., 2018). The majority of microorganisms in most
environmental systems spend their time in non-dividing and
energy limited states (Bergkessel et al., 2016). Environmental
and energetic cues causing microorganisms to switch between
growth, activity and dormancy are unclear, though these
physiological states have important implications for the evolution
and ecology of low energy subsurface settings.

Many microorganisms on Earth are capable of temporarily
resisting stresses such as temperature, desiccation and antibiotics
by entering resting states or by forming spores (Jones and
Lennon, 2010). These dormant microorganisms act as a seed
bank, contributing to future microbial diversity when conditions
become favorable again. Dormancy might be a relevant life
strategy for considering life on planetary bodies with possible
past habitable conditions or where environmental conditions
fluctuate temporally. Due to the estimated life-span of viability
for an endospore and measured endospore abundance with depth
in subseafloor sediments, one strategy for extended longevity in
the subsurface appears to be periodic germination of spores to
carry out repair functions (Braun et al., 2017). Nonetheless, long
term survival on geological timescales through low metabolic
activity may be superior to dormancy since a minimum
metabolic activity for maintenance is required to counteract
damage to biomolecules accumulated over time caused by
background radiation, hydrolysis, oxidation, etc. (Johnson et al.,
2007).

Energy requirements of growth, maintenance activities and
dormancy are difficult to directly measure, but is estimated to
differ by orders of magnitude (106: 103: 1) (Price and Sowers,
2004). Investigations into limits of energy required for growth
in cultured microbes vary from −20 to −9 kJ mol−1 of energy
as a limiting threshold for actively growing populations (Schink,
1997; Hoehler, 2004; Schink and Stams, 2006). Values for in situ
investigations are lower again, with values of 190 zeptoWatts
(zW) per cell in ultra-oligotrophic sediments and theoretical
values as low as 1 zW per cell (LaRowe and Amend, 2015a).
For comparison, a J mol−1 is a unit of energy whereas W is
a unit of power, which is energy use over time. Therefore, 190
zW is equivalent to 1.9 × 10−22 kJ mol−1 s−1. More recent
work suggests that −20 to −10 kJ mol−1 is the minimum
energy required for ATP synthesis (Müller and Hess, 2017),
suggesting that lower values are more representative of cells
under vegetative states. However, modeling energy requirements
of in situ populations of cells requires several assumptions about
growth requirements such as cellular biomolecule content, cell
size and microbial taxa (Lever et al., 2015; Bergkessel et al., 2016;
Kempes et al., 2017). Likewise, the molecular mechanisms and
physiological characteristics associated with non-growth activity
in cultured microorganisms remains poorly understood, due
partly to the challenges associated with controlling, reproducing,
and measuring non-growing states (Bergkessel et al., 2016). It
is unclear how mechanisms (such as those reviewed in Lever
et al., 2015) and energy consumption in generally fast-growing,
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mesophilic model microorganisms relate to those employed
by extremophiles such as those of low energy subsurface
environments.

Despite low energy and nutrients, multiple lines of evidence
indicate active microbial life in the subsurface. These include
rates of metabolic sulfate reduction and methane cycling inferred
from geochemical profiles in environmental samples, and activity
measurements in microcosm experiments through radioisotope
and stable isotope labeling of compounds (Morono et al.,
2011; Wegener et al., 2012; Orcutt et al., 2013a; Glombitza
et al., 2016; Robador et al., 2016b; Trembath-Reichert et al.,
2017). Detection of bulk transcriptional activity and translational
activity has the advantage of ascribing taxonomy and function
to active microbiota (Orsi et al., 2013, 2016; Hatzenpichler
et al., 2016; Marlow et al., 2016). Calorimetry measurements
detected microbial activity in oceanic crustal fluids, measuring
cellular energy consumption ranging from 0.2 to 5.7 pW cell−1

(Robador et al., 2016a). Additionally, highly sensitive techniques
such as nanometer-scale secondary ion mass spectrometry
(nanoSIMS), and bioorthogonal non-canonical amino acid
tagging (BONCAT), have detected activity down to the single
cell level in slow growing microorganisms (Morono et al.,
2011; Hatzenpichler et al., 2016; Trembath-Reichert et al.,
2017), providing insight into individual cell-to-cell variation in
metabolism in low energy settings. Such activity measurements
have led to proposed cell turnover rates of months to 10s of
1000s of years (Phelps et al., 1994; Biddle et al., 2006; Hoehler
and Jørgensen, 2013; Braun et al., 2017; Trembath-Reichert et al.,
2017).

Energy Yield of Various Redox Reactions
in the Low Energy Subsurface and on
Extraterrestrial Environments
According to the “follow the energy” approach to identifying
habitable zones (Hoehler, 2007), electron acceptors and
donors must be present in large enough quantities, and
the energy released needs to be sufficient for life to make
use of it (Nixon et al., 2012). The energy of a reaction
differs according to environmental conditions, particularly
in “extreme” environments such as the subsurface and current
potential extraterrestrial targets, where temperature, pressure,
pH and concentration of available reactants and products
deviate significantly from standard conditions of 25◦C, 1
atm, 1 M substrate concentration (D’Hondt, 2002; Hoehler,
2004, 2007; LaRowe and Van Cappellen, 2011; Bradley et al.,
2018). Additionally, Gibbs free energy yield calculations for
various reactions give only the maximum theoretical available
energy at a given set of conditions. Calculations of the energy
yield of a reaction (i.e., kJ per mole of substrate) should be
considered against the availability of the substrate to consider
energy yield in a given volume of the environment (i.e.,
kJ per liter) (LaRowe and Van Cappellen, 2011; LaRowe
and Amend, 2015b; Orcutt et al., 2015). This volumetric
energy yield is particularly relevant in subsurface sites,
where certain electron acceptors and donors can be in short
supply.

To evaluate the feasibility of various redox reactions in
low energy subsurface analog sites and extraterrestrial targets
(Table 1), we calculated the Gibbs free energy yield of reactions
under in situ conditions for a suite of reactions (Table 2),

TABLE 1 | Extraterrestrial and Earth low energy subsurface analog sites
considered in energy calculations.

Site Overview of site characteristics

Extraterrestrial

Mars Low estimate

High estimate

Enceladus Hypothesized crustal seafloor-liquid interface

Europa Hypothesized crustal seafloor-liquid interface

Titan Surface

Marine

North Pond Basaltic crust, cool, and oxic

Juan de Fuca Basaltic crust, warm, and anoxic

Lost City Ultramafic crust, warm hydrothermal vents

South Pacific Gyre Extremely oligotrophic, oxic sediment

Gulf of Mexico Cold anoxic brine seeps

Continental

Sanford Underground Research
Facility

Metamorphic crust

Mont Terri Opalinus clay

Rio Tinto Massive pyrite ore deposit

University Valley Polar desert permafrost, low estimate

Polar desert permafrost, high estimate

Atacama Hyperarid desert, low temperature, high pH

Hyperarid desert, high temperature, low pH

Lake Vida Ice-enclosed hypersaline lake

Environmental concentrations (listed in Supplementary Table S1) from references
listed in Supplementary Table S2.

TABLE 2 | Reactions considered in Gibbs free energy and energy density
calculations.

Redox pair Equation

H2/O2 H2(aq) + 0.5O2(aq) → H2O(l)

H2/NO−3 (NO−2 ) H2(aq) + NO−3 → NO−2 + H2O(l)

H2/NO−3 (NH3) 4H2(aq) + NO−3 + H+ → NH3(aq) + 3H2O(l)

H2/SO2
4 4H2(aq) + SO2−

4 + 2H+ → H2S(aq) + 4H2O(l)

H2/CO2 4H2(aq) + CO2 (aq) → CH4(aq) + 2H2O(l)

H2S/O2 H2S(aq) + 2O2(aq) → SO2−
4 + 2H+

H2S/NO−3 5H2S(aq) + 8NO−3 → 4N2(aq) + 5SO2−
4 + 4H2O(l) + 2H+

Fe2+/O2 2Fe2+
+ 0.5O2(aq) + 2H+ → 2Fe3+

+ H2O(l)

FeS2/O2 FeS2(s) + 3.5O2(aq) + H2O(l) → Fe2+
+ 2SO2−

4 + 2H+

NH3/O2 NH3(aq) + 1.5O2(aq) → NO−2 + H2O(l) + H+

NH3/NO−2 NH3(aq) + NO−2 + H+→ N2(aq) + 2H2O(l)

NH3/SO2−
4 NH3(aq) + SO2−

4 + H+ → NO−3 + H2S(aq) + H2O(l)

CH4/O2 CH4(aq) + 2O2(aq) → CO2(aq) + 2H2O(l)

CH4/NO−3 CH4(aq) + 4NO−3 → 4NO−2 + CO2(aq) + H2O(l)

CH4/SO2−
4 CH4(aq) + SO2−

4 + 2H+ → H2S(aq) + CO2(aq) + 2H2O(l)

Note that redox pairs of Fe2+ with NO−3 or SO2-
4 were also considered, but as

the reactions were always endergonic (see Supplementary Table S1), they were
excluded from further presentation.
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following approaches outlined in detail elsewhere (Amend and
Shock, 2001; Osburn et al., 2014). We scaled the activity
coefficients in the Gibbs free energy equations to account
for ionic strength in the various environments, as well as
temperature effects on standard conditions; pressure effects
were not included as these have far less of an impact than
temperature (Amend and Shock, 2001). Where available, we used
measured or interpreted in situ concentrations of reactants and
products available from the primary literature (Supplementary
Table S1). Care was taken to select subsurface values wherever
possible, particularly for sites such as Rio Tinto that have surface
components. Where concentrations were unknown, we assumed
an end-member limiting concentration of 1 nmol substrate per
liter (Supplementary Table S1). Gibbs free energy yields were
normalized to the number of electrons exchanged in the reaction,
to calculate energy yields as kJ per mole of electrons for cross
comparison of reactions. The energy density of the selected
reactions in an environment were calculated by scaling the
reactions to a mole of the limiting reactant, which was assumed
to be the electron donor in all cases. While this assumption is
not always true, such as in organic rich marine sediment where
electron acceptors become limiting (Orcutt et al., 2011), its use
allows more direct comparison within the presented dataset and
other work (Osburn et al., 2014). Finally, we summed the free
energy available from all calculated reactions together to compare
sites to one another, although this presents an overestimate as
there would be competing reactions for some substrates.

Despite the large variation in environmental conditions –
such as temperature, ionic strength, and concentrations – our
calculations show that there is remarkable consistency in the
energy yields per electron transferred across all subsurface and
extraterrestrial sites considered (Table 1), with most reactions
varying by less than 100 kJ mol electron−1 (Figure 3 and
Supplementary Table S1). The most variable reaction energetic
yield is the CH4/O2 redox pair, whereas the least variable is

FIGURE 3 | Range and mean of Gibbs Free energy yields, normalized to kJ
per mole electron transferred per reaction, across all sites for the redox pairs
listed in Table 1. Negative values indicate exergonic reactions. See
Supplementary Table S1 for all values. Reactions grouped by electron
donor and color (pink, CH4; blue, NH3; gray, FeS2; red, Fe2+; orange,
H2S; black, H2).

the H2/CO2 pair. Only the CH4/SO4 redox pair is expected
to be endergonic under some conditions (though just barely
exergonic and at or below the theoretical minimum energy limit
in others); all other reactions are estimated to be exergonic under
all conditions considered (note that calculations for Fe2+ paired
with either NO−3 or SO2−

4 was endergonic under all conditions
and was excluded from further analysis). This indicates that a
wide range of redox reactions could theoretically be supported
on the extraterrestrial targets, and that the energy yields can be
similar to what can be found in Earth’s subsurface environments.
However, given that the presence of some electron donors and
acceptors in extraterrestrial targets are poorly constrained [e.g.,
unknown electron acceptors on Enceladus, despite confirmation
of electron donors methane, ammonium, and possibly hydrogen
(Postberg et al., 2009; Waite et al., 2009)], theoretical feasibility
needs to be constrained by probability of both electron donors
and acceptors being present.

Strikingly, extraterrestrial sites are predicted to have similar
cumulative energy densities as Earth’s subsurface habitats (with
conservative assumptions about electron donor and acceptor
concentrations), although the dominant energy-rich processes
vary (Figure 4 and Supplementary Table S1). For example,
cumulative volumetric energy densities on Mars are estimated to
range from 0.03 to 3 kJ L−1, supported primarily by the electron
donors NH3, H2S, or hydrogen reacting with sulfate, nitrate, or
oxygen, depending on the scenario chosen for electron donor
concentration, pH, and temperature. Under the scenario of low
electron donor concentration, low pH, and low temperature, the
predicted Martian energy density and dominant reactions are
similar to those observed at the Earth analog site at the Juan de
Fuca Ridge flank subsurface oceanic crust. Under the scenario of
higher electron donor concentrations, pH, and temperature, the
cumulative volumetric energy density and dominant reactions
estimate is more similar to what is estimated from the Earth
analog sites in the Rio Tinto. The base of the presumed Europan
ocean has an estimated energy density of 400 kJ L−1 fueled
primarily by iron oxidation, if dissolved oxygen is present (Teolis
et al., 2017) and penetrates to the water-rock interface and if iron
is released from water-rock reactions. This volumetric energy
density and dominant reaction pattern is similar to that estimated
for the Earth analog site at University Valley. By contrast, the
ocean on Enceladus is estimated to have an energy density of
100 kJ L−1 fueled by ammonia oxidation with nitrate; none of
our comparison Earth analog sites had similar energy density
estimates from this reaction. The cumulative volumetric energy
density estimates for Titan are the highest we estimate in this
exercise, fueled by ammonia oxidation with sulfate or nitrate in
a similar pattern as estimated for the Juan de Fuca analog system,
but we highlight that this is the least well constrained system.
Overall, although based on poorly constrained concentrations,
these projections indicate that extraterrestrial sites could have
sufficient overall energy to host chemolithotrophic communities.

The predicted relative contribution of each redox pair to each
site is applicable information for the “follow the energy” approach
to habitability (Hoehler, 2007), and can further be constrained by
comparison studies of microbial metabolic processes in the Earth
analog systems, to see if the predicted energy rich metabolisms
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FIGURE 4 | Cumulative volumetric energy densities of redox reactions per site based on environmental concentrations of variables in each reaction (Table 1). (Left)
Shows the percent contribution of various reactions as shown in the color legend. (Right) Shows combined absolute energy density (as kJ per liter) for all reactions,
with gray scale reflecting habitat type. All calculations assumed that the electron donor was the limiting substrate. See Supplementary Table S1 for all values and
formulas.

are indeed those that occur. This approach of comparing energy
density to microbial community function has recently been
shown for some subsurface sites (Osburn et al., 2014; Reveillaud
et al., 2016; Momper et al., 2017), demonstrating the power of
this energy density approach to be a useful predictor of metabolic
function. For example, North Pond energy is primarily from
the FeS2/O2 couple (Figure 4), indicating that solid mineral
substrates may be significant in this environment. Oxidation of
hydrogen sulfide is also predicted to yield more energy than other
electron donors (Figure 4), which agrees well with information
on metabolic function in the community indicating that sulfur
oxidizers are present in greater relative abundance as compared
to hydrogen, ammonia and nitrite metabolisms (Jørgensen and
Zhao, 2016; Meyer et al., 2016). Lost City estimates showmethane
and hydrogen oxidation reactions as significant sources of energy
(Figure 4), which agrees with work indicating methane oxidizers
are common in this system but contrasts with other recent work
pointing to sulfate metabolisms as being more important than
hydrogen metabolisms in this environment (Lang et al., 2018). At
this site, the Gibbs free energy of the H2/CO2 couple is relatively
high but the energy density low (Figures 3, 4), as dissolved
CO2 concentration is scarce because it rapidly precipitates as
carbonates in the high pH environment. As shown previously,
sulfide oxidizing metabolisms are energy rich in the continental
subsurface at the Sanford Underground Research Facility, and
sulfide oxidizers are dominant in the microbial community
(Osburn et al., 2014; Momper et al., 2017). In the subsurface
portion of Rio Tinto, observation of iron and sulfur metabolisms
matches with estimates of energy density (García-Moyano et al.,
2012; Sánchez-Andrea et al., 2012; Amils et al., 2014). The
Atacama analog site has a very low predicted energy availability,

although we note that factors like water availability may be more
important than energy availability in structuring the microbial
community at the hyperarid and polar desert environments
(Goordial et al., 2016). It is notable that the range of pH and
temperature scenarios at the Atacama and University Valley sites
did not particularly affect the predicted dominant reactions or
volumetric energy densities at the hyper-arid sites, unlike the
Mars sites, which notably changed, highlighting that the ion
concentrations are key for determining dominant reactions and
energy densities. Overall, this “follow the energy” approach of
matching predicting energy density to microbial community
structure and function may inform the likely metabolisms that
might be found on extraterrestrial targets.

As with all such calculations however, there are caveats to
the estimates presented. Many of these values are estimates, due
to missing information for many of the extraterrestrial targets
(Supplementary Table S1). The calculations assume steady
state concentrations, whereas in Earth analog environments,
current concentrations do not reflect the energy available
from biogeochemical reactions that may have already occurred.
Likewise, these steady state calculations do not consider the fluxes
of electron donors or acceptors, which will also have strong
influence on energetics. The calculations assume a cumulative
energy from many different reactions that would consume the
same electron donors and acceptors and do not take into
account competition for these substrates between the reactions,
nor the possible variabilities in reaction kinetics, which is
beyond the scope of this paper. The extraterrestrial calculations
were generalized across the entire target and not modified
for variations in possible habitat type. These calculations also
do not take any other habitability factor (i.e., Figure 1) such
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as water, carbon availability and toxicity into consideration,
though these also affect microbial communities in subsurface
analog sites (Goordial et al., 2016; Purkamo et al., 2017).
These speculations assume that limits of energy of life in
earth systems would be applicable elsewhere. This is a rather
significant assumption, but a key part of extraterrestrial-
analog investigation in general. Finally, it must be noted that
habitability does not necessarily mean a set of conditions will
be inhabited (Cockell et al., 2016). With these limitations in
mind, these figures nevertheless serve to refine the question
of habitability in combination with other factors (Figure 1)
by giving a rough indication of which microbial metabolic
redox reactions in various deep subsurface sites and potential
extraterrestrial targets potentially provide sufficient energy for
life.

In conclusion, the low energy subsurface is a collective
term for environments that are relatively isolated from surface
processes, though the exact habitable range is yet largely
unconstrained. The largely prokaryotic life in these environments
survive a range of “extreme” conditions such as temperature
and availability of electron donors or acceptors. These factors
have a direct effect on the available energy of a redox reaction,
which in turn affects the viability of a particular metabolism in
a given set of environmental conditions. These characteristics
make the low energy subsurface a source of potential analogs in
the search for life elsewhere, as this combination of conditions
and resource scarcity are useful in the search for the boundaries
of where life is possible across a broad spectrum of possible
extreme environments. Therefore, studying the subsurface in
the context of analogs contributes to constraining the energetic
boundaries of “following the energy” as an approach to the search
for life.
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A Corrigendum on

Low Energy Subsurface Environments as Extraterrestrial Analogs

by Jones, R. M., Goordial, J. M., and Orcutt, B. N. (2018). Front. Microbiol. 9:1605.
doi: 10.3389/fmicb.2018.01605

In the original article, there was a mistake in the calculations in Supplementary Table S1 as
published, which affected Figure 4 and the resulting text describing Figure 4.

In brief, there were errors in the equations for calculating the volumetric energy densities for
some of the reactions, due to a copy/paste error, which affected the estimates of cumulative energy
density and ratio of reactions presented in Figure 4. We have corrected these errors in the revised
Supplementary Table S1 file as well as in Figure 4, shown below.We thank the reader who brought
this to our attention.

Supplementary Table S1: The file has been corrected in the original article.
Due to the error mentioned above, a correction has been made to section Energetics and the

Subsurface, subsection Energy Yield of Various Redox Reactions in the Low Energy Subsurface

and on Extraterrestrial Environments, paragraphs four and five:
“Strikingly, extraterrestrial sites are predicted to have similar cumulative energy densities as

Earth’s subsurface habitats (with conservative assumptions about electron donor and acceptor
concentrations), although the dominant energy-rich processes vary (Figure 4, Supplementary Table
S1). For example, cumulative volumetric energy densities on Mars are estimated to range from
0.03 to 3 kJ L−1, supported primarily by the electron donors NH3, H2S, or hydrogen reacting with
sulfate, nitrate, or oxygen, depending on the scenario chosen for electron donor concentration,
pH, and temperature. Under the scenario of low electron donor concentration, low pH, and
low temperature, the predicted Martian energy density and dominant reactions are similar to
those observed at the Earth analog site at the Juan de Fuca Ridge flank subsurface oceanic crust.
Under the scenario of higher electron donor concentrations, pH, and temperature, the cumulative
volumetric energy density and dominant reactions estimate is more similar to what is estimated
from the Earth analog sites in the Rio Tinto. The base of the presumed Europan ocean has an
estimated energy density of 400 kJ L−1 fueled primarily by iron oxidation, if dissolved oxygen
is present (Teolis et al., 2017) and penetrates to the water-rock interface and if iron is released
from water-rock reactions. This volumetric energy density and dominant reaction pattern is
similar to that estimated for the Earth analog site at University Valley. By contrast, the ocean on
Enceladus is estimated to have an energy density of 100 kJ L−1 fueled by ammonia oxidation
with nitrate; none of our comparison Earth analog sites had similar energy density estimates
from this reaction. The cumulative volumetric energy density estimates for Titan are the highest
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FIGURE 4 | Cumulative volumetric energy densities of redox reactions per site based on environmental concentrations of variables in each reaction (Table 1). (Left)
Shows the percent contribution of various reactions as shown in the color legend. (Right) Shows combined absolute energy density (as kJ per liter) for all reactions,
with gray scale reflecting habitat type. All calculations assumed that the electron donor was the limiting substrate. See Supplementary Table S1 for all values and
formulas.

we estimate in this exercise, fueled by ammonia oxidation with
sulfate or nitrate in a similar pattern as estimated for the Juan
de Fuca analog system, but we highlight that this is the least
well constrained system. Overall, although based on poorly
constrained concentrations, these projections indicate that
extraterrestrial sites could have sufficient overall energy to host
chemolithotrophic communities.”

“The predicted relative contribution of each redox pair to
each site is applicable information for the “follow the energy”
approach to habitability (Hoehler, 2007), and can further
be constrained by comparison studies of microbial metabolic
processes in the Earth analog systems, to see if the predicted
energy rich metabolisms are indeed those that occur. This
approach of comparing energy density to microbial community
function has recently been shown for some subsurface sites
(Osburn et al., 2014; Reveillaud et al., 2016; Momper et al., 2017),
demonstrating the power of this energy density approach to be
a useful predictor of metabolic function. For example, North
Pond energy is primarily from the FeS2/O2 couple (Figure 4),
indicating that solid mineral substrates may be significant in this
environment. Oxidation of hydrogen sulfide is also predicted
to yield more energy than other electron donors (Figure 4),
which agrees well with information on metabolic function in
the community indicating that sulfur oxidizers are present in
greater relative abundance as compared to hydrogen, ammonia
and nitrite metabolisms (Jørgensen and Zhao, 2016; Meyer et al.,
2016). Lost City estimates showmethane and hydrogen oxidation
reactions as significant sources of energy (Figure 4), which
agrees with work indicating methane oxidizers are common in
this system but contrasts with other recent work pointing to

sulfate metabolisms as being more important than hydrogen
metabolisms in this environment (Lang et al., 2018). At this
site, the Gibbs free energy of the H2/CO2 couple is relatively

high but the energy density low (Figures 3, 4), as dissolved
CO2 concentration is scarce because it rapidly precipitates as
carbonates in the high pH environment. As shown previously,
sulfide oxidizing metabolisms are energy rich in the continental
subsurface at the Sanford Underground Research Facility, and
sulfide oxidizers are dominant in the microbial community
(Osburn et al., 2014; Momper et al., 2017). In the subsurface
portion of Rio Tinto, observation of iron and sulfur metabolisms
matches with estimates of energy density (García-Moyano et al.,
2012; Sánchez-Andrea et al., 2012; Amils et al., 2014). The
Atacama analog site has a very low predicted energy availability,
although we note that factors like water availability may be more
important than energy availability in structuring the microbial
community at the hyperarid and polar desert environments
(Goordial et al., 2016). It is notable that the range of pH and
temperature scenarios at the Atacama and University Valley sites
did not particularly affect the predicted dominant reactions or
volumetric energy densities at the hyper-arid sites, unlike the
Mars sites, which notably changed, highlighting that the ion
concentrations are key for determining dominant reactions and
energy densities. Overall, this “follow the energy” approach of
matching predicting energy density to microbial community
structure and function may inform the likely metabolisms that
might be found on extraterrestrial targets.”

In addition, in the original article, the following references
were incorrectly written.

The reference for “Amend et al., 2015” should be “Sylvan,
J. B., Hoffman, C. L., Momper, L. M., Toner, B. M., Amend,
J. P., and Edwards, K. J. (2015). Bacillus rigiliprofundi sp. nov.,
an endospore-forming Mn-oxidizing, moderately halophilic
bacterium isolated from deep seubseafloor basaltic crust. Int. J.
Syst. Evol. Microbiol. 65, 1992–1998. doi: 10.1099/ijs.0.000211.”
The citation in the text has been updated accordingly.
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The reference for “Amils et al., 2014” should be “Amils, R.,
Fernández-Remolar, D. C., and IPBSL Team (2014). Río Tinto: a
geochemical and mineralogical terrestrial analogue of mars. Life
4, 511–534. doi: 10.3390/life4030511.”

The reference for “Bate et al., 2004” should be “Gleeson,
T., Befus, K. M., Jasechko, S., Luijendijk, E., and Cardenas,
M. B. (2016). The global volume and distribution of modern
groundwater. Nat. Geosci. 9, 161–164. doi: 10.1038/ngeo2590.”
The citation in the text has been updated accordingly.

The reference for “Lowell, 2005” should be “Lowell, R. P., and
DuBose M. (2005). Hydrothermal systems on Europa. Geophys.
Res. Lett. 32:L05202. doi: 10.1029/2005gl022375.”

The reference for “McCord, 1998” should be “McCord, T.
B., Hansen, G. B., Fanale, F. P., Carlson, R.W., Matson, D. L.,

Johnson, T. V., et al. (1998). Salts on Europa’s surface detected
by Galileo’s near infrared mapping spectrometer. Science 280,
1242–1245. doi: 10.1126/science.280.5367.1242.”

The reference for “Schink et al., 2006” should be “Schink,
B., and Stams, A. (2006). Syntrophism among prokaryotes.
Prokaryotes 2, 309–335.”

The reference for “Squyres, 2004” should be “Squyres, S.
W., Grotzinger, J. P., Arvidson, R. E., Bell, J. F., Calvin, W.,
Christensen, P. R., et al. (2004). In situ evidence for an ancient
aqueous environment at Meridiani Planum, Mars. Science 306,
1709–1714. doi: 10.1126/science.1104559.”

The authors apologize for these errors and state that they do
not change the scientific conclusions of the article in any way.
The original article has been updated.
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In a companion paper, we examined the thermodynamic responses of microbial redox

reactions to pH changes. Here we explore how these thermodynamic responses may

affect the composition and function of microbial communities. We simulate butyrate

syntrophic oxidation, sulfate reduction, and methanogenesis by microbial consortia

at pH ranging from 7 to 5. The simulation accounts for the thermodynamics of

microbial metabolisms and the interactions among microbes. The results show that

thermodynamic responses to variation in pH can be strong enough to speed up or

slow down microbial metabolisms. These kinetic changes then shape the outcome

of microbial interactions, including the membership and activity of microbial consortia.

Moreover, the kinetic changes modulate carbon fluxes and the efficiency of methane

production. The simulation results support the hypothesis that environmental pH can

shape the composition and metabolic function of microbial communities by changing

the energy yields of redox reactions. They also add to the current theories of microbial

ecology. Specifically, due to pH-induced thermodynamic responses, the principle of

competitive exclusion fails for microbial processes with significant thermodynamic

limitations, which allows the co-occurrence of competing respiration reactions in

natural environments. Taken together, these results confirm that pH is a primary

control in environmental microbiology. They also highlight the feasibility and potential of

biogeochemical kinetic modeling in uncovering and illuminating mechanistic relationships

between environmental parameters and microbial communities.

Keywords: bioenergetics, butyrate oxidation, sulfate reduction, methanogenesis, microbial kinetics

INTRODUCTION

Environmental pH is one of the most informative parameters for studying microbes in natural
environments. pH represents the chemical activities of protons—a reactant that participates in
biological energy conservation, interacts with cellular surface components and structures, and
involves in metabolism-related chemical reactions, including redox reactions, mineral dissolution
and precipitation, and reactions of natural organic matter (Kinniburgh et al., 1999; Konings et al.,
2002; Paul et al., 2006). Reflecting these relationships, pH correlates with community composition
across a wide range of biogeochemical conditions (Thompson et al., 2017), and pH variation
induces significant changes in the metabolic functions of microbial communities (Kotsyurbenko
et al., 2004; Ye et al., 2012).
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In a companion paper (Jin and Kirk, 2018), we hypothesize
that the correlation between pH and microbial communities
may also reflect the thermodynamic and kinetic responses of
microbial metabolisms to pH variation. This hypothesis is based
on the dependence of chemotrophic microbes on chemical
energy in the environment (Thauer et al., 1977; Jin, 2012).
Chemotrophs liberate chemical energy in the environment by
catalyzing redox reactions and save a part of the liberated
energy by making adenosine triphosphate (ATP) molecules.
They then spend the ATPs to maintain biomass and make
new cells. Any factors that influence the energy available in
the environment, therefore, have the potential to affect the
metabolisms of individual microbial groups and the composition
and metabolic activity of microbial communities.

To test this hypothesis, we examined the effect of pH variation
on the energy yields of microbial redox reactions (Jin and Kirk,
2018). We focused on redox reactions involved in organic matter
degradation, including syntrophic oxidation, iron reduction,
sulfate reduction, and methanogenesis, and computed their
energy yields at pH ranging from 1 to 14. The results show that
energy yields vary significantly in response to both direct and
indirect impacts of pH variation. The direct impact is due to the
changes in proton chemical activities and applies to the reactions
that consume or produce protons; the indirect impact comes
from the control of pH on chemical speciation–pH variation
affects the distribution of solute mass among possible chemical
species and thus the activities of chemical species involved in
microbial reactions.

These results demonstrate that pH variations can alter
the energy yields of microbial redox reactions. However,
thermodynamics alone is limited in its ability to predict the
metabolic rates and population sizes ofmicrobes or to account for
the correlation between pH and microbial communities (Bethke
et al., 2011; Amenabar et al., 2017). These limitations arise in
part from the complexity of microbial metabolisms in natural
settings. In addition to thermodynamics, microbial metabolisms
are subject to control by a wide range of biogeochemical
factors, including substrate availability, geochemical reactions,
and microbial interactions (Panikov, 1995; Jin et al., 2013).
But most thermodynamic calculations are reaction specific, and
do not explicitly consider concurrent geochemical reactions or
microbial metabolisms.

Here we apply kinetic modeling to explore how pH may
influence the composition and metabolic activity of simple
microbial consortia. According to microbial kinetic theory, the
rates of microbial metabolisms depend on the thermodynamic
drives of microbial respiration, the differences between the
energy available in the environment and the energy conserved
by ATP synthesis (Jin and Bethke, 2003, 2007). A change in pH
could raise or lower the thermodynamic drives and speed up
or slow down individual microbial metabolisms, which in turn
shape microbial interactions and the membership of microbial
consortia.

We simulate microbial metabolisms using biogeochemical
reaction modeling (Bethke, 2008; Jin et al., 2013). In addition
to changing the energy yields of redox reactions, pH also
directly affects the kinetic parameters of microbes. In our

simulation, we assume that pH only impacts the energy yields.
This assumption is of course an oversimplification but it allows
us to concentrate on the outcome of pH-induced changes of
energy yields. We can include the changes of microbial kinetic
parameters, but the results would bear the combined effects
of microbial kinetic and thermodynamic responses. Thus, they
would not be straightforward in illustrating the significance of
the thermodynamic effect—the focus of the current study.

We focus on syntrophic butyrate oxidation, sulfate reduction,
and methanogenesis. Butyrate is a common intermediate in
the degradation of natural organic matter whereas sulfate
reduction and methanogenesis are common microbial processes
in anoxic environments (Monokova, 1975; Molongoski and
Klug, 1980; Lovley and Klug, 1982). Our simulation considers
microbial interactions, including competition and syntrophy,
and computes rates of respiration and growth by accounting for
the chemical energy in the environment. We seek to demonstrate
how pH can influence the outcome of microbial interactions—
the membership and activity of microbial consortia—by
changing the energy yields of redox reactions.

METHODS

We simulate the progress of microbial metabolisms using the
rates of microbial respiration, biosynthesis, and maintenance.
Microbial respiration couples redox reactions to the synthesis of
ATP. The redox reactions can be represented as

∑

D

νDD+
∑

A

νAA−→←
∑

D+

νD+D
+
+

∑

A−

νA−A
−, (1)

where D and D+ are electron donors and their oxidized
forms, respectively, A and A− are electron acceptors and their
reduced forms, respectively, and νD and others are stoichiometric
coefficients. The energies 1GA available from the reactions are
the negative of the Gibbs free energy changes [J·(mol reaction)−1,
or J·mol−1], and are calculated according to

1GA = −1Go
− RT ln







∏

D+
a
νD+

D+
·
∏

A−
a
νA−

A−

∏

D
aνDD ·

∏

A

a
νA
A






, (2)

where 1G◦ is the standard Gibbs free energy change, a is
the chemical activity, R is the gas constant (J·mol−1·K−1),
and T is the temperature in kelvin (K). Chemical activity is
calculated as the product of activity coefficients (M−1) and
molal concentrations of chemical species. Activity coefficients are
calculated according to an extended form of the Debye-Hückel
equation (Helgeson, 1969).

Respiration rate r (mol·kg−1·s−1, mol per kg water per s) can
be calculated according to the thermodynamically consistent rate
law (Jin and Bethke, 2005, 2007):

r = k · [X] ·
∏

i

Fi, (3)

where k is the rate constant [mol·(g dry weight)−1·s−1, or
mol·g−1·s−1], [X] is the biomass concentration [g dry weight·(kg
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water)−1, or g·kg−1], and Fi represents different controlling
factors, including the kinetic factors of electron donor (FD) and
acceptor (FA), and the thermodynamic potential factor (FT). The
kinetic factors are calculated according to

FD =
mD

KD +mD
(4)

and

FA =
mA

KA +mA
, (5)

wheremD andmA are the molal concentrations of electron donor
and acceptor, respectively, and KD and KA are the half-saturation
constants (M) for electron donor and acceptor, respectively. The
thermodynamic potential factor is calculated according to

FT = 1− exp

(

−
f

χ · RT

)

, (6)

where f is the thermodynamic drive (J·mol−1), and χ is the
average stoichiometric number. The thermodynamic drive,

f = 1GA −1GC, (7)

is the difference between the energy 1GA (J·mol−1) available in
the environment and the energy 1GC (J·mol−1) conserved by
respiration.

According to Jin (2007), the energy 1GC (J·mol−1) conserved
by syntrophic butyrate oxidizers is a function of hydrogen partial
pressure PH2 (atm),

1GC =







3.5× 104, PH2 < 10−9atm

−1.78× 104 − 2.5× 103 · ln
(

PH2

)

, 10−9atm < PH2 < 10−3atm

0, PH2 > 10−3atm

.

(8)
According to this model, the conserved energy reaches its largest
value at H2 partial pressure less than 10−9 atm, and declines with
increasing H2 partial pressure. At the partial pressure of 10

−3 atm
or more, the conserved energy declines to 0.

For sulfate reducers and methanogens, the conserved energy
1GC is calculated as

1GC = νP ·1GP, (9)

the product of the ATP yield νP of respiration and the
phosphorylation energy 1GP (Jin and Bethke, 2002, 2003). The
phosphorylation energy is the energy required to synthesize ATP
from ADP and phosphate in the cytoplasm, and its value is taken
as 45 kJ·(mol ATP)−1 (Jin, 2012).

Microbes utilize the conserved energy 1GC to synthesize
biomass. The rate at which the biomass concentration [X]
changes with time, or the net growth rate, is

d [X]

d t
= Y · r − D · [X], (10)

where Y is the biomass yield, the grams of biomass dry weight
synthesized per mol reaction (g·mol−1), and D is the specific

rate of maintenance and death (s−1) (van Bodegom, 2007).
The product of the growth yield and respiration rate, Y·r,
gives the biosynthesis rate. Equation (10) neglects that many
microbes can persist through adverse environmental conditions
via dormancy and other survival mechanisms. Instead, it assumes
that microbial population sizes depend solely on biosynthesis rate
relative to the rate of maintenance.

We simulate the metabolisms of neutrophilic syntrophic
butyrate oxidizers, sulfate reducers, and methanogens using the
React program of the software package Geochemist’s Workbench
version 9.0 (Bethke, 2008). The simulation assumes that
aqueous chemical speciation is at thermodynamic equilibrium,
and describes these reactions on the basis of the updated
LLNL Thermodynamic Database (Delany and Lundeen, 1990).
Evaluating microbial rate laws (Equations 3 and 10) requires a
series of microbial parameters; their values are listed in Table 1.

We carry out the simulation by varying pH from 7 to 5.
Most neutrophilic microbes live over 4 pH units (Rosso et al.,
1995). Taking pH 7 as the optimal growth pH, a decrease of 2
pH units would decrease microbial growth rates to 0. Hence we
simulate the metabolisms at pH ranging from 7 to 5. We assume
that microbial parameters, such as rate constant k and half-
saturation constants KD and KA, remain constant at different
pHs. This assumption is necessary for testing the hypothesis that
microbial thermodynamic responses to pH are strong enough to
modulate the kinetics of microbial metabolisms and the outcome
of microbial interactions. The input scripts are available in
Supplementary Material.

RESULTS

In the companion paper (Jin and Kirk, 2018), we analyzed
the thermodynamic responses of individual redox reactions
to pH changes. Microbes rarely, if ever, live in isolation in
nature. Instead, they often join each other in communities to
carry out a network of biogeochemical reactions and perform a
wide range of ecological functions (Nielsen et al., 2011; Xavier,
2011). By working together, microbes build different working
relationships, such as competition and syntrophy. Here we
apply biogeochemical reaction modeling to predict how the
thermodynamic responses to pH may influence the outcome of
microbial competition and syntrophy.

Competition
A classic example of microbial competition is the competition
for acetate between sulfate reducers and methanogens (Lovley
and Philips, 1987). Sulfate reducers oxidize acetate to inorganic
carbon by reducing sulfate to sulfide,

Acetate+ SO2−
4 +H+−→← 2HCO−3 +H2S. (11)

Methanogens convert acetate to CO2 and methane,

Acetate+H2O−→←HCO−3 + CH4. (12)

In the companion paper (Jin and Kirk, 2018), we show that
a pH decrease from 7 to 5 raises the energy yields of both
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TABLE 1 | Kinetic parameters (rate constant k, and half-saturation constant KD and KA ), growth parameters (growth yield Y and specific maintenance rate D), and

thermodynamic parameters (ATP yield νP and average stoichiometric number χ ) of microbial metabolism.

Microbe Reaction(a) Kinetic parameter(b) Growth parameter Thermodynamic

parameter(c)

k (mol·g−1
·s−1) KD (molal) KA (molal)(c) Y (d) (g·mol−1) D(e) (s−1) νP χ

Strain IB Butyrate oxidation (Equation 13) 2.0 × 10−6 6.5 × 10−5 −(f ) 10−7 −(g) 2

D. postgatei Sulfate reduction (Equation 11) 1.0 × 10−6 2.3 × 10−4 1.5 × 10−4 5.0 10−7 1.0 6

M. barkeri Acetoclastic methanogenesis (Equation 12) 1.0 × 10−6 3.0 × 10−3 2.1 10−7 0.5 2

M. mazei Acetoclastic methanogenesis (Equation 12) 2.0 × 10−6 2.0 × 10−3 3.1 10−7 0.74 2

M. formicium Hydrogenotrophic methanogenesis (Equation 14) 2.0 × 10−6 1.0 × 10−7 2.5 10−7 0.5 2

(a)Numbers in parentheses are equation numbers in text. (b)Jin and Roden (2011) and Jin and Kirk (2016). (c)Only consider the kinetic factor of sulfate. (d)Jin (2012). (e)Jin and Roden

(2011). (f)The yield is computed according to Y = YG·1GC, where YG is the biomass yield per unit energy conserved, and the value is 0.1 g·kJ-1 (Jin, 2007). (g)See text.

reactions and thus has the potential to speed up the metabolisms
of bothmicrobial groups. Nevertheless, according to the principle
of competitive exclusion, sulfate reducers win the competition
against methanogens because sulfate reducers can hold acetate
concentrations either below the thresholds required by running
methanogenesis (Lovley et al., 1982) or below the levels required
for sustaining methanogen populations (Bethke et al., 2008).

Closed Environment

We first simulate the competition between a sulfate reducer
and a methanogen in a closed environment. Schönheit et al.
(1982) monitored acetate oxidation in laboratory batch reactors
by a representative sulfate reducer—Desulfobacter postgatei—
and by a model methanogen—Methanosarcina barkeri. In their
experiments, the two microbes grew together at 30◦C in growth
media with pH 6.9, 10 mmolal acetate, and 20 mmolal sulfate.
We simulated the experiments by taking the initial biomass
concentrations at 1.5 g·(kg H2O)

−1 for D. postgatei and 2.0 g·(kg
H2O)

−1 for M. barkeri. These initial biomass concentrations are
estimated by fitting the simulation results to the concentrations
of acetate, methane, and sulfide during the first hour of
the experiments (Figure 1). Also, to best fit the experimental
observations, we set a lag time of 10min before the two microbes
start to consume acetate.

Figure 1 shows how chemical concentrations change with
time according to the experimental observations and the
simulation results. Acetate concentration decreases with time
while sulfide and methane concentrations increase. After 1.5 h,
methane concentration reaches a constant value. An hour
later, sulfide also stabilizes. The simulation results predict that
neither microbe grows much—during the experiments, their
biomass concentrations increase by less than 2% of the initial
concentrations (results not shown). But the rates of sulfate
reduction and methanogenesis vary significantly over time
(Figure 2). Both rates are about 1.5 × 10−6 molal·s−1 at the
beginning of the experiments and decrease almost linearly
with time. The rates of methanogenesis and sulfate reduction
fall near 0 around hour 1.7 and 3, respectively. In other
words, methanogenesis stops earlier than sulfate reduction. The
modeling results also show that D. postgatei andM. barkeri differ
from each other in the contribution to acetate consumption.

Overall, 59% of the acetate is consumed by D. postgatei while M.
barkeri uses the remaining 41%.

The simulation results demonstrate that the energy availability
limits the progress of both sulfate reduction and methanogenesis
(Figure 3). At the beginning of the experiments, the energy
available to D. postgatei is 75 kJ·mol−1, much larger than that to
M. barkeri, 40 kJ·mol−1. As the experiments progress, the acetate
consumption and the accumulation of sulfide, bicarbonate,
and methane decrease the available energy (Figures 1, 3A,B).
About 1.5 h into the experiments, energy available to M.
barkeri decreases to 25 kJmol−1 and the thermodynamic
drive disappears. As such, the thermodynamic potential factor
decreases to zero and methanogenesis ceases (Equation 3). At
this time, energy available to D. postgatei is 55 kJmol−1, still
larger than the energy it conserves, allowing sulfate reduction to
continue. After 2 h into the experiment, however, energy available
to D. postgatei approaches 45 kJmol−1, the energy conserved
by the organism, and the reaction slows. This result supports
the hypothesis that sulfate reducers can win the competition by
lowering acetate below the threshold level required for running
methanogenesis (Lovley et al., 1982).

Figures 1, 2 also show the simulation results at pH 6 and 5.
According to these results, sulfide production is faster at lower
pH. For example, at the beginning of the experiments, sulfide is
produced at 1.08× 10−6, 1.22× 10−6, and 1.35× 10−6 molal·s−1

at pH 7, 6, and 5, respectively. Accordingly, sulfide reaches
its maximum concentration after 2.5, 2, and 1.7 h, respectively.
In comparison, the pH changes have little impact on methane
production. Methane is produced 1.38 ± 0.05 × 10−6 molal·s−1

in each simulation.
Figure 3A shows that the energy yield ofD. postgatei responds

significantly to pH changes. The pH decreases from 7 to 6 and
from 6 to 5 raise the energy yield by about 7.1 kJ·mol−1 and 13.6
kJ·mol−1, respectively. As a result, the thermodynamic potential
factor increases, speeding up sulfate reduction (Figures 2A, 3C).

Figure 3B shows that the energy yield of methanogenesis
also responds to the pH changes. The pH decreases from 7
to 6 and from 6 to 5 raise the energy yield by about 1.4
kJ·mol−1 and 3.6 kJ·mol−1, respectively. These increases raise
the thermodynamic potential factor (Figure 3D). However, the
rate does not respond notably to the pH changes because, in
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FIGURE 1 | Variation with time in the concentrations of acetate (A), sulfide (B), methane (C), bicarbonate, and sulfate (D) in a batch reactor inoculated with

Desulfobacter postgatei and Methanosarcina barkeri. Data points are the experimental results of Schönheit et al. (1982, their figure 3) at pH 7; the lines are the

simulation results at pH 7 (blue), 6 (red), and 5 (purple) using microbial rate laws (Equations 3 and 10) and the parameters in Table 1.

FIGURE 2 | Variation with time in respiration rates of Desulfobacter postgatei (A) and Methanosarcina barkeri (B). The lines are the simulation results at pH 7 (blue), 6

(red), and 5 (purple).

addition to the thermodynamic control, methanogenesis rate
is also limited by the concentration of acetate (Equation 3,
Figures 2B, 3F). Compared to D. postgatei, M. barkeri is more

sensitive to the decrease in acetate concentrations because it has
a relatively large half-saturation constant (Table 1). At pH 6 and
5, acetate concentration decreases faster than at pH 7, decreasing
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FIGURE 3 | Variation with time in the available energy 1GA (A,B), the thermodynamic potential factor FT (C,D), and the kinetic factor FD of Desulfobacter postgatei

and Methanosarcina barkeri (E,F). The lines are the simulation results at pH 7 (blue), 6 (red), and 5 (purple).

further the kinetic factor FD of acetate (Figures 1A, 3F). This
change offsets the gain in energy provided by the decreasing pH
and thus, the simulation predicts that the methanogenesis rate
remains roughly unchanged at the different pHs.

Semi-open Environment

We then simulate the competition between D. postgatei and M.
barkeri in a hypothetical semi-open system.We assume that fluid
containing 5mM acetate, 5mM sulfate, and 1mM bicarbonate
has a temperature of 25◦C and flows continuously through the

system with a residence time of 3.7 day (or a turnover rate of 0.27
per day). We carry out the simulation at different pHs, from 5
to 7, for 10 years, well pass the time (0.5 year) when the system
reaches steady state.

Figure 4 shows the simulation results. At pH 7, D. postgatei
dominates the system but fails to drive out M. barkeri. At steady
state, the hypothetical system contains 4.56mM sulfide, 0.46
sulfide, 0.25mM methane, and 0.21mM acetate. D. postgatei
grows to a concentration of 0.54 g·kg−1, and consumes 94.8% of
the acetate flowing into the system. In contrast, M. barkeri has a
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FIGURE 4 | Variation with pH in the concentrations of bicarbonate, sulfide, sulfate, acetate, and methane (A), and the biomass concentrations (B), the respiration

rates (C), the available energies 1GA (D), the thermodynamic potential factors FT, and the kinetic factors FD and FA of Desulfobacter postgatei (E) and

Methanosarcina barkeri (F).

concentration of 0.02 g·kg−1 and consumes the remaining 5.2%
of the acetate.

As pH decreases from 7 to 6.1, M. barkeri persists but
decreases in abundance relative to D. postgatei. Sulfate, acetate,
and methane concentrations fall to 0.15, 0.14, and 0.01mM,
respectively, at pH 6.1 while sulfide concentration rises to
4.87mM. Coupled with these changes, D. postgatei biomass
rises slightly to 0.58 g·kg−1 as pH decreases to 6.1 while
M. barkeri biomass decreases to 0.95 mg·kg−1. At this point,
methanogenesis only accounts for about 0.2% of the acetate
consumption.

Only at pH equal to or less than 6, can D. postgatei drive
M. barkeri out of the system. At pH 5, sulfate and acetate
concentrations both decrease to 0.05mM. The concentrations of
sulfide and D. postgatei biomass rise to 4.97mM and 0.59 g·kg−1,
respectively.

Above pH 6, the failure of D. postgatei to exclude M.
barkeri is due to the significant thermodynamic limitation on
sulfate reduction (Figure 4D). This control reflects the combined
effects of neutral to near-neutral pH, acetate consumption,
and bicarbonate and sulfide accumulation. As a consequence,
the thermodynamic potential factor remains relatively small,
lowering the rates of sulfate reduction and biosynthesis
(Equations 3 and 10). To maintain biosynthesis rates above the
rate of maintenance and cell death and thereby to avoid a decline
in the biomass concentration, D. postgatei must balance the
small thermodynamic potential factor by maintaining a modest

kinetic factor of acetate. Specifically, it must maintain acetate
concentrations above 0.13mM, obtaining a kinetic factor above
0.4 (Figure 4F). In turn, these acetate concentrations are large
enough for M. barkeri to achieve biosynthesis rates above the
rate of maintenance and cell death (Table 1) and to survive in
the system.

On the other hand, between pH 5 and 6, the energy available
toD. postgatei rises well above the conserved energy (Figure 4D),
raising the thermodynamic potential factor above 0.2. Under this
condition, D. postgatei can lower acetate concentrations below
the levels required for the survival of M. barkeri. These results
are consistent with the hypothesis that sulfate reducers can drive
methanogens out of the system by holding acetate concentrations
below the levels needed for sustaining methanogen populations
(Bethke et al., 2008). The results also support our hypothesis
that pH can control the membership and metabolic activity of
microbial consortia, and influence the outcome of microbial
competition.

Syntrophy
A classic example of syntrophy is the interspecies hydrogen
transfer, which takes place between H2-producing and H2-
consuming microbes (Schink and Stams, 2013). Previous studies
have emphasized H2 levels as a determining factor of H2-
based syntrophic interactions. For example, butyrate-oxidizing
microbes, such as Syntrophomonas wolfei, can oxidize butyrate
to acetate by reducing protons to H2. For butyrate oxidation
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to remain thermodynamically favorable, butyrate oxidizers
can partner with microbes that consume H2 and thereby
maintain H2 levels low. In the companion paper (Jin and
Kirk, 2018), we show that pH can play a similar role as H2–
pH affects the thermodynamics of both butyrate oxidation and
hydrogentrophic redox reactions. Therefore, we expect that pH
can also affect the kinetics of individual redox reactions in the
syntrophic interaction and the dynamics of syntrophic consortia.

Laboratory Experiments

Wu et al. (1994) studied butyrate degradation using a
consortium of three microbes, butyrate-oxidizing strain IB,
Methanobacterium formicium, and Methanosarcina mazei. In
their experiments, strain IB oxidizes butyrate and produces
acetate and H2,

Butyrate+ 2H2O−→← 2Acetate+ 2H2 +H+ (13)

M. formicium catalyzes hydrogenotrophic methanogenesis,

4H2 +H+ +HCO−3
−→
← CH4 + 3H2O (14)

M. mazei drives acetoclastic methanogenesis (reaction 12). The
three microbes grew at 37◦C in batch reactors of 108mL
headspace and 50mL growth medium. The medium had a pH
of 7 and contained 4.3mM butyrate, 4.1mM isobutyate, 6.3mM
acetate, and 48.0mM bicarbonate.

Jin (2007) developed a kinetic model for the three microbes.
This model computes microbial reaction rates according to
(Equations 3 and 10), and simulates butyrate degradation by
accounting for the response of syntrophic energy conservation to
H2 partial pressure (Equation 8). Here we update the microbial
parameters of the model to reflect recent developments of
biogeochemical reaction modeling (see Table 1), and repeat the
simulation.

According to the experimental observations and the
simulation results at pH 7 (Figure 5), butyrate and isobutyrate
concentrations decrease with time and are nearly depleted after
day 25. Acetate concentration remains relatively stable during
the first 10 days of the experiments and then accumulates to
10mM after day 20. H2 partial pressure peaks during the first
couple of days and then decreases to 10−4 atm and remains at
this level till day 20. Afterwards, H2 partial pressure decreases
to about 4.0 × 10−5 atm at day 27. The simulation also predicts
the accumulations of dissolved inorganic carbon (DIC) and
methane. At day 27, DIC reaches 57mM and methane has a
partial pressure of 0.17 atm.

Figure 6 shows the variations with time in the biomass
concentrations and respiration rates of strain IB, M. mazei,
and M. formicium according to the simulation results. The
biomass concentrations of the three microbes vary similarly
over time. They first increase to maximum values over
about 20 days and then start to decrease slowly. Around
day 20, the consortium is dominated by M. mazeri, whose
maximum biomass concentration is 38.1 mg·kg−1. The biomass
concentrations of strain IB and M. formicium are only 5.2
and 9.5 mg·kg−1, respectively. The rates of butyrate oxidation
and hydrogenotrophic methanogenesis also vary similarly. The
rates increase during the first 19 days, and then drop to 0.

In comparison, the rate of M. mazei peaks twice during the
experiments. The first peak appears around day 12 and the
second comes on day 19, the same time when strain IB and M.
formicium reach their maximum rates of butyrate oxidation and
hydrogenotrophic methanogenesis, respectively.

Similar patterns of rates and biomass concentrations of strain
IB and M. formicium confirm that the metabolisms of the two
microbes depend on each other and thus interact syntrophically.
On the other hand, the rate variation of M. mazei suggests that
its metabolism is not closely coupled to butyrate oxidation, likely
because acetate was provided at the beginning of the experiments.

pH Impact

To explore how pH may potentially affect butyrate degradation
by the microbial consortium, we re-ran the updated model with
medium at pH 6 and at pH 5. The results suggest that lowering
pH can influence microbial metabolisms and interactions in at
least three ways.

First, a decrease in pH affects butyrate degradation rates and
hence the carbon fluxes from butyrate to CO2 and methane.
The simulation results indicate that, relative to pH 7, butyrate
consumption slows by 4 and 15 days, respectively, at pH 6 and
5 (Figure 5A). Accordingly, lowering pH also delays variations
in the biomass concentration and the respiration rate of strain IB
(Figures 6A,D). For example, at pH 7, the biomass concentration
reaches its maximum value at day 20. At pH 6 and 5, the
maximum values appear on day 26 and 39, respectively. This
delay in the metabolism explains the absence of an initial H2 peak
at pH 6 and 5 (Figure 5E).

The delay in butyrate degradation can be accounted for by the
thermodynamic response of syntrophic butyrate oxidation. For
strain IB, both the available energy and conserved energy depend
on the partial pressures of H2. At pH 7, the available energy
first decreases briefly because of the H2 peak and then increases
to more than 10 kJ·mol−1 after day 5 (Figure 7A). Conserved
energy also drops at the beginning of the experiments and then
recovers, exceeding 5 kJ·mol−1 after day 5 (Figure 7B). As a
result, the thermodynamic drive declines initially and then rises
to about 7 kJ·mol−1 after day 5 (Figure 7C). The drive remains
at this level until day 15 and then starts to decrease because
of acetate accumulation. After day 20, the drive decreases to
nearly 0.

Available energy also depends on pH. Specifically, available
energy decreases with decreasing pH (Jin and Kirk, 2018). Thus,
the thermodynamic drive is smaller at pH 6 than pH 7. At pH
5, during the first 10 days, the available energy is relatively large
because of the small H2 partial pressure. But the small partial
pressure also allows strain IB to save more energy. As a result,
the thermodynamic drive remains smaller than the value at pH
6. Smaller thermodynamic drives at pH 6 and 5 slow down the
metabolism of strain IB (Figure 7F).

The delay in butyrate oxidation affects the metabolisms of M.
formicium and M. mazei. M. formicium depends on strain IB
for the supply of H2. As a result, the delayed butyrate oxidation
also delays the metabolism of M. formicium. The acetate for
M. mazei comes from two sources, the acetate provided at
the beginning of the experiments and the acetate produced
by strain IB. The two different sources give rise to the two
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FIGURE 5 | Variation with time in the concentrations of butyrate (A), isobutyrate (B), acetate (C), dissolved inorganic carbon (DIC, D), and the partial pressures of H2

(E) and methane (F) in batch reactors of differ pHs. Data points are the results of Wu et al. (1994); lines are the results of biogeochemical reaction modeling,

accounting for the impact of pH on the energy available from microbial reactions.

peak rates (Figure 6E). The first peak is made possible by the
consumption of the initial acetate supply and the second is
due to the acetate produced by butyrate oxidation. Delayed
butyrate oxidation, therefore, delays the arrival of the second
peak.

Second, a decrease in pH may also modulate the interactions
between hydrogenotrophic and acetoclastic methanogenesis. In
the reactors, methanogenesis by M. mazei is inhibited by the
accumulation of methane. Methane accumulation decreases the
thermodynamic drives and hence rates of bothM. formicium and
M. mazei (Figures 7D,E,G,H). But M. mazei is affected more
because the energy available from acetoclastic methanogenesis
(reaction 12) tends to be smaller than that of hydrogenotrophic
methanogenesis (reaction 14), and because M. mazei conserves
more energy than M. formicium per methane (Equations 6
and 7, Table 1). These thermodynamic differences allow M.
formicium to make a proportionally larger contribution to
methane production thanM. mazei.

This effect can be evaluated in terms of the contribution
of M. mazei to methane production. In the reactors, 4.3mM
butyrate, 4.1mM isobutyrate and 6.3mM acetate are provided. If
the metabolisms ofM. mazei andM. formicium are independent
of each other and are not inhibited by methane accumulation,M.
formicium would produce 4.2mol methane, andM. mazei would
produce 23.1mol per liter of medium. In other words, M. mazei
would account for 84.6% of methane production. According to
the simulation results, at pH 7, M. mazei accounts for 76.1% of
methane production. Thus, methane accumulation decreases the
contribution ofM. mazei by 8.5%.

At lower pH, this effect is lessened because methane
production by M. formicium is delayed. The delay gives M.
mazei an opportunity to consume more acetate and to make
a bigger contribution to methane production (Figures 5C,F,
6B,E). At pH 6 and 5, M. mazei accounts for 80.9 and 83.9%
of methane production, respectively. Corresponding to the
increasing methane production, the biomass concentration ofM.
mazeri also increases (Figures 6B,C). At pH 6,M. mazeri reaches
a maximum biomass concentration of 45.8 mg·kg−1 at day 28. At
pH 5, the maximum biomass concentration of 57.4 mg·kg−1 is
achieved on day 58.

Lastly, the pH decreases may regulate the efficiency of
methane production. Microbial communities degrade organic
carbon to CO2 and methane. The efficiency of methane
production is quantified as the ratio of methane production to
the sum of CO2 and methane productions (Ye et al., 2012),

η =
CCH4

CCO2 + CCH4

, (15)

where CCO2 and CCH4 are the total CO2 and methane produced
in the reactors. In the experiments, methane is produced by
both acetoclastic and hydrogenotrophic methanogenesis but
CO2 is produced only by acetoclastic methanogenesis. The
hydrogenotrophic pathway instead consumes CO2. As such, the
efficiency of methane generation increases with the increasing
contribution of hydrogenotrophic methanogenesis. According
to the simulation results, the proportion of acetoclastic to
hydrogenotrophic methanogenesis changes with pH. Therefore,
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FIGURE 6 | Variation with time in the biomass concentrations and respiration rates of strain IB (A,D), Methanosarcina mazei (B,E), and Methanobacterium formicium

(C,F) in batch reactors of differ pHs. Lines are the results of biogeochemical reaction modeling, accounting for the impact of pH on the energy available from microbial

reactions.

the methane production efficiency η also varies with pH.
Specifically, a decrease in pH lowers the efficiency of methane
production. According to the simulation results, at pH 7, the
efficiency of methane production is 65.7%. At pH 6 and 5, the
efficiency decreases to 61.8 and 59.6%, respectively.

DISCUSSION

We explored the relationship between pH and microbial
communities using biogeochemical kinetic modeling. We
simulated how pH variation speeds up or slows down microbial
respiration and growth and in turn influences microbial
interactions, including the competition between sulfate reducers
and methanogens and the syntrophy among butyrate oxidizers
and methanogens.

Kinetic Response
In the companion paper (Jin and Kirk, 2018), we show that
the variations in environmental pH change significantly the
energy yields of syntrophic oxidation, sulfate reduction, and
methanogenesis. In this paper, we simulate the kinetics of
these processes using the thermodynamically consistent Monod
equation (Equation 6)—this equation accounts for the energy
yields of microbial redox reactions as well as the energy
conserved by respiration. The simulation results show that

a decrease in pH speeds up the metabolism of acetotrophic
sulfate reducers. Specifically, decreases of one pH unit speed
up the progress by 12%. The decrease in pH also slows down
the metabolism of butyrate syntrophic oxidizers. A decrease of
one pH unit decreases the rate by >10%. These results are
consistent with the predictions from the thermodynamics of
the redox reactions (reactions 11 and 13), and support that
the thermodynamic responses of redox reactions can be strong
enough to affect the kinetics of microbial metabolisms.

The pH decreases also raise the energy yields of acetoclastic
and hydrogenotrophic methanogenesis (reactions 12 and 14) and
hence have the potential of raising the metabolic activities of
methanogens (Jin and Kirk, 2018). But our kinetic simulations
fail to support these predictions. The inconsistencies between
the thermodynamic and kinetic predictions highlight the
complexity of microbial kinetics and the importance of microbial
interactions.

For example, the rate of acetoclastic methanogenesis depends
on the kinetic factor of acetate concentration as well as the
thermodynamic factor of the energy yield. The modeling results
show that in the batch reactor experiments of Schönheit et al.
(1982), the pH decreases do raise the energy yields of acetoclastic
methanogenesis, but this increasing effect is counteracted by the
decreasing acetate concentrations. As a result, the rate doesn’t
respond much to the pH changes (Figures 1–3).
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FIGURE 7 | Variation with time in the energy available (A), the conserved energy (B), and the thermodynamic drive (C) of strain IB, the energy available to

Methanosarcina mazei (D) and to Methanobacterium formicium (E), and the thermodynamic factor of syntrophic butyrate oxidation (F), acetoclastic methanogenesis

(G), and hydrogenotrophic methanogenesis (H) in batch reactors of differ pHs. Lines are the results of biogeochemical reaction modeling, accounting for the impact of

pH on the energy available from microbial reactions.

In the experiments of Wu et al. (1994), the pH decreases do
not raise the energy yield of hydrogenotrophic methanogenesis.
In the experiments, H2-consuming M. formicium relies on
H2-producing strain IB for the supply of H2. The energy
yield of hydrogenotrophic methanogenesis depends not only
on pH but also on the concentrations of H2. At lower
pH, H2 production from butyrate oxidation slows down
and H2 concentration decreases, thereby lowering the energy
yield at the beginning of the experiments and slowing down
hydrogenotrophic methanogenesis.

The discrepancies between the thermodynamic predictions
and kinetic modeling reiterate the difference between
thermodynamic and kinetic modeling: the predictions made
from reaction thermodynamics should be treated as the potential
responses of microbial metabolisms. Whether the predictions are
relevant or not requires biogeochemical modeling that considers
not only the kinetics of microbial metabolisms of interest, but
also the impact from concurrent biogeochemical processes.

Competitive Exclusion vs. Co-occurrence
In addition to the observation-basedmodeling, we also simulated
the competition between D. postgatei and M. barkeri in a
hypothetical semi-open environment (Figure 4). The results
show that, despite its kinetic and thermodynamic advantages, D.
postgatei is not always capable of excluding M. barkeri from the
system, and that environmental pH can play a role in the outcome
of microbial competition. The simulation demonstrates that
pH can determine whether competitors coexist or are excluded
from the environment. These results might help resolve the
disagreement between the principle of competitive exclusion and
metabolic diversities in natural environments.

According to the principle of competitive exclusion (Hardin,
1960), where different microbes reduce various electron
acceptors by competing for a limiting electron donor, they
cannot coexist, and only the one with competitive advantage can
survive. In natural sediments and aquifers, common electron
acceptors include O2, nitrate, ferric minerals, sulfate, and CO2,
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and the apparent pattern in electron acceptor usage appears to
conform to this principle (Kuivila et al., 1989; Chapelle et al.,
1995; Bethke et al., 2011). Among these electron acceptors, O2 is
the most thermodynamically favorable one, followed by nitrate,
ferric mineral, sulfate, and CO2, respectively. Accordingly, O2

is typically the first electron acceptor to be depleted from the
environment, whereas CO2 is the last.

But different anaerobic respiration reactions can take place
simultaneously. The co-occurrence of iron reduction, sulfate
reduction, and methanogenesis have been discovered in various
settings, from biofilms to surface sediments and aquifers (Raskin
et al., 1996; Metje and Frenzel, 2007; Flynn et al., 2013).
Different mechanisms have been proposed to account for
these co-occurrences, including spatial heterogeneity, dynamic
biogeochemical conditions, and complex microbial interactions
(Roy and Chattopadhyay, 2007; Bethke et al., 2011).

In ourmodeling example (Figure 4),D. postgatei can consume
acetate and grow faster than M. barkeri (Table 1). But under
the assumed flow and chemical conditions, the competitive
exclusion principle only applies at pH ≤ 6.0. At pH above
6.0, the two microbes co-exist, due to the relatively significant
thermodynamic limitation on the rates of sulfate reduction
and biosynthesis. To balance the thermodynamic limitation, D.
postgatei must maintain acetate at relatively large concentrations
in order to achieve a relatively large kinetic factor FD of acetate.
These acetate concentrations exceed thresholds required for
sustainingM. barkeri population.

Between pH 5 and 6, the relatively low pH raises the energy
yield of sulfate reduction, which loosens the thermodynamic
control and raises the rates of sulfate reduction and biosynthesis.
Such favorable thermodynamic response allows D. postgatei to
excludeM. barkeri by lowering acetate concentrations.

These results suggest that the competitive exclusion principle
may not always be applicable, especially where microbes of
competitive advantage are subject to significant thermodynamic
limitations. They also illustrate a decisive role of pH in the
outcome of microbial competition, and support our hypothesis
that environmental pH is capable of shaping microbial
community composition by affecting the thermodynamics and
kinetics of individual microbial metabolisms.

Microbial Kinetic Model
This study focuses on how microbial thermodynamic responses
to pH may affect the kinetics of individual microbial metabolism
and the outcome of microbial interactions. In addition, pH
also directly affects the catalytic capacity of microbes, therefore
the kinetic parameters of microbial respiration and growth
(Equation 3). This impact arises from the dependence of enzyme
activities on cytoplasmic pH. Cytoplasmic pH modifies enzyme
conformations and is critical for the formation and maintenance
of the catalytically-competent active sites within enzymes
(Leprince and Quiquampoix, 1996; Nielsen and McCammon,
2003). In addition, many enzymes are regulated allosterically
by effector molecules. The presence of effector molecules and
their interactions with enzymes depend on cytoplasmic pH
(Makhlynets et al., 2015). Although cytoplasmic pH is tightly
regulated by microbes, it does vary in accordance with the

changes in environmental pH, albeit to lesser extents (Booth,
1985; Kobayashi et al., 2000; Padan et al., 2005).

Current models consider the direct pH impact on the
forward rates by including a pH factor (Ng and Schaffner,
1997; Tienungoon et al., 2000). Enzyme activities respond to
pH variations by following bell- or triangular-shaped curve. For
example, the pH impact can be described using a triangular
function,

FpH =

{ pHopt−pH

pHopt−pHmin
, pHmin ≤ pH ≤ pHopt;

pHmax−pH
pHmax−pHopt

, pHopt < pH ≤ pHmax.
(16)

Here pHopt, pHmin, and pHmax are the optimal, minimum,
and maximum pHs for growth. We propose to determine the
values of pHopt, pHmin, and pHmax based on the pH response
of rate-limiting enzymes of microbial respiration. For example,
methyl-coenzyme reductase is likely a rate-limiting step of
methanogenesis (Bonacker et al., 1992). Based on previous
laboratory observations of methyl-coenzyme M reductase of
Methanosarcina thermophila (Jablonski and Ferry, 1991), we set
pHopt at 6.9, pHmin at 4.9, and pHmax at 8.9.

By combining the pH factor and the thermodynamic
factor, we consider not only the direct impact of pH on
respiration enzymes, but also the indirect impact by changing
the thermodynamics of microbial respiration. These dual effects
may explain a common pattern in the response of microbial
metabolism to pH—the metabolic response is asymmetric about
optimal pH. Specifically, between theminimum and optimal pHs,
the slope of the increase in microbial rates differs from the slope
of decrease between optimal andmaximumpHs. The asymmetric
responses have been widely reported for laboratory cultures,
including syntrophs (Zhang et al., 2005; Hatamoto et al., 2007),
iron reducers (Xu et al., 2005; Sun et al., 2014), sulfate reducers
(Baena et al., 1998; O’Flaherty et al., 1998), and methanogens
(Zehnder and Wuhrmann, 1977; Huser et al., 1982).

Taking acetoclastic methanogenesis as an example, according
to the pH factor (Equation 16), a deviation from optimal pH
always leads to the inhibition of microbial metabolism. Likewise,
moving pH toward optimal pHs would promote microbial
metabolism. However, for neutrophilic methanogens whose
optimal pH is 7, increases in pH above the optimal pH raise their
thermodynamic drives and hence rates, counteracting decreases
by the direct pH effect on the forward rates of methanogenesis.

Combining the pH factor and the thermodynamic factor,
the modified Monod equation predicts that rates of acetoclastic
methanogenesis respond to pH asymmetrically. As shown in
Figure 8, the slope predicted for the rate increase between
pHmin and pHopt is almost twice as large as the slope predicted
for the decrease between pHopt and pHmax. This prediction
agrees with previous laboratory observations, such as those of
Methanosarcina mazei (Maestrojuan and Boone, 1991).

In simulating microbial metabolisms, we purposely set the pH
factor to one (Equation 16). In other words, we assumed that pH
only impacts the thermodynamics of microbial redox reactions.
This assumption allows us to focus on microbial thermodynamic
responses. Despite this simplification, the simulation may still
be relevant to natural environments, especially those that host
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FIGURE 8 | Variation with time in the rate of acetoclastic methanogenesis.

Solid line is the prediction by the pH factor and the thermodynamic factor,

assuming that acetate is abundant and the kinetic factor FD takes a value of

one; data points are computed from the experimental results of

Methanosarcina mazei, using a growth yield of 2 g·(mol acetate)−1

(Maestrojuan and Boone, 1991). The slopes of increase and decrease are 0.86

and 0.49 mol·g−1·s−1 per pH unit, respectively.

diverse microbial communities. For example, environments with
neutral pH may host a seed bank of microbes whose optimal pHs
are at pH 6 or 5. Thus, lowering pH to 6 lowers the respiration
rate for microbes with optimal pH of 7, but would raise the rate
for those with optimal pH of 6 (or their pH factors become one).
As a result, microbes with an optimal pH of 6 would take over and
drive out those whose optimal pHs are not 6, providing that other
microbial properties, such as growth yields and maintenance
rates, do not change.

Consistent with this interpretation, results of Petrie et al.
(2003) and Kirk et al. (2013) suggest that the contribution of
Anaeromyxobacter species to iron reduction increased as pH
decreased in their field and bioreactor studies, respectively.
As shown in the companion paper, iron reduction becomes
more thermodynamically favorable as pH decreases. Thus, the
shift in iron reducer identity was not likely a response to a
thermodynamic limitation but possibly a reflection of differences
in pH optima. These observations suggest that our results are
best applied to environments that host diverse communities of
microorganisms with different optimal pHs. We further propose
that thermodynamics may provide insight into the kinetic
response of microbial metabolisms to pH variations, whereas
pH optima may dictate the identity of species that catalyze the
reactions at a given pH.

Concluding Comments
We applied biogeochemical kinetic modeling to simulate the
responses of syntrophic butyrate oxidation, sulfate reduction,
and methanogenesis to pH changes. Our modeling is biased
by two assumptions. We assume that pH does not affect the
amount of energy conserved by microbes. We also assume
that microbial kinetic parameters, including rate constants, half-
saturation constants, and maintenance rates, do not change with
pH. These assumptions overlook the complexity of microbial

metabolisms and may have underestimated the extent to which
pH impacts cell metabolisms. But these assumptions allow us
to focus on microbial thermodynamic responses and to test
whether the pH-induced thermodynamic responses alone are
strong enough for significant changes in the composition and
activity of microbial communities.

The simulation results show that, by accounting for the
thermodynamics and kinetics of microbial reactions and the
interactions among microbes, biogeochemical kinetic modeling
can be applied to gauge and tune the predictions made from
thermodynamics. For example, a pH decrease from 7 to 6 or to
5 raises the energy yield of acetotrophic sulfate reduction, but
lowers the energy yield of syntrophic butyrate oxidation. Based
on the thermodynamic responses, we predict that acetotrophic
sulfate reduction would speed up, but syntrophic butyrate
oxidation would slow down by the pH decrease. The kinetic
modeling results confirm the predictions—a one-unit decrease in
pH can raise the rate of acetotrophic sulfate reduction and lower
the rate of syntrophic butyrate oxidation by >10%.

Our results also show that thermodynamic predictions are
not always relevant. A pH decrease from 7 to 6 or to 5
raises the energy yield of acetoclastic and hydrogenotrophic
methanogenesis, and hence can speed up the two reactions. But
the kinetic modeling results suggest that, in closed environments,
such as in laboratory batch reactors, the thermodynamic
influence of pH on acetoclastic methanogenesis can be canceled
by the impact of decreasing acetate concentrations. Also, where
hydrogenotrophic methanogens live syntrophically with H2-
producing butyrate oxidizers, both the energy yield and rate of
methanogenesis may depend primarily on the H2 production by
butyrate oxidizers, instead of environmental pH.

The simulation of the semi-open system supports the
hypothesis that by changing the energy yields of microbial
redox reactions, environmental pH is capable of changing
the composition of microbial communities. According to the
simulation results, environmental pH dictates the outcome of
the competition between D. postgatei and M. barkeri. Between
pH 6 and 7, despite the competitive advantage of D. postgatei
over M. barkeri, the two microbes live together in the system.
Between pH 5 and 6, only D. postgatei stays, and M. barkeri
disappears. The different outcomes come from the influence
of pH on the energy yield of sulfate reduction. Between pH 6
and 7, D. postgatei is subject to a significant thermodynamic
limitation, and must balance that limitation by keeping acetate
concentrations relatively large—large enough for sustaining the
cells of M. barkeri. Decreasing pH to or below 6 alleviates the
thermodynamic limitation and enables D. postgatei to expel M.
barkeri by lowering acetate concentrations below the minimum
levels required for sustainingM. barkeri.

By raising or lowering the energy yields of microbial redox
reactions, environmental pH is also capable of shaping the
ecological functions of microbial communities. The modeling
results of butyrate syntrophic degradation show that pH variation
is capable of changing microbially-driven carbon fluxes in three
ways. First, environmental pH affects the magnitudes of carbon
fluxes. Lowering pH from 7 to 5 decrease the rates of butyrate
oxidation and hence the fluxes of C from butyrate to CO2 and
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methane. This decrease is mainly due to the decreases in the
energy available from the syntrophic oxidation of butyrate.

Second, environmental pH regulates the contributions
of hydrogenotrophic and acetoclastic methanogenesis to
methane production. Compared to the hydrogenotrophic
pathway, acetoclastic methanogenesis is more sensitive to the
accumulation of methane in the environment because of its
limited available energy. The simulation results show that
lowering pH from 7 to 5 decreases the thermodynamic drive of
the hydrogenotrophic pathway and subsequently its production
of methane. In turn, this effect alleviates the methane inhibition
of the acetoclastic pathway, allowing it to producemoremethane.

Last, variation in pH changes the efficiency of methane
production. By working together, syntrophic butyrate oxidation,
and hydrogenotrophic and acetoclastic methanogenesis
convert butyrate to CO2 and methane. Environmental
pH can influence the efficiency of methane production by
changing the relative significances of the two methanogenesis
pathways. Specifically, decreases in pH decrease the efficiency
of methane production from butyrate, a result that is
consistent with previous observations in wetlands (Ye et al.,
2012). Taken together, these results provide a mechanistic
view of how environmental pH modulate the fluxes and
composition of C in the environment. Although we focused
on butyrate degradation, we expect that pH also influence
the C fluxes from other organic compounds and hence
the biogeochemical cycling of C—a topic to be further
investigated.

In addition, the modeling results add to the current theories
of environmental microbiology. For example, current theories
attribute microbial competitive advantages to two different
mechanisms—by lowering substrate levels below the thresholds
required for driving the catabolisms of competitors (Lovley
et al., 1982) or below the thresholds for sustaining the
populations of competitors (Bethke et al., 2008). Our simulation
results suggest that the two mechanisms are applicable to
two different environmental settings—the first is applicable to
batch reactors and other closed environments, whereas the

second applies to flow-through reactors or other semi-open
environments.

The modeling results also suggest that the principle of
competitive exclusion may not always be applicable. This
principle predicts that where electron donors are limiting,
microbial respiration reactions segregated into spatially-
distinct zones. According to the simulation results, this
principle may not be applicable to respiration reactions of
significant thermodynamic limitations, where the energy
yields of redox reactions are close to the energy conserved
by respiration. Under this condition, respiration reactions
of competitive advantage may take place simultaneously
with reactions of competitive disadvantage. Only where the
thermodynamic control becomes relatively insignificant, can
the respiration reactions of competitive advantage exclude
competing reactions from the environment by lowering electron
donor concentrations. Thus, by modifying the energy yields of
microbial redox reactions, environmental pH can determine
whether the competitive exclusion principle is applicable,
or whether different microbial redox reactions take place
simultaneously or segregated into different zones.
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The emerging view of soil organic matter (SOM) persistence asserts that SOM exists as a
continuum of organic material, continuously processed by the decomposer community
from large biopolymers to small monomers and with increasing oxidation and solubility,
protected from decomposition through mineral aggregation and adsorption. Microbial
community and ecosystem dynamics regulate the exchange of both nutrients and
carbon between the soil and the atmosphere through the mineralization of SOM.
Because these ecosystem dynamics are driven by net energy flows, analysis of SOM
bioenergetics can provide complementary constraints to SOM models as well as insight
into the fundamental conundrum of why thermodynamically unstable organic matter
persists in soil. Microbial substrate preference has been shown to depend on the energy
status of the potential substrates in terms of energy required and energy returned.
Here we propose a framework for assessing the persistence of SOM utilizing thermally
determined activation energy (Ea) and energy density (ED), tested on a suite of soils
that have undergone alteration in field or laboratory experiments designed to isolate
persistent SOM. Comparison of these energetic parameters in this framework will
determine whether a chemical or physical change during SOM decomposition resulted
in a change in its environmental persistence. An expanded framework of bioenergetics
changes during SOM formation, decomposition, and stabilization is proposed as
persistent SOM is characterized by decreased ED and Ea, relative to the bulk SOM.

Keywords: soil organic matter, bioenergetics, thermal analysis, carbon cycling, activation energy

INTRODUCTION

Soil organic matter (SOM) contains more actively cycling carbon than the atmosphere and global
terrestrial biomass combined (Jobbágy and Jackson, 2000; Stockmann et al., 2013), and for this
reason, even small changes in the size of this carbon pool can have large impacts on the release and
storage of atmospheric CO2 and other greenhouse gases (CH4, etc.; Davidson and Janssens, 2006;
Bond-Lamberty and Thomson, 2010). Microbial community and ecosystem dynamics regulate
the exchange of both nutrients and carbon between the soil and the atmosphere through the
mineralization of SOM (Falkowski et al., 2008). These microbial community dynamics are driven
by net energy flows, in which soil heterotrophs oxidize organic matter, acquiring energy that was
fixed during photosynthesis, and channeling this energy into storage in the form of tissues (i.e.,
microbial biomass) or other organic materials, or expending this energy in metabolic processes (i.e.,
respiration; Odum et al., 1962; Currie, 2003). Despite its importance, the mechanisms controlling
SOM stability and persistence are still debated (Schmidt et al., 2011). However, the growing
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consensus is that environmental and biological controls (i.e.,
microbial community composition, organo-mineral associations,
temperature, and moisture) exert a stronger control over SOM
stability than molecular structure alone (Schmidt et al., 2011;
Lehmann and Kleber, 2015).

Microbial substrate preference has been shown to depend
on the energy status of the potential substrates in terms
of energy required to metabolize the substrate and energy
returned from metabolism of the substrate. In a study of
thermophilic microbes, Amenabar et al. (2017) showed that the
microbial energy demand (or required energy input from the
microbial community) dictated the substrate choice rather than
the potential energy supply of the substrates, with microbes
preferring easier to decompose substrates over more energy
rich substrates. Studying pyrogenic carbon, Harvey et al. (2016)
demonstrated that the microbial community exhibited a greater
preference for organic matter that returned the most energy
for the smallest energy investment, which they expressed as
the return-on-energy-investment (ROI) ratio. The energy status
of SOM should therefore also be an important factor in its
persistence. Barré et al. (2016) demonstrated that for a variety of
climates and soil types, persistent SOM showed specific thermally
determined energetic signatures, namely, that persistent SOM
became less energy dense (yielding less energy during ramped
combustion) with increasing duration of minimal C inputs
via bare fallow treatment, suggesting that soil microorganisms
preferentially mineralize high-energy SOM. In a similar study
employing thermal decomposition of SOM, Williams et al.
(2018) demonstrated distinct bioenergetic signatures between
particulate (faster cycling) SOM vs mineral-associated (slower
cycling) SOM. The particulate SOM fractions were characterized
by larger energy densities and activation energies, whereas the
mineral-associated SOM fractions were characterized by smaller
energy densities and activation energies.

Here we propose a framework for assessing the persistence of
SOM using thermally determined activation energy and energy
density (ED). ED is a measure of the total net bond energy
released during ramped combustion and can be used as a
proxy for the molecular composition of SOM, such that more
condensed or polymerized compounds would have higher ED.
ED also represents the amount of available or potential chemical
energy the microbial community might thus gain through the
complete decomposition of the SOM for growth and respiration.
Activation energy (Ea) is a measure of the input energy
required to combust SOM and can be used as a proxy for the
molecular composition of SOM and as a proxy for the energetic
barrier to decomposition, and thus SOM persistence. We will
test this framework using several soils that have undergone
alteration in field or laboratory experiments designed to isolate
persistent SOM: bare fallow and chemical fallow field trials,
land-use/land-cover changes, long-term laboratory incubations,
and acid hydrolysis. Many fractionation methods intended to
isolate persistent SOM are still hampered by methodological
problems (Bruun et al., 2008). In several persistent-SOM isolation
method comparison studies (Jenkinson, 1971; Balesdent, 1996;
Balabane and Plante, 2004; Plante et al., 2005; Krull et al.,
2006; Paul et al., 2006; Bruun et al., 2008), the authors found

variable or no relationships between the isolated soil fractions and
environmental persistence. Likewise, uncertainty in estimates of
the size of labile and persistent SOM pools are a major source of
error in modeling soil organic C turnover (Falloon and Smith,
2000) and response to climatic and environmental changes.

Because the energy status of SOM is a fundamental factor
in its environmental persistence, we expect that comparison
of changes in these two energetic parameters (ED and Ea) as
discussed in the following bioenergetics framework will allow
us to determine if a chemical or physical change during SOM
decomposition has resulted in a change in its environmental
persistence or biodegradability. We hypothesize that the ED will
be lower in persistent SOM compared to the bulk soil as energy
dense particulate organic matter (mostly comprised of plant
residues) decompose into smaller particles and biomolecules.
For Ea, we propose two competing hypotheses that offer
the opportunity to test opposing theories of persistent SOM
formation. If persistent SOM formation follows the humification
theory, Ea is hypothesized to increase as persistent SOM
would have been formed by the polymeric condensation of
decomposition products into large and stable biopolymers (i.e.,
humus). If persistent SOM follows the progressive decomposition
or selective preservation theories, Ea is hypothesized to decrease
as the persistent SOM is comprised of smaller biomolecules.

MATERIALS AND METHODS

The Bioenergetic Framework
The stability and persistence of SOM is dependent upon the
balance of the energetic barriers to decomposition (i.e., physical
and chemical protection, availability of electron acceptors, or
enzyme production) and the energy available or released to
the microbial community upon decomposition for metabolic
functions. Comparison of these energies (available energy and
energy barrier) leads to four possible scenarios (Figure 1) varying
in Ea and ED that have previously been postulated by Rovira
et al. (2008) for litter decomposition and are now discussed in
relation to SOM. Scenario 1, symbolized by the top-left quadrant
(A), represents a substrate with a high energy availability for
a low energetic investment. Microbial populations could easily
grow on quadrant A substrates and thus SOM turnover would
be fastest. Scenario 2, symbolized by the bottom-right quadrant
(D), represents the opposite relationship in which the substrate
has low energy availability but requires a high energy investment.
Microbial populations growing on such a substrate will have low
metabolic and growth rates and thus SOM would exhibit the
slowest turnover and be considered persistent. Scenarios 3 and
4, represented by quadrants B and C, fall between the extremes
of scenarios 1 and 2 (quadrants A and D) and in some cases may
be equal in quality and biodegradability in terms of energy input
and return. However, because of the greater available energy of
quadrant B substrates, it is postulated that substrates in quadrant
C are generally less biodegradable and more persistent than
substrates in quadrant B.

In soils, the interpretation of Ea is complicated by the
mineral matrix, which can bind with SOM, forming additional
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FIGURE 1 | The four possible scenarios of the bioenergetics framework, depicted in quadrants A–D (varying in Ea and ED) for SOM decomposition and the
formation of persistent SOM. Quadrant A represents a substrate with high energy availability for a low energetic input on which microbial populations could easily
grow; SOM turnover is hypothesized to be greatest in this quadrant. Quadrant D represents low energy availability for a high energy input and microbial populations
growing on such a substrate will have low metabolic and growth rates; SOM turnover is hypothesized to be slowest in this quadrant. Quadrants B and C represent
substrates with either a high/high or low/low energy input/return. We hypothesize that persistent SOM will be characterized by decreasing ED and either decreasing
or increasing Ea. Also shown are the results of (Williams et al., 2018) of average changes in bulk soil (n = 16) with depth and fractionation into particulate (faster
cycling) and mineral-associated (slower cycling) carbon pools. The centroid represents the starting energy status of the SOM and arrows represent observed
trajectories of relatively stable and labile SOM with depth and density fractionation. It is hypothesized that the Ea of the mineral-associated SOM fraction is higher
than the organic matter alone because of the presence of and interaction with the soil matrix.

barriers to decomposition reflected in both the thermal and
natural decomposition of SOM (Leifeld and von Lützow, 2014).
Counterintuitively, Williams et al. (2018) found that organic
matter chemically protected by strong mineral bonds required
less Ea than particulate organic matter (Figure 1). A similar
difference was observed in respiration experiments of mineral
and organic soils, in which Ea was lower in mineral soils
(Leifeld and von Lützow, 2014). Williams et al. (2018) suggested
that while the Ea of the bound-SOM was lower, it is still
reflective of the additional barriers to decomposition provided
by the mineral matrix, (as evidenced in experimental mixtures
of kerogen and common soil minerals; Dembicki, 1994) as well as
compositional differences between the particulate and mineral-
associated SOM. Williams et al. (2018) also observed that with
depth (and increased residence time) in the soil column, there
was also a decrease in ED and Ea. Based on these energetic
differences observed between mineral-associated and particulate
organic matter, we hypothesize that there is a difference in
environmental stability and persistence between quadrants B and
C, such that organic matter trending toward quadrant C has a
greater potential for environmental persistence likely because of
increasing mineral association and the preferential loss of energy
dense particulate organic matter.

Experimental Soil Sample Sets
Samples for this study were collected from archived soil samples
from several previously published field-based and laboratory-
based experiments designed to isolate or characterize persistent
SOM through the loss or removal of labile SOM (Table 1).
Additional details about these soils, experimental conditions, and
additional analyses can be found in the following referenced
works.

Field Experiments
We used soils from four long-term bare fallow (LTBF) field
experiments from northwestern Europe, one chemical fallow field
experiment from New Zealand, and five land-use conversion
experiments located across a mean annual temperature gradient
(Table 1). The LTBF soils used were from bare fallows located at
Château de Versailles in Versailles, France, Rothamsted Research
in Harpenden, United Kingdom, the Swedish University of
Agricultural Sciences at Ultuna in Uppsala, Sweden, and at
the Askov Experimental Station, Denmark (Barré et al., 2016).
Surface soils (up to 25 cm depth) were collected from two
field replicate plots at each location and from triplicate plots
in Askov (see Table 1 for soil depths). Bare fallow treatments
span 27 years at Askov to 79 years at Versailles (Table 1),
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TABLE 1 | Location, treatment, depth, soil carbon contents (pre and post), and percent carbon change for the field and laboratory based experiments.

Experiment Location Treatment Soil depth
(cm)

Initial soil C
content (mg/g)

Final soil C
content (mg/g)

1C (%)

Field-based Fallow1,2 Versailles, FR 79 years 0−25 17.5 6.2 −64.6

Rothamsted,
United Kingdom

49 years 0−23 30.3 9.7 −67.9

Ultuna, SW 53 years 0−20 15.0 9.2 −38.7

Askov, DK 27 years 0−20 16.5 11.9 −27.9

Canterbury, NZ 13 years 0−7.5 31.1 20.8 −33.1

13 years 7.5−15 23.8 19.4 −18.5

13 years 15−25 18.0 14.8 −17.8

Land-use change3 Waggoner’s Ranch, TX Grassland to cropland 0−20 11.2 10.2 −8.9

Mandan, ND Grassland to cropland 0−20 32.4 28.0 −13.6

Akron, CO Grassland to cropland 0−20 11.6 6.9 −40.5

Nova Vida Ranch, BR Forest to pasture 0−20 10.6 14.1 + 33.0

Alajuela, CR Forest to pasture 0−20 200.2 141.6 −29.3

Laboratory Incubation3 TX, ND, CO Grassland 0−20 18.4 14.7 −20.1

(588 days, 35◦C) BR, CR Forest 0−20 105.4 94.7 −10.2

TX, ND, CO Cropland 0−20 15.0 12.6 −16.0

BR, CR Pasture 0−20 77.9 72.3 −7.2

Acid hydrolysis4 Breton, AB Forest 0−5 67.2 48.5 −27.8

(6 M HCl, 16 h, Breton, AB Conventional till 0−5 12.9 9.2 −28.7

95◦C) Breton, AB Conventional till 0−5 17.9 12.7 −29.1

Scott, SK Conventional till 0−5 40.8 41.1 + 0.7

Scott, SK Grassland 0−5 59.6 26.3 −55.9

Superscript numbers refer to the following referenced works, in which these data have been previously reported and other site or experimental information including
detailed soil descriptions can be obtained: 1Barré et al. (2016), 2Gregorich et al. (2015), 3Haddix et al. (2011), and 4Plante et al. (2006).

and samples were collected in the following years: (Versailles)
1929, 1934, 1939, 1950, 1960, 1968, 1980, 1991, 2002, 2008;
(Rothamsted) 1959, 1963, 1971, 1987, 2000, 2008; (Ultuna) 1956,
1967, 1974, 1985, 1995, 2009; (Askov) 1956, 1962, 1968, 1976,
1983. During the duration of the bare fallows, soil organic C
concentrations exhibited a relative decrease of 29–65% (Barré
et al., 2016).

Chemical bare fallow soils were collected from three field
replicate plots from Lincoln, New Zealand. Soils were sampled
at three depths (0–7.5, 7.5–15, and 15–25 cm). These soils
span 13 years (beginning in 2000) of chemical fallow conditions
(Gregorich et al., 2015), resulting in a relative decrease of 33% in
soil organic C concentrations in the surface soil and 18% in the
two subsoils.

Soils from land-use conversion experiments were collected
from five sites along a mean annual temperature gradient
(2–25.6◦C; Haddix et al., 2011). The temperate sites had
paired native grassland and cultivated land uses (Mandan,
ND, United States; Akron, CO, United States; and Waggoner
Ranch, TX, United States) and the tropical sites had paired
native forest and pasture land uses (Alajuela, Costa Rica, and
Nova Vida Ranch, Brazil). Transitions from native grassland
or forest to cultivated cropland or pasture occurred between
1957 and 1984. Surface soil samples (0–20 cm) were collected
from each land-use, resulting in 10 land-use conversion samples
(five native + five altered). The land-use conversion resulted
in relative decreases in soil organic C concentration (9–40%)
due to decades of intensive agriculture. Only the Brazil site

experienced a 33% increase in soil C, where an increase
in the proportions of carbohydrates and peptides was noted
that was not observed in the other locations (Haddix et al.,
2011).

Laboratory Experiments
The 10 previously described land-use conversion soils, comprised
of three grassland, three cropland, two forests, and two pasture
soils, were subjected to a long-term laboratory incubation
experiment. Samples were incubated for 588 days at 35◦C
and optimal, constant moisture conditions to maximize the
microbial mineralization of labile SOM. Based on the total
respired carbon (Haddix et al., 2011), the long-term incubations
resulted in a relative decrease of 7-20% in soil organic C
concentrations.

Five surface soil samples (0–5 cm) were collected from two
long-term agricultural field experiments in Alberta, Canada and
Saskatchewan, Canada (Plante et al., 2006). The two sites had
paired either grassland or forest and cultivated (conventional
till) land uses. Soils were hydrolyzed with 25 mL of 6 M
HCl at 95◦C for 16 h, resulting in relative decreases in soil
organic C concentration decreases of 28–56%, although one site
experienced a 0.7% increase in soil C.

Activation Energy and Energy Density
Determinations
Thermal analyses were performed by ramped combustion
using a Netzsch STA 449PC Jupiter simultaneous thermal
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analyzer equipped with an automatic sample carrier (ASC)
and a type-S platinum/ rhodium (Pt/PtRh) sample carrier
(Netzsch–Gerätebau GmbH, Selb, Germany). Thermal analysis
has been demonstrated to be highly reproducible on a variety
of soil types (Plante et al., 2009), and thus thermal analyses
analytical replicate aliquots were not performed. Samples were
weighed to contain approximately 1 mg C and were heated
from ambient temperature (25◦C) to 105◦C at 10◦C min−1

under an oxidizing atmosphere of 40 mL min−1 of CO2-free
synthetic air (20% O2 and N2 balance). Samples were held at
105◦C for 15 min to allow for drying/moisture equilibration,
then heated at 10◦C min−1 to 800◦C. Evolved CO2 was analyzed
using a coupled LICOR LI-820 infrared gas analyzer. Differential
scanning calorimetry (DSC) heat flux (the exothermic or
endothermic energy flux from the sample, referenced to an
empty Pt/Rh crucible), thermogravimetric (TG) mass loss, and
evolved CO2 gas (CO2-EGA) signals were recorded every second.
DSC and CO2 baselines were corrected a posteriori using the
base R package and the smooth.spline() function using a spline
and linear baseline, respectively (refer to Plante et al., 2011for
additional information on baseline corrections). DSC integration
was also performed using the base R package and the sintergral()
function.

Total exothermic energy content (in mJ) was determined
by integrating the DSC heat flux (in mW) over the exothermic
region 190–600◦C, which represents the temperature range
in which SOM is oxidized (Rovira et al., 2008). TG mass
loss was determined for the same range. This mass loss
is attributable largely to SOM combustion, with minor
contributions from dehydration of minerals such as kaolinite.
ED (in J mg−1 OM) was thus determined by dividing energy
content by TG mass loss (Rovira et al., 2008; Plante et al.,
2011).

Activation energy (Ea, in kJ mol−1 CO2) was determined
following the methods of Burnham and Braun (1999) and
Williams et al. (2014), assuming first-order reaction kinetics
during ramped combustion. The fraction of sample C remaining
(x) for each time step was calculated from the evolved CO2
data. Each data point over the decomposition temperature range
(105–800◦C) is then assumed to represent an instantaneous
measurement of the rate constant of combustion (k) at each
temperature, and Ea is determined from a modified Arrhenius
plot of ln| ln(x)| vs 1/T, in which the slope of the regression
is equal to −Ea/R where ln| ln(x)| is the natural log of the
absolute value of the natural log of x and R is the universal
gas constant. Thermally derived values of Ea are expected
to be greater than what occurs naturally in soils or during
laboratory soil incubations (Leifeld and von Lützow, 2014)
because of the complete decomposition of each soil instead of
a relatively biochemically labile portion and because of the lack
of microbial and fungal enzymes to catalyze the decomposition
reactions.

Additionally, the ROI ratio (Harvey et al., 2016) which has
been demonstrated to be directly related to the biodegradability
of specific types of organic matter and thus environmental
persistence was calculated for each soil by dividing ED
by Ea.

Statistical Analyses
Differences in ED, Ea, and ROI between pre- and post-treatment
soils were analyzed using an independent one-way ANOVA.
Statistical analyses were performed for each of the following
paired pre- and post-treatment groupings: all soils (n = 38),
soils separated by field (n = 23) or lab (n = 15) setting, and
soils grouped by individual experiments [bare fallow; n = 2 (×4
experiments), chemical fallow; n = 3 (×3 soil depths), land-use;
n = 5, incubation; n = 10, and hydrolysis; n = 5]. All analyses were
performed using MATLAB and differences in Ea, ED, and ROI
were considered statistically significant when p ≤ 0.05.

RESULTS

The Ea and ED varied widely among the initial soils. Ea ranged
from 57 to 69 kJ/mol CO2 and ED ranged from 7 to 15 J/mg OM,
reflecting the range of soil types, climates, land uses, vegetation
types, and organic matter inputs. The ROI ratios varied between
the initial and final soils, spanning 0.15–0.24 in the untreated
soils to 0.07–0.33 in the final soils, implying changes in SOM
biodegradability over the course of the experiments (Table 2).
The changes in ROI were not strongly correlated to changes
in carbon (R2 = 0.20, p = 0.04; least squares linear regression).
When analyzed collectively, only the Ea was statistically different
(decreased) between pre- and post-treatment soils (ED p = 0.20;
Ea p = 0.005; ROI p = 0.48).

Field-Based Experiments
In the field-based studies (i.e., bare/chemical fallow and land-
use change), post-treatment soils displayed a decrease in Ea and
ED (Figure 2) relative to the initial soils during the course of
the experiments (ED p < 0.001; Ea p = 0.003), trending toward
quadrant C. In the LTBF experiments, the evolution of and
variation in ED and Ea with labile SOM loss over time is visible
(Figures 2A–D). For the 79 year fallow at Versailles, only the
decrease in ED over the course of the experiment was statistically
significant (ED p = 0.001; Ea p = 0.08). For the other bare fallows,
only the decrease in Ea was statistically significant: Askov (ED
p = 0.16; Ea p = 0.03), Rothamsted (ED p = 0.28; Ea p < 0.000),
Ultuna (ED p = 0.23; Ea p = 0.003).

In the one field study considering soil depth (Figure 2E), there
was a statistically significant decrease in the Ea with depth and no
change in ED (initial ED p = 0.14; initial Ea p = 0.03; final ED
p = 0.12; final Ea p = 0.03). At all depths, the 13 year chemical
fallow soils demonstrated statistically significant decreases in Ea
(0–7.5 cm p = 0.03; 7.5–15 cm p = 0.001; 15–25 cm p = 0.001)
over time. However, only the two subsoil samples exhibited
significant decreases in ED over the course of the fallow treatment
(0–7.5 cm p = 0.25; 7.5–15 cm p = 0.004; 15–25 cm p = 0.04).
Neither the changes in ED nor Ea were statistically significant
with the changes in land-use (Figure 2F) from forest/grassland
to pasture/cropland (ED p = 0.44; Ea p = 0.22).

Although ROIs for the field samples (collectively) decreased
after treatment (p = 0.04), the decrease in Ea and ED of the
field soils was not always reflected by a decrease in ROI. Only
the Rothamsted (p = 0.01), Versailles (p = 0.04), and Ultuna
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TABLE 2 | The changes in the ROI ratio with labile SOM loss or removal from the field and laboratory based experiments.

Experiment Treatment Soil depth (cm) Initial ROI Final ROI 1ROI (%)

Field-based Fallow 79 years 0−25 0.16 0.07 −56.3

49 years 0−23 0.17 0.11 −35.3

53 years 0−20 0.19 0.17 −10.5

27 years 0−20 0.16 0.13 −18.8

13 years 0−7.5 0.23 0.23 0.0

13 years 7.5−15 0.22 0.22 0.0

13 years 15−25 0.24 0.22 −8.3

Land-use change Grassland to cropland 0−20 0.17 0.13 −23.5

Grassland to cropland 0−20 0.21 0.19 −9.5

Grassland to cropland 0−20 0.19 0.12 −36.8

Forest to pasture 0−20 0.15 0.16 +6.7

Forest to pasture 0−20 0.22 0.22 0.0

Laboratory Incubation Grassland 0−20 0.20 0.19 −5.0

Forest 0−20 0.20 0.25 +25.0

Cropland 0−20 0.16 0.18 +12.5

Pasture 0−20 0.20 0.22 +10.0

Acid hydrolysis Forest 0−5 0.24 0.25 +4.2

Conventional till 0−5 0.23 0.33 +43.5

Conventional till 0−5 0.25 0.26 +4.0

Conventional till 0−5 0.22 0.23 +4.5

Grassland 0−5 0.20 0.23 +15.0

(p = 0.01) bare fallows displayed decreased ROI (and decreased
hypothesized biodegradability), while the remaining bare fallow
(Askov, p = 0.26), chemical fallow soils (0–7.5 cm p = 0.67;
7.5–15 cm p = 0.17; 15–25 cm p = 0.28), and the land-use
soils (p = 0.20) displayed no change in ROI possibly due to
proportional changes in ED and Ea.

Laboratory-Based Experiments
In the laboratory-based experiments (i.e., incubation and
acid hydrolysis), post-treatment soils displayed no statistically
significant changes in Ea and ED (Figures 2G,H) relative to
the initial soils (ED p = 0.14; Ea p = 0.58), when analyzed
collectively. The long-term laboratory incubation (35◦C, 588
days) resulted in highly variable alterations in ED and Ea
(Figure 3A), seemingly dependent upon land-use (ED p = 0.53;
Ea p = 0.52). Grassland soils displayed decreased ED and
Ea (toward quadrant C) following incubation similar to the
signature of mineral associated SOM (Williams et al., 2018) and
the fallow soils, whereas forest and pasture soils displayed a
decrease in Ea and increase in ED (toward quadrant A) similar
to the decomposition of forest litter (Rovira et al., 2008), and
croplands displayed increased ED and Ea (toward quadrant B)
similar to the response of the hydrolyzed soils (Figure 2H)
and the energetic signature of the particulate organic matter
(Williams et al., 2018) in Figure 1. However, none of the changes
in ED and Ea due to long-term incubation were statistically
significant when separated by land-use (grassland ED p = 0.22;
grassland Ea p = 0.49; forest ED p = 0.84; forest Ea p = 0.42;
cropland ED p = 0.63; cropland Ea p = 0.55; pasture ED p = 0.87;
pasture Ea p = 0.68). Labile SOM removal by acid hydrolysis
(Figure 3B) resulted in statistically significant increases in Ea and

ED relative to the untreated soil, trending toward quadrant B
(ED p = 0.02; Ea p = 0.01). The net changes in Ea and ED for
all experiments are shown in Figure 3.

Return-on-energy-investments for the laboratory-based
samples (collectively) did not change after treatment (p = 0.14).
The ROI also did not change when the lab soils were separated
by experiment (incubation; p = 0.29, hydrolysis; p = 0.12),
possibly due to proportional changes in ED and Ea. Similar to
the lack of pre- and post-treatment differences in ED and Ea
with land-use, ROI also did not change (grassland p = 0.64;
forest p = 0.21; cropland p = 0.53; pasture p = 0.36) with
incubation.

DISCUSSION

The emerging view of SOM persistence asserts that SOM exists
as a continuum of organic material, continuously processed
by the decomposer community from large biopolymers to
small monomers and with increasing oxidation and solubility,
protected from decomposition through mineral aggregation and
adsorption (Lehmann and Kleber, 2015) and that the persistence
of SOM is thus a property of the ecosystem as a whole (Schmidt
et al., 2011). Because these ecosystem dynamics are driven by
net energy flows, analysis of SOM bioenergetics can provide
complementary constraints to SOM models as well as insight into
the fundamental conundrum of why thermodynamically unstable
organic matter persists in soil.

Long-term bare fallow experiments present the best case for
studying the bioenergetic status of persistent SOM (Ruhlmann,
1999). Soils are kept free of vegetation and additional organic
inputs for extended periods of time (up to 79 years in the
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FIGURE 2 | The changes in Ea and ED with labile SOM loss or removal from the field and laboratory-based experiments presented in the bioenergetics framework.
Changes are indicated by the circles (initial soils) and arrowheads (final soils). For each experiment, the axes cross at the average initial soil Ea and ED to
demonstrate the trajectory into one of the four bioenergetics scenarios relative to the initial soil. (A–D) The change in ED and Ea over the course of the long-term
bare fallow experiments (A Versailles, FR; B Rothamsted, United Kingdom; C Askov, DK; D Ultuna, SW). (E) The change in ED and Ea after 13 years of chemical
fallow for surface soils and soils at depth. (F) The changes in ED and Ea after land-use change from grassland or forest to cultivated cropland or pasture. (G) The
change in ED and Ea after laboratory incubation for 588 days at 35◦C. Letters indicate the origin and land-use of each soil (G – grassland, P – pasture, C – cropland,
F – forest) listed in Table 1. (H) Changes in the ED and Ea of SOM after acid hydrolysis. Please note the different axes scales.

experiments studied here), allowing initially present organic
matter to decompose under field conditions and soils to become
more enriched in persistent or stable SOM as the more labile
SOM decomposes naturally (Barré et al., 2016). Although
consisting of different durations and climatic conditions, all
fallow experiments (Figures 2A–E) follow the first and third
hypotheses of persistent SOM, trending into quadrant C

of the bioenergetics framework characterized by decreased
ED and decreased Ea. This trajectory is comparable to the
observed changes in ED and Ea for bulk soils with depth
and fractionation into particulate and mineral-associated SOM
(Figure 1). These reductions in ED over time were previously
observed (Barré et al., 2016). This trend in the 79 year bare
fallow is supported by the observed reduction in energy dense
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FIGURE 3 | Comparison of the net changes in Ea and ED with the removal or loss of labile SOM from the field and laboratory-based experiments. Changes
(arrowheads) shown are relative to the initial pre-treatment soils, represented by the origin point (0,0). A–D represent the four scenarios (quadrants) of the
bioenergetics framework, as described in Figure 1.

particulate organic matter (Balabane and Plante, 2004) over
the course of the experiment, suggesting that organo-mineral
complexes (similar to the mineral-associated SOM in Williams
et al., 2018) dominate in the latter stages of the fallow and
comprise the more persistent SOM. Mineral-associated soil
fractions with the longest turnover are assumed to have larger
proportions of easily metabolizable organic molecules with
low thermodynamic stability (lowest abundance of aromatic
groups, highest O-alkyl C/aromatic C ratio, highest proportion
of thermally labile materials, and highest ratio of substituted fatty
acids to lignin phenols), whereas the younger soil fractions are
assumed to have higher proportions of stable organic matter
considered more difficult to metabolize, as evidenced by Kleber
et al. (2011). This decreased thermodynamic stability is evidenced
in the decreased ED or Ea over time, simultaneously the
decreased biodegradability is evidenced in the decreasing ROI
ratios (Table 2).

Organic matter in subsoils is characterized by longer turnover
times compared to surface material (Rumpel and Kögel-Knabner,
2011) and also presents a useful opportunity to investigate SOM
biogenetic changes at depth as microbial activity may be reduced
by suboptimal environmental conditions, nutrient or energy

scarcity, and organic matter may be less accessible because of its
association with mineral surfaces (Schmidt et al., 2011). At depth
in the chemical fallow experiments (Figure 2B), soils also follow
the third hypothesized trajectory of persistent SOM (Figure 1),
with deeper soils trending into quadrant C with decreased Ea
(as indicated in migrating origin points of the initial soils with
depth). However, the ROI ratios (Table 2) do not suggest changes
in SOM biodegradability with depth because of the lack of
significant change in ED.

Changes in land-use are often disruptive to soil structure,
alter natural C inputs, and often result in degradation of
biogeochemically labile SOM (Guo and Gifford, 2002). However,
when statistically analyzed collectively, changes in land-use in
the soils were insufficient in addressing changes in the energy
status of SOM, likely due to the continued input of labile organic
matter inputs as well as the lack of field/site replicates, and thus
there was no true isolation of persistent SOM with the land-use
conversions.

Incubations offer a second-best option for studying the
bioenergetic status of persistent SOM, as SOM is allowed
to decompose in optimal conditions and positive correlations
between ED and microbial respiration have been observed in
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several studies (Plante et al., 2011; Peltre et al., 2013; Stone and
Plante, 2015). Although conducted at an elevated temperature,
compared to the native MATs, and for almost 2 years to
speed the microbial degradation of labile SOM, these incubation
experiments were also insufficient to observe differences in SOM
Ea and ED. The variable responses in Ea and ED are likely a result
of the different land-uses, soil types, climates, and vegetation
and the interpretations are limited again by the lack of field/site
replicates. Incubations are also limited by the fact that truly
persistent SOM is not accessed by the microbes, but rather isolate
a large intermediate pool of SOM (Haddix et al., 2011).

In direct contrast to the fallow experiments, the
acid-hydrolyzed soils trend toward quadrant B (Figure 3B)
following none of the hypothesized trajectories of persistent
SOM but rather following the observed trajectories of labile
SOM as presented in Figure 1. The use of acid hydrolysis (and
other wet chemical oxidation methods such as with hydrogen
peroxide) rests on the premise that organic molecules resistant
to chemical hydrolysis are also resistant to soil enzymatic attack
and are therefore also more biologically stable and persistent
in the environment (Krull et al., 2006; Greenfield et al., 2013).
While radiocarbon analysis of acid hydrolysis residues has been
demonstrated to be older than the bulk soils (Trumbore et al.,
1989; Paul et al., 2006), acid hydrolysis is known to preferentially
hydrolyze nucleic acids, proteins, and carbohydrates with O-alkyl
functional, while leaving alkyl and aromatic compounds (Kiem
et al., 2000; Bruun et al., 2008) and has been shown to not
equate with resistance (Greenfield et al., 2013). Additionally,
in the study of young (40-days-old) and old (40-years-old)
carbon mixtures, Bruun et al. (2008) found that acid hydrolysis
consistently removed more old carbon, suggesting that the
remaining material contained a large portion of faster cycling
carbon. Similar to the results of Williams et al. (2018) in which
unsaturated/aromatic soil (low H:C) carbon pools, trended
toward scenario B, these results are also suggestive of the loss
of non-aromatic organic material during acid hydrolysis or
artifacts from the conversion of carbohydrates into molecules
compositionally indistinguishable from non-hydrolyzable SOM
(Greenfield et al., 2013).

The fact that none of the experimental soils trended into
quadrant D (Figures 2, 3), or the most energetically unfavorable
pool of organic substrates characterized by low ED and high
Ea (Hypotheses 1 and 2), supports emerging concepts and
models of SOM formation and stabilization away from classic
humification theories. Decreased ED is expected with SOM
decomposition as larger plant biopolymers are processed into
smaller molecules; however, increased Ea is postulated to be the
result of mineral association, condensation or polymerization
reactions, or the loss of less molecularly complex OM. Mineral
association is not expected to significantly affect the Ea of
SOM in organic soils, but is expected to increase the Ea of
SOM in mineral soils due to additional organic matter-mineral
adsorption and complexation bonds which must be broken
for SOM decomposition, mineralization or combustion (as
conceptualized in Figure 1). However, it is expected that this
increased Ea may be relatively small as evidenced in a study of
the effects of various mineral matrices (quartz, calcite, dolomite,

kaolinite, and bentonite) on kerogen decomposition kinetics in
which measured Ea was increased compared to kerogen alone,
but only at low organic carbon concentrations (Dembicki, 1994)
and by the observation that mineral-associated SOM displays
lower Ea than particulate SOM (Williams et al., 2018). However,
the presence of carbonates would increase the measured Ea as
carbonates decompose into CO2 at relatively high temperatures
(∼600–800◦C) and would be indiscriminately incorporated
into the Ea calculation. Condensation reactions, such as those
occurring during the classic soil humification models, suggest
the synthesis of large and stable biopolymers and molecules
(humus) from decomposition products. However, the lack of
evidence for the physical existence of humic substances in situ
independent of the alkaline extraction procedure (Schmidt et al.,
2011; Lehmann and Kleber, 2015) has led to the acceptance
of other models of SOM formation that can be observed in
the soil. Additionally, condensation or polymerization reactions
occurring during SOM processing would result in an increase
in ED as well as an increase in Ea and would likely not appear
in quadrant D, but instead in quadrant B. Similarly, the loss
of less molecularly complex OM would increase Ea but would
also increase ED, as what is postulated to have happened during
the acid hydrolysis experiments. Hypothesized substrates in
quadrant D were expected to have the slowest turnover and thus
be the most environmentally persistent. However, it does not
seem plausible within the accepted theories of SOM formation
and stabilization for SOM to exist in this hypothetical state, rather
the most persistent SOM likely exists in the lower ED extremes
of quadrant C (Figure 4) as suggested by the fallow and density
fractionation experiments.

Soil organic matter substrates characterized by high ED
and low Ea (quadrant A) are expected to turnover relatively
rapidly within the bioenergetics framework and thus would not
become a dominant feature of the soils where persistent SOM
dominates over labile SOM such as the post-treatment samples
in this study. Only the coupled native forest/pasture incubation
soils trended into quadrant A (Figures 2, 3). A trajectory into
quadrant A, however, was observed by Rovira et al. (2008)
during litter decomposition (Figure 4). Litter decay products
were characterized by increased ED and decreased DSC-T50 (the
temperature at which half of the total exothermic energy has been
released) relative to fresh litter. For all of the soils included in
this study as well as the soils, soil density fractions, and litter of
Williams et al. (2018), DSC-T50 is positively correlated with Ea
(n = 254; R2 = 0.6, p < 0.0001). Thus, Ea is expected to decrease
with decreasing DSC-T50 (Ea = 0.25 × DSC-T50 – 27.55) and
this relationship also reinforces the usage of DSC-T50 as a
measure of SOM decomposability as utilized by Rovira et al.
(2008), Plante et al. (2011), Peltre et al. (2013), and Leifeld
and von Lützow (2014). The native forest/pasture soils were
characterized by the highest carbon contents (Table 1) and it
is possible that greater litter inputs into these soils compared
to the grassland/cultivated soils caused them to respond to the
incubation in the same way as litter, with increasing ED.

In an expanded conceptual bioenergetics framework
(Figure 4), we combine the results of this study, the litter
decomposition study of Rovira et al. (2008), and the soil
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FIGURE 4 | Expanded conceptual bioenergetics framework for SOM persistence, based on the observed SOM ED and Ea with depth and fractionation into
particulate (LF) and mineral-associated (HF) carbon pools and of litter relative to the bulk surface soil (Williams et al., 2018) and on the observed ED and Ea (modified
from DSC-T50) of litter decomposition (Rovira et al., 2008), relative to litter. A–D represent the four scenarios (quadrants) of the bioenergetics framework, as
described in Figure 1. Changes are linked by solid lines. Dashed lines represent hypothesized trajectories in ED-Ea space based on the results of this study. Dotted
lines represent composition (i.e., the HF-SOM or mineral-associated SOM is comprised of the mineral matrix and the SOM adsorbed to or otherwise interacting with
those mineral surfaces). The mineral matrix exists at a hypothetical zero ED and zero Ea.

density fractionation study of Williams et al. (2018) and
summarize proposed bioenergetic changes during SOM
formation, decomposition, and stabilization. Litter decomposes
into relatively more energy-dense and biodegradable decay
products (Rovira et al., 2008), plotting in quadrant A relative
to the fresh litter. We expect that pyrogenic organic matter
derived from litter would have a higher degree of molecular
condensation and thus higher Ea (Harvey et al., 2012). The ED
of pyrogenic organic matter would depend on the fire/charring
intensity, as Harvey et al. (2016) demonstrated that chars
produced at higher temperatures were characterized by lower
net energies. However, some litter included in the study by
Williams et al. (2018) contained visible pyrogenic organic
matter and were from an energetics viewpoint indistinguishable
from non-pyrogenic containing litter, thus pyrogenic organic
matter is not explicitly depicted in Figure 4. When bulk soil is
separated into particulate organic matter (represented by the
LF from density fractionation) and mineral-associated organic
matter (represented by the HF from density fractionation)
pools, particulate SOM is more energy dense and requires
greater energy input than bulk SOM or mineral-associated SOM.
Particulate SOM is also likely composed to some extent of litter
decay products or litter; hence, they are similar in ED and Ea
in the framework. Mineral-associated SOM is comprised of the
mineral matrix and the adsorbed or chemically complexed SOM,
the former increasing the required energy input of the latter due
to the additional bonds of SOM sorption onto mineral surfaces.

As the bulk soil decomposes, there is a net loss of the more labile
particulate SOM, bringing the energetic signature of the bulk
soil closer to that of the mineral-associated SOM. The mineral
matrix exists at the hypothesized point of zero ED and zero Ea,
as it offers no SOM for microbial decomposition and thus would
yield no CO2. With continued decomposition, the energetic
benefit to cost ratio continues to decrease, resulting in relatively
thermodynamically unstable SOM being the most persistent.

CONCLUSION

By analyzing the energetics of a suite of soils from field
and laboratory experiments designed to isolate persistent SOM
within the proposed bioenergetics framework, this study has
demonstrated that the signature of persistent SOM is that
of decreasing available energy supply (ED) and of decreasing
required energy input (Ea). This finding contradicts soil
formation theories that propose that persistent SOM is formed
by the polymeric condensation of decomposition products into
large and stable biopolymers (humus), and instead supports
theories that persistent SOM is comprised of smaller and smaller
particulate SOM fragments and biomolecules, preserved due to
interaction with soil minerals. SOM stabilization mechanisms,
such as physical and chemical protection, can be viewed as
energetic barriers to decomposition such that the stabilized SOM
requires additional energies from the microbial community to
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access. In this framework, we propose that this stabilized SOM is
also less biodegradable than labile SOM because of its decreased
energy contents. The conclusions of this framework should not be
applied to carbonate soils as thermal decomposition of carbonate
mineral may result in extraneous CO2 incorporated into the
calculation of Ea. The variable or increased ED and Ea exhibited
by the laboratory experimental soils suggests that these methods
do not always effectively isolate environmentally persistent SOM,
but in some cases may target physically or chemically protected
SOM.
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Determining how microbial communities organize and function at the ecosystem level

is essential to understanding and predicting how they will respond to environmental

change. Mathematical models can be used to describe these communities, but

properly representing all the biological interactions in extremely diverse natural microbial

ecosystems in a mathematical model is challenging. We examine a complementary

approach based on the maximum entropy production (MEP) principle, which proposes

that systems with many degrees of freedomwill likely organize to maximize the rate of free

energy dissipation. In this study, we develop an MEP model to describe biogeochemistry

observed in Siders Pond, a phosphate limited meromictic system located in Falmouth,

MA that exhibits steep chemical gradients due to density-driven stratification that

supports anaerobic photosynthesis as well as microbial communities that catalyze redox

cycles involving O, N, S, Fe, and Mn. The MEP model uses a metabolic network

to represent microbial redox reactions, where biomass allocation and reaction rates

are determined by solving an optimization problem that maximizes entropy production

over time, and a 1D vertical profile constrained by an advection-dispersion-reaction

model. We introduce a new approach for modeling phototrophy and explicitly represent

oxygenic photoautotrophs, photoheterotrophs and anoxygenic photoautotrophs. The

metabolic network also includes reactions for aerobic organoheterotrophic bacteria,

sulfate reducing bacteria, sulfide oxidizing bacteria and aerobic and anaerobic grazers.

Model results were compared to observations of biogeochemical constituents collected

over a 24 h period at 8 depths at a single 15m deep station in Siders Pond. Maximizing

entropy production over long (3 day) intervals produced results more similar to field

observations than short (0.25 day) interval optimizations, which support the importance

of temporal strategies for maximizing entropy production over time. Furthermore, we

found that entropy productionmust bemaximized locally instead of globally where energy

potentials are degraded quickly by abiotic processes, such as light absorption by water.

This combination of field observations andmodeling results indicate that natural microbial

systems can be modeled by using the maximum entropy production principle applied

over time and space using many fewer parameters than conventional models.

Keywords: maximum entropy production, microbial biogeochemistry, metabolic networks, phototrophy,

community function, meromictic
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INTRODUCTION

Mass and energy flow associated with the growth and predation
of bacteria, archaea and eukaryotes in microbial food webs,
coupled with abiotic reactions and transport processes, define
biogeochemical cycles that occur in ecosystems ranging in
size from less than a liter (Marino et al., 2016) to the entire
planet. Because organisms are ultimately responsible for most
observed biogeochemical transformations, it is customary and
natural to focus on the bioenergetics of growth and predation
of organisms that constitute food webs in order to understand
and predict biogeochemical transformations. This organismal
focus has a long history and has advanced our understanding
and prediction of ecosystem dynamics and the mass and energy
flow through them (Riley, 1946; Fasham et al., 1990; Le Quere
et al., 2005; Friedrichs et al., 2007; Schartau et al., 2017).
While focusing on the growth, predator-prey and cooperative
interactions of organisms will continue to contribute to our
understanding of ecosystem bioenergetics, there are some
challenges that limit this approach for microbial systems that
form the basis of biogeochemical cycles. Microbial communities
are diverse, complex and abundant, consisting, for example, of
approximately 109 microorganisms per liter of seawater, with
estimates that Earth hosts close to 1 trillion microbial species
(Sogin et al., 2006; Locey and Lennon, 2016). With the advent of
metagenomics, next generation sequencing and bioinformatics,
the challenging task of deciphering and annotating the metabolic
capabilities and activities of bacteria and other microorganisms
has begun, but determining how information in genomes
contributes to competition and cooperation is still in its infancy
(Hallam and McCutcheon, 2015; Pasternak et al., 2015; Worden
et al., 2015). Even more challenging is understanding and
predicting community composition dynamics and succession
as environmental conditions change, both from exogenous and
endogenous drivers (Konopka et al., 2015). While considerable
progress is being made in developing predictive models of
biogeochemistry based on organisms and the genes they carry
(Reed et al., 2014; Coles et al., 2017), the ability for this
approach to encompass the complex biogeochemistry of the
ecosystem will likely take many decades to compile and
decipher. We believe the reductionist approach is essential,
but there is also a complementary approach to understanding
microbial biogeochemistry that is less studied and uses a more
thermodynamic, or whole systems, approach.

Understanding how ecosystems function at the systems level
has a long tradition in theoretical ecology (Chapman et al.,
2016; Vallino and Algar, 2016), with the underlying premise that
ecosystems organize so as to maximize an objective function,
such as maximizing power proposed by Lotka (1922) nearly
100 years ago. The advantage of the systems approach is that
optimization can be used to determine how an ecosystem
will organize and function without the knowledge of which
organisms are present and how their population changes over
time. Understanding and modeling of ecosystems can focus
on function rather than on organisms, and there is growing
support that stable function arises from dynamic communities
(Fernandez et al., 1999; Fernandez-Gonzalez et al., 2016; Louca
and Doebeli, 2016; Needham and Fuhrman, 2016; Coles et al.,

2017). Here, we build upon the assumption that microbial
systems organize to use all available energy sources. To use
the correct thermodynamic term, living organisms use Gibbs
free energy, since energy is conserved, but Gibbs free energy
(aka usable energy) is not. The destruction of Gibbs free
energy or energy potentials results in entropy production, so
the net action of life produces entropy, because contrary to
conventional wisdom, living organisms are not low entropy
structures (Morrison, 1964; Blumenfeld, 1981). This allows us
to employ the maximum entropy production (MEP) principle,
which proposes that systems with sufficient degrees of freedom
will likely organize to maximize the dissipation of Gibbs free
energy (Dewar, 2003; Lorenz, 2003; Martyushev and Seleznev,
2006). In an ecological context, if food (which includes organisms
themselves) is available but not being consumed, then organisms
will eventually adapt, invade or evolve to utilize it if biologically
possible. This simple concept forms the basis of this manuscript.
The MEP principle has been applied to both abiotic and biotic
processes (Kleidon and Lorenz, 2005; Kleidon et al., 2010; Dewar
et al., 2014b), and we have usedMEP tomodel periodically forced
methanotrophic microbial communities (Vallino et al., 2014) and
investigate metabolic switching in nitrate reducing environments
(Algar and Vallino, 2014). While MEP is consistent with
Darwinian evolution, and likely guides its trajectory (Goldenfeld
and Woese, 2011; Skene, 2015, 2017; Judson, 2017), it has yet to
gain general acceptance in theoretical or experimental ecological
communities largely because of an insufficient number of case
studies and uncertainty in how to apply it.

In this study we develop an MEP-based model to predict
microbial biogeochemistry in a meromictic pond located
in Falmouth, MA (Siders Pond) that includes metabolic
processes for phytoplankton, green sulfur bacteria, aerobic
organoheterotrophic bacteria, sulfate reducing bacteria,
sulfide oxidizing bacteria, photoheterotrophs and aerobic
and anaerobic predators (Figure 1). However, the model’s
objective function is to dissipate energy potentials, not
grow organisms. While previous MEP models have been
developed for chemolithoautotrophs, chemolithoheterotrophs,
and chemoorganoheterotrophs, this study expands the
metabolic reaction repertoire to include photoautotrophs
and photoheterotrophs. The approach is also extended to include
an explicit spatial dimension, and we compare model output
to observations in Siders Pond collected over a 24 h sampling
period from eight depths. MEP solutions using two different
optimization timescales (0.25 day vs. 3.0 days) are contrasted
and compared to observations, and we discuss the problem of
local vs. global MEP optimization for energy potentials that
are quickly dissipated abiotically, such as light. Our results
suggest that microbial systems in nature can be described by the
maximum entropy production conjecture applied over time and
space.

RATIONALE

Our interest in investigating the applicability of MEP theory for
describing microbial communities has, in addition to the basic
science question, an applied objective. Standard models used to
describe microbial biogeochemistry contain a large number of
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poorly constrained parameters, such as maximum growth rates,
substrate affinity constants, growth efficiencies, prey preferences,
substrate inhibition constant, and others. Consequently, data
are required to determine parameter values, but since there is
almost always more parameters than constraining observations,
it is not difficult to obtain good agreement between model
output and observations. Consequently, a good model fit does
not equate to an understanding of the underlying mechanisms
in a system. As a consequence, such models usually do poorly
when extrapolated to different systems (Vallino, 2000;Ward et al.,
2010). Parameters must be recalibrated for new conditions, but
this defeats the purpose of developing a model, as we are often
interested in using a model to predict how a system will respond
to new conditions that have yet to occur. If the MEP principle
fundamentally describes microbial communities, then models
based on MEP should exhibit better extrapolation performance,
since MEP would still be an appropriate objective function even
under new conditions.

A challenging and unresolved aspect of MEP principle
involves the temporal and spatial scales over which it applies
(Dewar et al., 2014a). MEP theory has been developed for
nonequilibrium steady-state systems where time is removed from
the derivation, but natural microbial communities are dynamic
and often far from steady state. For non-steady-state systems,
we have proposed the following distinctions (Vallino, 2010).
Abiotic processes, such as fire or a rock rolling down a hill,
maximize instantaneous entropy production. That is, they follow
a steepest descent trajectory down a potential energy surface
in progress toward equilibrium, but this pathway can lead to
metastable states that prevent further progress and entropy
production. For instance, the flame gets extinguished or the
rock gets stuck in a ditch partway down the hill. Biological
systems, however, have evolved temporal strategies, such as
circadian rhythms, that allow the system to take an alternate
pathway that is not as steep, but it avoids metastable traps and
enables further progress down the free energy surface. While
instantaneous entropy production is lower in biological systems,
when averaged over time, the integrated entropy production is
greater than abiotic processes. Since MEP theory proposes that
system configurations that produce more entropy are more likely
to prevail (Lorenz, 2003), the higher average entropy production
by biological systems allow them to persist over abiotic processes,
at least in some situations. Similarly, when considering a spatial
domain, entropy production can either be maximized locally at
each point in the domain, or entropy production at each point
can be adjusted so that entropy production is maximized globally
over the entire domain. A simple numerical study indicated
that when a system organizes over space, entropy produced by
global optimization can exceed that from local optimization,
but this requires spatial coordination by the community, while
abiotic systems are likely to only maximize entropy production
locally (Vallino, 2011). This paper will explore how changes in
time and space scales over which entropy is maximized alters
model predictions of microbial biogeochemistry. To provide
some grounding in reality, model predictions are compared to
biogeochemical observations. The purpose of this manuscript is
to demonstrate one particular implementation of how MEP can

FIGURE 1 | Schematic of catalysts and associated reactions used in the MEP

model for Siders Pond. Functional groups include:SPhy , phytoplankton,

purple, 2 rxns;SGSB, green sulfur bacteria, brown, 2 rxns;SGz , aerobic

grazers, red, 8 rxns;SAGz , anaerobic grazers, green, 8 rxns;SBac, aerobic

organoheterotrophic bacteria, blue, 3 rxns;SSRB, sulfate reducing bacteria,

magenta, 3 rxns;SPH, photoheterotrophs, cyan, 1 rxn;SSOx , sulfide

oxidizing bacteria, orange, 1 rxn. Other abbreviations: hν, photon capture; CL,

labile organic carbon; CD, refractory organic carbon; PD, refractory organic

phosphorous. See Table 2 for qualitative representation of functional reactions

and section 2.7 of the Supplementary Material for stoichiometrically

balanced reactions.

be used to describe microbial biogeochemistry in natural systems
that goes beyond a simple conceptual model, but ours is certainly
not the only approach.

METHODS

This section describes Siders Pond sample collection procedures
and sample analyses followed by the development of the MEP
model and associated 1D transport model for Siders Pond.

Siders Pond
Site Description

Siders Pond is a small coastal meromictic kettle hole (volume:
106 m3; area: 13.4 ha; maximum depth: 15m) that receives
approximately 1× 106 m3 of fresh and 0.15× 106 m3 of saltwater
each year (Caraco, 1986). The latter input occurs via a small
creek that connects the pond to Vineyard Sound approximately
550m to the south. Tritium-helium water dating confirmed
vertical mixing across two observed chemoclines, but permanent
stratification is maintained because the saltwater inputs enter
the pond at depth, mix upward and become entrained with
freshwater before exiting the pond (Caraco, 1986). Caraco (1986)
also characterized N and P loading to the pond (50 g N m2 y−1

and 1.3 g P m−2 y−1, respectively), and an N+P enrichment
study (Caraco et al., 1987) showed phytoplankton to be P limited,
especially in the low salinity surface waters. Previous studies show
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Siders Pond is eutrophic averaging 16mg m−3 chlorophyll a
(Chl a) in surface waters (but can exceed 100mg m−3 at times)
and an annual primary productivity of 315 g C m−2 (Caraco,
1986; Caraco and Puccoon, 1986). In anoxic bottom waters,
bacterial Chl c, d and e associated with photosynthetic green
sulfur bacteria averages 20mg m−3 (purple sulfur bacteria were
not found in high concentration), but BChl cde was also observed
to reach high concentrations at times (> 75mg m−3). Even
though green sulfur bacteria could attain high concentrations,
their productivity was only 6% of the oxygenic photoautotroph
(cyanobacteria + algae) production (Caraco, 1986). Siders Pond
was chosen for this study because extensive redox cycling occurs
over a 15m deep water column, which greatly facilitates sampling
due to the large water volumes that can be readily collected
without perturbing the system.

Sampling and Measurements

Samples were collected from Siders Pond, Falmouth, MA over
a 24 h period starting at 6:45 on Jun 25th and ending at 7:37
on Jun 26th, 2015 from a single station located within the
deepest basin of the pond (41.548212◦N, 70.622412◦W). A total
of 7 casts were conducted over the 24 hr period, and each cast
sampled 8 depths to generate a 2D sampling grid designed for
comparison to model outputs (Figure 2). A Hydrolab DS5 water
quality sonde (OTT Hydromet, GmbH) was connected to a
Hydrolab Surveyor 4 handheld display and used to record depth,
temperature, salinity, pH, dissolved oxygen (DO), photosynthetic
active radiation (PAR), and in situ Chl a fluorescence. All sensors
were calibrated per manufacturer’s instructions one day prior to
sampling. One end of a 20m long section of vinyl tubing with
a 1 cm inside diameter was attached to the water quality sonde,
while the other end passed through a Geopump 2 (Geotech, CO)
peristaltic pump and then connected to 25mm polypropylene,
acid washed, in-line Swinnex filter holder (Millipore, MA), which
housed a GF/F glass fiber filter (Whatman, GE Healthcare) that
had been ashed at 450◦C for 1 hr. At all depths, the vinyl tubing
was first flushed for at least 2min, sample collection vials were
washed twice with filtrate and GF/F filters where changed as
needed to maintain high flow. This design allowed water samples
to be collected at the desired depths and processed on location
then preserved on ice or dry ice for later analysis as described
below.

Unless otherwise noted, all samples were filtered as
described above and stored in 20mL acid-washed, high-
density polyethylene scintillation vials (Fisher Scientific).
Samples were preserved for later analysis as follows. Inorganic
phosphate: 15mL samples were amended with 20 µL of 5N
HCl and placed on dry ice. Dissolved inorganic carbon (DIC)
and sulfate: samples were collected in 12mL exetainers (Labco,
UK) by overfilling bottles from the bottom up, and then capped
without bubbles and placed on ice. Hydrogen sulfide: while filling
exetainers, 25 µL of sample was pipette transferred to 6mL of
2% zinc acetate in a 20mL scintillation vial and place on ice.
Dissolved organic carbon (DOC): 25mL of sample was collected
in previously ashed 30mL glass vials to which 40 µL of 5N HCl
was added then stored on ice. Particulate organic carbon (POC):
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FIGURE 2 | Layout of the Siders Pond 2D (t, z) sample grid. Samples were

collected over a 24 h diel cycle starting at ∼ 6:00 on 25 Jun 2015 and ending

at ∼6:00 on 26 Jun 2015. Samples were collected at 0.5, 2, 3, 4, 6, 8, 10,

and 12m.

approximately 300mL of sample was passed through new, ashed,
25mm GF/F filter then stored in a plastic Petri dish on dry ice.

Samples were analyzed at the Ecosystems laboratory, MBL
as follows. Phosphate: samples were stored at −20◦C then later
analyzed following the spectrophotometric method of Murphy
and Riley (1962) on a UV-1800 spectrophotometer (Shimadzu,
Kyoto, Japan). DIC: samples were immediately run on return
to MBL on an Apollo AS-C3 DIC analyzer (Apollo SciTech,
DE). Sulfate: samples were sparged with N2 to strip H2S
on return to MBL and stored at 4◦C then analyzed using
ion chromatography on a Dionex DX-120 analyzer (Dionex,
Sunnyvale, CA). Hydrogen sulfide: samples were briefly stored
at 4◦C for 5 days then analyzed using the spectrophotometric
method of Gilboa-Garber (1971). DOC: samples were stored
at 4◦C then run on a Shimadzu TOC-L high temperature
total organic carbon analyzer at 720◦C. POC: samples were
stored at −20◦C then analyzed on a Thermo Scientific FLASH
2000 CHN analyzer using aspartic acid standards. To facilitate
model comparison to observations, Chl a was estimated from
modeled output of phototroph biomass concentrations using
12.

([

SPhy

]

+ [SGSB]+ [SPH]
)

/θC :Chla, where θC :Chla is the

C:Chl a ratio, which was set to 50 µg C (µg Chl a)−1

(Sathyendranath et al., 2009).

Model Development
The equations used to model biogeochemistry in Siders Pond
are provided in detail in the Supplementary Material, so the
descriptions in this section focus primarily on model concepts
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that form the basis of the modeling approach and extensions to
previous studies. The model consists of three main components:
(1) a set of biologically catalyzed reactions that constitute the
distributed metabolic network of the microbial community,
including predators such as protist and viruses; (2) a 1D transport
model; (3) an optimization component in which control variables
that govern reaction stoichiometry, kinetics and thermodynamics
are determined so as to maximize internal entropy production
over a specified interval of time and space. We describe briefly
below the three model components, but we focus first on the
representation of the metabolic network, as this forms the
foundation of the approach, and includes the concentrations
of 11 chemical constituents and 8 functional groups (Figure 1,
Table 1).

Catalysts and Metabolic Reaction Network

Our approach views a complex microbial community as a
collection of catalysts (denoted with the special symbol Sj with
the subscript j meaning any of the 8 functional groups in
Figure 1) that each have a subset of nr, j functional reactions
they catalyze. The catalyst has an elemental composition given
by CHα

S
Oβ
S
Nγ
S
Pδ
S
. For this study all catalysts are assigned

the same composition as yeast with associated thermodynamic
properties (Battley et al., 1997), but this is not an overly
constraining approximation (Vallino et al., 2014) and can be
easily relaxed if needed. The catalysts and reactions included in
the metabolic network represent the capabilities of the entire
microbial community, but the reactions are distributed across nS
catalysts (8 for the case of Siders Pond, Figure 1), just as functions
are distributed across phyla in natural communities (Vallino,
2003). The reactions are highly simplified and condensed,
and consist of two essential components: an anabolic reaction
that synthesizes catalyst from environmental resources, and a
catabolic reaction that provides free energy to drive the anabolic
reaction forward. A highly simplified list of metabolic reactions
for the Siders Pond model is given in Table 2. To convey the
basic ideas, we consider below the phyla responsible for sulfate
reduction for chemotrophy and phytoplankton for phototrophy.

chemotrophyh
The catalyst SSRB represents the capabilities of sulfate reducing
bacteria (SRB) that oxidize labile organic matter, CL, using sulfate
as the electron acceptor. The anabolic and catabolic reactions are
given by,

CL + γSNH3 + δSH3PO4 + aA1, SRBH2SO4 → SSRB

+ aA1, SRBH2S(aq)+ bA1,SRBH2O (1)

CL +
1

2
H2SO4 → H2CO3 +

1

2
H2S

(

aq
)

, (2)

respectively, where the stoichiometric coefficients, aA1, SRB and

bA1,SRB, are determined from elemental balances around O and H.
Both reactions above must be catalyzed by SSRB, so the reaction
rates are proportional to the concentration of the catalyst, cSSRB

,
present (note, we also use bracket nomenclature, [SSRB], for
concentration below). These two reactions can be combined by

introducing a reaction efficiency variable, εSRB, to produce an
overall reaction representing growth and respiration of sulfate
reducing bacteria, r1,SRB, given by,

CL + εSRB

(

γSNH3 + δSH3PO4

)

+

(

1

2
+ εSRB

(

aA1, SRB +
1

2

))

H2SO4 → εSRBSSRB

+ (1− εSRB)H2CO3 +

(

1

2
+ εSRB

(

aA1, SRB +
1

2

))

H2S
(

aq
)

+ εSRBb
A
1,SRBH2O. (3)

The reaction efficiency variable, εSRB, is one of two classes of

optimal control variables and a central design feature of the
MEP model. As εSRB approaches 1, Equation (3) represents
100% conversion of labile carbon plus N and P resources to
catalyst, while as εSRB approaches 0, the reaction changes to
100% anaerobic combustion of labile carbon. From an entropy
production perspective, only the catabolic reaction dissipates
significant free energy, so εSRB should be set to zero to maximize
entropy production; however, the catabolic reaction cannot
proceed without catalyst. There exists, then, an optimum value
of εSRB that produces just enough SSRB catalyst to dissipate the
chemical potential between CL and H2SO4, but εSRB must change
as a function of CL and H2SO4 supply rates as well as N and P
availability. Conceptually, the MEP problem is to determine how
εSRB should change over time and space to maximize free energy
dissipation; however, there are a few other important details.

Gibbs free energies of reaction, 1rGi,j, are calculated using
Alberty’s (2003) approach, which accounts for substrate activities,
pH and temperature. For chemotrophic reactions, an adaptive
Monod equation parameterized by εj accounts for the tradeoffs
between substrate affinity, maximum specific growth rate
and growth efficiency and can approximate oligotrophic to
copiotrophic growth kinetics by varying εj between 0 and 1
(Algar and Vallino, 2014; Vallino et al., 2014). In addition to this
kinetic constraint, FK , reaction rates, ri,j, are also constrained by
reaction thermodynamics, FT , as described by La Rowe et al.
(2012). Consequently, the rates of chemotrophic reactions take
the following general form,

ri,j = ν
∗
ε
2
j �i,j

[

Sj

]

FK(c, εj; κ
∗)FT(△rGi,j), (4)

where c are substrate concentrations, ν
∗

and κ
∗

are universal
constants and �i,j is the second optimal control variable class.
Since each catalyst, Sj, can catalyze nr,j sub-reactions (Table 2),
�i,j determines the fraction of catalyst j, Sj, that is allocated
to reaction ri,j. For instance, the sulfate reducing bacteria have
two others reactions in addition to r1,SRB, Equation (3) (Table 2).
Reactions r2,SRB and r3,SRB allow SRB to decompose recalcitrant
organic carbon, CD, and phosphorous, PD, into labile organic
carbon, CL, and inorganic phosphate, respectively, and �i,SRB

determines the fraction of protein allocated to each of the three
reactions. Consequently, each �i,j is bound between 0 and 1,
and �i,j must sum to unity over all i for each catalyst; that is,
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TABLE 1 | Names of state variables and associated symbols.

Variable Sym. Variable Sym.

Salt cSal Phytoplankton c
SPhy

Dissolved oxygen cO2
Green sulfur bacteria c

SGSB

Dissolved inorganic carbon cH2CO3
Aerobic predators c

SGz

Inorganic phosphate cH3PO4
Anaerobic predators c

SAGz

Sulfate cH2SO4
Aerobic organoheterotrophic bacteria c

SBac

Hydrogen sulfide cH2S
Sulfate reducing bacteria c

SSRB

Phytoplankton carbohydrates cCPhy Photoheterotrophs c
SPH

Green sulfur bacteria carbohydrates cCGSB Sulfide oxidizing bacteria c
SSOx

Labile organic carbon cCL

Refractory organic carbon cCD

Refractory organic phosphate cPD

All state variables represent concentrations in mmol m−3, except for salt, which is in PSU. Concentrations of NH3 (cNH3
) and detrital N (cND ) are included in chemical reactions for

stoichiometric and thermodynamic calculations, but were held constant at 5 and 10 mmol m−3, respectively, in all simulations.

TABLE 2 | Reactions associated with the 8 biological catalysts,Sj , used to model microbial biogeochemistry in Siders Pond, where ri,j represents sub-reaction i of

biological catalystSj .

Rxn. Abbreviated Stoichiometry Cat.

r1,Phy H2CO3 + hν → CPhy +O2 SPhy

r2,Phy CPhy + NH3 + H3PO4 + O2 →SPhy + H2CO3 SPhy

r1,GSB H2CO3 + H2S+ hν → CGSB + H2SO4 SGSB

r2,GSB CGSB + NH3 + H3PO4 + H2SO4 →SGSB + H2CO3 + H2S SGSB

r1−8,Gz Si + Ci + O2 →SGz + H2CO3 + CD + NH3 + ND + H3PO4 + PD + CL SGz

r1−8,AGz Si + Ci + H2SO4 →SAGz + H2CO3 + CD + NH3 + ND + H3PO4 + PD + H2S+ CL SAGz

r1,Bac CL + NH3 + H3PO4 + O2 →SBac + H2CO3 SBac

r2,Bac CD → CL SBac

r3,Bac PD → H3PO4 SBac

r1,SRB CL + NH3 + H3PO4 + H2SO4 →SSRB + H2CO3 + H2S SSRB

r2,SRB CD → CL SSRB

r3,SRB PD → H3PO4 SSRB

r1,PH CL + NH3 + H3PO4 + hν →SPH + H2CO3 SPH

r1,SOx H2CO3 + H2S+O2 + NH3 + H3PO4 →SSOx + H2SO4 SSOx

There are a total of 28 reactions, whereSGz andSAGz each catalyzed 8 sub-reactions. Reactions are shown to emphasize function only. Complete reaction stoichiometries, including

influence of optimal control variables, are given in section 2.7 of the Supplementary Material. See caption of Figure 1 for nomenclature.

∑nr,j
i=1 �i,j = 1. An example of how FK , 1rGi,j, and FT vary

over time and space to influence reaction rates of sulfate reducing
bacteria is given in Supplementary Material 4.1, Figure S3.

phototrophy
In this version of the MEP model we introduce catalysts
associated with phototrophic growth, specifically phytoplankton
(Phy), SPhy, anaerobic green sulfur bacteria (GSB), SGSB,
and photoheterotrophs (PH), SPH . Both Phy and GSB are
modeled similarly using two sub-reactions (Table 2). One sub-
reaction couples photon capture that drives CO2 fixation into
carbohydrates, CPhy and CGSB, and a second sub-reaction
converts carbohydrates into biomass in a manner analogous
to growth of chemotrophs described above. We focus on

phytoplankton here because development for GSB is similar, and
can be found in the Supplementary Material.

The carbon fixation reaction for phytoplankton is given by,

εPhyH2CO3 + n1,Phyhν → εPhy

(

CPhy +O2(aq)
)

(5)

where hν are captured photons of frequency ν, h is Plank’s
constant and n1,Phy is the moles of photons needed to fix 1 mole
of CO2 at 100% efficiency (i.e., εPhy = 1). The Gibbs free energy
for a mole of photons is given by

△rGγ = −ηIhνNA, (6)

where NA is Avogadro’s number and ηI is the thermodynamic
efficiency for converting electromagnetic radiation into work
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(Candau, 2003). If 1rGCPhy
is the Gibbs free energy for fixing a

mole of H2CO3 into CPhy plus O2, then moles of photons needed
to fix 1 mole of CO2 is given by,

n1,Phy = −
△rGCPhy

△rGγ

, (7)

and the Gibbs free energy of reaction for CO2 fixation defined by
Equation (5) is given by,

△rG1,Phy = −
(

1− εPhy

)

△rGCPhy
. (8)

In this formulation, εPhy governs the efficiency for the
conversation of electromagnetic potential into chemical
potential. If 100% of photosynthetic active radiation is converted
to chemical potential, no entropy is produced, and the free
energy of reaction for Equation (5) is zero, so the reaction will
not proceed due to thermodynamic constraints. However, as εPhy

is decreased, some photons are dissipated as heat, which drives
the reaction forward, and all photons are dissipated as heat when
εPhy = 0, but no catalyst is synthesized.

The reaction rate for CO2 fixation depends on the rate of
photon capture, which is given by,

△IPhy = kp�1,Phy[SPhy]I(t, z) (9)

where kp is the coefficient for light absorption by particles,
�1,Phy[SPhy] is the fraction of phytoplankton catalytic machinery
allocated to capturing photons (i.e., chlorophyll and electron
transfer proteins), and I(t, z) is light intensity (mmol photons
m−2 d−1) at time t and depth z. Consequently, the reaction rate
for CO2 fixation is given by,

r1,Phy =
△IPhy

n1,Phy
FK

(

c, εj; κ
∗
)

FT
(

△rG1,Phy

)

, (10)

where FK and FT are the kinetic and thermodynamic drivers,
respectively. This reaction has similarities to those typically
used to describe phytoplankton growth (Macedo and Duarte,
2006), but our derivation focuses not on the local light intensity
level, but rather on how much light is actually intercept by the
phytoplankton, as governed by kp�1,Phy[SPhy]I, and how much
of that free energy is actually used to drive carbon fixation, as
governed by εPhy. As evident in Equation (10), the maximum
rate is directly tied to the rate of photon interception, 1IPhy, not
by an arbitrary maximum specific growth parameter. The second
reaction used by Phy and GSB (Table 2) is simply the conversion
of reduced organic carbon, CPhy and CGSB, into more catalyst or
CO2 depending of the value of εPhy.

The reaction for photoheterotrophs (PH) differs slightly from
that above. In this case only one reaction is used (r1,PH , Table 2),
where photon capture is linked to the conversion of labile
carbon into PH catalyst. As above, photons captured can also be
dissipated as heat for εPH < 1, or the free energy can be used to
drive biosynthesis (εPH > 0), where photon free energy replaces
chemical free energy used in chemotroph reactions.

Transport Model

Siders Pond is horizontally well mixed, so an advection-
dispersion-reaction (ADR) model that includes particle sinking
was used to approximate vertical transport of the 19 state
variables (Figure 1). The origin of the vertical coordinate, z,
is defined at the pond’s surface, and the axis points in the
positive direction downward toward the benthos and reaches a
maximum depth of 15m. Siders Pond 3D bathymetry surface
was rendered from a contour plot in Caraco (1986), and an
equation for cross-section area as a function of depth was
derived therefrom (Figure S1). Equations for vertical volumetric
flow rate, lateral groundwater inputs and seawater intrusion at
the bottom boundary were derived from Caraco (1986), who
used both tritium-helium-3 dating combined with mass balance
calculations to estimate freshwater inputs and seawater intrusion.
An equation for the dispersion coefficient was derived by fitting
simulated salinity profiles to observations collected during this
study.

The primary external drivers in themodel are temperature, pH
and photosynthetic active radiation. Surface irradiance was based
on a model of solar zenith angle (Brock, 1981), which assumes
a cloudless sky. To predict PAR light intensity as function of
time and depth, a standard light adsorption model was used
that includes coefficients for light absorption by water, kw, and
particulate material, kp.

Neumann boundary conditions were used for state variables
at the pond’s surface and gas transport for O2, CO2, and
H2S across the air-water interface was accounted for using a
stagnant-film model. Robin boundary conditions were used for
the bottom boundary based on the flux of material entering the
boundary associated with the intrusion of seawater diluted with
groundwater. In addition, aerobic and anaerobic decomposition
of sinking organic matter from the water column contributed to
a sink for O2 and H2SO4, and a source for H3PO4, H2CO3, and
H2S to the overlying water.

Entropy Production and Optimization

Entropy-production
Entropy production occurs when an energy potential is destroyed
and dissipated as heat to the environment, but not when the
potential is converted to another potential. For example, a flame
converting chemical potential into heat or light being absorbed
by water both result in maximum entropy production; these are
irreversible processes and the Gibbs free energy is destroyed.
On the other hand, entropy is not produced if electromagnetic
potential is converted reversibly into chemical potential, but
thermodynamic theory requires that reversible reactions must
proceed infinitely slowly. In the model, as the reaction efficiency
for phytoplankton, εPhy, approaches 1, electromagnetic potential
is converted to chemical potential without entropy production,
but the thermodynamic force, FT , drivers the reaction rate to
0, and as εPhy approaches zero, all electromagnetic potential is
dissipated as heat, but no catalyst is produced, as evident in Eq.
(5). Consequently, living organisms operate between these two
extremes. For organisms to grow at a non-zero rate, an energy
potential must be partially dissipated and some entropy must be
produced.
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Instantaneous entropy production per unit volume, σ̇i,j, for
chemotrophic reactions is readily calculated as the product of
reaction rate times Gibbs free energy of reaction (Vallino, 2010)
divided by temperature, T, as given by,

σ̇i,j = −
1

T
△rGi,jri,j. (11)

Average entropy production,
〈

σ̇i,j

〉

, is calculated by integrating σ̇i,j

over an interval of time, 1t, as given by,

〈

σ̇i,j

〉

=
1

△t

∫ t+△t

t
σ̇i,jdτ . (12)

The value of△t is unknown, but it is the fundamental parameter
of interest in this study, because it represents the time scale over
which biology has evolved to operate.

Entropy production associated with the dissipation of
electromagnetic radiation is readily calculated from the Gibbs
free energy for photons, Equation (6), and photon capture
rate, Equation (9). The photon free energy can be dissipated
as heat along two pathways: (1) interception by water or
(2) particles, such as bacteria and grazers, as well as by
the non-photosynthetic components of phytoplankton. Photons
intercepted by the photosynthetic machinery of phototrophs can
be either dissipated as heat, if εj = 0, or all energy potential can
be transferred to chemical potential, if εj = 1, but typically it is
a combination of both, so that 0 < εj < 1. Consequently, total
entropy production, σ̇6 , is the sum of three processes: entropy
production by light absorption by water, σ̇W , entropy production
by light absorption by particles, σ̇P, and entropy production by
chemical reactions, σ̇R, including photoreactions. All entropy
production terms are accounted for in the MEP optimization
problem, including that from light absorption by water and
particles.

MEP-optimization
The stoichiometry, thermodynamics and kinetics of the 28
reactions that comprise the metabolic network (Table 2,
Figure 1) vary as a function of the eight εj optimal control
variables, and the partitioning of biological structure, Sj, to
sub-reactions ri,j that depends on the values of the �i,j control
variables, of which there are 20. A solution to the MEP model,
and associated microbial biogeochemistry, is determined by
adjusting εj and �i,j over △t time and 1D space to maximize
entropy production, the details of which are provided in
Supplementary Material section 3.2, but also see Vallino et al.
(2014). As△t approaches 0 in Equation (12), the average entropy
production,

〈

σ̇i,j

〉

, approaches the instantaneous value, σ̇i,j, and
describes abiotic processes based on our hypothesis. Increasing
△t permits other solutions that are not constrained to the steepest
descent trajectory. By changing values of εj and �i,j over time
and space, pathways that avoid the ditch halfway down the hill
are allowed, or strategies that anticipate the sun rising in the
morning can be exploited. The critical aspect of the optimization
is choosing the appropriate time interval over which to maximize
entropy production and whether local or global optimization
should be used (Vallino, 2011); consequently, these two aspects

are the focus of this manuscript and form the bases of the Results
section.

Physical parameters and model skill assessment
If the MEP model developed here were cast as a conventional
biogeochemistry model, there would be 89 biological parameters
associated with growth kinetics. Instead, there are 28 optimal
control (OC) variables (8 εj and 20 �i,j), but only one
biological parameter, because the OC variables are determined
by maximizing entropy production described above. The sole
biological parameter, 1t, specifies the time scale over which
entropy is maximized, Equation (12), and its impact on solution
dynamics is the focus of this manuscript. There are 11 uncertain
physical parameters, 9 associated with particulate matter sinking
velocities and two associated with light absorption by water and
particles. Since fitting model output to observations is not an
indication of good model forecasting fidelity, we only crudely
adjusted the 11 physical parameters so that model outputs were
within an order of magnitude of observations. These adjustments
were made with fix values of the 28 OC variables that were set
arbitrarily. The objective was to get the physics to reasonably
approximate that occurring in Sider Pond.

To determine model performance, 2D linear interpolation
was used to extract values of model state variables at times
and depths corresponding to those taken for observations.
Root mean squared errors were then calculated between
interpolated model outputs and observations to quantify model
skill (Fitzpatrick, 2009). The computational approach used
for solving the 1D advection-dispersion-reaction equation is
described in Supplementary Material section 2.9 and the
approach used for solving the optimal control problem is
described in Supplementary Material section 3.2.

RESULTS

All solutions presented here are from local entropy maximization
at 10 depths (0, 1, 2, 3, 4, 6, 8, 10, 12, and 15m). We investigated
two optimization time intervals, △t, for entropy maximization,
a short interval of 0.25 days and a long interval of 3 days.
Simulations were started on May 19th, but only the last 6
days of simulations from Jun 21st to Jun 27th are shown here
and compared to observations collected on Jun 25th and 26th
(Figure 2). Our results focus on how these two solutions compare
to observations in the Simulations Compared to Observations

section as well as how the short and long interval optimization
windows differ from each other in theComparison Between SIO

and LIO Simulations section.

Simulations Compared to Observations
Solutions obtained from the short (0.25 day) and long (3
day) interval optimizations are compared to biogeochemical
observations from Siders Pond that were collected to form a 2D
sample grid on Jun 25th and 26th, 2015 (Figure 2). Simulated
profiles for photosynthetic active radiation (PAR), Chl a and
dissolved oxygen (DO) are compared to observations in Siders
Pond in Figure 3. The short interval optimization (SIO) shows
PAR extending to nearly the bottom of the pond (Figure 3A),
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FIGURE 3 | Contour plots of photosynthetic active radiation (PAR) (A–C), chlorophyll (Chl) a concentration (D–F) and dissolved oxygen (DO) (G–I) for six day

simulations using short interval optimization (SIO) (left column), long interval optimization (LIO) (center column) and for observations collected from Siders Pond over a

24 h period on Jun 25 to Jun 26 2015 (right column). Rectangle (dashed white lines) in simulation plots corresponds to time and depths where observations are

comparable (i.e., Jun 25/26, 0.5 to 12m). Actual observations are shown as white circles with black perimeters (see also Figure 2).

while PAR from the long interval optimization (LIO) (Figure 3B)
more closely matches observations (Figure 3C). The prediction
for Chl a in both simulations do not match observations very
well (Figures 3D–F), but this is partially due to how Chl a was
estimated, since Chl a is not specifically modeled. The Chl a in
vivo observations show a peak Chl a around 5m, while both
simulations have peaks around 12m, but those peaks are due to
accumulation of sinking phytoplankton rather than productivity
at that depth. The LIO simulation does show a secondary Chl a

peak developing around 3m, but it is weaker than observations
(∼ 6 vs. 40 µg L−1). Based on DO, the SIO shows anaerobic
conditions begin at 6m, while the LIO shows that occurring
at 10m. The observed transition to anoxia splits between the
two simulations at 8m. Observations also show a subsurface
DO maximum at 3.5m, while both simulations show max DO
closer to 1.3m. Furthermore, the SIO shows a decreasing DO
max with time, while the LIO shows an increase over time, and
the maximum reaches 800 mmol m−3 vs. 480 for observations.
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In general, the SIO simulations show less phototrophic activity
while LIO shows greater activity than what the observations
indicate. The LIO solutions show better fits to observations for
PAR and Chl a based on RMSE, while the SIO shows a better fit
to DO (Table 3).

Simulations of substrate concentrations for autotrophs,
namely inorganic phosphate and dissolved inorganic carbon
(DIC), show qualitative agreement to observations for both
SIO and LIO solutions (Figure 4), but some discrepancies
are apparent. The phosphate chemoclines occur around 10,
11, and 8m for the SIO, LIO, and observations, respectively
(Figures 4A–C). Above the phosphate chemocline, the SIO
simulation shows slightly elevated levels of H3PO4 (∼0.3 mmol
m−3) in the surface and 5m layers, compare to observations
(Figure 4C), which are near the level of detection (0.03 mmol
m−3) except for a few spikes. Below the phosphate chemocline,
observations show slightly higher accumulations of phosphate,
approaching 22 mmol m−3, while the SIO and LIO simulations
show max concentrations closer to 16 and 19 mmol m−3,
respectively. For DIC, both SIO and LIO simulations show
much lower DIC concentrations below 10m (3,000 and 5,400
mmol m−3, respectively) than observed in Siders Pond (16,500
mmol m−3), which would indicate much higher anaerobic
remineralization in the pond than occurs in the simulations. The
SIO and LIO also show greater draw down of DIC in the surface
water above 2 and 4m respectively, and the LIO simulation
shows minimum DIC approaching just 2 mmol m−3 at 1m,
while minimum observed value is above 660mmol m−3. The SIO
simulation fits phosphate observations slight better than the LIO
simulation, but LIO does better at fitting the DIC observations
(Table 3).

Simulations of hydrogen sulfide show a chemocline at
approximately 9 and 10m for the SIO and LIO solutions,
respectively, which are slightly deeper than the H2S chemocline
observed in Siders Pond at about 8m (Figures 5A–C). However,
H2S reaches concentrations as high as 7,000 mmol m−3 in
Siders Pond, while maximum concentrations only reach 900 and
2,100 mmol m−3 in the SIO and LIO simulations, respectively.
Simulations also show a peak H2S concentration at 12m, and
a decrease in concentration below 12m, which also indicates
lower anaerobic respiration in the simulations. Simulated sulfate
concentrations in the upper portion of the water column (0
to 4m) are similar to those observed (Figures 5D,E), but
the simulations show an abrupt sulfate chemocline starting at
about 8m, while observations show a more gradual increase in
sulfate with depth. Furthermore, sulfate reaches much higher
concentrations in the simulations at depth than do observations,
showing maximums of 15,500 mmol m−3 in both simulations,
while observation maximum is only 9,000 mmol m−3. The lower
simulated concentrations of H2S and the higher simulated sulfate
concentrations indicate that sulfate reduction in the model is
lower than that actually occurring in Siders Pond, but the LIO
simulations fit observations better for both H2S and H2SO4 than
do the SIO simulations (Table 3).

The last of the observations are dissolved organic carbon
(DOC) and particulate organic carbon (POC) concentrations
(Figure 6). For simulations, DOC is a derived quantity based on

the sum of state variables [CL] and [CD], while POC is derived
from the sum of internal carbohydrate stores,

[

CPhy

]

and [CGSB],

plus the concentrations of all biological structures,
[

Sj

]

. In the
water column above 12m, the SIO simulation shows very low
concentrations of DOC (∼ 1 mmol m−3), but then increases
rapidly to a maximum of 1,900 mmol m−3 (Figure 6A). The
LIO simulation shows a similarly high DOC concentration at
14m, but above 12m, the DOC concentration ranges from 2
to 140 mmol m−3, which is closer to those observed in Siders
Pond, which range from 200 to 300 mmol m−3 above 10m,
and increase to a maximum of about 1,000 mmol m−3 at 12m.
Similar to DOC, POC in the SIO simulation shows low values
(< 30 mmol m−3) above 6m, but POC peaks to 1,000 mmol
m−3 at 12m (Figure 6D). The POC concentrations from the
LIO simulation are closer to observations, but the mid-water
POC maximum in the LIO simulation is approximately 500
mmol m−3, while the observations peak at 280 mmol m−3

around 4m. Like the SIO simulation, the LIO simulation also
shows high POC concentrations below 10m, which was not
observed in Siders Pond. It is possible that DOC and POC
may reach higher concentrations in the funnel-like basin of
Siders Pond below 12m, but samples were not collected there.
While the LIO simulations show better fit to DOC observations,
the SIO simulations fit the POC observations better (Table 3).
Overall, the LIO simulations fit six observations better, while
the SIO simulations of fit three observations better, which
indicates the LIO simulations are overall closer to observations
(Table 3). On a qualitative measure, the LIO simulation produces
a phytoplankton bloom near the surface of the pond (Figure 3),
which is consistent with multiple years of student collected
observations from Sider Pond. In that regard, the LIO solution
appears better at predicting this important feature of Siders
Pond.

Comparison Between SIO and LIO
Simulations
Since the MEP optimization model generates a large number of
outputs, this section highlights some of those outputs to contrast
the simulations based on the short (0.25 d) interval optimization
(SIO) to that from the long (3 d) interval optimization (LIO).
Consider entropy production, which is the variable that is
being sequentially maximized over a 0.25 d interval (SIO) or
a 3 d interval (LIO) at 10 different depths (Figure 7). Total
entropy production, σ̇6 , for the SIO and LIO simulations differ
significantly, in that σ̇6 in the SIO solution is spread out over a
12m water column (Figure 7A) vs. the LIO solution (Figure 7E),
where most of the entropy production occurs in the top 3m
of the pond. Furthermore, peak entropy production in the LIO
simulation is 7.5 times great than the SIO solution (9.8 vs. 1.3
GJ m−1 K−1 d−1), and the total integrated entropy produced
over the water column and over the 6 day simulation, σT , was
21.3 GJ K−1 and 36.5 GJ K−1 for the SIO and LIO simulations,
respectively. For comparison, if the pond was sterile, σT would
equal 12.4 GJ K−1 from light absorption in the water column.
The 71% higher total integrated entropy, σT , produced by the LIO
simulation illustrates that extending the optimization time scale
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TABLE 3 | Root mean squared errors between model predictions and observations for the short (SIO, t = 0.25 d) and long (LIO, t = 3.0 d) interval optimizations.

△t (d) PAR (µE m−2 s−1) Chl a (µg L−1) DO (µM) H3PO4 (µM) DIC (µM) H2S (µM) H2SO4 (µM) DOC (µM) POC (µM)

0.25 484. 32.9 137. 4.69 6050. 2500. 3650. 388. 167.

3.00 189. 24.4 212. 4.88 5610. 2280. 3390. 361. 198.

Better (i.e., lower) scores are highlighted in bold italic font face.
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results in greater entropy production, which is consistent with a
previous study (Vallino et al., 2014).

The different contributors to total entropy production, namely
by reaction, σ̇R, water, σ̇W , and particles, σ̇P, also differ
significantly between the two simulations. For instance, total
integrated entropy production associated with reactions was
actually greater in the SIO than the LIO simulation (Figure 7B
vs. Figure 7F), as well as exhibited a greater maximum σ̇R

(0.28 vs. 0.26 GJ m−1 K−1 d−1 for SIO versus LIO); however,
entropy production by reaction during the day is rather small
(< 25% in the upper 5m) compared to light dissipation by
water or particles, but the two simulations differ here as well.
The SIO simulation dissipates most of the incoming radiation
by water absorption in the upper 5m of the water column
(Figure 7C vs. Figure 7G), while the LIO simulation dissipates
most of the electromagnetic potential via absorption by particles

(Figure 7D vs. Figure 7H). As evident in the POC (Figure 6)
and Chl a (Figure 3) concentrations, the LIO simulation
produces more biomass in the upper portion of the water
column, and biomass is effective at absorbing and dissipating
light.

An analysis of phytoplankton (Phy) growth by the SIO and
LIO simulations (Figure 8) illustrates not only how the two
simulations differ, but also some of the mechanics of the MEP-
based optimization approach. Phytoplankton density attains a
maximum of 20 mmol m−3 in the LIO simulation by June 27th,
but Phy are effectively absent in the SIO simulation, attaining
a maximum of only 0.1 mmol m−3 (Figures 8A,F). While it is
possible that the low phytoplankton density in the SIO simulation
could be due to extensive predation, this is not the case because
the rates of CO2 fixation (r1,Phy, Table 2) and conversion of
fixed C to biomass (r2,Phy, Table 2) are two orders of magnitude
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lower in the SIO versus LIO simulation (Figures 8B,C vs.
Figures 8G,H). The differences in phytoplankton density and
reaction rates between the SIO and LIO simulations are due
to how the optimal control variables change over time and
space (Figures 8D,E,I,J). Consider how reaction efficiency, εPhy,
varies over time and space in the two simulations (Figures 8D,I).
The SIO simulation shows rapid switching between very high
efficiencies (>0.98) and very low efficiencies (<0.02) over time.
While not on all days, reaction efficiency drops to very low
levels around noon (Figure 8D), which results in high entropy
production, but at the sacrifice of fixing CO2, which is consistent
with maximizing energy dissipation on a short term time scale.
On the contrary, the LIO solution (Figure 8I) shows more
gradual changes in εPhy, operating between 0.3 and 0.4 for
most of the simulation. There is rapid changing of the biomass
allocation variable, �1,Phy, in the LIO solution (Figure 8J),
but this makes sense, because the control variable partitions
phytoplankton biomass to the light requiring carbon fixation
reaction, r1,Phy, during peak daylight (Figure 8G), then switches
to the biosynthesis reaction, r2,Phy, at night (Figure 8H). Based
on Figure 7C, the SIO solution instead uses water for the
short term dissipation of electromagnetic potential in the pond’s
surface, but in deeper water the SIO solution does produce
biomass.

Instead of producing phytoplankton, the SIO solution
produces more green sulfur bacteria (GSB), which reach a
maximum concentration of 735 mmol m−3, compare to only 23
mmol m−3 in the LIO solution (Figures 9A,D). Furthermore,
GSB increase during the SIO simulation, while they decrease in
the LIO, which is evident in the greater biosynthesis reaction,
r2,GSB, in SIO vs. LIO solutions (Figures 9B,E) as well as in
r1,GSB (not shown). However, the value of the reaction efficiency
control variable, εGSB, does switch to low values around noon
on several days in the SIO simulation, which implies again the
solution favors entropy production over growth (Figures 9C,F).
This SIO simulation also favors much higher reaction rates of
photoheterotrophs (PH), r1,PH , compared to the LIO solution,
but interestingly, this does not lead to greater concentrations
of PH biomass, SPH (Figure 10). The reason is because high
rates for PH growth, r1,PH , are coupled with extremely low
values of growth efficiency, εPH (Figures 10B,C). Based on the
adaptive Monod equation that changes substrate affinity as a
function of ε

4
PH , uptake of labile organic carbon, CL, by PH

can occur at extremely low concentrations when εPH is close to
zero, but small εPH values means very little biomass is produced
as a results. This is an interesting result, as light energy is
being used to scavenge organic carbon at low concentrations,
which contributes to the low labile organic carbon observed
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in the SIO simulation (Figure 6A). Furthermore, the high
entropy production from reaction, σ̇R (Figure 7B), is almost
entirely due to PH. One of the reasons both green sulfur
bacteria and photoheterotrophs are more active in the SIO
versus LIO simulations is that light is not being intercepted by
phytoplankton like it is in the LIO simulation (Figure 8A vs.
Figure 8F).

Bacterial densities are similar in the two simulations
(Figures S4a,d), but there is significantly higher growth rate
by bacteria in the LIO simulation between 4 and 10m
(Figures S4b,e). Both simulations allocate almost all of SBac to
detrital carbon decomposition, r2,Bac, below 13m (Figures S5c,f),
but the SIO simulation also allocates biomass to detrital
carbon decomposition sporadically throughout the water column
to produce CL (Figure S4c). The anaerobic, sulfate reducing
bacteria function similarly as bacteria, but operate in the
anaerobic portion of the water column (Figures S6, S7).
Like bacteria (Bac), the sulfate reducing bacteria (SRB)
allocate biomass to detrital carbon decomposition, r2,SRB,
below 13m in both SIO and LIO simulations (Figures S7c,f)
and sporadically throughout the water column in the SIO
simulation (Figure S7c). Overall, bacteria and SRB function
in a complementary mode across the aerobic and anaerobic

portions of the water column. Similar to phytoplankton, the
control variables for both SBac and SSRB show more rapid
(bang-bang) control in the SIO compared to the LIO simulation
(Figures S5, S7). The third bacterial group, sulfide oxidizing
bacteria, SSOx, are largely unimportant in either of the 6 day
simulations.

Another significant difference between the SIO and LIO
simulations is a greater importance of predation, SGz , in the
SIO solution (Figure 11). Because predation is abstracted in the
MEP model, it represents all predation mechanisms, including
protists, predatory bacteria, viruses, and cannibalism. In addition
to dissipating chemical potential stored as biomass, predation
serves a more important task of recycling nutrients from biomass
that are allocated to metabolic functions that are not needed
under prevailing conditions. The SIO and LIO simulations show
that the concentration of SGz is more than 4 times higher in
SIO than LIO solutions, and SGz increases over time under
the SIO objective. The primary prey items in the SIO solution
are SGz (i.e., cannibalism), SBac and SPH (Figures 11B–D),
while only SBac predation is of significance in the LIO solution
(Figure 11G). Closer inspection of Figures 11B,C reveals that
predation occurs predominately at night, which is a result of
temporal changes in the partitioning control variables, �i,Gz ,
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rather than prey concentration (not shown). High concentration
of SGz is found below 10m, but growth of grazers actually
occurs between 4 and 7m, which indicates the high SGz

concentration below 10m is due to sinking and accumulation.
Accumulation of biomass in the deep, anaerobic, portion of
the water column becomes food for anaerobic predators, SAGz ,
which are important in both SIO and LIO simulations, but are
slightly more active in the LIO simulation (Figure S8).

An interesting result that derives from the focus on dissipating
energy potentials rather than on growing organisms is the
importance of chemotrophs on dissipating electromagnetic

potential. For instance, aerobic organoheterotrophic bacteria,
SBac, are well understood as dissipaters of chemical potential,
as they typically respire significant amounts of organic carbon
(i.e., εBac < 0.5). In both the SIO and LIO simulations, however,
far more free energy is dissipated by passive light absorption
than it is by respiration (Figure 12), although the difference is
more striking in the SIO simulation (Figure 12A vs. Figure 12B).
Some prokaryotes in nature harness this abundant light energy
via expression of proteorhodopsin (Béjà et al., 2000), which is
perhaps more widespread than currently appreciated (Dubinsky
et al., 2017).
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DISCUSSION

The two primary objectives of this study were to demonstrate

that (1) a model based on free energy dissipation can reasonably
describe microbial community organization and function with

relatively few parameters and (2) that microbial systems operate
collectively over characteristic timescales that are likely longer

than what common wisdom would suggest. The secondary

objectives were to demonstrate how the model can be used in
systems with spatial dimensions and to extend the approach to

include phototrophs. While improvements could be made with
explicit data assimilation (Edwards et al., 2015), the MEP model
did a reasonable job at simulating biogeochemistry in Siders
Pond with few adjustable parameters, and the better fit of the long
interval optimization (LIO) simulation to 6 out of 9 observations
indicates that the microbial community has evolved to function
over time scales that are longer than 0.25 days (Table 3).
The MEP optimization approach removed approximately 89
parameters that would have had to be tuned if a conventional
model had been used (Ward et al., 2010). Perhaps the most
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useful aspect is that MEP provides a different perspective to
view biology (Skene, 2017). For the Siders Pond model, the
perspective focused our attention on how microbial functional
activity changes with the length of the entropy integration
interval,△t.

Temporal strategies, such as circadian clocks (Wolf and
Arkin, 2003), anticipatory control (Mitchell et al., 2009; Katz
and Springer, 2016), energy and resource storage (Schulz et al.,
1999; Grover, 2011), and dormancy (Lewis, 2010) are hallmarks
of biology, yet they are often not given much consideration
when theory and models are developed for understanding
biogeochemistry, even though temporal strategies have also been
observed in microbial communities (Ottesen et al., 2014). Here
ourmodel results indicate that different organizational timescales
can dramatically impact biogeochemistry and how microbial
communities function. For instance, the SIO simulation does not
invest resources in phytoplankton growth, because over the short
0.25 day optimization, water dissipates more electromagnetic
potential than a small increase in phytoplankton biomass over
the short interval. Instead, the SIO solution allocates resources
to growth of green sulfur bacteria (GSB) and photoheterotrophs
(PH) deeper in the water column to dissipate light not adsorbed
by water in the surface. The SIO solution also places more
resources on decomposing refractory carbon, but also on
respiring the liberated labile carbon. Grazing rates, especially
under aerobic conditions, are higher in the SIO simulations as
well. These types of resource allocations in the SIO solution
appear more consistent with R∗ or resource-ratio theory (Tilman,
1982) and r-selection (Pianka, 1970; Fierer et al., 2007); that
is, emphasis on fast growth. On the contrary, the LIO solution
appears more similar to K-selection where resources are invested
for longer term outcomes. These differences are also evident

in the control variables. In the SIO simulations, the control
variables show rapid bang-bang control fluctuations as resources
vary (Figure 8D), while the LIO solution produces more gradual
changes in control variables (Figure 8I). A microbial community
that implements temporal strategies should outcompete a
community that lacks temporal strategies, because long-term
strategies result in greater acquisition and utilization of food
resources under non steady-state conditions than short-term
strategies (Cole et al., 2015), which is evident by the 71% greater
entropy production over the 6 day simulations using LIO versus
SIO (36.5 GJ K−1 vs. 21.3 GJ K−1).

One of the main questions that arise in applying MEP is
what is the appropriate timescale over which biology organizes?
That is, in the current implementation of the model, what is an
appropriate value for△t used in the optimal control problem? In
this study two values were explored, 0.25 days for the SIO and 3
days for the LIO. These choices were based on the observation
time scale, where 0.25 day is “short” compared to 1 day, and
3 days is “long” in comparison to 1 day. Our results indicate
that the SIO solution did not match observations or expectations
as well as the LIO solution (Table 3). Comparing MEP model
output to observations for differing values of △t is one means
to explore this fundamental property of ecosystems. But is a
3 d optimization window sufficient? It seems the appropriate
MEP time scales do not depend on just the characteristic time
scales of organisms, because our study on periodically forced
methanotroph communities showed that the communities were
well adapted to 20 day cyclic inputs of energy, even though the
characteristic turnover time of bacteria is closer to hours (Vallino
et al., 2014; Fernandez-Gonzalez et al., 2016). We know that
terrestrial systems function on long timescales, at least on the
order of the four seasons, but their time scales are likely much
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FIGURE 10 | Contour plots of photoheterotroph concentration, [SPH ] (A,D), rate of the carbon fixation reaction, r1,PH (B,E) and the growth efficiency optimal control

variable, εPH (C,F) for the SIO (A–C) and LIO (D–F) simulations. Note, contours for εPH were selected to emphasize εPH values near zero.

longer given that individual trees can live hundreds of years, and
forest succession takes longer than that (Odum, 1969; Finegan,
1984). At this time, we do not have an answer to the question
regarding an appropriate optimization time scale for microbial
communities, but it is likely related to the time scales over which
biological predictions, acquired by evolution, can be reliably
made, such as the sun will return tomorrow, or winter is coming.
Predicting the future has obvious evolutionary advantages, but
it also results in greater dissipation of free energy and entropy
production, as evident by the higher entropy produced by the
LIO solution. We believe that determining the temporal scales
over which microbial communities operate will be important for
developing predictive biogeochemistry models, but space scales
are also import.

Strategies that coordinate function over space also lead to
greater free energy dissipation (Vallino, 2011). Some examples
of such coordination include quorum sensing (Goo et al., 2012;
Hmelo, 2017) and associated quorum policing (Whiteley et al.,
2017), long-rangemetabolic signaling (Liu et al., 2015), stigmergy
(Gloag et al., 2013), horizontal gene transfer (Treangen and
Rocha, 2011), cables and nanowires (Reguera et al., 2005; Schauer

et al., 2014), cross-feeding (Estrela et al., 2012; Rakoff-Nahoum
et al., 2016), chemotaxis (Stocker and Seymour, 2012), vertical
migration (Inoue and Iseri, 2012) and other types infochemical
exchange (Moran, 2015). Our original intent was to compare
local versus global MEP optimization, but global optimization
in the Siders Pond model did not produce biologically relevant
results due to the speed at which electromagnetic potential
is dissipated abiotically. Because water and sediments rapidly
absorb light, any water column of sufficient depth will dissipate
all incoming radiation as entropy regardless of the presence
of organisms, so an infinite number of solutions exist that
all produce the same global entropy production. However,
maximizing local entropy production at discrete depths, as was
conducted in this study, does select for a unique solution,
which our results show is biologically relevant. Our previous
study with purely chemical reactions showed that global entropy
production results in greater chemical potential destruction
(Vallino, 2011). This study indicates that if abiotic processes
can destroy an energy potential faster than biotic ones, then
local MEP optimization will be the preferred solution. Global
maximization of entropy production is more likely to be found in
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FIGURE 11 | Contour plots of grazer concentration, [SGz ] (A,E) and rates of predation on, grazers, r3,Gz (B,F), bacteria, r5,Gz (C,G), and photoheterotrophs, r7,Gz
(D,H) for the SIO (A–D) and LIO (D–H) simulations.

systems where energy potentials are stable with respect to abiotic
decay, such as chemical potentials. However, it seems possible
that both local and global optimization could be operating
simultaneously in systems given that both light and chemical
potentials often exist, so further studies are needed.

Other areas that could improve the MEP modeling approach
are as follows. Our metabolic network (Figure 1) was largely
based on prior knowledge about Siders Pond biogeochemistry,
but condensing genome-scale models may also be a means to
construct more realistic whole community metabolic networks
from genomic surveys (Hanson et al., 2014; Hanemaaijer et al.,
2015), and exometabolomics could be used to identify metabolite

nodes in the distributed metabolic network that are widely
exchanged between functional groups (Klitgord and Segre, 2010;
Baran et al., 2015; Fiore et al., 2015; Ponomarova and Patil, 2015).
Also, our current approach relies on non-linear optimal control
to locate MEP solutions, but this is a computationally intensive
problem, and falls under the class of problems known as control
of partial differential equations (Coron, 2007). Building on
expertise from that field could reduce computation requirements,
especially for problems involving two or three spatial dimensions,
but it might be possible to avoid the formal optimization problem
altogether. One possibility would be to use Darwinian inspired
trait-basedmodeling approaches (Follows et al., 2007; Coles et al.,
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organic carbon, σ̇1,Bac, Equation (S94) (B,D) for the SIO (A,B) and LIO (C,D) simulations.

2017), which is how biology actually solves the MEP problem.
On the other hand, MEP could be useful for developing trait
models that improve entropy production over time and space,
such as traits that include resource storage, time delays (i.e.,
dormancy), migration across fronts and boundaries to acquire
resources, clocks and oscillators, distribution and packaging
of metabolic function, predation, remineralization, and other
regulatory motifs (Wolf and Arkin, 2003). By placing emphasis
on the mechanisms of how energy potentials are destroyed over
time and space, rather than on the peculiarities of how organisms
grow and survive, can lead to new insights that can improve
our understanding of biogeochemistry and model predictions
thereof.

CONCLUSIONS

Our results demonstrate that models based on MEP can
reasonably simulate how microbial communities organize and
function in Siders Pond over time and space while using a
minimum of adjustable parameters. The improved qualitative

and quantitative agreement between model predictions and
observations using long (3 day, LIO) versus short (0.25 day, SIO)
interval optimization supports the hypothesis that biological
systems maximize entropy production over long time scales. The
modeling presented here extends the MEP approach to include
an explicit spatial dimension, and new metabolic reactions
were introduced to model phototrophs and entropy production
associated with the destruction of electromagnetic potential. By
considering the dissipation of both chemical and electromagnetic
potentials, the MEP model shows that heterotrophs, such as
bacteria, dissipate far more free energy in the photic zone by
passive light absorption than by chemical respiration. Short
interval optimization results in higher grazing rates and turnover
of organic carbon, as well as rapid (bang-bang) changes in
the reaction control variables, while long interval optimization
supports higher phytoplankton growth and standing stocks near
the surface of the pond.We also found that maximization of local
entropy production, as opposed to global entropy production,
must be used for energy potentials that are quickly dissipated
by abiotic processes, such as light absorption by water and
particles. Taken together, results validate our general conjecture
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that biological systems evolve and organize to maximize entropy
production over the greatest possible spatial and temporal
scales, while abiotic processes maximize instantaneous and local
entropy production.
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